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Preface 

The International Conference on Intelligent Computing (ICIC) was set up as an annual 
forum dedicated to emerging and challenging topics in the various aspects of advances 
in computational intelligence fields, such as artificial intelligence, machine learning, 
bioinformatics, and computational biology, etc. The goal of this conference was to 
bring together researchers from academia and industry as well as practitioners to share 
ideas, problems and solutions related to the multifaceted aspects of intelligent 
computing. 

This book constitutes the proceedings of the International Conference on Intelligent 
Computing (ICIC 2005), held in Hefei, Anhui, China, during August 23–26, 2005. 
ICIC 2005 received over 2000 submissions from authors in 39 countries and regions. 
Based on rigorous peer reviews, the Program Committee selected 563 high-quality 
papers for presentation at ICIC 2005; of these, 215 papers were published in this book 
organized into 9 categories, and the other 348 papers were published in five 
international journals.  

The organizers of ICIC 2005 made great efforts to ensure the success of this 
conference. We here thank the members of the ICIC 2005 Advisory Committee for 
their guidance and advice, the members of the Program Committee and the referees for 
reviewing the papers, and the members of the Publication Committee for checking and 
compiling the papers. We would also like to thank the publisher, Springer, for their 
support in publishing the proceedings in the Lecture Notes in Computer Science eries. 
Particularly, we would like to thank all the authors for contributing their papers. 
Without their high-quality papers, the success of the conference would not have been 
possible. Finally, we are especially grateful to the IEEE Computational Intelligence 
Society and the IEEE Hong Kong Computational Intelligence Chapter as well as their 
National Science Foundation of China for their sponsorship. 

15 June 2005       De-Shuang Huang 
Institute of Intelligent Machines, Chinese Academy of Sciences, China 

Xiao-Ping Zhang 
Ryerson University, Canada 

Guang-Bin Huang 
Nanyang Technological University, Singapore 
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Abstract. This paper suggests a new diffusion method, which based on 
modified coherence diffusion for the enhancement of ocular fundus images 
(OFI) and parallel AOS scheme is applied to speed algorithm, which is faster 
than usual approach and shows good performance. A structure tensor 
integrating the second-order directional differential information is applied to 
analyze weak edges, narrow peak, and vessels structures of OFI in diffusion. 
The structure tensor and the classical one as complementary descriptor are used 
to build the diffusion tensor. The several experiment results are provided and 
suggest that it is a robust method to prepare image for intelligent diagnosis and 
instruction for treatment of ocular diseases. The modified diffusion for the 
enhancement of OFI can preserve important oriented patterns, including strong 
edges and weak structures. 

1   Introduction 

The aim of medical images enhancement is to save the helpful information when 
images are denoised to prepare for segmentation and registration before image fusion, 
then it can be available for disease diagnoses, treatment and evaluate after operation, 
so it is very important for theory and appliance. The enhancement of medical images 
is the base for registration and fusion, vessels segmentation, feature extraction, 
registration, classification and fusion. This provides a foundation for further research. 
Medical image enhancement is an important preprocessing step that removes noise 
while preserving semantically important structures such as edges. This may give great 
help to simplify subsequent image analysis like segmentation and understanding and 
diagnosis. However, general image enhancement methods often remove much 
important information while removing noise. 

The aim of ocular fundus images enhancement and vessels extracting is to get 
more special information for disease diagnoses, treatment and evaluation after 
therapy, so it is very important for theory and appliance. General image enhancement 
methods often remove more important information while removing noise. Image 
enhancement is an important step to removes noise for simplifying image 
segmentation and extraction. Nonlinear-based diffusion for image enhancement has 
attracted much attention in a purely data-driven way that is flexible to deal with the 
rich image structures [1]. Most of Nonlinear based image diffusion use a scalar 
diffusivity thus the diffusion flux is along gradient direction, which may blur edges. 
Moreover, such isotropic diffusion cannot preserve the oriented structures precisely. 
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With the increasing appearance of oriented structures in many computer vision and 
image processing problems, for instance eye fundus vessels, many attempts on 
oriented patterns enhancement have been made [2]. Partial differential equations 
based coherence diffusion has proved to be a very useful method [3,4].  

This study suggests a new structure tensor integrating the second-order directional 
differential information, which can be used to analyze narrow peaks. The structure 
tensor as complementary descriptor plays a roles at different diffusion stage 
controlled by a switch parameter. This diffusion is called as switch diffusion. The 
switch diffusion is controlled by the diffusion tensor constructed from the switch 
structure tensor, which can preserve strong edges and weak edges. Additive operator 
splitting (AOS) scheme showed a nice performance in implement. 

2   Principle of Diffusion 

Diffusion is a physical process that equilibrates concentration differences without creating 
or destroying mass. Fick’s Diffusion Law expresses the equilibration property [1]: 

uDj ∇•−=  (1) 

The observation that diffusion does only transport mass without creating or 
destroying mass is expressed by the continuity equation: 

)( jdiv
t

u −=
∂
∂

 (2) 

Thus results in diffusion equation: 

)( uDdiv
t

u ∇•=
∂
∂

 (3) 

Where D  is diffusion tensor, j  is mass flux. When  D  is a scalar, flux j  is para

llel to u∇ , which is isotropic diffusion. While D  is a positive definite symmetric ma

trix, j and u∇  are not parallel, which is anisotropic diffusion. In the latter case, it is 
desirable to rotate the flux towards the orientation of interesting features that steers co
herence-enhancing diffusion. 

Precise coherence analysis is crucial to the diffusion behavior. Cottete and 
Germain used the tensor product of gradient as the original structure tensor [2]:  

TuuJ σσ ∇⊗∇=0 , where uGu *σσ =  is the slightly smooth version image by 

convolving u  with gauss kernel σG . The eigenvalues of 0J  are 

0,|| 2
2

1 =∇= μμ σu , which provides coherent measurement 2
21 )( μμ −=k  and 

the eigenvector 
||2

σ

σ

u

u
e

∇
∇=

⊥

 provides the coherent direction. However, the simple 

structure tensor fails in analyzing corners or parallel structures. To solve this problem, 
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Weickert proposed the structure tensor [4,5]: )( TuuGJ σσρρ ∇⊗∇∗= . The 

eigenvalues of ρJ  measure the variation of the gray values within a window size of 

order ρ . This structure tensor is useful to analyze strong edges, corners and T-

junctions. However, it is a linear smoothing of 0J  and uses only the local average of 

the first-order differential information. Many image features such as narrow peaks, 

ridge-like edges could not be accurately described by ρJ  for the gradient is close to 

zero on these structures. Recently, Brox and Weickert proposed a nonlinear structure 

tensor by diffusing 0J  under the image gradient field u∇ , which may bring much 

computational cost [6,7]. 

3   Switch Diffusion 

Narrow peaks and ridge-like structure are important features in OFI images. Classical 
structure tensors use only the local average of the gradient for estimating coherence. 
Therefore, it may not provide precise estimation on which the gradient is weak. 
Second-order directional derivative can cope with these structures well. We denote 
the intensity image by ),( yxu . The directional derivative of u at point ),( yx  in 

the direction T)sin,(cos θθα = is denoted by ),(' yxuα . It is defined as: 

>∇=<
∂
∂+
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∂=

−++=
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The second-order directional derivative of u  along α is denoted by ),('' yxuα , 

and it follows that: 
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Where H is Hessian matrix u . Let )(,, 2121 μμμμ ≥  denote the eigenvalues 

of H and 21,ee the corresponding eigenvectors. From Rayleigh’s quotient, we can 

derive that: 

1
''

2 μααμ α ≤=≤ uHT
 (6) 

So the eigenvalues of Hessian matrix are exactly the two extreme of ''
αu  and the 

corresponding eigenvectors are the directions along which the second directional 
derivative reaches its extreme. Hessian matrix can describe the second-order structure of 
the local intensity variations along the eigenvectors, which can cope with narrow peaks 
and ridge-like structures. When there are dark (bright) narrow long structures in the 

image, second-order directional derivative ''
αu  reaches its maximum (minimum) along 

eigenvectors )( 21 ee . So the coherent direction should be along )( 12 ee respectively.  

The new structure tensor is defined by σHJ H = . Note that σH  is the Hessian 

Matrix of σu . The proposed structure tensor is a desirable descriptor for analyzing 

narrow peaks or ridge-like structures. 

The classical structure tensor ρJ  is useful to analyze strong edges, corners and T-

junctions while fails in detecting weak edges precisely. However, the new proposed 

structure tensor HJ  can capture weak edges as narrow peaks and ridge-like structures 

while fails in detecting strong edges. Therefore, the two structure tensors can be 
complementary to each other and provide reliable coherence estimation on different 
structures.  A switch parameter T  to control the roles of the two structure tensors is 

introduced. When Tu ≥∇ || σ , ρJ  is available, whereas Tu <∇ || σ , HJ  is more 

reliable. The switch structure tensor is given by: 

≥∇
=

elseJ

TuifJ
J

H

|| σρ
 

 

(7) 

A desirable diffusion tensor D should encourage coherent diffusion. A natural way 
to construct D is from structure tensor J  such that D  have the same eigenvectors as 
J  and its eigenvalues prefers the diffusion along the coherent direction than across to 

it. Let )(,, 2121 μμμμ ≥  denote the eigenvalues of J and 21,ee the 

corresponding eigenvectors. The coherent direction estimated from J  is denoted by 

)(coe and the orthogonal direction by ⊥
)(coe . Note that the coherent direction estimated 

from ρJ  is always along 2e , while from HJ  it can be divided into the following 

two cases: when there are dark curvilinear structure in the bright background, the 

coherent direction is along 2e ; otherwise there are bright curvilinear structure in the 

dark background, the coherent direction is along 1e . Not only the eigenvectors, but 



 A Novel Approach to Ocular Image Enhancement with Diffusion 5 

 

also the eigenvalues can provide useful structure information: When 21 μμ >> , it 

corresponds to anisotropic oriented structure. When 21 μμ ≈ , it corresponds to 

isotropic structures. To encourage coherent diffusion, the eigenvalues of D can be 
chosen as [3,4]: 

Where )(coλ and ⊥
)(coλ are the diffusivity along the direction )(coe and 

⊥
)(coe respectively.  0>β  serves as a threshold parameter. )(coλ  is an increasing 

function with respect to the coherence measurement 2
21 )( μμ − . When 

βμμ >>− 2
21 )( , 1)( ≈coλ ; otherwise, it leads to cco ≈)(λ . )1,0(∈c  is small 

positive parameter that guarantees D  is positive definite.  

Therefore, D  can be obtained by T

co

co
PPD =

⊥
)(

)(

λ

λ
, where 

( )⊥= )()( , coco eeP  is the eigenvector matrix. Let ρD , HD  denote the diffusion 

tensor constructed from ρJ and HJ  respectively.  Therefore, the diffusion tensor is 

given by: 

≥∇
=

elseD

TuifD
D

H

|| σρ  (9) 

When Tu ≥∇ || σ , the coherent direction of D  is along ⊥∇ σu ; Otherwise, it is 

along )(
)(

H
coe  that is the coherent direction estimated from HJ .  With   equation (9), we 

can obtain the following diffusion equation with the reflecting boundary condition 
and the original f as the initial condition. 
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(10) 
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Equation (10) states that the diffusion tensor can steer a switch diffusion controlled 
by the parameter T , where two complementary diffusion processes can preserve the 
edge, corner as well as narrow peaks, ridge-like structures while smoothing the 
interior of the image. 

4   Parallel AOS Algorithm 

The implementation of the diffusion equation (10) can be implemented by the widely 
used explicit discretization or the implicit scheme. However, explicit scheme needs 
very small time steps that lead to poor efficiency and the implicit scheme brings much 
computational cost. Weickert in [3,6] proposed parallel AOS scheme based on semi-
implicit discretization, resulting in a very fast and efficient algorithm. As the diffusion 

tensor D  is a positive definite symmetric matrix, Let =
2212

1211

dd

dd
D . 

=

∂∂=∇•
m

ji
xijx uduDdiv

ji
1,

)()(  (11) 

Where m  is the dimension of the image.  In our case, m =2.  
The discretization of equation (10) is given by the finite difference scheme: 

k
m

ji

k
ij

kk

UL
t

UU

=

+

=
Δ

−
1,

1

 (12) 

The upper index denotes the time level and ijL  is a central difference 

approximation to the operator )( ud
ji xijx ∂∂ . Using semi-implicit discretization, 

equation (12) can be rewritten as: 
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Δ
−  (13) 

The semi-implicit scheme makes it more stable and efficient than explicit 
discretization. The AOS scheme can be given by: 

k
m

l

m

i ij

k
ij

k
ll

k ULtItLmI
m

U )()(
1

1 1

11

= = ≠

−+ Δ+⋅Δ−=  (14) 

Equation (14) has the same first-order Taylor expansion in tΔ  as that of (13). The 

central difference approximation of )2,1( =lLll  guarantees it is diagonally 

dominant tridiagonal. Therefore, the diffusion equation (14) converts to solving a 
diagonally dominant tridiagonal system of linear equation, which can be fast solved 
by Thomas algorithm [7]. The AOS algorithm is ten times faster than the usual 
numerical method. 
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5   Experiments Results 

Selection of parameters is important for the diffusion process. In the following 
experiments, we choose 001.0=c , and β  the 90% quantile of the histogram for 

2
21 )( μμ − . Selection of parameter T is crucial to switch the two diffusion  

processes. If T is chosen too small, some narrow long structures can not be captured 
precisely; However if T is selected too large, some gradient information may lose 
and computational cost increases as more pixels are involved in second-order 
differential computing. Experiments show that setting T to be 5%~10% quantile of 

the histogram for 2|| σu∇  is sufficient for wide categories of images. The noise scale 

σ and integration scale ρ  is given for each cases. Our switch diffusion for image 

coherence enhancement, the diffusion equation is give by (7). Isotropic diffusion by 
P-M equation for image enhancement, which corresponds to the case that D  is a 

scalar diffusivity: 22
2

||1

1
)|(|

λσ
σ

u
ugD

∇+
=∇= . Where λ  is the contrast parameter 

that can be chosen as the 90% quantile of the histogram for || f∇ . 
The experimental results are shown in fig1. It is an eye image selected from fundus 

fluorescence angiography (FFA). Fig 1(a) is the original images. Fig 1(b) is the results 
by the proposed switch diffusion. Fig 1(c) is the results by nonlinear diffusion. Fig 
1(d) is the results by gradient magnitude method. From fig 1(b), we can see that the 
vessel branches are preserved precisely while most of the noise is removed. F=fig 1(c) 
shows that some thin narrow vessel branches cannot be preserved well and the noise 
is magnified somewhere. Fig 1(d) badly blurs the edges and could not close 
interrupted vessel branches.  Experiments show that the switch diffusion is preferred 
along the coherent direction and the image features are preserved while the noise is 
removed very well. To nonlinear diffusion, it cannot close the interrupted line 
structures and also blurs the edge. However, gradient magnitude method deforms 
some narrow peak and ridge-like oriented structures and the noise of background is 
greatly magnified. The proposed switch diffusion is robust and reliable for enhancing 
and extracting oriented structures of vessels. It is useful to prepare the vessels images 
for segmentation and automatic analysis. 

6   Conclusions and Discussion 

A novel approach of ocular fundus image enhancement with an improved coherence 
diffusion or called switch diffusion was proposed. A new structure tensor integrating 
second-order directional differential information was propose as a complement of 
classical structure tensor, which can capture narrow, weak peak and ridge-like 
structures precisely from bad ocular fundus images. The two structure tensor play 
roles in different diffusion stage controlled by a redirecting parameter or called switch 
parameter, which can provide precise coherence estimation on different structures. 
Switch diffusion was controlled by the diffusion tensor constructed from the switch 
structure tensor, which can preserve many important edges, corners, T-junctions as  
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      Fig. 1. (a) Original Image with Noise                    Fig. 1. (b) σ = 0.18, Iteration Time=9 
                                                                                      Switch Diffusion 

 
 
 
 
 
 
 
 
 
 

 

Fig. 1. (c) σ =0.18, Iteration Time=9     Fig. 1. (d) σ =0.18, Iteration Time=9                   
Nonlinear Diffusion                                                   Gradient Magnitude Method 

 

 

 

 
 
 
 
 

Fig. 2. (a) σ =0.18, Iteration Time=26            Fig. 2. (b) σ =0.18,  Iteration  Time=26 
Nonlinear Diffusion                                                     Switch Diffusion 
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Abstract. An iterative hybrid interpolation method is proposed in this study, 
which is an integration of the bilinear and the bi-cubic interpolation methods 
and implemented by an iterative scheme. First, the implement procedure of the 
iterative hybrid interpolation method is described. This covers (a) a low 
resolution image is interpolated by using the bilinear and the bi-cubic 
interpolators respectively; (b) a hybrid interpolated result is computed 
according to the weighted sum of both bilinear interpolation result and bi-cubic 
interpolation result and (c) the final interpolation result is obtained by repeating 
the similar steps for the successive two hybrid interpolation results by a 
recursive manner. Second, a further discussion on the method -- the relation 
between hybrid parameter and details of an image is provided from the 
theoretical point of view, at the same time, an approach used for the 
determining of the parameter is proposed based on the analysis of error 
parameter curve. Third, the effectiveness of the proposed method is verified 
based on the experimental study. 

1   Introduction 

Remote sensing images are one of the major data resources for capturing information 
on earth surface. In order to obtain detailed information, high-resolution satellite 
images are provided recently, such as IKONOS and QuikBird images. However, for 
further enhancing the images for more detailed information about earth surface, the 
high-resolution images need to be further processed by the technologies, such as 
image fusion, image enhancement and image interpolations.  

Beside the application in remote sensing, image interpolation technique also plays 
an important role in other applications of image processing, such as digital zooming 
in CCD, restoration for compression data and photographic printing. Up to now, there 
are many interpolation methods have been developed for various purposes [1]. Using 
an example sensor model, Price and Hayes proposed an optimal pre-filter for image 
interpolation [2]. By applying edge-directed interpolation and edge sharpening 
operations, an interpolation technique based scheme for image expansion is 
introduced by Wang and Ward [3]. For robotic position compensation, Bai and Wang 
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introduced a dynamic on-line fuzzy error interpolation technique [4]. For image 
enlargement, which aims at obtaining a better view of details in the image, a smart 
interpolation based on anisotropic diffusion was proposed by Battiato and Gallo [5]. 
Considering the level of activity in local regions of the image, Hadhoud et al. 
presented an adaptive warped distance method for image interpolation [6]. However, 
for the sake of implementation and computational speed, conventional techniques 
including nearest neighbour, linear, cubic and spline interpolation have been 
frequently utilized [2].  

As we know, it is possible to obtain optimizing result to apply the sinc kernel 
interpolating function to an image. However, the sinc kernel decays too slowly and it 
will produce assignable error if we cut off it. Therefore, various or interpolation 
methods were proposed to solve this problem. Among them, the bilinear and bi-cubic 
methods are two classical interpolation techniques with their own advantages. From 
the viewpoint of filter theory, the bilinear and the bi-cubic methods have good 
response ability for low frequency and high-frequency components contained in an 
image, respectively. Therefore, in this study we will develop a new iterative hybrid 
interpolation method, which can combine the advantages of these two methods and 
implemented by a recursive scheme.   

The remainder is arranged as follows. In section2, the novel iterative hybrid 
method is described in detail. A theoretical analysis for discussing the relation 
between hybrid parameter and frequency component is given also in this section. At 
the same time, applying the method based on error parameter analysis, an approach 
used to estimate the hybrid parameter is presented. To illustrate the effectiveness of 
the proposed method, several simulations based on the standard test images are 
studied in section3. Some conclusions, which drawn from this article and future 
works need to be further researched for this issue, are pointed out in the last section.  

2   The Iterative Hybrid Interpolation Method 

In this section, a novel interpolation method based on the combining of the bilinear 
and bi-cubic is described at first, and then the relationship between the hybrid 
parameter and the high and low frequency components contained in the original 
image is discussed, at last, a method to determine the hybrid parameter is given based 
on the analysis of error parameter curve. 

2.1   The Proposed Method 

An interpolation problem can be regarded as a filter problem [7]. In a filter design, we 
often try to make the frequency response of the designed filter to approximate 
frequency of an image as closely as possible. If an image contains much lower 
frequency information, it is reasonable to apply the bilinear interpolation than 
applying the bi-cubic interpolation. On the contrary, it is suitable to use bi-cubic and 
than the bilinear. For a general image, it contains images with both low frequency and 
high frequency. Therefore, it is natural to generate a high-resolution image by an 
iterative hybrid interpolation method, which possesses the advantages of both the 
bilinear and the bi-cubic methods. 



 

We have mentioned that the target of the iterative hybrid interpolation method 
(proposed in this paper) is to generate a high-resolution image with both the merits of 
both the bilinear and the bi-cubic interpolation methods. For this purpose, in the 
implementation operation, the steps of the proposed method can be designed as follows: 

Step1: we first interpolate a low-resolution image 0f  by applying the bilinear 

interpolators and obtain the linear interpolated result 1f .  

Step2: the bi-cubic method is applied and the nonlinear interpolated result 2f  can 

thus be obtained.  
Step3: for these two interpolated results, we endow the hybrid parameters ρ  and 

1 ρ−  ( 0 1ρ≤ ≤ ), respectively. And then a hybrid result 3f is obtained by 

summing up these two weighted results. 

For step4, there are two ways to determine the ending condition of the iterative 

algorithm. One way is given by the root mean square error (RMSE) of kf and 1kf − , 

that is if 1( ( , ), ( , ))k kRMSE f i j f i j ε− ≤  ( ε is a threshold value given in 

advance), the iterative algorithm is finished,  
The root mean square error (RMSE) is given by  

2
1

1 1
1

( ( , ) ( , ))

( , )

n m

k k
i j

k k

f i j f i j

RMSE f f
n m

−
= =

−

−
=

×  

 

(1) 

here m n×  is the size of ( , )kf i j and 1( , )kf i j− , ( , )if i j is the grey level of 

( , )kf i j on the coordinate ( , )i j .  

Another way to determine the ending condition for the iterative algorithm is to set 
up certain steps for the iterative procedure (10,100, or 1000 steps, and so on). For 
sake of simplicity, in this paper, the second meaner will be utilized. 

Notice that the first and second steps of the above iterative method are 
implemented based on the bilinear and the bicubic interpolation results, while the later 
steps are obtained by taking two successive hybrid interpolation results. Each of these 
steps is a hybrid interpolative scheme. The flow chart of the hybrid interpolation 
method based on the bilinear and the bi-cubic interpolation methods is illustrated in 
the Fig.1 below. 

The iterative hybrid interpolation method, described in previous paragraphs, is 
implemented by successive hybrid interpolation algorithms; each of these hybrid 
algorithms is followed by a judgment condition. The whole procedure can be simply 
shown in figure 2. 

 

Step4: the kth interpolation result is obtained by above hybrid method for (k-1)th 
result and (k-2)th result by applying a recursive scheme 

1 2(1 )k k kf f fρ ρ− −= + − . 
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ρ  ρ 

Decimated data 

The bilinear result The bi-cubic result

Hybrid interpolation result 
 

Fig. 1. The general approach of the hybrid interpolation method 

We know the bilinear interpolation expression is  

43211 ),( axyayaxayxf +++=
 

(2) 

The implementation of this method is to utilize four corner points of grid and 
interpolate linearly along the boundaries of the grid. The 10-term bi-cubic 
interpolation, which is another widely used technique for image zooming, is  
given by 

2 2
2 1 2 3 4 5 6

3 2 2 3
7 8 9 10

( , )f x y b b x b y b x b xy b y

b x b x y b xy b y

= + + + + +

+ + + +
 

 

(3) 

The bi-cubic method is the lowest order polynomial interpolation technique in the 
2-dimension case, which keeps the smoothness of the function and its first derivatives 
across grid boundaries. 

The hybrid interpolation method based on the bi-linear and by bicubic is then 
proposed and given by 

)10(,)1( ≤≤−+= ρρρ BAI  (4) 

here I , A and B represent the hybrid interpolator, bilinear interpolator and bi-cubic 
interpolator respectively. The constant ρ is called the hybrid parameter. Clearly, the 

bi-cubic and bi-linear interpolation methods are actually the special case of the hybrid 
interpolation method when hybrid parameter 0ρ =  and 1ρ = , respectively. It can be 

seen that the hybrid interpolation method is similar to the bi-cubic method in terms of 
time cost. 



 

 Hybrid procedure   Hybrid result      Ending condition   

    Output      

Yes 

No 

 Hybrid result 1    

 Hybrid result 2    

 Hybrid result 3    

 

Fig. 2. The flow chart of the iterative hybrid interpolation method 

2.2   Discussion on the Hybrid Parameter 

Obviously, the hybrid parameter ρ  plays an important role in this algorithm. Now 

we analyse this issue from the theoretical point of view.  
For sake of discussion, we let f  and 0f denote the original data and sampled data, 

1 2,f f  and f ρ represent the bilinear, bi-cubic and hybrid interpolation results of 0f , 

respectively. Under this denotations, the mean square error (MSE) is defined by 

mn

ff

MSE

n

i

m

j
jiji

×

−
= = =1 1

2
,, )( ρ

 

 

(5) 

here ,i jf and ,i jf ρ  are the elements of f and f α . Now, let | |f f f αΔ = − , we 

consider the error of f ρ  as follows: 

.,2,,

,|||| 2

><−><+>=<

>−−=<Δ
ρρρ

ρρ

ffffff

fffff

 

(6) 

Here, ,< • • >  means the inner product of vectors. Hence, (5) is equal with (6) 

except a constant. Thus 

ρρρ

ρρρ

∂
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∂
><∂=

∂
Δ∂ fffff ,

2
,|||| 2

 
(7) 
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Notice that 0 0(1 )f Af Bfρ ρ ρ= + − , we have 
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Let
2|| ||

0
f

ρ
∂ Δ =

∂
, by Eq.(12), we have 
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(|| || || || 2 , )

|| || , ,

Af Bf Af Bf

Bf f Af Bf Af Bf

ρ + − < >

= + < − > − < >
 (13) 

Then 

2
00

000

||||

,

BfAf

fBfAfBf

−
>−−<=ρ

 
(14) 

From the above equation (14) we can find that the smaller the difference between 

0Bf  and f , the smaller the parameter ρ . This again confirms the conclusion that the 

hybrid parameterα  stands for the proportion of the low frequency contained in the 
original data. 

From above discussion, we see that the hybrid interpolation method is very simple 
and very easily to implement. However, it takes both the high and low frequency 
components of an image into the consideration, and is thus a method with higher 
accuracy. 



 

2.3   An Estimation Method for Hybrid Parameter 

For the proposed method, a very important problem is how to select a suitable hybrid 
parameter. Motivated by the method based on the analysis of error parameter curve 
that was first proposed for the estimation of blurring function [8], we present an 
alternative method to estimate the hybrid parameter. 

For sake of convenience, we denote the hybrid interpolation result and the original 

low-resolution image as 0f and fρ , respectively. The estimation method used for 

hybrid parameter is designed as follows: 

Step 1: given an estimative interval for the hybrid parameter [ , ]a b , that is to 

suppose [ , ]a bρ ∈ . The initial iterative value, iterative step and the time of the 

iterative are denoted by 0ρ , ρΔ and K , respectively.  

Step 2: for 1:i K=  

                      0 ( 1)iρ ρ ρ= + − Δ ; 

                       the hybrid interpolated result fρ  is calculated by the parameter ρ ; 

                       decimated fρ by ratio 2:1, the obtained result is denoted as fρ ; 

                       calculate the error 2
0|| ||E f fρ= −  

                end 
Step 3: draw the error parameter ( E ρ− ) curve, and achieve an approximation of 

the hybrid parameter. 

Remark: as claimed as step 3, a reasonable estimation of the hybrid parameter is 
obtained by analysis the E ρ− curve. The method is to select a point from the flat 

region of the curve from the right side to the left side of the coordinate system. 

3   Experimental Study and Analysis 

In this section, two experimentations are conducted to illustrate the effectiveness of 
the iterative hybrid method. The simulation scheme is designed as the following:   

Step1: To select a high-resolution image as the original image; 
Step2: To re-sample the original image by certain level of ratio to generate a 

decimated image; 
Step3: To interpolate the decimated image by the bilinear, bi-cubic and the iterative 

hybrid interpolation methods respectively; and 
Step4: To assess the results obtained by these methods either qualitatively or 

quantitatively. 

The first data set used for the iterative hybrid algorithm assessment is the woman 
image. Fig. 3 (a) is the decimated image with the decimation ratio 2:1. Fig.3 (b), (c) 
and (d) are the results obtained by the bi-cubic, bilinear and the iterative hybrid 
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methods, respectively. For the iterative hybrid method, the parameter 0.312ρ =  and 
the final result is obtained by 3 steps. From Fig.3, we can find that there is not 
obvious difference between the three methods by a cursory visual examination. 
However, if we take a close observation, it can be found that the bilinear has the worst 
visual effect; the result provided by the iterative hybrid method is the best, while the 
result from bi-cubic interpolated result is in the middle in terms of visual effect. 

          
(a) Decimated image (2:1)       (b) Bi-linear method    

       
 (c) Bi-cubic method       (d) Hybrid method ( 0.312ρ = )  

Fig. 3. A comparison of the interpolation results based on three different interpolation methods 

An objective assessment method is provided based on the Figure of Merit (FOM) -
- peak-signal-noise-ratio (PSNR). The PSNR of these three methods is shown in 
Table 1. We see that PSNR of the bilinear, bi-cubic and the iterative hybrid methods 
are 28.5043 (db), 29.1147 (db) and 30.5504 (db) respectively. The difference between 
that of the iterative hybrid method and the bilinear method are 2.0461 (db). The result 
obtained by iterative hybrid method is greater than the result obtained by the bi-cubic 
by 1.4357 (db). 

The second data is a remote sensing with clouds, the decimated image (decimation 
ration is set by 4:1) is shown in Fig.4 (a). The interpolation results obtained by the 
bilinear, bi-cubic and iterative hybrid interpolation methods are shown in Fig.4 (b), 
(c) and (d) respectively. In this case, the hybrid parameter ρ is 0.223, and the number 
of the iterative step is set to 4. 

From Fig.4 (d), we see that the result obtained by the bilinear method also has a 
relatively poorer visual effect. However, there are slightly differences between the 
results obtained by the bi-cubic and iterative hybrid methods. The result obtained by 



 

the iterative hybrid method is smoother than that obtained by the bi-cubic for the 
whole scene of the image. 

From Table 1, we can see that the PSNRs of the results obtained by the bilinear, bi-
cubic and iterative hybrid interpolation methods are 26.5909 (db), 26.0036 (db) and 
27.6711(db) respectively. Obviously, the PSNR of the result obtained by the iterative 
hybrid method is the largest among the results from the three methods. Comparing 
with the bilinear and the bi-cubic methods, the iterative hybrid interpolation is the 
best in terms of the PSNR value. 

Table 1. The PSNRs of three different methods  ( 0.312ρ = for Lena image,  0.223ρ =  for 
the cloud image) 

 Bilinear Bi-cubic Iterative hybrid 
Lena 28.5043 29.1147 30.5504 

Cloud 26.5909 26.0036 27.6711 

      
(a) Decimated image (4:1)         (b) Bicubic method 

      

(d) Bilinear method           (e) Hybrid method (ρ=0.223)
 

Fig. 4. A comparison of the interpolation results of the remote sensing image with cloud based 
on three different interpolation methods 

4   Conclusions 

In this paper, an iterative hybrid method was proposed for interpolating images, 
which is an integration of the bilinear and bi-cubic interpolation methods. This model 
was developed based on an understanding that both low and high frequency 
components are normally contained in an image. A hybrid parameter adjusts the 
model for fitting the ratio of low and high frequency components in the hybrid model. 
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The value of the hybrid parameter is related to the level of complexity of the image. 
This method integrates the advantages of the bilinear and bi-cubic methods. The 
experiments showed that the iterative hybrid method has advantages than either the 
bilinear or bi-cubic methods in terms of PSNR. Future development of this research 
will be on adaptive and anisotropic determinations of the value of the hybrid 
parameter. 
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Abstract. The failure probability of a system can be expressed as an integral of 
the joint probability density function within the failure domain defined by the 
limit state functions of the system. Generally, it is very difficult to solve this 
integral directly. The evaluation of system reliability has been the active 
research area during the recent decades. Some methods were developed to solve 
system reliability analysis, such as Monte Carlo method, importance sampling 
method, bounding techniques and Probability Network Evaluation Technique 
(PNET). This paper presents the implementation of several optimization 
algorithms, modified Method of Feasible Direction (MFD), Sequential Linear 
Programming (SLP) and Sequential Quadratic programming (SQP), in order to 
demonstrate the convergence abilities and robust nature of the optimization 
technique when applied to series system reliability analysis. Examples taken 
from the published references were calculated and the results were compared 
with the answers of various other methods and the exact solution. Results 
indicate the optimization technique has a wide range of application with good 
convergence ability and robustness, and handle problems under generalized 
conditions or cases. 

1   Introduction 

The evaluation of system reliability analysis has been the active research area during 
the recent decades. Generally, the failure probability of a system can be expressed as  

=
D

xf dXXfp )(  (1) 

Where X is a vector of the random variables, xf  is the joint probability density 

function and D  is the failure domain defined by the limit state functions of the 
system. It is very difficult to solve the integral Eq.(1)directly, and numerical 
simulation methods (such as Monte Carlo method, importance sampling method) and 
bounding techniques, probabilistic Network Evaluation Technique (PNET) were 
always employed [1-5]. 
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The present paper focuses on the optimization techniques to evaluate system 
reliability. First, the multi-limit state functions of the series system are transformed 
into an equivalent limit state function, and to calculate system reliability is to 
calculate the minimum distance from the origin to the single equivalent limit state 
function in standard normal space according to the concept of the First Order Second 
Moment (FOSM). Three optimization algorithms are employed to solve this 
optimization problem, which are modified of Feasible Direction (MFD), Sequential 
Linear programming (SLP) and Sequential Quadratic programming (SQP) [6-8]. To 
demonstrate the convergence abilities and robust nature of the optimization technique 
for system reliability analysis, the Monte Carlo method, the importance sampling 
method and HL-RF algorithm are also used, and their results are compared as well. 

2   Equivalent Limit State Function of Series System 

There are many types systems, all of which can be categorized into two fundamental 
systems, i. e. series system and parallel system. Series systems can be thought of by a 
“weakest link” analogy. If one component fails, the entire system reaches failure. 
Parallel systems are also known as “redundant system” If one element fails, the 
system does not necessarily reach failure. In the present paper, series systems are 
studied [9]. 

 
 
 
 
 
 
 
 
 
 
 
 

                                                  

Fig. 1. Series system 

For a series system, the failure region is the union of the failure regions of each 
limit state function, and the failure probability is expressed as Fig.1 
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Thus, Eq.(2) can be written as 

≤

=≤=
0

)()0(
Gseries

seriesf dXXxGPP  (4) 

3   Structural Reliability Analysis 

Using the equivalent limit state function defined in Eq.3, the reliability analysis 
methods of the component case can also be used to solve the system reliability 
problem. Many methods have been developed and implemented to solve the limit 
state functions for component failure probability[10-12]. 

3.1   Monte Carlo Method 

=

≤=≈
N

j
jf XGI

N
JP

1

^

1 ]0)([
1

, (5) 

Where [ ]I  is an indicator function, equals to 1 if [ ]  is true and equals to 0 if [ ]  is 

false, 
^

jX is the jth sample of the vector of random variable, N is the total number of 

samples. A very large number of samples are needed for the Monte Carlo method to 
the problem with low failure probability, which means the Monte Carlo method is 
time consuming. A strength of this method is its broad problem applicability. As long 
as the limit state function can be calculated, continuity and the ability to derivate the 
function is not a problem in application. With such higher can be relatively accurate. 

3.2   Importance Sampling Method 
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(6) 

Where hv() is called the importance sampling probability density function. The proper 
selection of hv() will generate more samples in the failure region, and thus can reduce 
the number samples needed. 

3.3   First Order Second Moment Method 

The First Order Second Moment method (FOSM) is a technique used to transform the 
integral into a multi-normal joint probability density function. This is done by 
utilizing  a linear representation of a limit state function by way of its first two 
moments, the mean and standard deviation. Hasofer and Lind defined reliability index    
as the shortest distance from the origin to the limit state surface, which can be 
expressed as 



 Research on Reliability Evaluation of Series Systems with Optimization Algorithm 23 

 

2/1

2/1

1

2 )min(min yyy T
n

i
i •==

=
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subject to ( ) 0G y = ,where ( )G y  is the limit state function in standardized normal 

space, iy  is the independent random variable of standard normal distribution on the 

limit state surface. 
For the limit state function with general random variables of non-normal 

distribution, the random variables can be transformed into the independent equivalent 
normal random variables by normal tail transformation, Rosenblatt transformation or 
Nataf transformation. 

The relation between reliability index and failure probability is 

( )Pf φ β=  −  , (8) 

where φ  represents the standard normal distribution. Eq.8 is accurate only for the 

specific case of random variables with normal distribution and linear limit state function. 
It should be notes that the FOSM method is in fact a type of optimization, as shown 

in Eq.7. Various algorithms can be employed to solve such an optimization problem. 
The famous HL-RF algorithm is an efficient choice for many problems, in which the 
reliability index is found by an iterative process after a linear approximation of the 
limit state function, defined at design point (expressed by Eq.7)[2,3] 
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4   Optimization Algorithms 

A general optimization problem can be expressed as: 

( )
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s .t.      0 1, ...,
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G X j m
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≤        =  

      ≤ ≤  

 
 (10) 

Three optimization algorithms available in DOT program (Design Optimization 
Tools) are used in the present paper, which are the Modified method of Feasible 
Direction (MFD), Sequential Linear Programming (SLP) and sequential Quadratic 
programming (SQP) [4]. 

The feasible direction method is in the class of direct search algorithms , which can 
be stated as: 

1k k k kX X a d+ = + , (11) 

where kX  and 1kX +  are the kth and (k+1)th   point , respectively , in design space, 
kd is the search direction and ka is the distance of travel between these two design 

points. The critical parts of the optimization task are finding a usable search direction 
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and travel distance. Here we use the Fletcher-Reeves conjugate direction method, the 
search direction as: 

1

2

2

||)(||

||)(||
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XW
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XkWdk

k

k

 . (12) 

Having determined a usable-feasible search direction, the problem now becomes 

one-dimensional search that minimizes ( )1k k kW X a d− +  which can be solved 

by many available algorithms. 

4.1   Sequential Linear Programming (SLP) 

The basic concept of SLP is quite simple. First , create a Taylor Series approximation 
to the objective and functions 

 )()()()( 111
~

−−− −∇+= kkTkk XXXWXWXW  , (13) 

)()()()( 111
~

−−− −∇+= kkTk
j

k
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Then, use this approximation for optimization, instead of the original nonlinear 
functions. During the optimization process, define move limits on the design 
variables. Typically, during one cycle, the design variables will be allowed to change 
by 20%~40%, but this is adjusted during later cycles. 

4.2   Squential Quadratic Programming (SQP) 

The basic concept is very similar to that of SLP. First, create a Taylor Series 
approximation of a quadratic approximate objective function and linearized 
constraints , with which a direction finding problem is formed as follows: 
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0
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  = + ∇ +
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  (15) 

This sub-problem is solved using MFD. The matrix B in Eq.15 is a positive define 
matrix, which is initially the identity matrix. On subsequent iterations, B is updated to 
approach the Hessian of the Lagrangian function. 
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Where 

1kX X ad−= +  (17) 

After the one-dimensional search is completed, the matrix B is updated using the 
BFGS formula [4]. 
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5   Numerical Examples 

The design Optimization Tools (DOT) program and the reliability part of programs 
for Reliability Analysis and Design of Structural Systems (PRADSR) are employed in 
the present paper. PRADSR is a program that solves for the probability of failure, 
coefficient of variance, and reliability index by the Monte Carlo method, the FOSM 
method, and importance sampling. 

All the examples evaluated in the present paper are taken form the published 
papers. The first two examples are component reliability problems to show the 
general applicability, convergence ability and robust nature of the optimization 
technique. Example 3~5 are reliability analysis for series systems. The results for each 
optimization method will be represented by SQP algorithm since all three 
optimization algorithms produce nearly identical results. The number of samples for 
Monte Carlo method and importance sampling method are 100000 and 500, 
respectively. Error is represented by relative error with respect to the accurate results 
or the results in the reference where exact values are not known. 

(1)  Example 1 
The span and height of this frame Fig.2 are 20 ft and 15 ft[8]. Its significant potential 
failure modes are 

213211 101523 SSMMMg −−++=  

1212 1522 SMMg −+=  

213213 10154 SSMMMg −−++=  

13214 152 SMMMg −++=  

13215 152 SMMMg −++=  

13216 152 SMMMg −++=  

All the random variables have lognormal distribution with the statistical parameters 
shown in table 1. The equivalent limit state function of this frame is 

Gseries=min( 654321 ,,,,, gggggg ). 

M2

S2S1

 

Fig. 2. One bay and one story frame 
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Table 1. Random variables of example 1 

Variables Mean COV 

M1,M2 500 0.15 
M3 667 0.15 
S1 50 0.30 
S2 100 0.15 

Table 2. Results of example 1 

 min Monte Importance FOSM Optim 
 3.252 3.280 3.220 3.247 3.252 

Error%   0.861 0.984 0.153 0 

(2)  Example 2 
The span and height of this frame Fig.3 are 20 ft and 15 ft[8]. and its significant 
potential failure modes are such as example 1. 

M2

S4
S2

M7M6
S3

M5M4

M3M1

S5S1

 

Fig. 3. Two-bay and two-story frame 

Table 3. Random variables of example 2 

Variables Mean COV 
M1,M2,M3 70 0.15 
M6,M7 70 0.15 
M4 150 0.15 
M5 120 0.15 
M8 90 0.15 
S1 5 0.25 
S2 10 0.25 
S3 26.5 0.15 
S4 18 0.25 
S5 14 0.25 
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Table 4. Results of example 2 

 min Monte Importance FOSM Optimize 
 3.100 2.900 3.199 3.205 3.100 

Error%  6.452 3.194 3.387 0 

(3)  Example 3 

,182
5
1 −+= kxxg    x1, x2~N(10,5) 

Table 5.   Results of example 3 [7] 

k  Ref.[7] Monte Importance FOSM Optimize 
 1.7 1.714 1.726 1.310 1.696 

1 
Error%  0.824 1.541 22.941 0.255 

 2.4 2.316 2.275 1.326 2.137 
2 

Error%  8.210 6.290 38.037 0.142 
3  2.31 2.507 2.493 1.487 2.305 

(4)  Example 4 

5.22/)()2(1.0 2121
2
2

2
11 ++−−+= uuuuuug  

0.32/)()2(5.0 2121
2
2

2
12 ++−−+−= uuuuuug  

u1 and u2 are standard normal random variables. 

Table 6. Results of example 4 [6] 

  Accurate Monte Importance FOSM Optimize 
 2.50 2.644 2.624 2.529 2.500 

g1 Error%  5.764 4.956 1.160 0.005 
g2  1.658 1.329 1.310 1.520 1.659 
 Error%  8.515 7.931 35.628 0.222 

6   Conclusions 

The results of the examples demonstrated the convergence abilities robust nature of 
the optimization technique when applied to structural reliability analysis. For both 
component and system reliability analysis, the optimization algorithms employed in 
the present paper (MFD, SLP, SQP) can produce satisfying solutions with negligible 
error. The FOSM method can also give satisfying results for some cases (such as 
example 4 and 5) and may produce high error by linear representation of highly 
nonlinear functions at the design point for other cases, such as the results of example 
3 with the relative error of 49.12%. Monte Carlo method can always produce good  
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Fig. 4. FOSM Error 

results as long as the number of the samples is enough, which results in expensive 
computational efforts. Importance sampling method can reduce the number of 
samples a lot by introducing the importance sampling probability density function, 
however, the design point should be determined at first. 

In reliability analysis, two standard indices are used; the probability of failure and 
the reliability index. They can be transformed into each other by Eq.8, which is 
accurate only for the specific case of random variables with normal distribution and 
linear limit state functions. The Monte Carlo method solves the former while the 
FOSM and optimization methods solves for the later. As shown by the above 
examples, this transformation can introduce error when soling for one specific index. 
A graphical explanation is shown in Fig.4. The failure region, and thus the probability 

of failure, is greater for ( )2G x . The shortest distance, however, is the same for both 

functions. Therefore, the errors between the different methods of Monte Carlo, 
importance sampling, FOSM and optimization algorithms are caused by (1) the 
algorithms (such as FOSM method) and (2) the transformation between reliability 
index and failure probability by Eq.8 for nonlinear limit state function with random 
variables other than normal random varia0vles (such as Monte Carlo method and 
importance sampling). 

Optimization technique is a good method for finding the reliability index of a 
structural reliability problem. As with all methods, application should fit the research 
or design problem. The use of other methods in conjunction with optimization method 
is recommended for reference and comparative use. Future research could focus on 
optimization technique when applied to parallel and combined systems considering 
especially on how to apply optimization technique to such systems. 
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Abstract. This paper proposes a novel registration algorithm based
on Pseudo-Polar Fast Fourier Transform (FFT) and Analytical Fourier-
Mellin Transform (AFMT) for the alignment of images differing in trans-
lation, rotation angle, and uniform scale factor. The proposed algorithm
employs the AFMT of the Fourier magnitude to determine all the geo-
metric transformation parameters with its property of the invariance to
translation and rotation. Besides, the proposed algorithm adopt a fast
high accuracy conversion from Cartesian to polar coordinates based on
the pseudo-polar FFT and the conversion from the pseudo-polar to the
polar grid, which involves only 1D interpolations, and obtain a more sig-
nificant improvement in accuracy than the conventional method using
cross-correlation. Experiments show that the algorithm is accurate and
robust regardless of white noise.

1 Introduction

Proper integration of useful data obtained from the separate images is often
desired, since information gained from different images acquired in the track
of the same events is usually of a complementary nature. A first step in this
integration process is to find an optimal transformation between an image pair
and to bring the contents involved into spatial alignment, a procedure referred
to as registration. After registration, a fusion step is required for the integrated
display of the data involved.

Many classical techniques for registering two images with misalignments due
to the geometric transformation involve using the invariants (for example, the
log-polar transformed Fourier magnitudes of the two images) and calculating the
2D cross-correlation function with respect to the invariants to determine the op-
timal rotation angle and scale factor [1]-[6]. Although the cross-correlation tech-
nique is reliable, efficient, and immune to white noise, but it causes resampling
error during the conversion from Cartesian to polar coordinates. The disadvan-
tage directly results in low peak correlations and low signal-to-noise ratio.
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The optical research community first introduced the FMT for pattern recog-
nition [7][8]. Several sets of rotation- and scale-invariant features based on the
FMT modulus have been designed, but numerical estimation of the Mellin inte-
gral brings up crucial difficulties [9]. A solution for the convergence of the integral
has been given by using the Analytical Fourier-Mellin Transform (AFMT), and
a complete set of similarity-invariant features for planar gray-level images was
proposed [10].

2 The Analytical Fourier-Mellin Transform and
Approximation

Let f(r, θ) be the irradiance function representing a gray-level image defined over
a compact set of R2. The origin of the polar coordinates is located on the image
center in order to offset translation. The analytical Fourier-Mellin transform
(AFMT) of f is given by [10]:

∀(k, v) ∈ Z ×R, Mfσ(k, v) =
1
2π

∫ ∞

0

∫ 2π

0
f(r, θ)rσ−ive−ikθdθ

dr

r
, (1)

with σ > 0. Mfσ is assumed to be summable over Z×R . The AFMT of an image
f can be seen as the usual FMT of the distorted image fσ(r, θ) = rσf(r, θ) with
θ > 0.

Let g denote the rotation and size change of a gray-level image f through
angle β ∈ S+ and scale factor α ∈ R∗ , i.e. g(r, θ) = f(αr, θ +β). The AFMT of
g is

∀(k, v) ∈ Z ×R, Mgσ(k, v) =
1
2π

∫ ∞

0

∫ 2π

0
f(αr, θ + β)rσ−ive−ikθdθ

dr

r
, (2)

and performing a simple change of the variables r and θ gives the following
relation:

∀(k, v) ∈ Z ×R, Mgσ (k, v) = α−σ+iveikβMfσ(k, v). (3)

The relation in Eq. (3) makes the AFMT appropriate for extracting features
that are invariant to scale and rotation changes. However, the usual modulus-
based FMT descriptors are no longer invariant to scale because of the α−σ term.

The digital AFMT approximation consists of resampling f(i1, i2) in discrete
polar coordinates and estimating the Fourier-Mellin integrals (1). The polar
sampling grid is built from the intersection between M concentric circles with
increasing radii of fixed spacing and N rays (or radial lines) originating from
the image center. The angular and radial sampling steps are Δθ = 2π/N, Δr =
R/M , respectively, where R denotes the radius of the smallest disk required to
contain the whole image.

Wherever the polar sampling point does not correspond to a grid location, the
gray-level value is estimated by pseudo polar conversion using 1D interpolation
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with the higher accuracy than the other direct methods. Hence, the polar rep-
resentation of an image is an [M, N ]-matrix whose values correspond to

f̂(r̂m, θ̂n), m ∈ [0, M − 1], n ∈ [0, N − 1], (4)

where rm = mΔr and θn = nΔθ are respectively the ray with index m and the
circle with index n. Replacing integrals over circles and rays in Eq. (1), we get
the approximation M̂fσ of f :

M̂fσ(k, v) = ΔrΔθ
N−1∑
n=0

M−1∑
m=0

f̂(r̂m, θ̂n) exp(−ikn/N)(r̂m)σ−iv−1, (5)

where ∀k ∈ [−K, K], ∀v ∈ [−V, V ] .

3 The Proposed Scheme

Consider for registration two functions denoted by f and g, representing two
gray-level images defined over a compact set of R2 , respectively, which are
related by a four-parameter geometric transformation that maps each point in
g to a corresponding point in f

g(x, y) = f(α(x cosβ + y sin β)−Δx, α(−x sin β + y cosβ)−Δy), (6)

where Δx and Δy are translations, α is the uniform scale factor, and β is the
rotation angle. According to the translation, reciprocal scaling and rotation prop-
erties, it may be readily shown that the magnitudes of the Fourier transform of
these images are invariant to translation but retain the effects of rotation and
scaling, as follows

|G(p, q)| = 1
α2

∣∣∣∣F (p cosβ + q sin β

α
,
−p sinβ + q cosβ

α

)∣∣∣∣ , (7)

where F (p, q) and G(p, q) are the Fourier transforms of f(x, y) and g(x, y), re-
spectively.

As mentioned above, due to the α−σ term, the modulus-based FMT descrip-
tors are variant to scale, which contribute to the determination of scale factor.
Note that in Eq. (7) a geometric transformation in the image domain corre-
sponds to in the Fourier magnitude domain a combination of rotation angle α
and uniform scale factor 1/β, without translation, so the AFMT method can
be readily used to find a set of appropriate transformation parameters when
applying the AFMT in Fourier magnitudes rather than the original images.

3.1 The Conversion

The approximation process mentioned above can be implemented by an alterna-
tive process called polar fast Fourier transform (PFFT) [11][12]. We compute the
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polar-Fourier transform values based on a different grid for which fast algorithm
exists, and then go to the polar coordinates via an interpolation stage. However,
instead of using the Cartesian grid in the first stage, we use the pseudo-polar one.
Since this grid is closer to the polar destination coordinates, there is a reason to
believe that this approach will lead to better accuracy and thus lower oversam-
pling requirements. However, in addition to the proximity of the pseudo-polar
coordinates to the polar ones, the other very important benefit is the ability to
perform the necessary interpolations via the pure 1D operation without loosing
accuracy. To be brief, PFFT decomposes the problem into two steps: first, a
Pseudo-Polar FFT is applied, in which a pseudo-polar sampling set is used, and
second, a conversion from pseudo-polar to polar Fourier transform is performed.

Pseudo-Polar FFT. The pseudo-polar Fourier transform (PPFT) evaluates
the 2D Fourier transform of an image on the pseudo-polar grid, which is an
approximation to the polar grid. Formally, the pseudo-polar grid is given by two
sets of samples: the Basically Vertical (BV) and the Basically Horizontal (BH)
subsets, defined by (see Fig. 1(a))

BV0 = {(−2sl

N
, s)}, BH0 = {(s,−2sl

N
)},−N ≤ s < N − 1,−N

2
≤ l <

N

2
− 1.

(8)
As can be seen in Fig. 1(a), s serves as a ”pseudo-radius” and l serves as a

”pseudo-angle”. If we ignore overlapped intersection between concentric squares
and rays, the resolution of the pseudo-polar grid is N in the angular direction and
M = 2N in the radial direction. Using (r, θ) representation, the pseudo-polar
grid is given by

BV0(s, l) = (r1
s , θ1

l ), BH0(s, l) = (r2
s , θ2

l ), (9)

r1
s = s(4(l/N)2 + 1)1/2, r2

s = s(4(l/N)2 + 1)1/2, (10)

θ1
l = π/2− arctan(2l/N), θ2

l = arctan(2l/N), (11)

where s = −N, ..., N − 1 and l = −N/2, ..., N/2− 1. The pseudo-polar Fourier
transform is defined on the pseudo-polar grid BV and BH, given in Eq. (8).
Formally, the pseudo-polar Fourier transform F̃ j

PP (j = 1, 2) is a linear trans-
formation, which is defined for s = −N, ..., N − 1 and l = −N/2, ..., N/2 − 1,
as

F̃ 1
PP (l, s) = F̃ 1(− 2l

N
s, s) =

N/2−1∑
i1=−N/2

N/2−1∑
i2=−N/2

f(i1, i2) exp(−πi

N
(− 2l

N
si1 + si2)),

(12)

F̃ 2
PP (l, s) = F̃ 2(s,− 2l

N
s) =

N/2−1∑
i1=−N/2

N/2−1∑
i2=−N/2

f(i1, i2) exp(−πi

N
(si1 − 2l

N
si2)),

(13)

where f(i1, i2) is a discrete image of size N × N , and F̃ j(j = 1, 2) is the 2D
Fourier transform of f(i1, i2). As we can see in Fig. 1(a), for each fixed angle l,
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(a) (b) (c)

Fig. 1. (a) The pseudo-polar grid and its separation into BV and BH coordinates
(N = 8); (b) First interpolation stage; (c) Second interpolation stage

the samples of the pseudo-polar grid are equally spaced in the radial direction.
However, this spacing is different for different angles. Also, the grid is not equally
spaced in the angular direction, but has equally spaced slopes.

According to Eq. (12) and (13), we can obtain two important properties
of the pseudo-polar Fourier transform, i.e., it is invertible and that both the
forward and inverse pseudo-polar Fourier transforms can be implemented using
fast algorithms. Moreover, their implementations require only the application of
1D equispaced FFTs with complexity of 120N2 log(N) operations in terms of its
separability property, i.e., in terms of the following formulation [12],

F̃ 1
PP (l, s) =

N/2−1∑
i1=−N/2

(exp(
2πilsi1

N2 )
N/2−1∑

i2=−N/2

f(i1, i2) exp(−πisi2
N

)), (14)

F̃ 2
PP (l, s) =

N/2−1∑
i1=−N/2

(exp(−πisi1
N

)
N/2−1∑

i2=−N/2

f(i1, i2) exp(
2πilsi2

N2 )). (15)

Grid Conversion: From Pseudo-Polar to Polar. Based on the pseudo-polar
coordinate system, next we define the polar coordinate system and perform the
grid conversion, with manipulations that lay out the necessary interpolation
stages discussed later on. The polar basically vertical and basically horizontal
frequency sampling points are obtained from the BV and BH subsets in the
pseudo-polar grid as given in Eq. (8) by two operations:

Rotate the Rays: In order to obtain a uniform angle ray sampling as in the
polar coordinate system, the rays must be rotated. This is done by replacing the
term 2l/N in Eq. (8) with tan(πl/2N), being

BV1 =
{(

−s · tan
(

πl

2N

)
, s

)}
,−N ≤ s < N − 1,−N

2
≤ l <

N

2
− 1, (16)

BH1 =
{(

s,−s · tan
(

πl

2N

))}
,−N ≤ s < N − 1,−N

2
≤ l <

N

2
− 1. (17)
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The result is a set of points organized on concentric squares as before, but
the rays are spread differently with linearly growing angle instead of linearly
growing slope. Rotating the rays amounts to 1D operation along horizontal lines
for the BV points and vertical lines for the BH points. A set of N uniformly
spread points along this line are to be replaced by a new set of N points along
the same line in different locations (see Fig. 1(b)) owing to the uniform angle
sampling of the new rays.

Circle the Squares: In order to obtain concentric circles as required in the
polar coordinate system, we need to circle the squares. This is done by dividing
each ray by a constant spacing, based on its angle, and therefore a function of the
parameter l, being R[l] = (1 + tan2(πl/2N))1/2. The resulting grid is given by

BV2 =
{(

− s

R[l]
tan
(

πl

2N

)
,

s

R[l]

)}
,−N ≤ s < N − 1,−N

2
≤ l <

N

2
− 1,

(18)

BH2 =
{(

s

R[l]
,− s

R[l]
tan
(

πl

2N

))}
,−N ≤ s < N − 1,−N

2
≤ l <

N

2
− 1.

(19)
Circling the squares also amounts to 1D operation along rays. A set of 2N

uniformly spread points along this line are to be replaced by a new set of 2N
points along the same line in different locations (see Fig. 1(c)). However, this
time the destination points are also uniformly spread.

After the two-stage interpolation both with 1D operation, we get the po-
lar Fourier spectrum of f(i1, i2), including its magnitude spectrum F̂ , which
will be substituted for the term f̂(r̂m, θ̂n) in Eq. (5) to perform the AFMT for
registration purpose.

The accuracy and error analysis of the algorithm in conversion process was
studied both from the empirical and the theoretical view points in [12]. The
approach is far more accurate than known state-of-the-art methods based on
standard Cartesian grids. The analysis shows that the conversion scheme pro-
duces highly accurate transform values near the origin, where ”typical” signals
concentrate. According to the analysis, it is reasonable to expect that the follow-
ing registration algorithm based on the pseudo polar grid approach can achieve
satisfactory results with a low computation complexity.

3.2 The Algorithm

Eq. (3) shows that the AFMT converts a similarity transformation in the original
domain into a complex multiplication in the Fourier-Mellin domain. Its logarith-
mic magnitude and phase representation in the Fourier-Mellin domain is written
below

lnAgσ (k, v) = −tσ + lnAfσ (k, v), (20)

lnΦgσ (k, v) = vt + kβ + lnΦfσ (k, v), (21)

where A(k, v) and Φ(k, v) denote the magnitude and phase representation of the
Fourier-Mellin domain, and t = lnα .
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The proposed algorithm employs the AFMT of the Fourier magnitude, where
the Fourier magnitude removes the effects of translation, whereas the AFMT
eliminates the effects of rotation. Therefore, it is ready to determine the scaling
factor, and further, to determine the rotation factor with the modulus of the
Fourier-Mellin transform. Once the two parameters are estimated, one of the
original images is appropriately scaled and rotated, and the images are cross-
correlated to find the optimal translation parameters. For completeness, the
algorithm is written as follows:

1. Calculate the corresponding pseudo polar Fourier magnitude F̃PP and G̃PP

of an image pair f and g (Eq. (12) and (13)), respectively.
2. Perform conversion from the pseudo polar to the polar grid, and obtain the

corresponding polar Fourier magnitude F̂ and Ĝ .
3. Calculate the AFMT of F̂ and Ĝ by using the AFMT approximation given

by Eq. (5), and obtain M̂F̂σ
(k, v) and M̂Ĝσ

(k, v) , respectively. Following the
recommendation of Goh [13], σ is set to 0.5.

4. Using M̂F̂σ
(k, v) and M̂Ĝσ

(k, v) in the form of Eq. (20) and (21), calculate

t = (σ(2K + 1)(2V + 1))−1
V∑

v=−V

K∑
k=−K

(ln ÂF̂σ
(k, v)− ln ÂĜσ

(k, v)). (22)

5. With the value t, calculate

β = ((2K+1)(2V +1))−1
V∑

v=−V

K∑
k=−K

(
ln Φ̂Ĝσ

(k, v)− ln Φ̂F̂σ
(k, v)− vt

)/
k,

(23)
α = e−t. (24)

6. One of the image pair is appropriately scaled and rotated with the parameter
α and β , and the images are cross-correlated to find the optimal translation
parameters (Δx, Δy).

Note that because of the use of Fourier magnitudes in place of the original
images, we can readily derive the Eq. (24) according to the reciprocal scaling
property.

3.3 Practical Considerations

In most applications, the range of rotations expected is limited. If the valid range
of rotations is not known a-priori, then the effective size of the representation is
one half of the size of the AFMT, because of its symmetry property.

In practice, since the images are finite, and rotating, scaling, or translating
a finite image causes some of the pixel data to move out of the image frame or
some new pixel data to enter the frame during transformations, the occlusion
error must be considered. In order to reduce the error, the parameters K and V
in Eq. (5) should be selected carefully according to image spectral content.
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(a) (b) (c)

Fig. 2. (a) Digital fundus image of a normal subject (768 × 576 pixels); (b) Noiseless
image with simulated misalignment; (c) Simulated Gaussian white noise added to image
(b) (σ2 = 0.02)

Moreover, considering the artifact introduced by the implicit tiling of finite
images when the Fourier transform is computed for the rotation and scale phases
of registration, it is desirable to perform a prefiltering prior to the Fourier trans-
form. The filter H, for this purpose, is used to minimize the effects of the tiling.
DeCastro and Morandi [14] recommend using a rotationally symmetric image
frame to avoid seeing this artifact. For example, a mask shaped like a disk can
be used as filter H, which zeros out pixels outside a certain radius. Here, we use
a filter that blurs the borders of an image against the opposite borders. With
this filter, very few pixels need be altered. In general, within a few pixels of each
border there is no effect, so that a majority of pixels are unchanged. Like the
round mask, this filter successfully removes the artifact.

4 Experiments

In this section, we present the experimental results for registration performance
of the proposed method compared with the cross-correlation method in the case
of simulated misalignment and simulated noise, respectively.

The accuracy of a registration algorithm may be evaluated by simulating a
misalignment between two images. When the actual transformation between the
two images is known, the error produced by the registration algorithm can be
quantified.

Fig. 2(a) shows a digital fundus image that will be used in these simulations.
The image is 768 × 576 pixels. 20 simulated misaligned images were generated
by applying different geometric transformations, whose parameter values were
chosen randomly from a uniform distribution, and then the 215×215 pixel region
in the original and the transformed images were cropped and used for registra-
tion, thus avoiding the complications of ’edge-effects’ associated with simulated
transformations. Fig. 2(b) shows one of these simulations. Experimental results
of the proposed method compared with cross-correlation method under the mea-
sures of root-mean-squared (RMS) errors and maximum absolute (MA) errors
are given in Table 1(middle).

In order to test registration performance in presence of noise, the 20 simulated
random transformations described above were regenerated with the addition of
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Table 1. Experimental results with simulated misalignment and noise show the root-
mean-squared (RMS) errors and maximum absolute (MA) errors of translation by
pixels, rotation angle by degrees, and scale factor for 20 simulations

Errors Simulated misalignment Simulated noise
Proposed Cross-correlation Proposed Cross-correlation

Translation RMS 0.2190 0.4447 0.6793 0.7621
Rotation RMS 0.1335 0.2311 0.5194 0.5954
Scaling RMS 0.0006 0.0045 0.0134 0.0185

Translation MA 0.5297 0.9501 1.8310 1.9214
Rotation MA 0.4835 0.6860 0.7289 0.9019
Scaling MA 0.0256 0.0791 0.0471 0.0886

noise. The noise was spatially uncorrelated and its amplitude was normally dis-
tributed with a zero mean. A different sequence of pseudo-random numbers was
used for each image. Fig. 2(c) shows the image previously displayed in Fig. 2(b)
with random noise (σ2 = 0.02). Table 1(right) lists experimental results of the
proposed method compared with cross-correlation method under the measures
of RMS and MA errors.

As experimental results show, the proposed registration algorithm is able
to find transformation parameters to a resolution better than the available dis-
cretization of the polar parameter space. In addition, the registration algorithm
is resistant to white noise, and white noise only minimally affects the registration
accuracy in the simulations.

5 Conclusions

In this paper, we propose a novel method for image registration based on ana-
lytical Fourier-Mellin transform. In implementation, we compute the polar-FT
values based on the pseudo-polar grid for which fast algorithm exists, and then
convert the pseudo-polar grid to the polar coordinates via an interpolation stage.
In addition to the proximity of the pseudo-polar coordinates to the polar ones,
the necessary interpolations can be performed only by 1D operations without
loosing accuracy. After the conversion, we apply the AFMT in the polar Fourier
magnitude. With the property of the invariance to translation and rotation, we
can readily determine all the transformation parameters. Experimental results
show that the proposed method outperforms the traditional cross-correlation
method while white noise is present.
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Abstract. In this paper, an algorithm is proposed for detecting texts in images 
and video frames. Firstly, it uses the variances and covariancs on the wavelet 
coefficients of different color channels as color textural features to characterize 
text and non-text areas. Secondly, the k-means algorithm is chosen to classify 
the image into text candidates and background. Finally, the detected text 
candidates undergo the empirical rules analysis to identify text areas and project 
profile analysis to refine their localization. Experimental results demonstrate 
that the proposed approach could efficiently be used as an automatic text 
detection system, which is robust for font-size, font-color, background 
complexity and language. 

1   Introduction 

Text detection is an arising research area, which plays an important role in system to 
index, browse and retrieve multimedia information. Texts contained in images and 
video frames have significant and detailed information about images, such as name 
and address in the name card, caption in the video, and so on. Nowadays commercial 
OCR systems only can handle the texts which are separated from the background and 
transformed to a binary image. When facing with complex background, they usually 
achieve poor performance. It increases the need for the automatic system of texts 
detection and extraction from the images and video frames. 

In the past several years some research efforts have been concentrated on detecting 
texts and extracting texts in images. There has not been a good way to resolve the 
problem of text detection because it is hard to tackle the problems such as variation of 
font-size, font-color, language, spacing, distribution, the background complexity, 
influence of luminance, and so on. There are four main approaches for text 
localization in image. One is based on edge detection [3, 5, 9, 10, 16]. The second 
approach is connected-component-based analysis [4, 6, 16]. The third method is color 
analysis [2, 5, 6, 8]. The fourth is texture-based algorithm [1, 4, 7, 8, 9, 10, 11, 12]. 
These methods have different merit and shortcoming in reliability, accuracy and 
computation complexity. Usually the researchers combined methods mentioned above 
in order to abundantly absorb the information of text detection.  

Texture information is very useful for image analysis. To some extent text has 
weak and irregular texture property, so it can be done as a special texture. In this 
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aspect some works have been done and made some progress. llavata, J. et al. [1] apply 
the distribution of high-frequency wavelet coefficients to statistically characterize text 
and non-text areas and use  the k-means algorithm to classify text areas in the image. 
Wu et al. [7] propose an algorithm based on the image gradient produced by nine 
second-order Gaussian derivatives. The pixels that have large gradient are considered 
as strokes of text blocks based on several empirical rules. Wenge Mao et al. [11] 
propose a method based on local energy analysis of pixels in images, calculated in a 
local region based on the wavelet transform coefficients of images. Gllavata, J. et al. 
[12] apply a wavelet transform to the image, and use the distribution of high-
frequency wavelet coefficients to statistically characterize text and non-text areas. 
Chen et al. [13] propose a two-step text detection algorithm in complex background, 
which uses the edge information for initial text detection and employs the “distant 
map” as the feature and SVM as the classifier for learn-based text verification. In 
these above methods, the color information has been neglected to some extent. Texts 
in images often have the same color, and contrast clearly with the background. Color 
is also important information for text detection.  

In contrast to other approaches, the proposed approach applies the color texture 
features in a local region based on the wavelet transform coefficients of images to 
characterize the text and non-text area. Then it uses unsupervised method to detect 
the text blocks from the background. It works as follows: Firstly, a wavelet 
transform is respectively applied to three color channels of the image. Secondly, the 
transformed image is scanned with a fixed size sliding window. On each window 
the color texture features based on color correlations of the channels are calculated. 
Thirdly, the k-means algorithm is used to classify the color texture features into two 
clusters: text candidates and background. Finally, the detected text candidates 
undergo the empirical rules analysis to identify text areas and project profile 
analysis to refine their localization. This approach is robust for font-size, font-color, 
background complexity and language to detect texts. 

The paper is organized as follows. Section 2 presents the individual step of our 
approach to text detection. Section 3 discussed the experiment results. In the final 
section conclusions are provided. 

2   Text Detection 

In this section, the processing steps of the proposed approach are presented. Our aim 
is to build an automatic text detection system which is capable of handling still 
images with complex background, horizontally or vertically aligned texts, arbitrary 
font and color. The system needs to comply with the following assumptions: (a) input 
is a color image; (b) texts can not exceed a certain font size; (c) the strokes of a 
character have the same color. From Figure 1 we can see that the proposed approach 
is mainly performed by four steps: wavelet transform, color texture feature extraction, 
unsupervised text candidates detection, text refinement detection, which will be 
described in detail below.  
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Fig. 1. Flow chart of the proposed approach 

2.1   Wavelet Transform of the Image  

Text is mainly composed of the strokes in horizontal, vertical, up-right, up-left 
direction. It has weak and irregular texture property, and can be done as a special 
texture. At the same time texts in images often have the same color, and contrast 
clearly with the background. According to these properties texture and color features 
are combined to detect text in images. We decompose the input image into three color 
channels Ci, where i = 1, 2, 3. On each channel a wavelet transform is applied to 
capture the texture property. 

The main characteristic of wavelets transformation is to decompose a signal into 
sub-bands at various scales and frequencies, which is useful to detect edges with 
different orientations. In the 2-D case, when the wavelet transform is performed by a 
low filter and a high filter, four sub-bands are obtained after filtering: LL (low 
frequency), LH (vertical high frequency), HL (horizontal high frequency), and HH 
(high frequency). In the three high-frequency sub-bands (HL, LH, HH), edges in 
horizontal, respectively vertical or diagonal direction were detected. Since text areas 
are commonly characterized by having high contrast edges, high valued coefficients 
can be found in the high-frequency sub-bands. 

2.2   Color Texture Feature Extraction  

We employ the statistical features on the transformed image of each color channel to 
capture the color texture property. A sliding window of size w h pixels is moved 
over the transformed image. For each window position and for each sub-band (HL, 
LH, HH), the features are computed. The features are mean, standard deviation, 
energy, entropy, inertia, local homogeneity and correlation. They are computed using 
the formula as followed: 

,),(
1

1 1
1

= =×
=

w

i

h

j
ji

hw
f  (1) 

[ ] ,),(
1 2

1 1
2

= =
−

×
=

w

i

h

j
ji

hw
f μ  

(2) 



 Text Detection in Images Based on Color Texture Features 43 

 

,),(
,

2
3 =

ji
jiWf  

(3) 

,),(log),(
,

4 ⋅=
ji

jiWjiWf  (4) 

,),()(
,

2
5 −=

ji
jiWjif  (5) 

,),(
)(1

1

,
26 −+

=
ji

jiW
ji

f  (6) 

−+
=

ji
jiW

ji
f

,
7 ),,(

)(1
1

 (7) 

,

),())((
,

8
yx

ji
yx jiWji

f
σσ

μμ −−
=  (8) 

Here, W is the sliding window, w is the width of the window, h is the height of the 
window, and (i,j) is the pixel position in the window. For each color channel Ci and for 

each sub-band Bj, where i,j = 1, 2, 3, the features f1-f8 form the feature vector j

Ci

B
F . 

We compute the color texture feature vector which is based on CTF (Color Texture 
Feature) [18], using the formula as followed: 
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Cm, Cn, represent two color channels, where m ,n = 1, 2, 3. In order to save 
computation costs, we select energy and local homogeneity features to form feature 

vector j

Ci

B
F . After the features computation, for the 1-level wavelet transformation 

the corresponding vectors consist of 36 features, which are energy and local 
homogeneity features, multiplied by 3 sub-bands and by addition between 3 color 
variances and 3 color covariances. 

2.3   Unsupervised Text Candidates Detection  

It could be assumed that the image is composed of two clusters: text and background 
when we detect the texts in the image. So we apply the k-means algorithm to classify 
the feature vectors of pixels into two clusters: text candidate and background. Here 
the k-means algorithm is selected because it can avoid the dependency on training  
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data and data selection of supervised methods. Furthermore, before classification each 
component of the feature vector need be normalized in the range from 0 to 1. After 
this step, we get the initial text candidates which are binary. Seen from Figure 2-b, the 
result of the initial text candidates was shown after unsupervised text candidates 
detection. 

 

Fig. 2. Initial text candidates: (a) is original image, and (b) is the result of initial text candidates 
after classification 

2.4   Text Refinement Detection  

Identification and refinement of text candidates is mainly performed by five steps. 
Firstly, connected components of text candidates are formed by morphology 
operations “open” and “dilate” on the binary images of the initial text candidates, and 
too small isolated objects are discarded as background. Secondly, the transformed 
images of HL, LH, HH sub-bands are added together to get the edge map of the 
original image. Thirdly, we project the position of every connected component of text 
candidates on the edge map, and binarize every edge map using Otsu’s thresholding. 
Fourthly, some empirical rules are performed to remove non-text blocks from the 
candidates. These rules are noted as followed: 

– edge_area > t1; 
– edge_area / text_block_area > t2; 
– Text_block_width > t3, Text_block_height >t3; 
– min( Text_block_width / Text_block_height, Text_block_height / Text_block 

_width ) < t4; 
– 0 < Text_block_strokes’number / Text_block_area < t5; 

Here, t1, t2, t3, t4, t5, are the respective thresholding for above rules. According to 
experiments, they are appropriate as noted in Table 1.  

Table 1. Parameters of empirical rules 

t1 t2 t3 t4 t5 

20~120 0.2~0.3 8<= 0.8~0.9 0.01~0.05 
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If the text candidate doesn’t satisfy the rules, it is considered that isn’t text block. 
On the contrary, the candidate is text block if it satisfies the rules. Finally, the text  
candidates undergo a project profile analysis to refine the text localization, and label 
the result using the red rectangle to circle the text blocks. From Figure 3, the results of 
some samples are shown. 

3   Experiment 

In order to evaluate the proposed approach described here, a dataset of 100 images 
was obtained in magazine covers, www web images and real-life videos. We 
preprocess all the images into standard width (or height) of 128 pixel depending on 
the original image size to save computation costs. A bior3.5 wavelet was used with 
low-pass filter coefficients (-0.0138, 0.0414, 0.0525, -0.2679, -0.0718, 0.9667, -
0.0718, -0.2679, 0.0525, 0.0414, -0.0138) and high-pass filter coefficients (-0.1768, 
0.5303, -0.5303, 0.1768). The experiments with parameters w = 16, h = 8, t1 = 100, t2 
= 0.25, t3 = 8, t4 = 0.85, t5 = 0.015, which select energy and local homogeneity 
features, achieved a recall of 86.7% and a precision of 90.5% for the test sets. 
Precision and recall are defined as: 

,
c

a
recall =  (10) 

.
ba

a
precision

+
=  (11) 

We checked the output for each image and measured the number of correctly detected 
text lines as well as the number of falsely detected text lines. Here a is the number of 
text lines classified as text, and b is the number of non-text lines predicted as text, and 
c is the total number of truly text lines in the test set.  

 Figure 3 shows the experimental results of various kinds of images selected from 
advertisements, video caption and news. In Figure 3-a, English texts on the book 
cover in natural image are successfully detected. Figure 3-c demonstrates that this 
approach is effective for the texts with the complicated background in the video 
frame. Figure 3-b,d shows that the texts with different font size including small size 
are correctly located, which demonstrates the proposed approach is robust for the 
different language and font size.  

Considering the computation costs, we select several features to join the algorithm. 
For different kind of images, the features perform different performance. Here for the 
test sets we do the experiment to observe the detection results with different features. 
In Table 2, the results of the experiments are presented, where recall and precision are 
listed for different features. 

In order to confirm the validity of the proposed approach, we conduct the 
experiment to detect the texts respectively in color space and in gray space. From the 
above diagram (Figure 4), we can see the better detection result in the color space, 
which illustrates the method using color texture features avails text detection, and 
validates the good performance of the proposed approach 
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Fig. 3. Experiment results of some samples 

Table 2. Detection results by different features 

Feature Recall Precision 
mean 81.91% 85.85% 
Standard deviation 84.62% 78.89% 
energy 83.59% 88.87% 
entropy 85.46% 76.90% 
inertia 76.47% 70.67% 
local homogeneity 78.86% 76.78% 
correlation 81.25% 79.29% 

 

Fig. 4. Detection results in different color space and gray space 
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4   Conclusions 

In this paper, we have proposed an algorithm based on the color texture features for 
detecting texts in images and video frames. According to the texture property of the 
texts and color contrast between texts and background in the images, the color texture 
features are applied to detect the texts in the images, which effectively fuse texture 
with color. Firstly, the wavelet transform is respectively applied to three color 
channels of the image. The color texture features based on color correlation of the 
“texture” channel are calculated in the local region. Then the classification is done by 
a k-means algorithm to detect the text candidates. Finally, the text candidates are 
refined by empirical rules. The experiment with various kinds of the images and video 
frames shows that the proposed method is effective on the distinction between regions 
and non-text regions. It is robust for font-size, font-color, background complexity and 
language. But the algorithm needs to be improved to save the computation cost. 

We also apply this method on the images captured by the camera. And it is found 
that the proposed method has difficulties in detecting texts where there are strong 
illuminations changes and text distortion. These problems need to be tackled in the 
future research. 

References 

1. J. llavata, R. Ewerth, B. Freisleben: Text Detection in Images Based on Unsupervised 
Classification of High-frequency Wavelet Coefficients. Pattern Recognition, 2004. ICPR 
2004. Proceedings of the 17th International Conference on, Vol. 1. (2004) 425–428 

2. Kim, K.C., Byun, H.R., Song, Y.J., Choi, Y.W., Chi, S.Y., Kim, K.K., Chung, Y.K.: 
Scene text extraction in natural scene images using hierarchical feature combining and 
verificationn. Pattern Recognition, 2004. ICPR 2004. Proceedings of the 17th 
International Conference on , Vol. 2. (2004) 679–682 

3. M. Cai, J.Q. Song, and M.R.Lyu: A new approach for video text detection. Image 
Processing. 2002. Proceedings. 2002 International Conference on, Vol. 1. (2002) I-117–I-
120 

4. V.Wu, R.Manamatha, E.Riseman: Finding text in images. 20th Int. ACM Conf. Research 
and Development in Information Retrieval. (1997) 3–12 

5. Jiang Wu, Shao-Lin Qu, Qing Zhuo, Wen-Yuan Wang: Automatic text detection in 
complex color image. Machine Learning and Cybernetics, 2002. Proceedings. 2002 
International Conference on, Vol. 3. (2002) 1167–1171 

6. K.Jain, and B.Yu.: Automatic text location in images and video frames. Pattern 
recognition, Vol. 31 (1998) 2055–2076 

7. V.Wu, R.Manamatha, E.Riseman: Textfinder: an automatic system to detect and 
recognized text in images. IEEE Trans. On PAMI, Vol. 20. (1999) 1224–1229 

8. Yu Zhong, Karu, K., and Jain, A.K.: Locating text in complex color images. Document 
Analysis and Recognition, 1995., Proceedings of the Third International Conference 
on, Vol. 1. (1995) 146–149 

9. Agnihotri, L., Dimitrova, N.: Text detection for video analysis. Content-Based Access of 
Image and Video Libraries, 1999. (CBAIVL '99) Proceedings, IEEE Workshop on. (1999) 
109–113 



48 C. Liu, C. Wang, and R. Dai 

 

10. Qixiang Ye, Wen Gao, Weiqiang Wang, Wei Zeng: A robust text detection algorithm in 
images and video frames. Information, Communications and Signal Processing, 2003 and 
the Fourth Pacific Rim Conference on Multimedia, Proceedings of the 2003 Joint 
Conference of the Fourth International Conference on, Vol. 2. (2003) 802–806 

11. Wenge Mao, Fu-lai Chung, Lam, K.K.M., Wan-chi Sun: Hybrid Chinese/English Text 
Detection in Images and Video Frames. Pattern Recognition, 2002. Proceedings. 16th 
International Conference on, Vol. 3. (2002) 1015–1018 

12. Gllavata, J., Ewerth, R., Freisleben, B.: Text Detection in Images Based on Unsupervised 
Classification of High-Frequency Wavelet Coefficients. Pattern Recognition, 2004. ICPR 
2004. Proceedings of the 17th International Conference on, Vol. 1. (2004) 425–428 

13. D.T. Chen, H.Bourlard, J-P., Thiran.: Text Identification in complex background using 
SVM. Int.Conf. on CVPR. (2001) 

14. H.Li, D.Doermann, O.Kia.: Automatic text detection and tracking in digital video. IEEE 
Trans on Image Processing, Vol. 9. (2000) 147–156 

15. R. Lienhart, A. Wernicke.: Localizing and Segmenting Text in Images and Videos. In 
IEEE Transactions on Circuits and Systems for Video Technology, Vol. 12. (2002) 256–
258 

16. L. Agnihotri, N. Dimitrova.: Text Detection for Video Analysis. In Proc. Int’l Conference 
on Multimedia Computing and Systems, Florence. (1999) 109–113 

17. Y.Zhong, H.J. Zhang, A.K. Jain.: Automatic caption localization in compressed video. 
IEEE trans on Pattern Analysis and Machine Intelligence, Vol. 22. (2000) 385–392 

18. Iakovidis.D.K, Maroulis.D.E, Karkanis.S.A, Flaounas. I.N: Color texture recognition in 
video sequences using wavelet covariance features and support vector machines. 
Euromicro Conference, 2003. Proceedings. (2003) 199–204 

19. Yuanyan Tang, Ling Wang.: Wavelet analysis and character recognition. Science press, 
Beijing, China (2003) 

20. Datong Chena, Jean-Marc Odobeza, Jean-Philippe Thiran.: A localization/verification 
scheme for finding text in images and video frames based on contrast independent features 
and machine learning methods, Signal Processing: Image Communication 19, (2004) 205–
217 

21. Xilin Chen; Jie Yang; Jing Zhang; Waibel, A.: Automatic detection and recognition of 
signs from natural scenes. Image Processing, IEEE Transactions, Vol. 13. Issue.1.  (2004) 
87 –99 

22. Xiangrong Chen, Yuille, A.L.: Detecting and reading text in natural scenes. Computer 
Vision and Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004 IEEE 
Computer Society Conference, Vol. 2. (2004) II366–II373 

23. Xi Zhu, Xinggang Lin.: Automatic date imprint extraction from natural images. 
Information, Communications and Signal Processing, 2003 and the Fourth Pacific Rim 
Conference on Multimedia. Proceedings of the 2003 Joint Conference of the Fourth 
International Conference, Vol. 1. (2003) 518-522 

24. Rainer Lienhart.: Video OCR: A Survey and Practitioner’s Guide. In Video Mining, 
Kluwer Academic Publisher. (2003) 155–184 

25. Bong-Kee Sin, Seon-Kyu Kim, Beom-Joon Cho.: Locating characters in scene images 
using frequency features. Pattern Recognition, 2002. Proceedings. 16th International 
Conference, Vol. 3. (2002) 489–492 



Aligning and Segmenting Signatures
at Their Crucial Points Through DTW�

Zhong-Hua Quan1,2 and Hong-wei Ji1

1 Hefei Institute of Intelligent Machines, Chinese Academy of Science
2 Department of Automation, University of Science and Technology of China

{quanzhonghua, hwji}@iim.ac.cn

Abstract. This paper presents a novel approach that uses the dynamic time warp-
ing (DTW) to match the crucial points of signatures. Firstly, the signatures are
aligned through the DTW and the crucial points of signatures are matched accord-
ing to the mapping between the signatures. Then the signatures are segmented
at these matched crucial points and the comparisons are accomplished between
these segments. Experimental results show that such a strategy is quite promising.

1 Introduction

Signature verification is one of the oldest means of identity validation both for the au-
thor of a document or the initiator of a transaction. And as a result of the growing
automation, many approaches were proposed over the past decades to perform the au-
tomated authentication through one’s signature. Literatures [1] and [2] gave a review of
the earlier works. Here we focus on on-line signature verification, which means that sig-
natures are collected using a special instrument such as a digital tablet. For on-line sig-
nature verification, according to different kinds of features dealt with, it can be roughly
classified into two groups. In the first group, signatures are represented by a numbers
of global parameters which are computed from the signals. In the second group, signa-
tures are represented by the complete signals collected when they are produced. Such
complete signals are regarded as a function of time, F (t). The functions reserve the
complete information of signing process and features of the local shape. It is believed
that the approach based on functions may lead to better results [1].

In general, signature is considered as a ballistic movement, that is, a motion con-
trolled without instantaneous position feedback, from a motor program [1]. Some of the
psychomotor reality can be discovered by studying the various steps a typical imitator
must do to copy any signatures. According to [4], one of the first steps a forger has to
do is look into a signature to extract its perceptually important points with which the
signatures can be rebuilt. It can be deduced that if a signature is divided into a group of
segments by such crucial points, the segments are probably corresponding to the psy-
chomotor process. So segmentation that involves partitioning a signature into segments
and extracting pertinent local information may be helpful in signature verification. Lit-
eratures [3, 4, 5, 6, 7] all proposed their method of segmentation. Literatures [4] and [3]
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proposed a method to segment signatures on their perceptually important points and es-
tablish the correspondence of segments, but the method cannot be used in comparison
between the functional features of signatures since it requires re-sampling on the length
of curves. Literatures [5, 6, 7] are all involved in extracting and segmenting signatures
at crucial points (e.g., the corner of strokes where signatures change their direction, end
points etc.), but there are some mismatching of crucial points that would result in dete-
rioration in system performance. Literature [8] proposed a method to improve the seg-
mentation of signatures through dynamic time warping (DTW). This work can improve
the association between segments of signatures, since the DTW is an efficient method to
achieve a perfect alignment between series those have non-linear distortion [9]. But in
this work, the signatures were segmented on a uniform spatial interval, which violated
the principle for segmentation proposed in [4]. So this paper presents a new method that
employs DTW to match the crucial points of signatures, then segments the signatures at
the matched crucial points. For these aligned segments, a method of linear time warping
is employed to accomplish point-to-point comparison.

This paper is organized as follows. In Section 2 a new method of extracting and
matching crucial points is presented. Section 3 discusses and explains comparison of
signatures and decision making. Section 4 and section 5 give the related experimental
results and conclusions respectively.

2 Segmenting Signatures at Crucial Points

2.1 Extracting Crucial Points

A signature is often represented by a time series of points, and each point may take
two-dimensional coordinates, pressure and other information. A signature may has a
form as follows:

P = (p1, p2, . . . , pi, . . . , pn), pi = (xi, yi, ti). (1)

here each point is assumed to be sampled in equal time interval.
The crucial points involved in this paper include end points of strokes and geomet-

ric extrema. The end points can be detected by pen tip leaving the surface of tablet.
Geometric extrema are the points where signatures change their direction horizontally,
vertically or both, which can be detected by finding the zero crossing of deviation of
x, y sequences. Each detected extrema is labelled as one of 16 types according to the
reason why it is detected [5]. The types of extrema are displayed in Fig. 1.

As presented in [5], each extrema should be detected as a horizontal maxima(or
minima), a vertical maxima(or minima) or their combination. However, because of the
instability of handwriting, not all of the points where the deviation of x (or y) crosses
zero are correctly an extrema. Therefore a processing step aiming at reducing the num-
ber of candidate extrama is necessary.

Assume ex = ex
1 , ex

2 , . . . , ex
p, . . . to represent a sequence of extrema detected by

zero crossing of deviation of x. And each element ex
p is described by its two dimensional

coordinate (ex
p(x), ex

p(y)), time index (ex
p(t)) and type (ex

p(c)). We define a membership
function of ex

p for each candidate extrema as follows:
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Fig. 1. Types of extrema

μ(ex
p) =

min(|xex
p(t) − xex

p(t)−l|, |xex
p(t) − xex

p(t)+r|)
width

. (2)

where l = (ex
p(t)− ex

p−1(t))/2 and r = (ex
p+1(t)− ex

p(t))/2 define a neighbor area of
ex

p , and width = max
i=(1,...,n)

(xi)− min
i=(1,...,n)

(xi). Then the candidate whose μ(ex
p) is less

than a threshold is deleted.
The same operation is repeated on the sequence ey = ey

1 , e
y
2, . . . , e

y
q , . . . detected by

zero crossing of deviation of y. The sequence ex, ey and those end points are integrated
into one sequence e at last. Considering that sometimes a combinational type may ap-
pear as successive two basic types, if |ex

p(t)−ey
q(t)| ≤ T0 then ex

p and ey
q are combined

into one extrema in e that has a combinational type. The other candidates are inserted
into the sequence e according to their time index. Here each element ei is described by
its two dimensional coordinate (ei(x), ei(y)), time index ei(t) and type ei(c).
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2.2 The DDTW Approach

For two patterns PR and PT that are waiting for comparison, we define a time-
alignment (warping path) M as:

M = ((1, 1), . . . , (tRk , tTk ), . . . ). (3)

where tRk and tTk refer to the time index of the mapped points in the two signatures.
Assume:

d(Mk) = ||PR
tR
k
− PT

tT
k
||. (4)

D(M) =

K∑
k=1

w(k) ∗ d(Mk)

K∑
k=1

w(k)
. (5)

The goal of the DTW is to find the path M that minimizes D(M) [11]. From the
DTW point of view, the path is the optimal time-alignment between PR and PT . But
as presented in [9], the DTW would lead to undesirable alignment where a single point
on one series is mapped onto a large subsection of another series. Such a behavior is
called ”singularities”. So, in [9] authors employed an extension of the DTW that is
called derivative dynamic time warping (DDTW). The DDTW is almost the same as
DTW except that the PR

tR
k

and PT
tT
k

in (4) are replaced by their derivative, respectively.

And in this paper, the DDTW is employed. The more details and the advantages of the
DDTW can be found in [9].

2.3 Matching Crucial Points and Segmenting Signatures

In this paper, we use the DDTW to establish the correspondence of crucial points. As-
sume that we have got the extrema sequences eR and eT of the two signatures and
the mapping function M between PR and PT . Now the distance between two crucial
points eR

i and eT
j can be defined as:

D(eR
i , eT

j ) =
min |eR

i (t)− eR
i (t′)|+ min |eT

j (t)− eT
j (t′)|

2× S(eR
i (c), eT

j (c))
. (6)

where (eR
i (t), eR

i (t′)) ∈ M , (eT
j (t′), eT

j (t)) ∈ M ,
and S(eR

i (c), eT
j (c)) is defined as:

S(eR
i (c), eT

j (c)) =
{

1, eR
i (c) ≈ eT

j (c)
ε, eR

i (c) �= eT
j (c). (7)

where ε ≥ 0 is a small enough constant. The meaning of the equation 6 can be described
by the Fig. 2.

A recursive method is employed here to work out the alignment of the two sequence
(eR and eT ), and the arithmetic is displayed as follows.
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Fig. 2. The distance between a pair of crucial points eR
i and eT

j

Begin
Initial : row = 1,col = 1, map[length of eR];
while row ≤ length of eT and col ≤ length of eR

if D(eR
jj , e

T
ii) = min

i∈(row,row+3)
j∈(col,col+3)

D(eR
j , eT

i )

and D(eR
jj , e

T
ii) ≤ threshold,

map[jj]=ii,row = ii + 1, col = jj + 1;
else row = row + 1, col = col + 1;

return map
End

The ”map” returned records the mapping between the sequence of crucial points.
Therefore the signatures can be segmented at the crucial points which is matched in
”map”, and the segments are matched according to their end points.

3 Comparison of Signatures and Classification

3.1 Comparison of Signatures

When segmenting signatures according to the matching of crucial points, the signatures
compared (PT and PR) are composed of a series of segments ST

1 , ST
2 , . . . , ST

K and
SR

1 , SR
2 , . . . , SR

K respectively. The ST
i is corresponded to SR

i , and the K equals to pairs
of matched crucial points. Then the linear time warping can be applied on the aligned
segments. Since the time functions of signatures are discrete and the intervals are equal,
the linear time warping can be accomplished by re-sampling on segments of testing
pattern. Let nST

i
and mSR

i
be the points number of segments ST

i and SR
i respectively,

the time interval involved to re-sample the ST
i can be computed from the following

equation.
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	t′i =
mSR

i
∗ 	t

nST
i

. (8)

where the 	t is the original time interval.
After re-sampling, the testing patten P ′T and the reference pattern PR contains the

same number of points. The distance between them can be computed as follows:

D(F ) =
∑m

i=1 FR
i − F ′T

i

m
. (9)

where FR is the time function of reference pattern and F ′T is the time function of
testing patten after re-sampling, m is the points number of reference pattern.

In this paper, the time functions of signatures involved in verification include the
two dimensional coordinate x(t) and y(t), the velocity v(t) and the tangent angle θ(t).
They can be denoted as x(i), y(i), v(i) and θ(i) respectively because the intervals are
equal. The θ(i) and the v(i) can be defined as follows:

θ(i) = arctan(y(i + 1)− y(i), x(i + 1)− x(i))× 0.5
+ arctan(y(i + 2)− y(i), x(i + 2)− x(i)) × 0.5 (10)

v(i) =
√

(y(i + 1)− y(i))2 + (x(i + 1)− x(i))2. (11)

where 0 ≤ i ≤ m.
These time sequences of testing pattern should be re-sampled at first, then the dis-

tance between the testing pattern and the reference pattern can be computed according
to 9. Let now D(x), D(y), D(θ) and D(v) be the distance computed from these time
sequences. And D(t) is the cumulated time warping of testing pattern that can be com-
puted as:

D(t) =

∑K
j=1
∑mj

S

i=1 |	t−	t′| × i

m
. (12)

3.2 Classification

The final stage in the verification procedure is the actual classification. In this paper, we
use the Mahalanobis decision making.

Let D = (D(x), D(y), D(θ), D(v), D(t)), D is mean of D over an initial set of
original signatures, and

Σ =

⎡⎢⎢⎢⎢⎣
σD(x)

2 0 0 0 0
0 σD(y)

2 0 0 0
0 0 σD(θ)

2 0 0
0 0 0 σD(v)

2 0
0 0 0 0 σD(t)

2

⎤⎥⎥⎥⎥⎦ . (13)

where σD(x), σD(y), σD(θ), σD(v) and σD(t) are standard deviation of D(x), D(y),
D(θ), D(v) and D(t) respectively.
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Then the combined measure for matching reference and testing pattern is given by
a simplified Mahalanobis distance as:

Dmahal = (D −D)′Σ−1(D −D). (14)

We call Dmahal the simplified Mahalanobis discriminant function. In the next sec-
tion, we will use Dmahal to accomplish the actual classification.

4 Experimental Results

The data used for experiment in this paper is collected by ourselves among the students
in our lab. This data involves 20 volunteers, each of which provided 10 signatures. Thus
there are total 200 signatures.

4.1 Matching of Crucial Points

The performance of the matching of crucial points has an important influence to the
segmenting and the time warping of signatures. Some examples for mismatching crucial
points are displayed in Fig. 3. In Fig. 3, the crucial points correctly matched are marked
as asterisk, and the mismatched crucial points are marked as circle. In Fig. 3b some
crucial points are mismatched, and it can be found that the mismatching of crucial
points can distort the time warping of the signatures.

To evaluate the performance of the approach matching the crucial points, we chose
60 samples from the data set (3 samples from each signer), and matched the crucial

a

b

Fig. 3. Some examples for mismatching crucial points
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Table 1. The performance comparison of matching crucial points by the approach in [5] and the
approach using DTW

The method in [5] The method in this paper
C 91.6 99.2

points sequence of the signatures from the single signer in manual work. Then the result
is referred to as the expected value. Now we can define the accuracy of matching as:

C =

m∑
i=1

Γ ′(i)

m∑
i=1

Γ (i)
× 100%. (15)

where Γ (i) and Γ ′(i) are referred to as:

Γ (i) =
{

1 ; if p(i) �= 0.
0 ; else

(16)

Γ ′(i) =
{

1 ; if p(i) �= 0 and p(i) = p′(i).
0 ; else

(17)

where the p(i) is the mapping function between the sequences of crucial points worked
out by the DTW. And the p′(i) is referred to as the desirable mapping function.

For comparison, we implemented both the approach of matching crucial points
in [5] and that proposed in this paper. Figure 3 is an example for comparison, in this fig-
ure the (a) is accomplished by DTW, and the (b) is accomplished by the method in [5].
The corresponding correct rate are displayed in the following table.

From the Table 4.1, it can be seen that the method of matching crucial points
through the DTW is much more satisfying.

4.2 Classification

There are 6 samples for each signer involved in training. Each signature is compared
with the others one by one, and number of matched crucial points is accumulated. Then
the signature whose sum of matched crucial points is the maximal is regarded as the
templet. And by comparing the 6 samples each other, the values of D and Σ are worked
out . Then the testing are carried out on the rest signatures. Because it is difficult to
acquire the skilled forgeries, the random forgeries are used in the testing. As a result,
we got an EER of 3.8%. The evolution of FAR and FRR as a function of decision
threshold is shown in Fig.4.

Here we prefer to employ another decision strategy. Since among genuine signatures
Dmahal ∼ X 2, we can select the decision threshold as D0 satisfying P (Dmahal ≥
D0) = 0.005. That means when D0 = 16.75 the FRR is less than 0.5%. On testing
samples, we got a FRR of 3.75% and a FAR of 3.16%, and the result seems consistent
with Fig. 4. Considered that random forgeries are involved in experiments, the FAR
looks a little high, but the false accepted signatures are focus in two signers. Some
samples for building templet of the two signers are displayed in the Fig. 5.
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Fig. 4. Curves of FAR and FRR varying with decision threshold

Fig. 5. Samples of the goats

From the Fig. 5 it can be found that these signatures of the two signers are varying
between two different shapes. In signature verification, such signers whose signatures
are not stable enough are usually refused in enrollment in order to reduce the risk. If
this strategy is employed here, the FAR would reduce to 0 while the FRR is 4.16%.

These results show that signature verification is not available for some people whose
signatures are not stable enough. It is believed that it is necessary to exclude such signers
when they register for the sake of guaranteeing the safety of the system.
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5 Conclusions

This paper presented a method that use the DTW to align and segment signatures at their
crucial points, and then the linear time warping is employed on aligned segments to deal
with the unequal duration and non-linear time distortion of signatures. Experiments
on the random forgeries showed that such a method is competent. Nevertheless, the
consistency of the segments haven’t be taken in consideration although the approach is a
segment-based method. And the Mahalanobis decision is a statistical method that needs
lots of samples, but it is almost impossible to be satisfied for signature verification. In
the future, we would like to polish the solution for these problems.
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Abstract. Based on the dual tree complex wavelet transform and edge 
detection, a SAR image despeckling algorithm is proposed. It can be used to 
remove white Gauss additive noise (WGAN) too. The DT-CWT has the 
properties of shift invariance and more directions. Edges are effectively 
extracted based on this complex transform and adjacent scales coefficients 
multiplication. According to the statistical property of the edge and non edge 
wavelet coefficients, Laplacian and Gaussian distribution are used to describe 
them respectively. Bayesian MAP estimator is used to estimate the noiseless 
wavelet coefficient values. Analysis and experiments illustrate the effectiveness 
of the proposed algorithm. 

1   Introduction 

The wavelet transform has become an important tool for removing noise from 
corrupted image. This is due to its energy compaction property. Wavelet thresholding 
[1] is often used for such task. According to wavelet transform energy compaction 
property, small coefficients are more likely due to noise, and large ones due to 
important features (such as edges). So noise can be filtered by thresholding. The 
threshold acts an important role in such methods. A threshold adaptively selected in 
each subband is better than a uniform one [2]. 

Recently, statistical models for images and their wavelet transform coefficients are 
developed. Under these models, Bayesian estimation techniques such as maximum a 
posteriori (MAP) estimator, maximum likelihood (ML) estimator can be used. Now 
the denoising task is to estimate clean coefficients using an a priori probability 
distribution of the coefficients. Sometimes coefficients are regarded as independent 
random variables described by some probability distribution function, such as 
Gaussian, Laplacian, and generalized Gaussian distribution. Some threshold shrinkage 
function can be gained using models assumed by Gaussian, Laplacian distribution. 
When coefficients are regarded as dependent random variables, more complicated 
models and better results can be obtained [3], in the mean time, the computing 
complexity increases greatly. 

                                                           
1 Supported by the National Science Foundation of China under Grant No.60133010. 
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Speckles in synthetic aperture radar (SAR) images are multiplicative noises. 
Arsenault et al. [4] demonstrate speckles can be regarded as white Gauss additive 
noise (WGAN) after transforming image to logarithm domain. So we change speckles 
to Gauss noises. 

Images are usually denoised in orthogonal wavelet domain. Although such 
transforms have no redundancy, they lack of shift invariance and directional 
selectivity. Some shift invariant denoising methods are proposed to get better results 

[5,6,7]. Since shift invariance, redundant representation outperforms the orthogonal 
basis; we use the dual tree complex wavelet transform (DT-CWT)[8] that has such 
properties in this paper. 

If edge information can be obtained, we can preserve such main image features 
better when filtrate noises. In order to detect edges in noisy images effectively, we 
design an edge detection method by adjacent scale coefficients multiplication based 
on DT-CWT. 

Based on DT-CWT and edge information, we propose a new wavelet domain 
image denoising approach. In section 2 the DT-CWT is described. In section 3 and 4, 
the edge detection and the denoising algorithms are described in detail. Then 
denoising results are given. Finally is conclusion. 

2   Dual Tree Complex Wavelet Transform 

DT-CWT is proposed by professor N.G.Kingsbury [8]. It extends discrete wavelet 
transform (DWT) via separable filters to complex transform. Compared with other 
complex transforms, it has the advantage of perfect reconstruction. Compared with 
the orthogonal wavelet transforms, it has the advantages of shift invariance and more 
directional selectivity. 

Let )(sx , 2
21 ),( Rsss ∈=  represents an image, the DT-CWT decompose it 

using dilations and translations of a complex scaling function kj ,0
φ and six complex 

wavelet functions kj,ψ : 

∈ ∈ ≥ ∈
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r
kj ,, ψψ � ) are themselves real scaling (wavelet) functions. Thus DT-

CWT is combinations of two real wavelet transforms. When implement, two 
decomposition trees based on two real filters give the real and imaginary parts of the 
complex coefficients. DT-CWT uses real but not complex filters to generate complex 
coefficients. Down sampling by 2 is eliminated to approximate shift invariance with 
the real DWT at each level. This is equivalent to two parallel full-decimated trees, 
bringing about redundancy of 4:1 for 2-D signals. There are six subbands of DT-
CWT at each level that provide better directionality than DWT.  



 A SAR Image Despeckling Method Based on Dual Tree Complex Wavelet Transform 61 

 

3   Edge Detection Based on DT-CWT and Scale Multiplication 

Signal features and noises have large wavelet coefficients. Large coefficients caused 
by sharp edges can transfer with increasing scale, those caused by noises decay fast 
with increasing scale. Most coefficients other than feature and noise have very small 
values. This shows coefficients at the same direction and position have some 
correlation. Xu et al [9] use the direct spatial multiplication of wavelet coefficients at 
several adjacent scales to detect the location of edges. According to the above 
analysis, this multiplication can increasing feature coefficients times, decreasing noisy 
coefficients times. So features are enhanced while noises are suppressed. Then 
improving the accuracy of locating edges is more easily. But feature coefficients 
cannot persistent well along scales using DWT since it is not shift invariance, whereas 
large feature values persistent well along scales by DT-CWT. So multiplying 
coefficients at adjacent scales is more effective for locating edges using DT-CWT. 

For a certain scale m , we multiply the coefficients of this scale n  and its father 

coefficient in the coarse neighbor scale )(np : 

))(,1(),(),( npmwnmwnmCor +⋅=  (2) 

Nn ,2,1= . N is the number of pixels at this scale. We also square the 
coefficients of this scale: 

),(),( 2 nmwnmS =  (3) 

From above we know that for a pixel describing an edge, its value of Cor and S are 
both large. For a pixel describing a noise, both values decrease with increasing m , 

and Cor are much smaller than S . Both values are small for other pixels. Then we 
give a simple rule to distinguish edge and non edge points. If the three 
conditions: ),( nmCor is large, cnmSnmCor ⋅≥ ),(),( , the parent of n  is 

an edge point, are satisfied simultaneously, then n is an edge point, else it is not an 
edge point. For the coarsest scale, the first two conditions must be satisfied. c is a 

constant. Maybe Cor is slightly smaller than S for a weak edge, so c is added in order 

to extract such weak edge. Obviously, its value should be among )1,5.0( . 

The coefficients of DT-CWT are complex iii jvuc += . The magnitude of the 

complex coefficient is used: 22
iii vuc += . This is a more reliable measure than 

either the real or the imaginary part. Since if there has a slightly signal shift, this do 
not affect the magnitude but do affect the real or the imaginary parts. 

Figure 1 shows the image features are enhanced while noises are suppressed by 
coefficients multiplication between scales in complex wavelet domain. (a) shows a 
noisy image (white Gaussian noise with standard deviation 20 is added). (b) shows 
the S value of a subband. (c) shows the Cor value of the same subband (bright colour 
represent large values). 
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Fig. 1. (a) Noisy image (b) S value of a subband (c) Cor value of the same subband 

4   Denoising Algorithm 

Assume the original image f is corrupted by white Gaussian noise n , ngf += , 

g is the observed image. In wavelet domain, the model is ε+= xy , ε,, yx  

representing the wavelet coefficient of clean, noisy image and noises respectively. 
The aim is to estimate x  from the noisy observation y . We use Bayesian MAP 

estimator for this purpose: 

))()((maxarg))()|((maxarg)|(maxargˆ || xPxyPxPxyPyxPx xn
x

xxy
x

yx
x

⋅−=⋅==  (4) 

If )(xPx is assumed to be a zero mean Gaussian density with variance 2σ , we 

obtain the estimator: 

yx
n

⋅
+

=
22

2

ˆ
σσ

σ
 (5) 

If )(xPx is assumed to be Laplacian, then the estimator is: 

+−= )
2

|)(|(ˆ
2

x

nyysignx
σ

σ
 (6) 

Where +)(a means if 0)(,0 =< +aa , otherwise aa =+)( . 

Equation (6) is the classical soft shrinkage function. Although the two distributions 
cannot describe wavelet coefficients very accurately, they are often applied because 
the MAP estimator is simple to compute and they are convenient assumption 

for )(xPx . 

We estimate yσ for every noisy coefficient spatial adaptively. Now most edge 

points are distinguished from non edge, we can estimate them respectively to get 
more reliable value by formula (7) and (8). 
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ipy is parent of iy .A window of ww NN × centred at i  is used in (8) to compute the 

variance. Instead of using all coefficients inside the window, we can only use those 
non edge points, and exclude the edge points. 

The variance of the noiseless coefficients can be calculate by: 

222
nyx ii

σσσ −=  (9) 

Study on the coefficients of wavelet subband, we find that a Laplacian density is 
more fitted to the log histogram of the edge coefficients. A Gaussian density is more 
fitted to the log histogram of non edge points. Figure 2 is an example. Then the 
coefficients belong to edge are modelled as i.i.d. Laplacian distribution, those belong 
to non edge are modelled as i.i.d. Gaussian distribution. 

 
                             (a)                                         (b)                                               (c) 

Fig. 2.  (a) Coefficient histogram of second level, +45 degree of Lena image. (b) Log histogram 
of edge coefficients of the same subband (solid line), and a fitted Laplacian r.v.’s log histogram 
(dotted line). (c) Log histogram of non edge coefficients (solid line), and a fitted Gaussian r.v.’s 
log histogram (dotted line). 

The denoising algorithm can be summarized as follows: 

1. Compute the image logarithmically 
2. Decompose image to DT-CWT domain 
3. Extract edge image for every high subband at every scale, using our edge 

detection algorithm 
4. Compute variance of the edge and non edge coefficients 
5. Modify coefficients belong to edge and non edge respectively 
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6. Reconstruct logarithmical image by the modified coefficients 
7. Obtain the denoised image by exponential computation 

If the noise is WGAN, the first and last step can be cancelled. 
Edge detection and the denoising procedure are top-down. Starting from the 

coarsest scale, algorithm goes from parents to children subbands. After completion of 
a subband, we obtain both edge image and modified coefficient. 

5   Experimental Results 

First, we use 256 greyscale images Barbara and Lena as test images. i.i.d. Gaussian 
noise at different levels are added to the images. Five levels of decomposition are 
used for denoising. In fact, image is decomposed with six levels in order to extract 
edge. The results are compared with the results of soft threshold based on DWT. The 
thresholds are estimated spatially adaptive. The wavelet we use is Daubechies wavelet 
(db8). The performance is tested using the PSNR measure. 

The results are listed in table 1. The results of part of Lena and Barbara image 
using DWT soft threshold and our method are given in figure 3 (noise standard 
deviation 20=σ ). As seen from the PSNR values and the denoised images, the 
noise is reduced effectively, most sharp edges are preserved, and ringing artifacts are 
little. 

Then, we use the proposed method to remove speckle in SAR images. We compare 
the results of our approach with that of classical Lee filter. The window size 
is 33× for Lee filter. In order to quantify the achieved performance improvement, 
two different measures were computed based on the original and the denoised data. 
We compute the standard-deviation-to-mean ratio (S/M) to quantify the speckle 
reduction performance. This quantity is a measure of image speckle in homogeneous 
regions. Another qualitative measure is compute for evaluating edge preservation. It is 
defined as [10]: 

)'ˆ'ˆ,'ˆ'ˆ()'',''(

)'ˆ'ˆ,''(

gggggggg

gggg
EP

−−Γ⋅−−Γ
−−Γ=  (10) 

Where 'ˆ,' gg are the high pass filtered versions of the original image g and the 

despeckled image ĝ respectively. The over line operator represents the mean value. 

And 
×

=

⋅=Γ
NN

i
ii

ssss
1

2121 ),( . The EP value should be close to unity for an optimal 

effect of edge preservation. 
The obtained values of S/M and EP for the methods applied to two SAR images 

are given in Table 2. The original and result images are in figure 3. Our method gives 
better results in terms of the S/M and EP measure, which indicates that the technique  
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Table 1. Results for the test images with several noise levels 

Image Noise level Soft threshold (DWT) Proposed 

10=σ  34.05 35.33 

20=σ  30.46 32.35 

30=σ  28.28 30.50 

 

Lena 

50=σ  25.48 28.00 

10=σ  31.55 33.01 

20=σ  27.23 28.92 

30=σ  24.93 26.78 

 

Barbara 

50=σ  22.20 24.16 

Table 2. Results for SAR images 

Image 1 Image 2  

S/M EP S/M EP 

Original image 0.2417 - 0.2544 - 

Lee filter 0.1091 0.0111 0.1297 0.1198 

Proposed method 0.0585 0.3404 0.0651 0.2633 
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(a) Denoising image by DWT soft threshold (b) The proposed algorithm result 

(c) Denoising image by DWT soft threshold (d) The proposed algorithm result 

Fig. 3. Part of Lena and Barbara image denoising results 

exhibits a clearly better performance in terms of both speckle reduction and edge 
preservation. 

6   Conclusions 

In this paper, we propose an effective and low complexity method to remove speckle 
noise for SAR images. The DT-CWT with shift invariance is used. Edges are 
effectively extracted based on this complex transform and adjacent scales coefficients 
multiplication. According to the statistical property of the edge and non edge wavelet 
coefficients, Laplacian and Gaussian distribution are used to describe them 
respectively. MAP estimator is used to estimate the noiseless coefficient values. 
Experiments for standard test images and SAR images show that, the proposed 
algorithm performs better in both speckle reduction and edge preservation. 
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             (a) Original image 1              (b) Result of Lee filter            (c) Result of our method 

 
        (d) Original image 2               (e) Result of Lee filter       (f) Result of our method 

Fig. 4. SAR images and the results 
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Abstract. Mutual Information has been used as a similarity metric in medical 
images registration. But local extrema impede the registration optimization 
process and rule out the registration accuracy, especially for rotation registra-
tion. In this paper, a novel approach to rotate registration based on image sym-
metry measure is presented. Image symmetry measure is defined to measure the 
symmetry about the possible axis. The symmetry measure is at its maximum 
when the possible symmetry axis is the real symmetry axis. The angle between 
the symmetry axes of two images can be used to estimate rotate registration pa-
rameter in advance without translation parameter. This method is of great bene-
fit to rotation registration accuracy and avoids the disadvantage of traditional 
MI method searching in the multi-dimensional parameter space. Experiments 
show that our method is feasible and effective to rotation registration of medical 
images, which have obvious symmetry characteristics. 

1   Introduction 

Multimodal medical image produces different information, which complements each 
other. In clinical applications those images are frequently fused together to improve 
the diagnostic accuracy. Registration of multimodal medical images is an important 
first step in successful fusion of those images. Image registration is a procedure that 
determines the best match between multimodal images of the same object field. The 
mutual information (MI) between two images can be regarded as a statistical tool to 
measure the degree to which an image can be predicted from the other. It has been 
used to be a similarity measure for images registration problems [1, 4-9]. However, 
the local maxima of mutual information make it difficult to register images, because 
the search algorithm will converge to the local maximum easily. Ji[2] and Tsao [3] 
analyzed both sampling and interpolation effects of mutual information. Several pre-
processing methods are discussed for reducing the interpolation effects also. Likar 
and Pernus [7] proposed a combination of prior and floating information on the joint 
probability and random re-sampling of one image to improve the registration. Pluim 
[4] combined both standard mutual information and gradient information to yield a 
better registration. 
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In MI method, transformation parameters are obtained by searching in multi-
dimensional parameter space using optimization algorithm. The local maxima of one-
dimensional parameter would affect the searching results in other dimensions space. 
For rotation registration, rotation parameter would be affected by translation parame-
ter easily. That means, when searching translation parameters run into local maxima, 
it is very difficult to search the rotation parameter accurately. In this paper, a registra-
tion method based on image symmetry used to solve rotation parameter is proposed. 
The symmetry characteristics of medical images are used to define the symmetry 
measure, which could be used to determinate the symmetry axis of images. The angle 
between symmetry axes of two images is used to determinate the rotation parameter. 
Our method could obtain more accurate rotation transformation parameter when rigid 
transformation parameters include translation, scale and rotation all together. More-
over, rotation parameter could be solved independently without translation and scale 
parameters, which could avoid the local maxima of these rigid transformation pa-
rameters. Experiments show that our method is feasible to solve rotation parameter 
for symmetry medical images. Rotation registration accuracy is better than that of MI 
method for rigid image registration. 

2   Symmetry Measure 

2.1   Mutual Information 

Mutual information is a basic concept from information theory, measuring the statisti-
cal dependence between two random variables or the amount of information that one 
variable contains about the other. The mutual information I of two images X and Y is 
evaluated as [5,6]:  
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where ( )XP x , ( )YP y , and ( ),XYP x y  are the marginal and joint probability mass func-

tions. Mutual information will be at its maximum when the images matched. How-
ever, the mutual information function could contain local maxima, which impede the 
registration optimization process and rule out the subpixel accuracy.  

2.2   Symmetry Measure 

In generally, many medical images are symmetry [10,11], which could be used to 
determinate the symmetry axes of images. Furthermore, the rotation degree could be 
represented using the symmetry axes. Symmetry measure is defined to estimate the 
symmetry axis of the image at first. 

Suppose image f  is mirror-symmetry about the symmetry axis passing through 

the center point ( ),cx cy . Base line is defined as the vertical line pass ( ),cx cy  in the 

image. The possible symmetry axis lθ  is the line passing through ( ),cx cy  and makes 

an angle of θ  with base line, illustrated as fig 1. 
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Fig. 1. The possible symmetry axis 

Point set P  and symmetry transform point set ( )ST P  about the possible symme-

try axis lθ  are defined as,  

( ){ }0, >++= CByAxyxP  . (2) 
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where ( )2A tg π θ= + , 1B = , ( )2C cy tg cxπ θ= − − + , K tgθ= , •  is below 

truncation function. P  is the pixel set, which located on one side of the possible 
symmetry axis lθ . ( )ST P  is the pixel set, which is the mirror symmetry of P  about 

possible symmetry axis lθ . For each pixel ( )0 0,x y P∈ , the symmetry pixel about lθ  

is ( )'' ,x y . In other words, the possible symmetry axis lθ  is the vertical bisector line 

between ( )0 0,x y  and ( )'' ,x y . 

Denote by Ω  the 2D point space, the mapping d  is defined as, :d RΩ×Ω →  
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where ,P Q ∈Ω , •  is norm. The metric defines a distance function between two 

shapes in Ω . 
The symmetry measure SMθ  of f  about the possible symmetry line lθ  is defined 

as,  

( ) ( )( )( )PSTfPfdSM ,=θ  . 
(5) 

where ( ) ( ) ( ){ }, ,f P f x y x y P= ∈ , ( ),f x y  is the intensity of ( ),x y . 
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SMθ  represents the mirror-symmetry degree of the image about the possible sym-

metry axis lθ . The smaller SMθ  is, the larger the angle between the possible symme-

try axis and symmetry axis is. SMθ  is at its maximum when the possible symmetry 

axis is the real symmetry axis. The angle of the symmetry axis in image f  is defined 

as, 

( ){ }maxm SM fθθ
θ =  . (6) 

The symmetry measure SMθ  is defined based on the intensity distribution. When 

the image is symmetry, the symmetry measure could be used to estimate the symme-
try axis. Accordingly, the rotation parameter could be computed for images using the 
angle between the symmetry axes of two images. Suppose 

1f  is the reference image, 

2f  is the float image. Let the rotation angle be positive along clockwise. The rotation 

transformation parameter θ ∗  between 
1f  and 

2f  is, 

( ) ( )1 2m mf fθ θ θ∗ = −  . (7) 

3   Symmetry Center Point ( )cycx,  

From above analysis we can see that, it is necessary to locate the symmetry center 
point ( ),cx cy  at first. We segment an image using a threshold. Suppose ( )1 1,x y  and 

( )2 2,x y  be the left-up corner and right-down corner of the rectangle that encloses the 

objects in an image. The symmetry center point could be 

2
21 xx
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+
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+
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Fig. 2. Rectangles enclosing the object in an image using different threshold ( the threshold of the 
left image is 50, the right image is 100) 
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Because the backgrounds of most medical images are dark, it is not difficult to 
segment objects from medical images. In generally, segmentation results of medical 
images are not sensitive to threshold because the difference between the object and 
background is obvious. So, for different threshold, the rectangle enclosing objects 
would not change greatly and the symmetry center point would not vary greatly also. 
An example is illustrated in figure 2. Moreover, in order to reduce the error of the 
symmetry center point, several axes paralleled to the possible symmetry axis are se-
lected to compute SMθ . The SMθ  with maximum value is selected as the symmetry 

measure about the possible symmetry axis lθ , as illustrated in figure 3. 

 
Fig. 3. Several axes paralleled to the possible symmetry axis. The possible symmetry axis is the 
middle one among the three parallel lines. 

From above analysis, we can see that rotation registration is independent to transla-
tion and scale registration. That means rotation registration could be done at first 
without translation and scale parameters, which is benefit to image registration be-
cause the local maxima of other transformation parameters would not affect rotation 
parameter greatly. 

In order to obtain the maximum of SMθ , global search algorithm is used. It would 

not take too much time to search the maximum of SMθ  because the search algorithm 

is done in one-dimension space.  

4   Experiments 

We applied our method to multimodality symmetry medical images. Figure 4 shows 
T1 and PD images being experimented with. The size of two images is 210×180. 
Figure 5 shows CBF and MR images with size of 128×128. Figure 6 shows MR and 
PET image with size 122×122. (c) and (d) of figure 4,5,6 are responses of symmetry 
measure to the angle between possible symmetry axis and base line of two images 
alternatively. (e) of figure 4,5,6 are responses of mutual information to rotation angle. 
The abscissa is the angle, which is positive along clockwise.  
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All these medical images are registered already and the rotation parameters should 
be 0°. Let the left image be reference image and transform the right image. The rota-
tion parameters obtained by our method are 0° in figure 4, 3° in figure 5 and 3° in 
figure 6 alternatively. The rotation parameters obtained by MI method are 0° in figure 
4, 9° in figure 5 and -3° in figure 6 alternatively. The rotation registration accuracy of 
our method is better than that of MI method. From subjective view, it can be seen that 
the response of symmetry measure is smoother than that of mutual information and 
the maximum of symmetry measure is corresponding to the symmetry axis. 

In order to illustrate the rotation registration accuracy, images are transformed with 
translation and rotation parameters. Our method and MI method are used to solve 
rotation transformation parameter alternatively. Powell’s method is used to search 
transformation parameter in MI method. Powell’s method repeatedly iterates the di-
mensions of the search space, performing one-dimensional optimizations for each 
dimension, until convergence is reached. However, this method could run into local 
maxima and reach local optimal results. For our method, only one-dimensional search 
of rotation parameter is done by global search algorithm. The maximum of SM could 
be searched and less time is taken.  

Table 1,2,3 shows the rotation parameter obtained by two methods. It can be seen 
that the rotation registration accuracy of our method is better than that of MI method, 
because it is difficult to reach global maximum of MI when searching in  
 

                     

(a)                                                       (b) 

 

(c)                                              (d)                                              (e) 

Fig. 4. (a)  T1 image, (b) PD image, (c) and (d) are responses of Symmetry Measure about 
possible axis with different angles of T1 and PD alternatively. (e) Response of mutual informa-
tion to rotation angle. 
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Table 1. Rotation parameter obtained by two methods for T1 and PD images 

Rotation parameter SM MI Error of SM Error of MI 

5=θ  5 8 0 3 

10−=θ  -10 -6 0 4 

15=θ  14 22 1 7 

15−=θ  -15 -16 0 1 
 

                   

(a)                                                      (b) 

 

(c)                                             (d)                                               (e) 

Fig. 5. (a)  CBF image, (b) MR image, (c) and (d) are responses of Symmetry Measure about 
possible axis with different angles of CBF and MR alternatively. (e) Response of mutual infor-
mation to rotation angle. 

Table 2. Rotation parameter obtained by two methods for CBF and MR images 

Rotation Parameter EM MI Error of EM Error of MI 

8=θ  9 5 1 3 

7−=θ  -9 -5 2 2 

18=θ  19 18 1 0 

12−=θ  -12 -11 0 1 

multi-dimensional space. In additionally, When MI method does registration well, our 
method could do registration well also, as figure 4. That means the registration accu-
racy of our method is satisfied. 
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Table 3. Rotation parameter obtained by two methods for MR and PET images 

Rotation Parameter EM MI Error of EM Error of MI 

3=θ  2 6 1 3 

12−=θ  -13 -20 1 8 

13=θ  12 20 1 7 

17−=θ  -19 -9 2 8 

                   

(a)                                                        (b) 

  
(c)                                             (d)                                             (e) 

Fig. 6. (a)  MR image, (b) PET image, (c) and (d) are responses of Symmetry Measure about 
possible axis with different angles of MR and PET alternatively. (e) Response of mutual infor-
mation to rotation angle. 

5   Conclusion 

Mutual information has been developed into an accurate measure for multimodal 
medical image registration. But local extrema impede the registration optimization 
process and rule out the registration accuracy, especially for rotation registration. We 
proposed a novel rotation registration method based on image symmetry. Symmetry 
measure is defined to estimate the symmetry axis of images. When the symmetry 
measure is at its maximum, the possible symmetry axis is the real symmetry axis. The 
rotation transformation parameter is the angle between the symmetry axes of two 
images. Our method could be used to estimate rotation parameter independently. That 
means it is not necessary to estimate translation parameter in the meantime, which 
could reduce the influence of translation parameter to rotation parameter when search-
ing in the multi-dimensional parameter space. Experiments show that the registration 
accuracy of our method is better than that of MI method for rigid image registration. 
When MI method does registration well, our method could do registration well also. 
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Abstract. We propose a new method to solve the occlusion problem efficiently 
in rigid target tracking by combining integral-intensity-matching algorithm with 
multi-block-voting algorithm. If the target is occluded, means some blocks are 
occluded and tracked falsely. Then we don’t let the occluded blocks participate 
in voting and integral-intensity-matching calculation, and use the remainder 
unoccluded blocks which can represent target’ attribute to track the target 
unceasingly. Experimental results show that the adopted two algorithms are 
complementary, and effective combination can achieve reliable tracking 
performance under heavy occlusion. 

1   Introduction 

Moving target tracking is a substantial task of computer vision. It has been widely 
used in robot vision navigation, medical diagnosing, video-surveillance, etc. 
Occlusion is a serious and difficult problem which can cause loss of target in the 
tracking process.  

To solve the occlusion problem, many scholars have proposed kinds of efficient 
methods: (1) Tracking based on target features’ matching between successive frames 
[1], [2], [3], [4], [5], and the features can be the target intensity, binary image,  edge 
points or corner points, etc. The Generalized Hough Transform algorithm, in which 
the unoccluded corner points vote the target position [6]. (2) Methods based on Multi-
templates. Literature [7] uses matching error to determine occlusion and tracks target 
by integral intensity correlation matching. Literature [8] adopts the sub-templates 
matching based on maximum a posteriori probability and determines which target the 
sub-template belongs to, and it can solve the multi-moving-target occlusion problem. 
(3) Using dynamic Bayesian network which can model the occlusion process 
explicitly [9], [10]. (4) Particle filter based on color histogram can solve the partial 
occlusion problem [11]. (5) Tracking algorithm under occlusion based on mesh model 
[12], [13]. 

This paper solves occlusion problem based on intensity matching, with combined 
integral-intensity-matching algorithm and multi-block-voting algorithm. One 
contribution of our work is combining the above two related and complementary 
algorithms to track the target separately because each of the two adopted algorithms 
has its advantage and disadvantage but combining them can get good performance. 
Another contribution of our work is using the adaptive dividing method to get blocks 
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with obvious characteristic and use blocks to measure the occlusion region. Not only 
can we avoid the difficulty of detection the target feature points like corner points in 
[6], but also can overcome the disadvantage of the fixed divided blocks which may 
match falsely if the characteristic of the blocks is unobvious [7], [8], [14]. 

Our method begins with adaptive dividing the target into blocks with each has 
obvious characteristic, then combining integral-intensity-matching algorithm with 
multi-block-voting algorithm to track the target. Under occlusion, the blocks which 
have been occluded don’t participate in voting and integral matching calculation, and 
we use the remainder unoccluded blocks to track the target unceasingly.  

The remainder of this paper is organized as follows: Section 2 introduces the 
proposed algorithm in detail. Including: 2.1 Adaptive target dividing. 2.2 Kalman 
prediction based on the current statistical model 2.3 Tracking algorithm based on 
combining integral-intensity-matching with multi-block-voting. 2.4 Target tracking 
algorithm under occlusion. 2.5 The abruptly varying illumination handling. Section 3 
shows experimental results and makes analysis. Section 4 presents our conclusions. 

2   Target Tracking Algorithm by Combining  
Integral-Intensity- Matching with Multi-block-voting 
UnderOcclusion 

2.1   Adaptive Target Dividing 

The purpose of adaptive dividing is to obtain fine characteristic blocks which can be 
tracked accurately. The basic idea is: Dividing the target into blocks of size 8*8 pixels 
and doing the merging and splitting operation based on the intensity and structure 
attribute. The intensity attribute is defined as intensity variance of each block which 
reflects differences of the gray levels and the amount of edge points. The structure 
attribute is defined as position of the block and its adjacent region attribute, and each 
block should have low similarity with its adjacent region. 

Adaptive dividing depends on the following principles: 

1. Calculating intensity variance of each block and if the value is less than a certain 
threshold, merging the block with one of its 4-adjacent blocks which has the 
largest variance. The choosing of threshold should depend on experiments but 
because of less and less unoccluded blocks left in the occlusion process, the 
threshold can’t be high in order to get enough unoccluded blocks to vote even in 
the heavy occlusion. 

2. Calculating the similarity of each block with its adjacent region. Because if the 
similarity is more than a threshold, the false matching probably occurs because 
its adjacent region in the next frame is within the searching window probably. So 
the block should be merged with another block in its 4-adjacent region which has 
the lowest similarity value.  

The calculation of block’s similarity is: Moving the block to some new 
positions within its small adjacent region, and calculating the intensity 
correlation value between the block and the corresponding region of the new 
position respectively. Then we choose the highest value as the similarity of the 
block. 
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3. If some blocks have high variance and low similarity, we can split them into two 
blocks which satisfy the principle of (1) and (2) respectively. 

4. After merging and splitting, the size of block should be more than or equal to 8*8. 
5. For the blocks which are adjacent to the rectangular tracking window, using a 

lower threshold for the variance principle introduced in (1) and they are not 
subject to principle (2). Because they probably contain background information 
which changes all the time and can’t represent the attribute of target. Along with 
the tracking process they will be determined to be occluded, having no voting 
and integral-intensity-matching right. 

Fig.1 shows the experimental result of the target dividing before occlusion. We can 
see the blocks which are adjacent to the rectangular tracking window change little. 
Other blocks have possessed obvious characteristic.  

Assuming the deformation of the target is small because the process of occlusion is 
temporary and the assuming accords with the reality mostly expect for the case of 
maneuvering like sudden turning, we detect the unoccluded blocks every 20 frames 
and adjust the dividing appropriately (through merging and splitting) to ensure the 
reliability of tracking and decrease the calculating time. 

 

Fig. 1. Adaptive target dividing before occlusion. The tracking region is divided into 39 blocks 
and the blocks belong to the target have own obvious characteristic. 

2.2   Kalman Prediction Based on the Current Statistical Model 

We can use Kalman filter theory to predict the moving of target accurately 
(containing the location, velocity and acceleration of the target). Then we match the 
target and each block in searching window centered on the location of Kalman 
prediction in the next frame. The small searching window is very efficient in most 
cases and it decreases the calculation greatly. In the special cases of abrupt varying 
illumination and target being fully occluded, we adopt the predictive location of 
Kalman as the location of the target to track directly.  

The basic idea of current statistical model is: if the target is maneuvering now with 
a certain acceleration, the acceleration in next frame is finite and only within the 
adjacent range of the “current acceleration” [15]. 

The Kalman filter equations are given by: 

, 1 1 , 1 , 1 1.k k k k k k k k kX X U a W
−

− − − − −= Φ + + Γ  (1) 

.k k k kZ H X V= +  (2) 
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where
kX and

1−kX are the state vectors at time k and 1−k , kZ is the observation 

vector at time k , 
−
a  is the “current acceleration” that equals to the acceleration in one 

step prediction state vector 
1, −kkX  and the

1, −kkU is corresponding matrix, W and 

V are noises on the state and  observation respectively. 
1, −Φ kk

 is the state transition 

matrix and
kH is the observation matrix,

1, −Γ kk
is the noise input matrix. The Kalman 

theory gives the equations for optimal prediction 1, −

Λ

kkX  given the statistics of state 
and observation noises. 

In the case of target tracking, choosing the state vector T
yxyxyxk aavvss ],,,,,[x =  

which is composed of location, velocity and acceleration of the moving target in the x 
and y axis respectively. The observation vector is T

yxk ssy ],[= which represents the 

location of the target. 

2.3   Tracking Algorithm Based on Combining Integral-Intensity-Matching with  
        Multi-block-voting  

We can track the target accurately if the displacement vector can be calculated 
correctly between two successive frames. This paper derives two displacement 
vectors ),( 11 yx ΔΔ and ),( 22 yx ΔΔ from multi-block-voting algorithm and integral-

intensity-matching algorithm respectively. If the two vectors are identical, the target 
moving vector is equal to them. Otherwise we should choose the better one based on 
the smoothness of target moving.   

2.3.1   Multi-block-voting Algorithm 
After adaptive dividing, each block searches for its optimal matching in the searching 
window (size of ww× and w is determined by the experiments) centered on the 
predictive location of Kalman in next frame. Every point in the window represents a 
possible moving vector ),( lk dd , ,,,1,,,1 wlwk == Then calculating the intensity 

matching error ),( lk ddS to every displacement vector ),( lk dd between two 

successive frames. The intensity matching error, i.e., 

2

1 1

( , ) ( , ) ( , ) .

1, , , 1, , , 1, ,

m n

p k l p p k l
i j

S d d M i j I i d j d

p N k w l w

= =

= − + +

= = =

 (3) 

where ),( jiM p
is the gray value of block p in current frame, ),( lkp djdiI ++  is the gray 

value of the corresponding block p through displacement vector ),( lk dd in next 

frame. m and n represent the height and width of the block p respectively. N is the 

number of blocks via dividing. 
We let ),( ∗∗

lpkp dd corresponds to the correct matching of block p , then its matching 

error corresponds to ),(min( lkp ddS ) in the ww×  matching errors. For each block, 

we calculate its minimum matching error respectively, then we can 
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obtain N displacement vectors ),( ∗∗
lpkp dd , Np ,,1= .Voting is choosing the most 

frequent motion vector as the target displacement vector ),( 11 yx ΔΔ . 

2.3.2   Target Integral-Intensity-Matching Algorithm 
Regarding the target as a whole, we calculate the intensity correlation matching error 
for every displacement vector ),( lk dd , wlwk ,,1,,,1 == . That is 

1

( , ) ( , ).
N

k l p k l
p

sum d d S d d
=

=  (4) 

We choose the displacement vector which corresponds to )),(min( lk ddsum as the 

target displacement vector ),( 22 yx ΔΔ . 

2.3.3   Combining the Two Above Algorithms  
Tracking each block, i.e., searching for its optimal matching, we only use the 
information of each block, but have no use of its position in the target and structure 
information of its adjacent region. Even though adopting adaptive dividing, we only 
try our best to get blocks with distinct characteristic (depending on the target intensity 
attribute and the threshold which can not be high). Of course, we can ignore the few 
false matching of some blocks via voting, but it may vote inaccurately in the case of 
less and less unoccluded blocks left under heavy occlusion. It’s the disadvantage of 
multi-block-voting algorithm. But we can use the integral-intensity-matching 
algorithm to overcome it. The second algorithm reckons the target as a whole and the 
position of each block is fixed, so it uses the whole information to supplement the 
incompleteness of block’s local information. But this algorithm has disadvantages 
too. It will loss the target in the process of occlusion because it can’t estimate the 
occluded region accurately, also it can be highly affected by abruptly varying of local 
intensity. However, these disadvantages can be handled by multi-block-voting 
algorithm, because we can determine the occluded region by the blocks and the local 
abruptly varying intensity only brings some blocks’ false tracking and the other 
blocks which are in the majority can still vote correctly. So the two algorithms are 
complementary and the tracking is more reliable if combining them.   

For the two results ),( 11 yx ΔΔ and ),( 22 yx ΔΔ , if they are the same, the displacement 

vector of target is equal to them. If they are different, we choose the better one 
depending on the smoothness of target moving between successive frames (except for 
the maneuvering), that is 

x y , 1, 2.i i id x y i
Λ Λ

= Δ − Δ + Δ − Δ =  (5) 

Choosing 21),,( oriyx ii =ΔΔ  which corresponds to the { }21 ,min dd as the target 

displacement vector ),( yx ΔΔ , where
Λ

Δ x and Λ
Δ y correspond to the displacements of 

the predictive location of Kalman in x and y axis respectively.  
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2.4   The Tracking Algorithm Under Occlusion 

2.4.1   Occlusion Handling 
The target is occluded, means some blocks are occluded and tracked falsely. When 
the difference xdkp Δ−∗ or yΔ−∗

lpd is more than a certain threshold, it means block p has 

been occluded, and making a sign to it representing the occlusion. The choosing of 
threshold is easy and it should be lower such as 1 or 2. 

The matching algorithm between current frame and last frame in occluding process 
is as follows: (We also combine the two algorithms as 2.3 section does.) 

1. For each block, calculating the )),(min( lk ddS according to the formula (3) and 

deriving ),( ∗∗
lk dd . The blocks which have occlusion sign have no right to vote 

and the remainder unoccluded blocks vote the displacement vector ),( 11 yx ΔΔ . 

Although the occluded blocks don’t participate in voting, we also calculate their 
),( ∗∗

lk dd  via matching. Because occluded blocks will be out of occlusion step by 

step. When their displacement vector ),( ∗∗
lk dd  is equal to ),( yx ΔΔ , it means 

they have been out of occlusion and we should delete the occlusion sign of them. 
2. For the integral-intensity-matching, we don’t let the occluded blocks participate 

in calculation, that is: 

( , )
1.

arg min ( ( , )) ( , ).
k l

i

N

k l p k ld d
p p q

sum d d S d d
= ≠

=  (6) 

  where Miqi ,,1, = represents occluded block and the number of occluded blocks 

is M . Displacement vector ),( 22 yx ΔΔ  is equal to the result of the formula (6). 

3. Combining the two results as the method introduced in 2.3.3. We can obtain the 
target displacement vector ),( yx ΔΔ . 

2.4.2   Updating the Occluded Region 
The first important task of tracking under occlusion is to determine the occluded 
blocks and they are different per frame in the process, so the occluded region should 
be updated real time. 

The updating method of the occlusion region in current frame is as follows: 

1. For the occluded blocks in the last frame, if their xd k Δ−∗  or yd l Δ−∗  is more than 

a certain threshold, means they are still occluded. Otherwise they have been out of 
occlusion and they can get correct tracking and deleting their occlusion sign. 

2. For the unoccluded blocks in the last frame, if their xd k Δ−∗  or yd l Δ−∗  is more 

than the threshold, it means that they have entered into occlusion in current frame 
and we make occlusion sign for them. 

2.5   The Abruptly Varying Illumination Handling 

One disadvantage of intensity matching algorithm is the sensitivity of abruptly 
varying illumination. The tracking will be false if all of the target’ gray values change 
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greatly. We propose a method to solve the problem to gain a more reliable tracking 
performance. Firstly, determining whether the illumination changes or not, and if so, 
we examine the tracking result next. If it accords with the smoothness of moving, 
means the varying illumination has no serious effect on tracking. Otherwise it means 
false tracking. Then we regard the predictive location of Kalman as the location of the 
target to track directly.  

The method of determining whether abruptly varying illumination happens or not 
is: Sampling uniformly per frame with the coordinate of )8,8( mn ×× as the sample 

points, where 32,,1,32,,1 == mn , (The image size is 256256× ). Then we have 1024 

sample points and the distribution of each point accords with Gauss distribution 
(excepting for the points in the target and the noise points). In order to adapt to the 
gradually varying illumination, we only reserve the statistical data of recent 100 
frames and calculate the mean and variance of each point. If most of the points accord 
with their latest distribution(the mean and variance of the latest 100 frame) i.e., the 
difference between the gray value of each point in  current frame and the mean value 
of the latest Gauss model is less than a certain threshold (The threshold is function of 
variance), then there is no abruptly varying illumination. Otherwise we determine that 
the illumination changes abruptly and build another model for each point in current 
frame. The subsequent frames adopt the same processing. After the abruptly varying 
illumination, if most of the points among a certain amount of frames accord with the 
second distribution model, we delete the first model and if there occurs another 
abruptly varying illumination, we build a new model for it again.  

3   The Experimental Results and Analysis  

The first experiment: Comparing the integral-intensity-matching algorithm with the 
proposed algorithm in this paper to indicate our algorithm can void the influence of 
abruptly intensity varying while the former can’t, because the influence is handled by 
the combined multi-block-voting algorithm. The first image of Fig.2 shows that each 
algorithm gets the same accurate tracking before occlusion occurs. In the second 
image we can see false tracking of integral-intensity-matching algorithm because of a 
special local occlusion (i.e. local intensity abruptly varying). The third image shows 
accurate tracking of our algorithm because we combine the multi-block-voting 
method. 

The second experiment: The experimental scenario is that one car is occluded by 
another still car belongs to the background. Slowed in Fig.3, the first image displays 
the tracking before occlusion. The target is divided into 39 blocks and some of the 
blocks have been reckoned as occluded which lie in the adjacency of rectangular 
tracking window and represent the background. The second image describes that the 
target is entering into occlusion. 20 blocks have been signed occlusion, and one block 
that has the occlusion sign isn’t occluded actually (the reason is its similarity is not 
low enough and there exit noises). But it has no influence on voting and since the 
noise is stochastic, it will not affect the following track. The third image describes the 
most serious occlusion and 31 blocks have been occluded, but we can track the target 
accurately by using the only 8 unoccluded blocks. The fourth image shows the target 
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is being out of the occlusion, with 17 blocks having the occlusion sign and most of 
them corresponding to the background. We choose the threshold which is equal to 1 
for the determination of the occlusion and it accords with the reality. It can be seen 
that the tracking is very accurate in the occlusion process and we can estimate the 
different occlusion phases based on the number of occluded blocks. 

The third experiment: Fig.4 shows the handling of abruptly varying illumination 
problem under occlusion. The first image shows the tracking under a dim 
luminance. In the second image the illumination changes suddenly, the algorithm 
based on intensity matching has false tracking. The third image shows the 
performance of adopted method aimed at solving the special problem. The 
processing is: we detect the case (the illumination changes abruptly) firstly and 
determine the tracking result doesn’t accord with the smoothness of moving. So we 
make sure that the tracking result is false and adopt the predictive location of 
Kalman as the location of the target to track directly. The experiment indicates the 
proposed method can well solve the false tracking problem brought by the abruptly 
varying illumination efficiently. 

      

Fig. 2. Comparing our algorithm with the integral-intensity-matching algorithm. The first 
image: Tracking before occlusion, and both of the two algorithms can track accurately. The 
second image: the target is occluded locally, and tracking is false using the integral-intensity- 
matching algorithm only. The third image: Accurate tracking using the proposed algorithm in 
this paper (overcoming the local abruptly varying intensity problem). 

       

Fig. 3. Tracking process using our proposed algorithm. The first image: Tracking before 
occlusion. The second image: Tracking under occlusion. The third image: Tracking under the 
most serious occlusion. The fourth image: Tracking when the target is being out of occlusion. 
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Fig. 4. The abruptly varying illumination handling. The first image: The correct tracking under 
occlusion before the illumination changes (the luminance is very dim). The second image: The 
illumination abruptly changes and tracking is false before we adopt the proposed solving 
method. The third image: The correct tracking using our proposed method. 

4   Conclusions 

Occlusion brings serious problem in target tracking. The algorithm proposed in this 
paper can solve the problem efficiently and the experiments have showed its good 
performance. The algorithm has its own characteristics: (1) The algorithm bases on 
intensity matching and doesn’t rely on the target segmentation and detection which is 
very difficult to operate accurately, so the algorithm has better accuracy and faster 
tracking. (2) Using adaptive dividing to overcome the disadvantage of fixed dividing 
which may bring false tracking because of the unobvious characteristic and the high 
similarity of some fixed blocks. (3) Combining integral-intensity-matching with 
multi-block-voting, and having the best use of information of the target to get reliable 
tracking. (4) Having no necessity to determine the beginning and the end of occlusion. 
(5) Using blocks to determine the occluded region and updating it per frame. 
Detection the occluded blocks based on the displacement vector error and the error’s 
threshold is easy to choose. 

In reality, most of the moving targets accord with the proposed algorithm but there 
also exist some exceptions: Small targets and targets which have single or very 
regular intensity distribution are not suitable for adaptive dividing. These problems 
and the tracking of non-rigid target under occlusion are our following work.  
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Abstract. Recognizing plant leaves has so far been an important and
difficult task. This paper introduces a method of recognizing leaf images
based on shape features using a hypersphere classifier. Firstly, we apply
image segmentation to the leaf images. Then we extract eight geometric
features including rectangularity, circularity, eccentricity, etc, and seven
moment invariants for classification. Finally we propose using a moving
center hypersphere classifier to address these shape features. As a result
there are more than 20 classes of plant leaves successfully classified. The
average correct recognition rate is up to 92.2 percent.

1 Introduction

Plant is one of the most important forms of life on earth. Plants maintain the bal-
ance of oxygen and carbon dioxide of earth’s atmosphere. The relations between
plants and human beings are also very close. In addition, plants are important
means of livelihood and production of human beings. But in recent years people
have been seriously destroying the natural environments, so that many plants
constantly die and even die out every year. Fortunately, people now have realized
that is a terrible mistake and are beginning to take steps to protect plants.

The first step of protecting plants is to automatically recognize or classify
them, i.e., understand what they are and where they come from. But it is very
difficult for ones to recognize a plant in hand correctly and immediately because
there are so many kinds of plants unknown to us on earth. So we wish to use
image processing and pattern recognition techniques to make up the deficiency of
our recognition ability. This point can be performed just through computers and
other image acquiring facilities. According to theory of plant taxonomy, it can
be inferred that plant leaves are most useful and direct basis for distinguishing a
plant from the others, and moreover, leaves can be very easily found and collected
everywhere. By computing some efficient features of leaves and using a suitable
pattern classifier it is possible for us to recognize different plants quickly.

Some recent work has focused on leaf feature extraction for recognition of
plant. Im et al. [4] used a hierarchical polygon approximation representation of
leaf shape to recognize the Acer family variety. Wang et al. [5] gave a method
which combines different features based on centroid-contour distance curve, and
� This work was supported by the NSF of China (Nos.60472111 and 60405002).
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adopted fuzzy integral for leaf image retrieval. Moreover, Saitoh et al. [6] required
two images, a frontal flower image and a leaf image to recognize the plant.

In this paper we propose a method of recognizing leaf images based on
shape features using a hypershphere classifier. 15 features are extracted from
pre-processed leaf images, which include eight ratios of geometric features and
seven Hu moment invariants. In addition, a moving center hypersphere (MCH)
classifier is proposed for classifying a large number of leaves.

This paper is organized as follows: Section 2 introduces the leaf image seg-
mentation and feature extraction methods. The moving center hypersphere clas-
sifier is described in Section 3. Section 4 gives some experimental results about
the performances of the hypersphere classifier by some practical plant leaves.
Finally, conclusions are in section 5.

2 Image Segmentation and Feature Extraction

2.1 Image Segmentation

The purpose of image segmentation is to separate leaf objects from background
so that we can extract leaves’ shape features exactly in the later procedures, and
the output of image segmentation is a binary image in which the leaf objects are
numerically displayed with 1 and the background is with 0. There are two kinds
of background in the leaf images that we have collected, one is simple (as shown
in Fig.1-a), another kind is complicated (as shown in Fig.1-d). In this paper we
choose iterative threshold selection segmentation method to address leaf images
with simple background. Marker-controlled watershed segmentation method is
selected for those leaf images with complicated background.

(1) Iterative Threshold Selection Segmentation: It can be seen in the leaf im-
ages with simple background that the gray level of pixels within leaf objects is
distinctly different from that of pixels within the background. In this case, there
are some distinct peaks corresponding to leaf objects and background in the gray
level histogram. Therefore, we could find a threshold to transform a gray leaf im-
age into a binary leaf image. Here we use the iterative threshold selection segmen-
tation method [7] to compute the threshold, the method is summarized as follows:

Step 1. Compute the maximum value Gmax and the minimum value Gmin of
all gray level in gray leaf image. Then set threshold Tk = (Gmax +
Gmin)/2, k = 0.

Step 2. At iterative step k , segment image into objects and background using
threshold Tk . Compute GO and GB as the mean gray level of objects
and background.

Step 3. Set new threshold Tk+1 = (GO + GB)/2 .
Step 4. If Tk+1 = Tk , output threshold T = Tk , iteration stop; otherwise,k =

k + 1 , return to step 2.

(2) Marker-Controlled Watershed Segmentation: In the leaf images with com-
plicated background we could find that target leaves are touching or covering
some background leaves. It’s difficult to separate out the target leaves from the
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background using the traditional thresholding methods. The watershed segmen-
tation is a popular segmentation method coming from the field of mathematical
morphology, which can separate touching objects in an image. So we consider
using marker-controlled watershed segmentation method [8] to get the target leaf
objects within the complicated background, this procedure can be summarized
as follows:

Step 1. Transform a leaf image into a gray image and compute its gradient image.
Step 2. Mark the target leaf objects and background.
Step 3. Applying watershed segmentation to the gradient image.

After segmentation we can locate the leaf objects in binary images. Notice
that there exist some variance on length and curvature of leafstalks. To keep
the precision of shape features extraction these leafstalks should be removed.
Therefore, we consider applying opening operation of mathematical morphology
to binary images, which is defined as an erosion operation followed by a dilation
operation using a same structuring element. By performing opening operation
several times, we can successfully remove the leafstalks while preserving the main
shape characteristics of leaf objects. The results of segmentation and removing
leafstalks for leaf images with simple and complicated background are illustrated
in Fig.1 (a) - Fig.1 (g).

Fig. 1. (a) Leaf image with simple background. (b) Iterative threshold selection seg-
mentation result. (c) Removing leafstalk result. (d) Leaf image with complicated back-
ground. (e) Markers of target leaf and background. (f) Watershed segmentation result.
(g) Removing leafstalk result. (h) Some shape descriptors used to compute eight geo-
metric features of Fig.1 (g).

2.2 Features Extraction

There are many kinds of image features such as shape features, color features and
texture features, etc, which can be used for leaf images classification. According
to theory of plant taxonomy, it can be inferred that the shape features are the
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most important and effective ones. Consequently, we consider using shape fea-
tures for classification. Notice that there exist greater morphological differences
in different kinds of leaves; even in the same kind of leaves there also exist some
variance on scale. In this case, we should use ratios instead of those variable
values such as area and perimeter, etc.

From the binary image we could get several shape descriptors that include
bounding box (a rectangle that circumscribes a object), convex hull (the smallest
convex shape that contains the object), inscribed circle (the largest possible
circle that can be drawn interior to the object), circumscribed circle (a circle
that passes through all vertices of a object and contains the entire object in
its interior), centroid and contour. Fig.1 (h) illustrates these shape descriptors
obtained from Fig.1 (g). Using these shape descriptors we could further compute
eight ratios of geometric features, which include:

Aspect Ratio =
lengthbounding box

widthbounding box
. (1)

Rectangularity =
Areaobject

Areabounding box
. (2)

Area Convexity =
Areaobject

Areaconvex hull
. (3)

Perimeter Convexity =
Perimeterobject

Perimeterconvex hull
. (4)

Sphericity =
Rinscribed circle

Rcircumscribed circle
. (5)

Circularity =
4π ×Areaobject

Perimeter2
convex hull

. (6)

Eccentricity =
Axis Lengthlong

Axis Lengthshort
. (7)

Form Factor =
4π ×Areaobject

Perimeter2
object

. (8)

These ratios are naturally invariant to translation, rotation and scaling; it’s
very important and useful to leaf images classification. Besides the geometric
features, the moments are also widely used as shape features for image processing
and classification, which provide a more geometric and intuitive meaning than
the geometric features. It was M K Hu [9] that first set out the mathematical
foundation for two-dimensional moment invariants. Hu has also defined seven of
these moment invariants computed from central moments through order three
that are invariant under object translation, scaling and rotation. Accordingly, we
consider using these Hu moment invariants as classification features in this paper.
The values of them can be calculated from contours using Chen’s improved
moments [10] as follows: The Chen’s improved geometrical moments of order (p
+ q) are defined as:
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The Chen’s improved geometrical moments of order (p + q) are defined as :

Mpq =
∫

c

xpyqds . (9)

where p, q = 0, 1, 2, . . . ,
∫

c is the line integral along a closed contour C and
ds =

√
(dx)2 + (dy)2.

For practical implementation Mpq could be computed in their discrete form:

Mpq =
∑

(x,y)∈C

xpyq . (10)

Then the contour central moments can be calculated as follows:

μpq =
∫

c

(x− x̄)p(y − ȳ)qds . (11)

x̄ =
M10

M00
ȳ =

M01

M00
. (12)

In the discrete case μpq above becomes:

μpq =
∑

(x,y)∈ C

(x− x̄)p(y − ȳ)q . (13)

These new central moments are further normalized using the following formula:

ηpq =
μpq

μγ
00

. (14)

where the normalization factor is γ = p + q + 1.The seven moment invariant
values can then be calculated from the normalized central moments as follows:

φ1 = η20 + η02

φ2 = (η20 − η02)2 + 4η2
11

φ3 = (η30 − 3η12)2 + (η03 − 3η21)2

φ4 = (η30 + η12)2 + (η03 + η21)2

φ5 = (3η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η03 + η21)2] + (3η21 − η03)(η21

+η03)× [3(η30 + η12)2 − (η21 + η03)2]
φ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2] + 4η11(η30 + η12)(η21 + η03)
φ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] + (3η12 − η30)(η21

+η03)× [3(η30 + η12)2 − (η21 + η03)2] . (15)

Table 1 shows the values of eight geometric features and seven Hu moment
invariants of leaf in Fig.1 (g).From Table 1 it could be seen that values of geomet-
ric features and moment invariants are different greatly in order of magnitude,
therefore, be-fore classification these features need to be normalized as follows:

F =
F − Fmin

Fmax − Fmin
. (16)
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where F denote one feature, Fmax is the maximum value of all features in the
same class with F , Fmin is the minimum one.

Table 1. Values of eight geometric features and seven Hu moment invariants corre-
sponding to leaf in Fig.1 (g)

Aspect Ratio 1.098 φ1 1.768187e-001
Rectangularity 0.751 φ2 5.537947e-003
Area Convexity 0.977 φ3 3.432757e-005

Perimeter Convexity 1.052 φ4 2.816526e-006
Sphericity 0.540 φ5 2.603669e-011
Circularity 0.921 φ6 1.662384e-007
Eccentricity 1.566 φ7 9.437735e-012
Form Factor 0.768

3 Moving Center Hyperesphere Classifier

In this paper we regard one feature vector containing eight geometric features
and seven moment invariants as a pattern. Considering that the number of pat-
terns and the dimension of pattern space are both very large, if we use conven-
tional classifier like K-NN or Neural Network, the corresponding classification
process would be quite time-consuming and space-consuming. Therefore, we pro-
pose using a moving center hypersphere(MCH) classification method to perform
the plant leaves classification, which fundamental idea is that we regard each
class of patterns as a series of ”hyper-spheres”, while in conventional approaches
these patterns from one class are all treated as a set of ”points”. The first step
of this method is to compute the multidimentional median of the points of the
considered class, and set the initial center as the closest point from that class to
that median. Then we find the maximum radius that can encompass the points
of the class. Through a certain iteration we remove the center of the hypersphere
around in a way that would enlarge the hypersphere and have it encompass as
many points as possible. This is performed by having the center ”hop” from
one data point to a neighboring point. Once we find the largest possible hyper-
sphere, the points inside this hypersphere are removed, and the whole procedure
is repeated for the remaining points of the class. We continue until all points of
that class are covered by some hyperspheres. At that point, we tackle the points
of the next class in a similar manner. Here, we take one class for example to
summarize the whole iterating training procedure of the hypersphere classifier
as follows:

Step 1. Put all the training data points into set S, set hypersphere index k = 0 .
Step 2. Select the closest point to the median of points in S as the initial center

of the hypersphere k.
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Step 3. Find the nearest point to the center from all other classes, and denote
the distance as d1.

Step 4. Find the farthest point of the same class inside the hypersphere k with
radius d1 to the center. Let d2 denote the distance from the center to
that farthest point.

Step 5. Set the radius of the hypersphere k as (d1 + d2)/2.
Step 6. Select the point in the most negative direction of the center to the nearest

point of the other classes among the nearest m points in this class.The
purpose is to move the center to the new point to enlarge the hyper-
sphere.If point exists then set the point as new center of the hypersphere
k, return to step 4;otherwise continue.

Step 7. Remove those points covered by the hypersphere k from the set S. If S
is still not empty then k = k+1 , return to Step 2; otherwise remove the
redundant hyperspheres that are totally enclosed by larger hyperspheres
of this class, training finishes.

After the training is finished, MCH system is required to be able to classify
any given input data point. The perpendicular distances from the input data
point to the outside surface of all hyperspheres (with that distance counting as
negative if the point is inside the hypersphere) are selected as the classification
criterion. Assume that there are totally hyperspheres after training, each of which
has the radius of ri(i = 1, 2, · · · , H), and let di denote the distance between the
data point and the center of hypersphere hi, then we can define the decision rule
as follows:

I = arg min(di − ri), i ∈ {1, 2, · · · , H} . (17)

where I means index for nearest neighbor hypersphere.

4 Experimental Results

To verify the MCH classifier we have taken 800 leaf samples corresponding to 20
classes of plants collected by ourselves such as ginkgo, seatung, maple, etc (as
shown in Fig.2). Each class includes 40 leaf samples, of which 25 samples are
selected randomly as training samples and the remaining is used for testing sam-
ples. In our implementation we used Visual C++ 6.0 on Windows XP operating
system running on Intel PC 2.4GHZ 512MB RAM.

Fig. 2. Twenty classes of plant leaves used for recognition
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Fig. 3. (a) The Histogram for each hyperspheres’ radius after training 500 samples
corresponding to 20 classes. (b) The histograms for the distances of one Ginkgo testing
sample to outside surface of each hypersphere.

Table 2. Class that each hypersphere belongs to

class ID hypersphere ID class ID hypersphere ID class ID hypersphere ID
1 1 - 6 8 52 - 57 15 88 - 91
2 7 - 17 9 58 - 61 16 92 - 96
3 18 - 27 10 62 - 63 17 97 - 10
4 28 - 33 11 64 - 65 18 103 - 108
5 34 - 38 12 66 - 71 19 109 - 115
6 39 - 45 13 72 - 81 20 116 - 120
7 46 - 51 14 82 - 87

* class ID explanation: 1 Sweet Osmanther 2 Seatung 3 Chinese Box 4 Pho-
tinia 5 Gingkgo 6 Tuliptree 7 London Planetree 8 Red Maple 9 Donglas Fir
10 SevenAngle 11 Beautiful Sweetgum 12 Panicled Goldraintree 13 China
Floweringquince 14 Rose bush 15 Chrysanthemum 16 Sunflower 17 China
Redbud 18 Bamboo 19 Plum 20 Willow.

Fig.3 (a) shows the histogram for each hyperspheres’ radius after training 500
samples. Class that each hypersphere belongs to is listed in Table 2. It can be seen
from Fig.3 (a) and Table 2 that there are total 120 hyperspheres obtained after
training finished. The histogram for the distance of one ginkgo testing sample
point to the outside surface of each hypersphere is shown in Fig.3 (b), in which
the distance from the input data point to the outside surface of 37rd hypersphere
is negative. It can be inferred that this point is just inside the 37rd hypersphere.
From Table 2 it can be queried that 37rd hypersphere just encompasses part of
ginkgo training sample points.

Here we also used the same data to verify 1-NN, 4-NN and BPNN (15 input
nodes, 20 output nodes and one hidden layer with 12 nodes). Performance com-
parisons of MCH classifier with the other three classifiers are shown in Table 3
and Fig.4.
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Table 3. Performance comparisons of four classifiers

Training Classifying Storage Average cor-
time(ms) time(ms) vectors rect rate(%)

1-NN / 17.2 500 92.6
4-NN / 42.7 500 92.3
BPNN 3720 7.6 / 92.4
H-S 36.2 9.8 120 92.2

Fig. 4. (a) The CPU time consumed for training vs the number of samples (b) The
CPU time consumed for classifying vs the number of samples (c) The numbers of stored
vectors vs the number of samples

From Table 3 it can be seen that classifying time for the MCH classifier is
shorter than the ones for 1-NN and 4-NN classifiers, and the storage vector num-
ber for the former is smaller than the ones for the latter two, and the correct
recognition rate for the MCH classifier is similar to the ones for the latter two,
and the MCH classifier needs to be trained while the latter two do not need at all.
Here BPNN is also used to compare with MCH classifier. For the trained BPNN
we only need to store its weight matrix so that storage vectors of BPNN can
be ignored. However, there are two main drawbacks with BPNN, one is its slow
convergence rate, and the other is that it sometimes falls into local minimum
instead of global minimum. The slow convergence rate will pose a computational
problem, and local minima will degrade the classification accuracy. In our exper-
iment we found that if the number of training samples was greater than 5000,
the convergence speed of BPNN would be very slow. As we know the leaf images
classification is a large data set problem which has a serious speed issue and need
to be made much more efficient. Fig.4 also shows that the larger the data set, the
more improvement in speed and storage space which MCH classifier can make.
So it can be concluded that the MCH classifier is a more preferred candidate
for the leaf images classification than k-NN and BPNN because it can not only
save the storage space but also reduce the time consumed without sacrificing the
classification accuracy.
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5 Conclusions

In this paper, we proposed using a moving center hypersphere(MCH) classifier
to address shape features extracted from pre-processed images. Experimental
results show that 20 classes of practical plant leaves are successfully recognized,
and the average recognition rate is up to 92.2 percent. The performance of MCH
classifier is satisfying while compared to nearest neighbor method and BPNN.
Our future research works will include how to classify the leaves with deficiencies
and combine adaptive neural networks with hypersphere technique to increase
the correct recognition rate.
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Abstract. As important premises of automatic seal verification system, candidate 
seal must be detected from processed image and done registration with the tem-
plate seal. The paper gives such a robust method. After the candidate seal is de-
tected from the processed image by contour skeleton analysis, FFT is performed 
for template and candidate seals. FFT Magnitude feature matrix describing 
global and invariant properties of the seal image is constructed by integrating the 
Fourier transformation over each of the regions of a wedge-ring-detector. Robust 
rotation angle is evaluated by minimizing the difference between two feature ma-
trixes for the two seals. Then, relative translation can be evaluated by limited po-
sition enumerating in the space domain. Experiment results show that our 
method can deal with noise-corrupted images and complicate-background im-
ages. Seal detection and registration are fast and accurate, and the methods have 
been used in a real seal identification system successfully. 

1   Introduction 

Automatic color seal verification system in financial industry has a comprehensive 
application prospect. Though there are some bottleneck problems to be resolved in 
such systems, such as fast detection of candidate seal, robust registration between the 
candidate and template seals. In recent years, many papers about seal verification are 
presented, but seal detection task on a whole image is not involved. In [1][2], candi-
date seal is given as an input. Candidate seal locates in a specified region of the proc-
essed image in [3]. There are also many methods for seal registration between candi-
date and template seals. In [4], two-step approach (computing the center information 
of seal image and performing the correlation under rθ-domain) is used for registration. 
The center information depends strongly on the found of minimum circular region 
covering the entire seal imprint. However, under the real case of seal noise involved, 
this method will fail. It seems that many traditional techniques may also been applied 
to such a task, such as the moment-based method [5] and Fourier descriptor [6]. How-
ever, the moment invariants are only in reasonably close agreement for the geometri-
cally modified versions of the same object. It is not suitable to be applied for the with 
seal noise. Similarly, the Fourier descriptor is usually to be applied to the shape 
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analysis possessing continuous closed curve. In [7], contour analysis for finding the 
principal orientation of a seal image is developed for the registration task. But it will 
be driven to the last ditch when the peak for principal orientation is not prominent on 
the seal image with serious noise. Accordingly, in the following, we will first present 
an effective approach for candidate seal detection based on contour skeleton analysis, 
and then describe a robust two-step registration method. Relative rotation is restored 
in frequency domain firstly, and then translation is evaluated by limited position nu-
merating in the space domain. 

The rest of the paper is organized as follows. To simplify the processed image, a 
seal color extraction method is introduced in Section 2. Then a quick seal detection 
algorithm based on seal contour skeleton analysis is described in Section 3. In Section 
4, we introduce the two-step approach for robust seal registration. Experiment results 
and conclusion are given in Section 5. 

2   Seal Color Extraction 

In practical seal verification system, the seal color is usually pure red or pure blue. To 
obtain resistance to noise and high recognition ratio, as well as to speed the seal de-
tection procedure, we separate the pixels of seal color from others, that we call seal 
color extraction. 

RGB space is subdivided into 8 subspaces by dichotomy. Each of the color sub-
space is a cube with size of 128. The colors on the 8 corner of the RGB space are 8 
individual standard colors, which are black, red, green, yellow, blue, magenta, cyan 
and white. According to this order, We define the color index for these 8 standard 
colors are respectively 0, 1, 2, …, 7. We can obtain the corresponding color index for 
an arbitrary point(r, g, b) in the RGB Space by equation (1), where “[]” represents 
integer Round operator. 

[r/128] 2[g/128] 4[b/128] )(rIndex +×+×=bg  . (1) 

In the seal verification system, scanned images are in the presence of significant il-
lumination variations. The most common method to compensate for illumination 
changes is to perform color normalization. We use equation (2) to do color normaliza-
tion. Let I(i, j) be the gray value at pixel(i, j), M, VAR and M0, VAR0 are source  
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Fig. 1. 3D RGB space is subdivided into 8 subspaces by dichotomy 



 A Robust Registration and Detection Method for Color Seal Verification 99 

 

and destination gray mean, variance respectively. Then the normalized gray value 
N(i,j) for pixel(i, j) is 
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Where M0, VAR0 can be decided by experiential equation (3). 
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The normalized color(r, g, b) for source color (r, g, b) is as follows: 
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From the normalized image, seal color pixel can be extracted effectively by equa-
tion (1). For example, the seal color is red as shown in Fig. 2. The color index for 
standard red is 1. We Set standard red (255, 0, 0) for all pixels with color index 1, and 
standard white (255, 255, 255) for other pixels. The image at the right of Fig. 2 is the 
result after seal color extraction. Not only the processed image is simplified but also 
the stroke on the seal is very clean.  

 

Fig. 2. The result before and after seal color (red) extraction 

3   Candidate Seal Detection 

To detect candidate seal on the processed images automatically, key information of 
the template seal should be analyzed at first. The key information of a template seal 
should include the center point (xc, yc), feature axes and their length.  

3.1   Key Information Analysis for Template Seal 

Template seal usually contains only one seal and the shape for template seal can be 
circular, rectangular or elliptic. We define feature axes for template seals accordingly,  
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Fig. 3. The procedure for key information analysis of template seal 

arbitrary a diameter for circular seal, major and minor axis for elliptic seal and two 
orthogonal midperpendiculars for rectangular seal. 

Fig. 3 illustrates the procedure for key information analysis of the template seal. 
Followed by seal color extraction, we setting all the pixels with color index 1 as ‘1’, 
and the other pixels as ‘0’ to binarize the template seal image. Skeleton of the tem-
plate seal is extracted by using thinning algorithm [8]. A set of 2D points on the out-
ermost skeleton of the template seal is sampled. We can configure shape type by 
shape fitting. Firstly, Dave Eberly’s circle fitting algorithm [9] runs on this set of 
points. The template seal is deemed to circular if the fitting error is small enough. 
Otherwise, least squares fitting program for ellipse [10] is further used. Again, the 
template seal is elliptic if the fitting error is small enough. Fitting error as well as the 
key information (center point, feature axes) is returned back by the fitting program. If 
the fitting error is more than a given threshold, then we take an ulterior step to detect 
two sets of parallel lines that are orthogonal. Key info for rectangular seal can be 
constructed from these two sets of parallel lines.   

3.2   Candidate Seal Detection by Contour Skeleton Analysis 

There are two sides that hold in play in detection procedure. One is to reduce the 
possible positions to be further judged as to speed the detection. On the other hand, 
we should avoid leaving out seal and inaccurate seal being detected. 

In our method, different shapes of seals including rectangular, circular and elliptic 
are considered. Candidate seal is detected based on the contour localizer of the tem-
plate seal. A contour localizer can be exclusively determined from the key informa-
tion of the template seal. A contour localizer for elliptic template seal as an example 
is illustrated in Fig. 4. 

A contour localizer is composed of three skeleton rings, outer, mid and inner rings. 
These rings are homocentric ellipses with different sizes. The mid ring is exactly the 
same size as that of the template seal’s skeleton, and the outer and inner rings are the 
extended and shrunken version of the mid ring. When the contour localizer rotates or 
translates, three rings transforms in synchronization. If the localizer is completely 
overlaid on the candidate seal, the mid ring will hit many superposition points and the 
inner and outer rings will hit few points. The two endpoints of major axis of the mid 
ring are called anchor points. The quantity of translation and rotation for contour 
localizer are exclusively determined from the anchor points. 

Algorithm for detecting candidate elliptic seals by using an elliptic contour local-
izer is as follows:  



 A Robust Registration and Detection Method for Color Seal Verification 101 

 

 

a

b

Outer skeleton ring 

Mid skeleton ring 

Inner skeleton ring 

(0, 0) 

x

y

Anchor points 

 

Fig. 4. Contour localizer for elliptic template seal 

Step 1. After a downscale factor is determined according to the key information of 
the template seal, the processed image is downscaled. 

Step 2. The seal color is extracted from the downscaled image. The pixels with seal 
color are set as ‘1’ (black pixels), and the others are set as ‘0’ (white pixels). 
Then the skeleton for the processed image is picked up [8]. 

Step 3. A standard elliptic contour localizer is constructed with key information of 
template seal and the downscale factor determined in step 1. 360 sampled 
points on the mid skeleton ring are computed beforehand. Let them be 

)360,..1)(,( =iCyCx ii . One point is sampled from the skeleton for every 1°. 

And 360 sample points on the outer and inner skeleton rings are also com-
puted respectively. 

Step 4. For arbitrary two black pixels ),( 111 yxP , ),( 222 yxP  on the thinned skeleton of 

the processed image, the Euclidean distance is computed. If the distance is 
close to the major length of the mid ring of the contour localizer, then a rota-
tion version for contour localizer is computed by taking these two pixels as 
anchor points. 360 sample points )360,..1)(,( =′′ iyCxC ii on mid ring of the ro-

tation version are computed by: 
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  is the inclining angle for mid ring. The rotated version of the localizer is 
overlaid on the processed image with P1, P2 overlapped with the two anchor 
points. If black-point number in the neighborhood of point ),( ii yCxC ′′ on the 

processed skeleton image are more than threshold, then we call the point 
),( ii yCxC ′′ are hit. If the hit points for contour localizer are too less, then, 

Step 4 is repeated. Otherwise the hit points for outer and inner rings are con-
figured. If the hit points for them are less than a predetermined threshold, 
then we suppose there is a candidate seal with P1P2 as anchor points. And we 
crop the corresponding region for this candidate seal.  

Same detection method is for circular and rectangular seals. The only difference 
consist how to construct the corresponding contour localizer. To reduce detection 
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time for circular seal, we choose the two endpoints of aclinic diameter as the anchor 
points. Similarly, two endpoints of the midperpendicular are chosen as anchor points 
for rectangular seal. 

Seal detection can be done quickly because pixels overlapped on the anchor points 
of contour localizer are very limited and the rotation versions for contour localizer can 
be computed beforehand. Experiment results show that the average detection time 
spent on color image database with average size of 2000x1024 is less than 400ms. 
And the time for detect an elliptic seal is less than 200ms. Combined with the robust 
seal registration in Section 5, the false positive and false negative ratio for detection is 
very low.  

4   Robust Seal Registration 

Another bottleneck problem in seal verification system is how to do seal registration 
robustly. Inspired by a wedge-ring-detector (WRD), we construct feature magnitude 
matrix for two seals and restore their relative rotation in frequency domain firstly, and 
further relative translation is evaluated on the space domain.  

4.1   Feature Magnitude Matrix is Constructed to Restore Relative Rotation 

By observing the FFT magnitude image for template and candidate seals in Fig. 3 and 
4(where magnitude is the square root of the square sum of real and imaginary compo-
nents, and is normalized to [0, 255]), the origins locate in the center of the trans-
formed images. Aiguille signal is generated by the recurrent noise in original image. 

    

Fig. 5. Rectangular template seal, candidate seal detected, and their corresponding FFT magni-
tude image 

      

Fig. 6. Elliptic template seal, candidate seal detected, and their corresponding magnitude  
images
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As known as Comparability theorem for 2D FFT, if f(x,y) is rotated by a angle q, 
then the spectrum of f(x, y) is also rotated by a same angle. Similarly, if gray distribu-
tion of the 2D seal image is treated as a function about the pixel’s coordinate, and a 
certain rotation exists between different samples of the individual seal, then a same 
angle exists between their FFT magnitude spectrums.  

We present an approach to restore relative rotation for two seals in the frequency 
domain, inspired by an opto-electronic device called the wedge-ring-detector (WRD) 
[11]. Fig. 6 illustrates a WRD with 2 rings and 16 wedges. 

Fig. 7. Wedge-ring-detector 

Due to the inherent periodic structure of a seal, stroke frequency and stroke orien-
tation seem to be a good choice. It is well know that the Fourier transformation of an 
image can capture such global features. When browsing through the literature, we 
came across a device inspired by opto-electronics, called the wedge-ring-detector. 
The idea of the WRD is as follows: 

1. Computing the discrete Fourier transform of the image. 
2. Partition the Fourier transform into wedge-shaped and ring-shaped regions. 

These regions correspond to different ranges and orientations of spatial fre-
quency. 

3. Integrating the Fourier transform over each of these regions gives a figure de-
scribing the amount of spectral energy in the corresponding region. 

Supposed sample steps for radial and latitude direction are r, and the corre-
sponding sample times are m and n times respectively, then m×n regions of wedge-
shape or ring-shape is formed. By integrating (summing) the spectral energy for each 
region, Regij, a magnitude feature matrix FM can be easily constructed. 
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is the Fourier transform for the seal image.  
All features are (only to a certain extent) invariant under translation, since the 

WRD integrates over absolute values. The WRD thus provides us with a single matrix 
describing global and invariant properties of the seal image. 

Let the corresponding magnitude feature matrixes for template and candidate seal 
are candidatetemplate FM   ,FM  respectively, and k

candiateFM  be the feature matrix after all 
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elements on each line of candidateFM  are moved down to nether k lines in turn. It comes 

down to seek a k0, such that the difference of magnitude feature matrix templateFM  and 
k0
candiateFM  for template and candidate seal reaches the minimum, that is to say, 

|FM-FM|argmin k k
candidatetemplate

.n0,1,2,3,..k
0

=
=  , where |·| represents the norm operation, it can be 

sum of the absolute value of each element’s difference. Here the two seals reaches the 
best registration for rotation, and the relative rotation angle is ×K0.  

Rotation angle is fined in 3 levels from coarse to fine. First we set = 5°, and get 
a coarse angle  that reaches the best angle registration, then we set = 1°, and find 
a finer angle 1 in range [ -5, +5] that also reaches the best angle registration. 
Lastly, we set = 0.1°, and the best relative rotation angle is find in range  
[ 1-1, 1+1]. 

As we known, FFT should be performed with size of power of 2. Since real size for 
template and candidate seal is the not the case, two images are transformed at first. 
Let the size of them are w0×h0, w1×h1 respectively, and let maxLen = max(w0, h0, w1, 
h1). We configure a scale factor: scale= maxLen/128. Two seals are resampled using 
the same scale factor. So the max length of the resampled image is 128. Two scaled 
images are copied to a blank image with standard size of 128×128. The 128×128 
blank image is originally filled with value ‘0’.  

Since FFT magnitude spectrum is symmetry about the center, there are two ver-
sions for rotation parameters(  or +180°). And the proper rotation angle can be 
accepted or rejected in the next step of translation parameters evaluation. 

4.2   Translation Parameters Restored in Space Domain by Coarse-to-Fine  
        Modulating 

After the candidate seal is rotated, it is overlaid on the template seal. If there is a 
translation (x, y) between two seals’ center, the point matching score is marked as 
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s
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= , where ),( yxsp  is the total number for black points of superposition, 

mp and tp(x,y) are the number of black points on the template seal and valid region of 
the candidate seal. The part overlaid by the template seal is said of valid region of the 
candidate seal.  

The procedure to find best translation parameters is the procedure to find the best 
point matching score. Two steps from coarse to fine modulating are used. In first step, 
we use a larger step, and in the second step, we use a small step of only one pixel. If 
the best point matching score is less than a predetermined threshold, then we abandon 
this false candidate seal. Fig. 7 shows the trichromatic maps for the true and false seal 
overlapped on the template seal with best point matching score.  

Since the registration task is decomposed into two independent steps, rotation and 
translation parameters can be evaluated successively. The registration is done very 
quickly. And since the magnitude feature matrix depicted is a global concept, our 
method can deal with images with mass noise and complex background.  
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Fig. 8. Trichromatic maps for true and false seal overlapped on the template seal with the best 
point matching score 

5   Experiment Results and Conclusion 

10 different seals are used in our experiment. Seal 1 to 5 are rectangular seals (Type 
1), and Seal 6, 7, 8 are circular seals (Type 2), and the last 2 are elliptic seals (Type 
3). We impress two seals on each cheque. These two seals can either be of the same or 
the different type of shape. The seal can be located at anywhere of the cheque and 
with arbitrary rotation angle. The real seal color is red, and most of the cheque images 
take a look with red-dot-texture background. Different seal material is used, such as 
rubber, cattle horn.  

To test the validity for our registration method, we also implement method called 
contour analysis in [7] for comparison. And the best point matching score is used to 
evaluate their validity. The higher match score, the more accurate the registration is. 
The match results are shown in Tab. 1. The average best point matching score are 
82% and 74.9% for our method and method in [7], where two registration method run 
on the same image sets that are composed of the candidate seals detected in the last 
step and the corresponding template seals. Under test environment PIV 2.4G/ 
512M/81G, the detect ratio and average time for 10 sets are also shown in Tab. l.  

Table 1. The detect ratio and average time for 10 sets 

 
Seal 1 
Type 1 

Seal 2
Type 1

Seal 3
Type 1

Seal 4
Type 1

Seal 5
Type 1

Seal 6
Type 2

Seal 7
Type 2

Seal 8
Type 2

Seal 9 
Type 3 

Seal 10 
Type 3 

Number for Actual seal 85 83 74 73 70 61 65 70 69 80 
Number for seal detected 85 83 74 73 70 61 64 70 69 80 

Average best point matching 
score 

(our method) 79% 83% 81% 84% 81% 88% 82% 82% 79% 81% 
Average best point matching 

score 
(method in [7]) 75% 74% 77% 76% 71% 80% 75% 76% 72% 75% 

Average time for detection and 
registration(ms) 547 553 481 487 490 143 398 129 584 512 

False negative ratio for detection 0% 0% 0% 0% 0% 0% 0% 1.53% 0% 0% 
False positive ratio for detection 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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As a conclusion, a detection method using contour skeleton analysis and a two-step 
registration method have been presented. Our method not only can deal with noise-
eroded and complicate-background images, but also can hold true for different kind of 
seal shapes. Detection and registration is done in real time. Experiments show that the 
registration result is valuable for further processing, such as seal identification system. 
In the future, we will try to deal with even more kind of seal shapes, and to test the 
effectiveness and robustness of our method. 
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Abstract. Mean Squared Error (MSE) has been the performance met-
ric in most performance appraisals up to date if not all. However, MSE
is useful only if an original non degraded image is available in image
restoration scenario. In blind image restoration, where no original image
exists, MSE criterion can not be used. In this article we introduce a new
concept of incorporating Human Visual System (HVS) into blind restora-
tion of degraded images. Since the image quality is subjective in nature,
human observers can differently interpret the same iterative restoration
results. This research also attempts to address this problem by quan-
tifying some of the evaluation criteria with significant improvement in
the consistency of the judgment of the final result. We have modified
some image fidelity metrics such as MSE, Correlation Value and Lapla-
cian Correlation Value metrics to be used in iterative blind restoration
of blurred images. A detailed discussion and some experimental results
pertaining to these issues are presented in this article.

1 Introduction

Blind image restoration is the process where, original image has to be estimated
without the explicit knowledge of the underlying degradation process [1]. This
process is difficult since information about the original image or the underlying
blurring process is not available in many practical applications such as in space
exploration [2,3]. Hence, trying to retrieve unknown images, one has to incor-
porate human visual perception mechanism [4,5] in order to accurately restore
the image. Interesting research has been carried out and reported incorporating
the human perception in image processing and more research is needed to apply
these concepts to blind image deconvolution scenario.

The dependence of the image restoration techniques on the human observer
has been a critical factor in fast deconvolution algorithms. For instance, iterative
image restorations such as Iterative Blind Deconvolution relies on human visual
perception to terminate the process when an acceptable restoration is achieved
[1]. This technique usually runs in excess of 5000 iterations for medium-sized
(256x256 pixel) images. Even if the observer has to evaluate the result for every
10 iterations, in order to terminate the iteration process, it is a tedious process
susceptible to error in judgment. Furthermore, since this measure is subjective
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Fig. 1. Blind image restoration scenario

and a quantitative measure like Mean Square Error (MSE) estimation is not pos-
sible due to the nature of the blind deconvolution problem, different approaches
to the problem are encouraged.

Even though, recent research has reported significant developments in artifi-
cial intelligence and neural network to fuzzy logic systems coming close to pre-
dicting complex relationships that only human mind is capable of performing, it
will be far fetched to assume complete machine dominance in these analysis in
near future.

In iterative image restoration, current restored image is compared against
the previous version for every iteration. The human perception would determine
the trend of the process that is whether the restoration tends to improve or not.
These kind of subjective measures can be quantified for machine evaluation by
capturing the human factor. Correlation of restored frames offers a possible so-
lution to the above-mentioned scenario where correlation of each restored image
is calculated against the previous frame and the values are plotted against the
iteration number to see the trend in restoration. However, the human interven-
tion cannot be completely disregarded, as the observer has to justify whether an
image is really being restored.

Since blind image restoration of still images lack knowledge of the original
image, it would be very challenging to restore it in the absence of a priori knowl-
edge. However, assuming that modern technology is capable of receiving blurred
images with limited blurring such that a human observer is capable of inter-
preting the content of the image, the proposed technique can be applicable to
support the observer with quantifiable information. It may happen that different
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observers with different experiences might come to different subjective conclu-
sions for the same information whereas the proposed measure will help them
to come to similar and verifiable conclusions. Fig. 1 depicts the general blind
deconvolution scenario.

Most attempts to find worthwhile image fidelity measures have been ad hoc
in nature. A measure is postulated, perhaps on the basis of some physiological
evidence, but more often upon analytical and computation expediency, and then
evaluated. Another branch of thought on the problem is that an image fidelity
measure that is to mimic human evaluation should operate in the same way as
the human brain. Following this concept a preprocessing operation is performed
on the image to be evaluated before invoking the fidelity measure. Blind decon-
volution scenario approximates, as well as possible, the process that actually
occurs in the initial stages of the human visual system.

2 The Human Visual System Model and Image Quality
Assessment

The most widely used image quality measure in digital image compression re-
search has been MSE. MSE estimates the mismatch between the original, un-
processed image and the processed image. However, it has been empirically de-
termined that the MSE and its variants do not correlate well with subjective
(human) quality assessments [6,7]. The reasons are not well understood, but
one suspects that the MSE does not adequately track the types of degradations
caused by digital image compression processing techniques, and that it does not
adequately ”mimic” what the human visual system does in assessing image qual-
ity. One possible reason for the poor performance of the MSE criteria is that
it lacks the emphasis on structural information contained in any image. Human
visual system emphasizes on structural information and the quality is assessed
based on this information. Unfortunately, due to the simplicity of the MSE,
the whole image is treated uniformly disregarding any emphasis on structural
information.

Some researchers [8,9] have attempted to improve upon quality assessment
by incorporating elaborate models of the visual process. Such models have been
devised in an attempt to simulate the effects of many of the parameters affecting
vision, such as orientation, field angle, and Mach bands, but their utility for
practical problems is small due to their complexity, inherent unknowns, and
need for some times detailed a priori knowledge of viewing condition parameter
values. Incorporation of an elaborate visual system model into an image quality
measure is not practical at present.

However, it has been found that several simplifying assumptions for the visual
model can still lead to a quality measure that performs better than, for instance,
the MSE, which does not incorporate a visual model [8,9]. If one assumes that
the visual system is linear, at least for low contrast images, and is isotropic,
and that the scenes viewed are monochrome and static, with observer-preferred
length of time, then these assumptions lead to a single, straightforward function



110 P. Premaratne and F. Safaei

representing the visual system, which is amenable to incorporation in a quality
measure. These assumptions are valid for certain classes of image observation,
notably reconnaissance images being viewed for interpretation purposes.

It would be desirable to develop a tool for automatic quality assessment
of monochrome imagery, the result of which would exhibit a high degree of
correlation with the ratings assigned by trained observers. The HVS model is
based upon two phenomena: the HVS sensitivity to background illumination level
and to spatial frequencies. Sensitivity to background illumination level results
from the fact that the eye is known to be more sensitive to small variations in
dark surroundings than in light ones [10]. This warrants the incorporation of
a suitable monotonically increasing convex intensity mapping function in the
quality metric. The spatial frequency sensitivity is related to the fact that the
eye contains channels sharply tuned to certain spatial frequencies, specifically
those within the range of 3 to 9 cycles/degree (subtended viewing angle). This
implies use of a spatial frequency sensitivity model in the form of a weighing
function in the measure.

Another important factor in automatic quality assessment is that the human
observer directs his attention to various subsections of a complex scene during
cognition. If a subsection contains features of interest, e.g., man-made objects,
the observer may place a higher emphasis on the rendered quality. Incorporation
of this issue into the quality metric is complicated since it involves knowledge-
based recognition and image understanding. This observation suggests that the
quality metric should be a local operation, with its parameters being adjusted
frequently according to the perceived local features of interest.

3 Monochrome Image Fidelity

There has been much effort toward the development and assessment of quantita-
tive measures of monochrome image fidelity. A useful measure should correlate
well with subjective testing for a broad class of imagery and be reasonably cal-
culable. It is also highly desirable that the measure be analytic so that it can
be used as an objective performance function in the optimization or parametric
design of image processing systems.

Quantitative measure of monochrome image fidelity may be classed as uni-
variate or bivariate. A univariate measure is a numerical rating assigned to a
single image based upon measurements of the image field, and a bivariate mea-
sure is a numerical comparison between a pair of images.

In most of the research attempts to date [5,7] different image fidelity criteria
has been introduced and their success has depended on the correlation of their
criteria with the subjective assessment of the trained human observer. Over the
years, many of these criteria have been abandoned due to low correlation and
high computational complexity.

A classical measure of univariate image fidelity is the equivalent rectangular
pass-band measure, defined as
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Q =
N−1∑
u=0

M−1∑
v=0

|F(u, v)|2 . (1)

where F(u, v) is the two-dimensional Fourier transform of the image f(x, y) with
support size of the image is given by, 0 ≤ x ≤ N−1, 0 ≤ y ≤ M−1. The squaring
operation of this measure gives a higher weighting to the low spatial frequency
image components, which are generally of high magnitude. Again, however, the
measure has not proved to be well correlated with subjective testing.

Attempts at the development of bivariate measures of image quality have
met with somewhat more success. Consider a pair of image fields composed of
some standard or ideal image f(x, y) and an approximate or degraded version
of the image denoted as f̂(x, y). One measure of the closeness of the two image
fields is the cross-correlation function, defined as

κ =
N−1∑
x=0

M−1∑
y=0

f(x, y)f̂(x, y) . (2)

Usually the cross-correlation function is normalized by the reference image
energy so that the peak correlation is unity. The normalized cross-correlation
measure is given by

κ =

N−1∑
x=0

M−1∑
y=0

f(x, y)f̂(x, y)

N−1∑
x=0

M−1∑
y=0

[f(x, y)]2
. (3)

From Parseval’s theorem, it is found that the normalized cross correlation
can also be computed in terms of the Fourier transforms of the images according
to the relation

κ =

N−1∑
u=0

M−1∑
v=0

F(u, v)F̂∗(u, v)

N−1∑
u=0

M−1∑
v=0

[F(u, v)]2
. (4)

Since edge rendition is of importance in image perception, Andrews [11] has
proposed a Laplacian correlation measure for image evaluation defined by

κ =

N−1∑
u=0

M−1∑
v=0

(u2 + v2)F(u, v)F̂∗(u, v)

N−1∑
u=0

M−1∑
v=0

(u2 + v2) [F(u, v)]2
. (5)

Multiplication of the Fourier spectra F(u, v) by the quadratic frequency fac-
tor u2 +v2 is related to the frequency, in analog format is equivalent to perform-
ing an edge sharpening Laplacian operation on the spatial domain fields f(x, y)
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before correlation. Experiments by Andrews [11] on low-pass and high-pass lin-
early filtered images demonstrate that the basic correlation measure remains
quite high even when an image is severely low-pass filtered and is of subjectively
poor quality, but that the Laplacian correlation measure drops off rapidly as the
degree of low-pass filtering increases. Conversely, however, it is possible to gener-
ate subjectively poor quality images with severe low spatial frequency distortion
that yield a relatively large Laplacian correlation measure.

The most common error measure in image processing is the normalized MSE,
given by

MSE(f̂) =

∑
∀(x,y)

[
af̂(x, y)− f(x, y)

]2
∑

∀(x,y) f2(x, y)
. (6)

The MSE expression is generally preferred to the absolute error equation
because the former is analytically tractable, while the latter is difficult to ma-
nipulate. For this reason there has been great effort to determine transforma-
tions of the image field that yield a mean-square error measure that corre-
lates well with subjective results. The most basic transformation, of course,
is the linear point transformation. The power low transformation has also re-
ceived considerable attention, along with the logarithmic transformation. Com-
binations of the point spatial transformations mentioned above have also been
considered.

4 Proposed Performance Metric

Considering the HVS model and the inherent difficulties with the blind decon-
volution problem, where the original or true image is unavailable for usage in
any of the measures above, we propose the following modifications.

To identify the trend in the iterative restoration process, we treat the kth

iteration as the true image and the (k + 1)th iteration as the restored image
and the MSE, correlation value and Laplacian values are evaluated against the
iteration number. This will result in following modified measures: From Eq. (3)
with the mentioned modification, we arrive at

κ =

N−1∑
x=0

M−1∑
y=0

fk(x, y)fk+1(x, y)

N−1∑
x=0

M−1∑
y=0

[fk(x, y)]2
. (7)

Similarly from Eq. (4)

κ =

N−1∑
u=0

M−1∑
v=0

Fk(u, v)F∗
k+1(u, v)

N−1∑
u=0

M−1∑
v=0

[Fk(u, v)]2
. (8)
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From Eq. (5)

κ =

N−1∑
u=0

M−1∑
v=0

(u2 + v2)Fk(u, v)F∗
k+1(u, v)

N−1∑
u=0

M−1∑
v=0

(u2 + v2) [Fk(u, v)]2
. (9)

Finally from Eq. (6) the modification of MSE leads to a new MSE measure that
no longer requires the original true (unblurred) image,

MSE(f̂) =

∑
∀(x,y) [afk+1(x, y)− fk(x, y)]2∑

∀(x,y) f2
k (x, y)

. (10)

5 Simulation Results

We performed several simulations with the proposed image evaluation perfor-
mance metrics and obtained some encouraging results that may be useful for
future image evaluation techniques.

The ‘cameraman’ image cropped to the size of 225x225 pixels was used in our
experiment. The Point Spread Function (PSF) used was of size 32x32 resulting
in the blurred image of 256x256 (the convolution of the image and PSF). For
the restoration of the blurred image using a blind deconvolution technique, we
used a zero sheet separation algorithm citePremaratne. This algorithm does not
assume the knowledge of the PSF and is evaluated with zero sheet separation
techniques.

Fig. 2 depicts the blurred ‘cameraman’ image. In order to evaluate the vi-
ability of our proposed metrics in blind deconvolution scenario, we have used
the modified equations (8), (9) and (10). The measures of MSE, Normalized

Fig. 2. Blurred image of ‘cameraman’
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Fig. 3. MSE plotted against iteration number

Fig. 4. Normalized Laplacian correlation value of iterative restoration

Correlation Value and Normalized Laplacian Correlation Value are calculated
for different iterations in the restoration process. Figures 3 and 4 show two of
the above measures. The restored images using 2 and 5 iterations are shown in
Figures 5 and 6 respectively.

6 Discussion and Conclusions

Fig. 2 depicts a severe blur resulting from a 32x32 sized random PSF. During the
iterative process to recover the true image, MSE resulting from each iterative
step is calculated and plotted in Fig. 3. This value should be interpreted with
cautious unlike in traditional MSE. The measured values suggest that the MSE
converges to zero, which is the ideal case in any recovery process. However, since
the MSE is measured relative to the previous restored frame, a zero MSE value
is interpreted as the ideal convergence as expected by the human observer. The
conventional MSE, which is used in almost all image restoration algorithms,
is the sole metric for performance analysis despite its inherent limitations. Its
limitations are evident from Fig. 4, which depicts the normalized Laplacian
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Fig. 5. Recovered image after 2 iterations

Fig. 6. Recovered Image after 5 iterations

correlation measure of the iterative process. Even though, the MSE suggests
that the restoration has converged after 2 iterations, correlation value suggests
that this is attained only after 3 iterations. Although, the images shown in Fig.
5 and 6 can not be distinguished from the naked human eye, Fig. 6 is the truly
restored and converged image in this iterative process, as the human visual
system would interpret.

Our research was aimed at exploring better image fidelity metrics for blind
image restoration scenario. This is encouraged by the limitations in the widely



116 P. Premaratne and F. Safaei

used MSE criteria as the sole performance metric in most of the image restoration
technique. We believe that our effort to incorporate elements of HVS model to
develop better metrics was successful and will be researched further.
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Abstract. Dimension reduction is a crucial step for pattern recognition
and information retrieval tasks to overcome the curse of dimensionality.
In this paper a novel unsupervised linear dimension reduction method,
Neighborhood Preserving Projections (NPP), is proposed. In contrast to
traditional linear dimension reduction method, such as principal com-
ponent analysis (PCA), the proposed method has good neighborhood-
preserving property. The main idea of NPP is to approximate the classi-
cal locally linear embedding (i.e. LLE) by introducing a linear transform
matrix. The transform matrix is obtained by optimizing a certain objec-
tive function. Preliminary experimental results on known manifold data
show the effectiveness of the proposed method.

1 Introduction

To deal with tasks such as pattern recognition and information retrieval, one is
often confronted with the curse of dimensionality [1]. The dimensionality problem
arises from the fact that there are usually few samples compared to the sample
dimension. Due to the curse of dimensionality, a robust classifier is hard to be
built and the computational cost is prohibitive. Dimension reduction is such
a technique that attempts to overcome the curse of the dimensionality and to
extract relevant features. For example, although the original dimensionality of
the space of all images of the same subject may be quite large, its intrinsic
dimensionality is usually very small [2].

Many dimension reduction methods have been proposed and can be catego-
rized into linear (e.g. PCA, MDS and LDA) and non-linear (e.g. LLE, ISOMAP,
Laplacian Eigenmap, KPCA and KDA) methods. The differences between these
methods lie in their different motivations and objective functions. Principal com-
ponent analysis (PCA) [3] may be the most frequently used dimension reduction
method. PCA seeks a subspace that best represents the data in a least-squares
sense. Multidimensional scaling (MDS) [3] finds an embedding that preserves
the interpoint distances, and is equivalent to PCA when those distances are
Euclidean. Linear discriminant analysis (LDA), a supervised learning algorithm,
selects a transformation matrix in such a way that the ratio of the between-class
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scatter and the within-class scatter is maximized [4]. By nonlinearly mapping
the input space to a high-dimensional feature space, PCA and LDA can be
evolved into KPCA (kernel PCA) [5] and KDA (kernel discriminant analysis)
[6]. Though, compared to their linear forms PCA and LDA, KPCA and KLDA
can deal with nonlinear problem to some extent, it is difficult to determine the
optimal kernels.

Recently, several nonlinear manifold-embedding-based approaches were pro-
posed such as locally linear embedding (LLE) [7], isometric feature mapping
(Isomap) [8] and Laplacian Eigenmaps [9]. They all utilize local neighborhood
relation to learn the global structure of nonlinear manifolds. But they have
quite different motivations and derivations. Limitations of such approaches in-
clude their demanding for sufficiently dense sampling and heavy computational
burden. Moreover, the original LLE, Isomap and Laplcacian Eigenmaps can not
directly deal with the out-of-sample problem [10] . Out-of-sample problem states
that only the low dimensional embedding map of training samples can be com-
puted but the samples out of the training set (i.e. testing samples) cannot be
calculated directly, analytically or even cannot be calculated at all.

Soon after the aforementioned nonlinear manifold embedding approaches
were developed, much endeavor is made to improve and extend them. More
recently, locality preserving projections (LPP) [11] was proposed based on Lapla-
cian Eigenmaps. When applied to face recognition, this method is called Lapla-
cianfaces [12]. LPP is a linear dimension reduction method which is derived by
finding the optimal linear approximations to the eigenfunctions of the Laplace
Beltrami operator on the manifold. Besides its capacity to resolve the out-of-
sample problem, LPP shares the locality preserving property. The locality pre-
serving property makes LPP distinct from conventional PCA, MDS and LDA.
Motivated by LPP, in this paper, we propose novel dimension reduction method
which we call Neighborhood Preserving Projections (NPP). While LPP is derived
from Laplacian Eigenmaps, ours is derived from LLE. Since the proposed method
is a linear form of the original nonlinear LLE, NPP inherits LLE’s neighborhood
property naturally.

The rest of this paper is organized as follows: Section 2 gives an overview
of the proposed method, NPP. Section 3 provides a brief description of LLE.
In section 4, the motivation and justification of NPP is presented. Preliminary
experimental results are shown in Section 5. Finally, conclusions are drawn in
section 6.

2 Overview of the Proposed Method: NPP

2.1 Dimension Reduction Problem

Given N points X=[x1,x2,. . . ,xN ] in D dimensional space, dimension reduction
is conducted such that these points are mapped to be new points Y=[y1,y2,. . . ,
yN ] in d dimensional space where d << D. Dimension reduction can be per-
formed either in linear way or in non-linear way. Original LLE is a non-linear
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dimension reduction technique while our proposed method NPP is a linear one.
For linear method, a linear transformation matrix is determined so that

yi = AT xi. (1)

The transformation matrix is not computed in an arbitrary way, it is obtained,
instead, according to a certain objective function. It is the objective function that
makes our proposed linear dimension reduction algorithm, NPP, distinct itself
from other algorithms. Before presenting a detailed derivation of NPP algorithm,
we will give an overview of it in next subsection.

2.2 Overview

The first two steps of NPP algorithm are the same as those of LLE. Our main
contribution lies in third step. The details will be given in section 3 and section 4.

Step 1. Assign neighbors to each data point xi (for example by using the K
nearest neighbors)

Step 2. Compute the weights W ij that best linearly reconstruct xi from its
neighbors, solving the constrained least-squares problem in equation (3).

Step 3. Compute the linear transform matrix A by solving the generalized
eigenvalue problem:

LAT = λCAT . (2)

Where
L = XMXT

C = XXT

M = (I−W)(I−W)T .

Note that we will explain step 3 in detail in section 4.
Step 4. Dimension reduction is performed simply by

Y = ATX.

Because the proposed method is closely related to LLE algorithm, we will give
a breif introduction of LLE before the detailed derivation of NPP.

3 Locally Linear Embedding (LLE)

To begin, suppose the data consist of N real-valued vectors xi, each of dimen-
sionality D, sampled from a smooth underlying manifold. Provided the manifold
is well-sampled, it is expected that each data point and its neighbors lie on or
close to a locally linear patch of the manifold. We characterize the local geom-
etry of these patches by linear coefficients Wij that reconstruct each data point
xi from its K neighbors xj . Choose Wij to minimize a cost function of squared
reconstruction errors:

J1(W) =
N∑

i=1

||xi −
K∑

j=1

Wijxj ||2. (3)
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The reconstruction error can be minimized analytically using a Lagrange multi-
plier to enforce the constraint that (see [13] for details).

A basic idea behind LLE is that the same weights Wij that reconstruct the ith
data in D dimensions should also reconstruct its embedded manifold coordinates
in d dimensions. Hence, each high-dimensional data xi can be mapped to a low-
dimensional vector yi by minimizing the embedding cost function:

J2(Y) =
N∑

i=1

||yi −
K∑

j=1

Wijyj ||2. (4)

= ||Y(I −W)||2

= trace(Y(I −W)(I−W)T YT )

= trace(YMYT .

where
M = (I−W)(I −W)T . (5)

W =
[
w1 w2 · · · wN

]
.

I represents an identity matrix.

To make the optimization problem well posed, two constrains can be imposed
to remove the translational and rotational degree of freedom:

N∑
i=1

yi = 0 or Y1 = 0. (6)

1
N − 1

N∑
i=1

yiyT
i = I or

1
N − 1

YYT = I. (7)

where 1 stands for a summing vector: 1=[1,1,. . . ,1]T

The constrained minimization can then be done using the method of La-
grange multipliers:

L(Y) = YMYT + λ((N − 1)I−YYT ). (8)

Setting the gradients with respect to Y to zero

∂L

∂Y
= 0 ⇒ 2MYT − 2λYT = 0. (9)

leads to a symmetric eigenvalue problem:

MYT = λYT . (10)
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We can impose the first constraint above (for zero mean) by discarding the
eigenvectors associated with eigenvalue 0 (free translation), and keeping the
eigenvectors, ui, associated with the bottom d nonzero eigenvalues. These pro-
duce the d rows of the d-by-N output matrix Y [15]:

Y =
[
y1 y2 · · · yN

]
d×N

=

⎡⎢⎢⎢⎣
u1
u2
...
ud

⎤⎥⎥⎥⎦
d×N

. (11)

4 The Proposed Method (NPP)

4.1 Motivation

Though LLE possesses some favorable properties [13], its computational cost is
expensive than most linear dimension reduction methods. Moreover, it cannot
map a new testing point directly, which is referred to as out-of-sample problem
as stated in section 1. This problem arises from the fact that the embedding of
yi is obtained in a way that does not explicitly involve the input point xi. The
cost function J2 in equation (4) depends merely on the weights Wij . To establish
a bridge across this gap, we plug equation (1) into the cost function J2 and the
resultant cost function is optimized. The process of NPP has been presented in
section 2. In the next subsection its justification will be given. Because the first
two steps of NPP are the same as LLE, only justification related to step 3 is
presented.

4.2 Justification

Here we rewrite equation (1)

yi = AT xi or Y = AT X. (12)

where
A = [a0,a1, · · · ,ad]

We plug equation (12) into the cost function J2:

J2(Y) =
N∑

i=1

||yi −
K∑

j=1

Wijyj ||. (13)

= trace(YMYT )

= trace((AT X)M(AT X)T )

= trace(AT (XMXT )A).
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The two constrains of equation (6) and (7) now becomes:

Y1 = 0 ⇒ (AT X)1 = 0. (14)

1
N − 1

YYT = I ⇒ 1
N − 1

AT X(ATX)T =
1

N − 1
AT (XXT )A = I. (15)

The constrained minimization can then be done using the method of La-
grange multipliers:

L(A) = AT (XMXT )A + λ((N − 1)I−ATXXTA). (16)

Setting the gradients with respect to A to zero we have

∂L
∂A

= 0 ⇒ 2(XMXT )AT − 2λXXTAT .

By defining

L = XMXT . (17)

C = XXT . (18)

we can rewrite equation (17) in the form of a generalized eigenvalue problem:

LAT = λCAT . (19)

If C is invertible, equation (20) can be transformed to a standard eigenvlaue
problem:

(C−1L)AT = λAT . (20)

Once A is obtained by solving equation (20) or (21), X can be mapped to a low
dimensional space by

Y = ATX.

The constraint (14) can be imposed on by subtracting the mean vector of
training set from a training vector or testing vector:

yi = AT(x − x). (21)

where

x =
N∑

i=1

xi (22)
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5 Experimental Results

To demonstrate the effectiveness of the proposed method, NPP, experiments were
conducted on data of the famous ”swiss roll” and ”s-curve” to compare with PCA.

The data set of 2000 points which are randomly chosen from the ”swiss
roll” (Fig.1 (a)) and ”s-curve” (Fig.2 (a)) are shown in Fig. 1(b) and Fig. 2(b)
respectively, which are used as training data. PCA seeks a direction onto which
projected data has the maximum variance. Therefore, by PCA, data is projected
onto a plane perpendicular to the paper plane and parallel to the vertical margin
of the paper for our ”swiss roll” and ”s-curve” experiments. Examining Fig.1(d)
and Fig.2 (d), one can find that projected points by PCA are blended. For
example, in Fig.1(d) red points overlap largely with blue points and green points.
In Fig.2(d) blue points overlap largely with yellow points.

Fig. 1. (a) 3-D ”swiss roll”; (b) 2000 points sampled from (a); (c) NPP representation;
(d) PCA representationo

In contrast to PCA, our proposed NPP is able to search a direction projected
onto which neighborhood relations are preserved along the curve of the manifold
as possible. Therefore, by NPP, data are projected onto a plane parallel to the
paper plane. Consequently, the projected data is show in fig 1(c) and fig 2(c).

Fig. 1(e) and fig. 2(e) show the results of LPP. From fig. 1(e), it is observed
that LPP performs better than PCA. However, in fig. 1(e) blue points nearly
connect to red points which is unfavorable. Fig. 2(e) is the result of LPP on “S-
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Fig. 2. (a) 3-D ”s-curve”; (b) 2000 points sampled from (a); (c) NPP representation;
(d) PCA representation

curve” data. We find that red points overlap with both blue and yellow points.
Therefore, it is concluded that NPP outperforms LPP.

From fig. 1(c) and fig. 2(c), we can see that NPP can not always unfold the
manifold as LLE (Fig. 1(f) and Fig. 2(f))can. Furthermore, many neighbors are
collapsed into a single point in the low dimensional space.The reason is that NPP
is a linear transform instead of nonlinear one like LLE. Nevertheless, the NPP
has favorable properties against other linear transform methods such as PCA.

6 Conclusions and Future Work

By introducing a linear transform matrix into LLE algorithm, a novel unsuper-
vised linear dimension reduction method , Neighborhood Preserving Projections
(NPP),has been proposed in this paper. The linear transform matrix is obtained
by optimizing a certain objective function which is similar to that of LLE. Hence,
NPP inherits LLE’s neighborhood property naturally. In contrast to traditional
linear dimension reduction method, such as principal component analysis (PCA),
the proposed method has good neighborhood-preserving property along the di-
rection of the manifold.

Note that equation (20) is similar to equation (2) in [14] in some sense where
another linear dimension reduction method, LPP was proposed. We will com-
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pare NPP with LPP both in theory and in applications. Moreover, additional
experiments will be conducted on real data.

Though NPP as well as LPP, LDA and PCA, because of their linear nature,
might not outperform nonlinear LLE, Isomap and Laplacian Eigenmaps, NPP
is a novel and useful linear dimension reduction method.

As future work, we will perform NPP in a large high-dimensional space by
introducing a kernel [16-17]. It is believed that kernel NPP ,which is a nonlinear
dimension reduction method, can outperform NPP.
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Abstract. This paper presents a structured light pattern for moving objects 
sensing in dynamic scenes. The proposed binary pattern can be projected by la-
ser illumination, which aims at eliminate the affect of ambient sunlight, so as to 
widen application fields of depth sending approach based on structure light. 
Without the help of color information, the binary can provide great number of 
code words to make all sub-pattern own a globe unique code to make it suitable 
for moving objects sensing at one-shot. The propose patter offers more meas-
urement spots than traditional patterns based on M-array, so as to acquire higher 
resolution. In this paper, the proposed pattern and codification are firstly pre-
sented. A new algorithm for fractured contour searching and searching strate-
gies are discussed. An algorithm based on angle variation for contour character 
identification is given. Code points mapping and mapping regulations are also 
presented. 

1   Introduction 

Stereovision is a well-known approach for depth acquisition. For those stereovision 
approaches, which perform by utilizing two cameras, pixels matching between two 
images grabbed respectively by two cameras, should be addressed. Depth sensing 
based on structured light (SL)[1][2] is another research field of stereovision. It avoids 
the headache job of pixels matching in two images, so as to greatly reduces the diffi-
culties in depth sensing.  

A proper illumination pattern is critical for stereovision approaches based on 
structured light technique. A number of approaches have been investigated. Codifica-
tion of these approaches can be summarized into five aspects as follow. (1) One axis 
or both axes. (2) Periodical or absolute. (3) Spatial, spacetime or direct. (4) Color or 
monochrome. (5) The shape, such as stripes, dot matrices, grids, or other special 
forms.  
                                                           
* This work is supported by Zhejiang NSF, China, Grant # M503237 to Yu Qingcang. 
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Practical SL patterns always integrate all aspect of above considerations. We 
don’t intend to cite more references here since Jordi Pages et al.[3] and Mouaddib et 
al. [4] had given well summarizations on previous approaches based on structured 
light. In this paper, we aimed our SL pattern at dynamic scenes. Additional restric-
tions should be introduced due to such scenes. A dynamic scene seems unlikely to 
adopt spacetime codifications, and the pattern should be coded in both axes with 
globe unique code words. Furthermore, in order to employ laser illumination to elimi-
nate the affect of ambient sunlight, a binary projection should be adopted and it be-
comes a headache problem that how to generate adequate code words utilizing mono-
chrome light.  

Perfect maps (PM) and M-array patterns are the most suitable methods for dy-
namic scenes. They are spatial encoded in both axes and all sub-matrices with size of 
n*m only appear once in whole pattern since the code word of a point is identified by 
its neighbors, i.e. within a window. And they are also capable of both color and 
monochrome illumination. Most perfect maps and M-arrays can be generated using 
the method based on the extension of pseudorandom sequence of Arrays (PRSA) [5] 
to the bi-dimension case. Ozturk et al. [6] proposed a method to generation of perfect 
map codes for an active stereo imaging system. Morita et al. [7] proposed an approach 
to reconstruct 3-D surfaces of objects by projecting a M-array pattern. The M-array 
pattern was generated by placing an aluminum plate with 32*27 holes before a projec-
tor. Kiyasu et al. [8] proposed a method to measure the 3-D shape of specular polyhe-
drons by utilizing M-array. The projected M-array is a 18*18 binary pattern with 
window size of 4*2. Vuylsteke and Oosterlinck[9] realized it’s hard to generate ade-
quate code words with binary modulation. A novel shape-modulation based on pseu-
donoise sequences was proposed in their work. A 64*63 grid points with different 
texture and orientation was generated and used as projecting pattern. Morano et al. 
[10] proposed a color pattern based on pseudorandom codes. The utilization of colors 
reduces the size of window. But it should be made sure the color-coding is feasible. 
Spoelder et al.[11] evaluated the accuracy and the robustness on color-coded pseudo-
random binary arrays (PRBA’s). Good results were obtained by using a 65*63 PRBA 
pattern with window size of 6*2. Petriu et al.[12] also proposed a grid light pattern of 
15-by-15 with multi-valued color codification. But the colors used in the proposed 
pattern were not fixed. This approach generally suited for static sense since it as-
sumed the objects kept stationary during the experiment.  

But if we extend M-array to a large pattern for wide range sensing. For example, if 
we bespread a 1024*768 projector plate with code points which occupy 6*6 pixels and 
spaced by 1 pixel. There will be 146*109 code points on the plate and 15914 code 
words are required for global unique codification. 14 code bits and a minimum   win-
dow size of 4*4 are required to generate such a large number of code words while utiliz-
ing monochrome illumination. With the increasing of window size, it’s getting more 
complex to seek ‘neighbors’ in heavily distorted images on discontinuous surfaces.  

In this paper, we proposed a mini-grid pattern. Related code points are seal by a 
loop, so as to simplify pattern recognition process. Proposed pattern and codification 
are firstly presented. A “seed” algorithm for fractured contour searching and search-
ing strategies are discussed. An algorithm based on angle variation for contour char-
acter identification is given. Code points mapping and mapping regulations are pre-
sented at the end. 
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2   Encoded Mini-grid Pattern 

Several mini-grid sub-patterns were investigated. But the pattern as shown in figure 
1a was adopted in this paper. Grid lines in sub-patterns have width of two pixels. We 
named these squares that between grid lines code squares. The blank squares with size 
of 3*3 pixels makes it still be viewed in case of surrounding grid lines are widened by 
one pixel due to the image deformation caused by target surface. The codification is 
implemented by setting code squares with black or just leave then blank. Horns are 
used as corner markers which will be described in later section.  

We don’t except too many black code squares presented in a sub-pattern for they 
are regarded as undeterminable territory. It would be a large undeterminable area if 
two black code squares were connected together. The codification is absolute since 
each sub-pattern can be assigned with a global unique code.  

Figure 1a shows partial image we grabbed by a digital camera with resolution of 
2048*1536 while we projected sub-patterns onto a human truck with a projector with 
resolution of 800*600. 

3   Sub-pattern Retrieve 

It’s hard to define a fixed threshold for edge detection of sub-pattern due to saturation 
of the target. Canny edge detection algorithm is employed in this approach for pattern 
division. Figure 1b shows partial image after Canny algorithm was applied on original 
image as shown in figure 1a. Most sub-patterns can be well retrieved except those on 
discontinuous surface or polluted. Blank code squares are now changed to circles and 
enwrapped in sub-pattern contours. Contour extraction is the key issue for pattern 
division. But we found, as shown in figure 1b, some contours of sub-patterns are 
interconnected and some are fractured. 

          

(a)                                                                            (b) 

Fig. 1. (a) Partial image grabbed by a digital camera while sub-patterns were projected onto a 
human truck. (b) Partial image after Canny algorithm was applied on the original image 

 

.
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3.1   Espial Scope and Connectivity 

Two regulations were proposed to over come the two problems mentioned above. 
First is that broadened espial scopes should be adopted. And second, the route with 
shortest length should be taken as searching goal. 

 

         
(a)                  (b)                        (c)                   (d)                   (e)        

Fig. 2. Espial scopes.(a) 4-connectivity. (b) 8-connectivity. (c) 12-connectivity. (d) 20-
connectivity. (e) 24-connectivity. 

 
Fig. 3. Artificial route map for contour searching algorithm. Symbol 4, 5 and 8 stands for a 
jump connection of type 4, 5 and 8 respectively. Symbol 4s, 5s means there exists several jump 
connections of type 4 and 5 respectively. Symbol T indicates a terminal branch. Symbol L 
means a closed loop. Symbol P stands for parallel branches. 

Traditional connectivity detection based on 4 or 8 directions, as shown in figure 2a 
and b, would surely fail to correct contour fragmentations. Broadened espial scopes 
were proposed as shown in figure 2c, d and e.As shown in figure 2e, pixel pairs O-A 
and O-B are regard without doubt as connected neighbors. To make fractured contour to 
be closed, we might have to treat pixel pair O-C as connected neighbors too. We defined 
pixel pair O-C have a jump connectivity of type 4 since the square distance between 
pixel O and C is 4. Similarly, we defined pixel pair O-D have a jump connectivity of 
type 5, pixel pair O-E have a jump connectivity of type 8. We created a test map as 
shown in figure 3 with all type of connections and tricks such as terminal branches, 
closed loops, parallel branches. Though the sub-pattern contour in figure 1b doesn’t 
seem so complicated, but the program should be flexible to handle unforeseeable cases. 
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3.2   ‘Seed’ Algorithm for Contour Searching 

The widened espial scope is the way to overcome the gap in contours. But it also 
causes troubles in contour searching since it greatly increases alternations in path 
searching. Taking point M in figure 4 as an example, M is a usual point in 8-
connection detection, but it become an intersection in 24-connection detection since it 
can jumps to points Q, S, T and O. Actually, each point would become an intersection 
for it has at least two jump connections in widened espial scope. Backdating progress 
would become complicated or even failed. 

 

Fig. 4. A sample contour map 

A new algorithm, called ‘seeds’ algorithm, was proposed in this paper to simplify 
contour searching. Each point is traveled only once. ‘seeds’ algorithm takes two steps 
of planting seeds and growing seeds alternatively and discussed briefly as follow. 

Planting seeds is performed while searching progress reaches an intersection, e.g. 
intersection F. Three points G, J and K can be viewed by point F, and so we plants 
three seeds FG(4), FJ(2) and FK(5) to seeds list. The number in parentheses indicates 
the priority of the seed which was given by the connection type discussed above.  

Then we choose the first seed with minimum priority, that is seed FJ(2) in this 
case, and grow it. Growing a seed repeats espial searching and erasing pixels to blank 
until it reaches an intersection and turn to planting seeds. Seed growing process forms 
a continuous chain segment. In above example, the growing of seed FJ(2) immedi-
ately meets an intersection and two new seeds JK(1) and JG(2) are planted. 

About ‘dead seed’. In above example, seed JK(1) will be grow first for it has a 
minimum priority. Seed JG(2) will be grown prior to seed FG(4) for it has a relatively 
smaller priority. While seed JG(2)grows, it travels  from point G to I and erase pixel 
G, H and I simultaneously. While seed FG(4) at last begin to grow, it will find the 
start point G is blank since other seed has already traveled and erased this point. It’s 
no longer necessary to grow seed FG(4) and We named it ‘dead seed’. Based on these 
operations, all pixels were traveled only once. 

3.3   Optimization Strategy 

As shown in figure 3, from start point S, we can find several closed routes. Each route 
has different route length and contains different number and different type of jump 
connections. The optimal route depends on how we treat these jump connections, i.e. 
optimization strategy. Different desires can be easily achieved in ‘seed algorithm’. As 
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we discussed in above section, we treat the jump connection as a certain amount of 
route length. Optimizing Strategy is implemented by setting different types of jump 
connection with different length weights.  Figure 5 shows different results of the map 
shown in figure 3 while we gave different weight setting. In this paper, we set all the 
length weights of jump connection at 5000. This setting regards jump connections of 
type 4, 5 and 8 as the same, and aims at a minimum jumping time. 

  
 
 
 
 
 

(a)                                      (b)                                 (c)                                (d) 

Fig. 5. Contour searching results on different searching strategies. (a)w4=2000, w5=2000, 
w8=8000.  (b) w4=5,w5=5,w8=8000.  (c) w4=5,w5=5,w8=5.  (d) w4=2000,w5=5,w8=8000. 
w4,w5 and w8 stand for weights of jump connection of type 4,5 and 8 respectively. 

4   Pattern Recognition and Decoding 

We can make fractured pattern contour thoroughly closed after retrieved. And then we 
scanned inside the contour to search for code squares, which had changed to code 
circles after Canny edge detection algorithm applied. ‘Seed’ algorithm was still em-
ployed here to eliminate the interconnection of code circles.  

We need to know bits information of retrieved pattern to implement pattern decod-
ing, comparing the retrieved pattern with the standard coding map. It would be a 
rather arbitrary way if we treat the retrieved pattern as a linear rectangle and then map 
it to standard pattern model to retrieve the code word. Steps are taken in this section 
to perform a fine mapping. 

4.1   Key Points Identification 

Horns are settled in sub-pattern acting as key points and we realized that these points, 
such as point 1, 3, 5, 7 shown in figure 6a, have large angle variations.  

Instead of evaluating angle variation by its direct conjunct neighbors, we defined 
the angle variation at one point, point p in figure 6b for an example, as follow. 

          

(a)                                             (b) 

Fig. 6. (a)Key points definition  (b)Graphical representation of angle variation 
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Giving an integer r, and assume Ip is the index of point p in contour sequence. Two 
points a and b can by created at coordinates of 

−

−=

−

−=

==
11 11 Ip

rIpi
ia

Ip

rIpi
ia y

r
yx

r
x . (1) 

+

+=

+

+=

==
rIp

Ipi
ib

rIp

Ipi
ib y

r
yx

r
x

11

11
. (2) 

respectively, where ix and iy  are the coordinates of the point with index of i in con-

tour sequence.  

 Defines vectors ap and pb  as  

),(),( aapp yxcomplexyxcomplexap −= . (3) 

),(),( ppbb yxcomplexyxcomplexpb −= . (4) 

Angle variation at point p can be computed as  

)()( apanglepbanglep −=θ . (5) 

So, if we always arrange contour sequence at one direction, say clockwise, the an-
gle variations at key points (KP for short)1, 3, 6, 9 and 12 will have positive peak 
values, while the angle variations at points 2, 4, 5, 7, 8, 10, 11, 13 and 14 get negative 
peak values as shown in figure 7a. 

Angle variations related closely with the given integer r. A small value of r is capa-
ble of view detail information of the chain and a large value of r is helpful to perceive 
general shape of the chain. We can find in figure 7a, there would be two negative 
peaks between two successive positive peaks. The only exception happens to KP1. A 
small value of r is subsequently adopted to obtain detailed angle variation as shown in 
figure 7b. KP15 might conceal even under a very small r value. Key points identifica-
tion results by applying angle variation method are displayed in figure 8.  We only use 
KP1 to KP14 as reference points in next stage since they have high precision. 

 
                                                                                                (21)   (22)  (23) 

 
 
 

                         
                      

(a)                                                                                 (b) 

Fig. 7. Angle variations under different given integer r. X-axis is point index in contour se-
quence. Y-axis is the angle variation of each point. r equals 10 and 5, which is about one twenty 
fifth and one fifty second of chain length respectively in (a) and (b). 
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Fig. 8. Sample results of key points identification 

4.2   Border Code Circles Regulations 

It seems unlikely to find a mapping regulation which can cope properly with all pos-
sible deformations even under the assistances of the reference points. A basic concep-
tion offers great help. That is the relative position between code circles keeps un-
changed however the deformation is.  

Border code circles (BCC)should be introduced here. First, we defined segment 
between KP16 and KP17 as border B1, and so on. Assume r is radius of the CCk and 
D is the minimum distance from CCk to B1. If D <5r, then CCk is defined as a BCC 
since it’s unlikely to have extra code circles between CCk and Bi. Say CCk belongs to 

border Bi at Ik and note as ),( ki IBk ∈ .  

We also computed the distances from the center of CCk to all KP. If KPn has a 
minimum distance value, we note as pk = n. We present some basic rules, only for 
border circles, in brief as follow. 

 If ),(),,( 212111 kk IBkIBk ∈∈ . Then 

 
)(8,12

)(12,8

2121

2121

kk

kk

IIkk

IIkk

>==
<==        

 If ),( 111 kIBk ∈ . Then 

)175(12

)164(8

111

111

===
===

kk

kk

porpk

porpk              

The principle of these regulations is quite effective and can also be applied to 
other borders.  

5   Experimental Results�

Figure 9 displays the experimental result while applying above recognition algorithm 
on partial image of human trunk. The result shows the algorithm works correctly for 
integrated sub-patterns. 

6   Conclusions 

We presented a novel structured light pattern for moving objects sensing in dynamic 
scenes at one-shot. The main features of the proposed pattern can be summarized as: 
(1) Globe unique code word for each sub-pattern made it suitable for dynamic scenes. 
(2) It’s a binary pattern, ready to be projected by laser illumination to eliminate the 
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affect of ambient sunlight, so as to widen application fields of depth sending approach 
based on structure light. (3) It offers more measurement spots than traditional patterns 
based on M-array, so it can acquire higher resolution. Experimental result shows that 
the proposed pattern works well on slightly deformed surface. 

 

Fig. 9. Experimental decoding result on partial image 
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Abstract. A novel Linear Hashtable Method Predicted Hexagonal Search 
(LHMPHS) method for block based motion compensation is proposed. Fast 
block matching algorithms use the origin as the initial search center, which of-
ten does not track motion very well. To improve the accuracy of the fast 
BMA’s, we employ a predicted starting search point, which reflects the motion 
trend of the current block. The predicted search centre is found closer to the 
global minimum. Thus the center-biased BMA’s can be used to find the motion 
vector more efficiently. The performance of the algorithm is evaluated by using 
standard video sequences, considers the three important metrics: The results 
show that the proposed algorithm enhances the accuracy of current hexagonal 
algorithms and is better than Full Search, Logarithmic Search etc. 

1   Introduction 

In this paper, we propose a Linear Hashtable Method Predicted Hexagonal Search 
(LHMPHS) consists of two parts, a Linear Hashtable Motion Estimation Algorithm 
(LHMEA) and Hexagonal Search (HEXBS) to predict motion vectors for inter-
coding. The objective of our motion estimation scheme is to achieve good quality 
video with very low computational complexity. There are a large number of motion 
prediction algorithms in the literature. The most popular motion compensation 
method so far has been the block-based motion estimation, which uses a block-
matching algorithm (BMA) to find the best matched block from a reference frame. 
This approach is adopted in various video coding standards such as ITU-T H.261 [1] 
and MPEG-1/2 [2], [3]. Usually block with the least Mean Square Error (MSE) is 
considered as a match, and the difference of their positions describes the motion vec-
tor of the block in the current frame to be saved in the corresponding position on the 
motion map. However, motion estimation is computationally intensive and can con-
sume up to 80% of the computational power of an encoder if the full search is used. 
Consequently it is highly desired to speed up the process without introducing too 
much distortion. Many computationally efficient variants of block matching are 
known, such as Two Level Search (TS), Two Dimensional Logarithmic Search (DLS) 
and Subsample Search (SS) 1, the Three-Step search (TSS), Four-Step Search (4SS) 
2, Block-Based Gradient Descent Search (BBGDS) 3, and Diamond Search (DS) 4, 5 
algorithms. A very interesting method called HEXBS has been proposed by Ce Zhu, 
Xiao Lin, and Lap-Pui Chau 6, together with some variant, such as the Enhanced 
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Hexagonal method 7, and Hexagonal method with Fast Inner Search8. However, most 
of these algorithms have the problem of being easily trapped in a non-optimum solu-
tion. Additionally most of these fast hierarchical BMA’s use the origin of the search-
ing window as the initial search center and have not exploited the motion correlation 
of the blocks within an image. To improve the fast BMA’s accuracy, LHMEA and 
spatially related blocks can be used to predict an initial search center that reflects the 
current block’s motion trend, and then the final motion vector can be found by the 
center-biased BMA’s such as the N3SS, 4SS, and BBGDS. Because a proper pre-
dicted initial center makes the global optimal minimum closer to the predicted search 
center, the center-biased BMA’s increase the chance of finding the global minimum 
with lower numbers of search points.  

Our method attempts to predict the motion vectors using a linear algorithm incor-
porating a hashtable [9]. We employ LHMEA to quickly search all Macroblocks 
(MB) in picture. Motion Vectors (MV) generated from LHMEA are then used as 
predictors for HEXBS motion estimation, which only searches a small number of the 
MBs. Because LHMEA is based on a simple linear algorithm, the computation time is 
relatively small. Completed with HEXBS, is one of best motion estimation methods 
to date. The method proposed in this paper achieves the best results so far among all 
the algorithms investigated. A further test with moments invariants show how power-
ful the hashtable can be. The test with Moments shows that the more information 
hashtable has, the better it performs.  

   The rest of the paper is organized as follows. Section I begins with a brief intro-
duction to HEXBS. The proposed LHMEA, the method and LHMPHS are discussed 
in Section II. Experiments conducted based on the proposed algorithm are then pre-
sented. Section III concludes the paper with some remarks and discussions about the 
proposed scheme. 

1.1   Hexagonal Algorithm 

HEXBS is an improved method based on the DS (Diamond Search) which has shown 
the significant improvement over other fast algorithms because fewer search points 
are evaluated. Compared to DS which uses a diamond search pattern, the HEXBS 
adopts a hexagonal search pattern. The motion estimation process normally comprises 
of two steps. First a low-resolution coarse search identifies a small area where the best 
motion vector is expected to lie, using a large hexagon search pattern. The coarse 
search continues uses gradient scheme until the center point of the hexagon has the 
current smallest distortion. Then a fine-resolution inner search is conducted to select 
the best motion vector in the located small region. 

Most fast algorithms focus on speeding up the coarse search by taking various 
smart ways to reduce the number of search points in identifying a small area for inner 
search. There are two main directions to improve the coarse search: 

1. usage of predictors [8, 10] 
2. early termination 10 

The Motion Vector Field Adaptive Search Technique (MVFAST) 11 based on DS 
improved significantly the preexisting HEXBS both in image quality and speed up by 
considering a small set of predictors as possible motion vector predictor candidates.  
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Fig. 1. Bocks correlated with the current one 

The best motion vector predictor candidate is used as the center of a search. In gen-
eral, the blocks correlated with the current block, which are likely to undergo the 
same motion, can be divided into three categories: 

(1) Spatially correlated blocks (A0, B0, C0, D0), 
(2) Neighboring blocks in the previous frame (A1, B1, C1, D1, E1, F1, G1, H1)  
(3) Co-located blocks in the previous two frames (X2 and X3), which provide the 

Acceleration motion vector (MV).  

Except for coarse search improvement, Inner search improvement includes: 

1. 4 points 8 ( search points:2,5,7,4) 
2. 8 points 10 (search points:1-8) 
3. Inner group search 10. (It divides 6 end points of hexagon pattern into 6 

groups. Only search points near to the group with smallest MSE) 

 

Fig. 2. Hexagon Inner Search Method 

2   Linear Hashtable Method Predicted Hexagonal Search 
(LHMPHS) 

Most of current Hexagonal search algorithms using predictive methods focus on rela-
tions between the current frame and previous frames. The method employed here 
constructs a predictor from the current frame information by using spatially related 
MB or pixel information. A vector hashtable lookup algorithm is employed to form an 
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exhaustive search: it considers every macroblock in the search window while also 
using global information in the reference block. A computation performed on each 
block to set up a hashtable, which by definition is a dictionary in which keys are 
mapped to array positions by a hash function. The key is the one to help you open the 
right door of macroblock. Since it considers the whole frame it is less likely to be 
directed into local minima when finding the best match.  

The way to constructing a fast hashtable algorithm is to design a joint hash func-
tion which is computationally simple. This implies using as few coefficients as possi-
ble to represent a block and so minimize the pre-processing stops required to con-
struct the hashtable. The algorithms we present here have two projections, one of 
them is a scalar denoting the sum of all pixels in the macroblock. It is also the DC 
coefficient of macroblock. Another is the linear function of Y=Ax+B (y is luminance, 
x is the location in the table.) Each of these projections is mathematically related to 
the error metric. Under certain conditions, the value of the projection indicates 
whether the candidate macroblock will do better than the best-so-far match. The ma-
jor algorithm we discuss here is linear algorithm. 

2.1   Linear Hashtable Motion Estimation Algorithm (LHMEA)  

The Linear Algorithm is interesting because it is the easiest and fastest way to calcu-
late the hash function-using mostly additions. It is also very easy to perform in paral-
lel. The basic method is to use polynomial approximation to get such result y=mx+c; 
y is luminance value of all pixels, x is the location of pixel in macroblocks. Sequen-
tially the frame is scanned from left to right, from top to bottom and the equations (1) 
and (2) calculated from each MB. Coefficients m and c are then used as the key for 
hashtable linked to where MB located  
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    When searching for a block (1) and (2) are calculated and used to hash to a set of 
coordinate blocks which can be used as predictors for a more powerful local search. 
In previous research methods, when people try to find a block that best matches a 
predefined block in the current frame, matching was performed by SAD (calculating 
difference between current block and reference block). In the current existing meth-
ods, the MB moves inside a search window centered on the position of the current 
block in the current frame. If coefficients are powerful enough to hold enough infor-
mation of the MB, motion estimators should be accurate. So LHMEA increases accu-
racy, reduces computation time. Observe that since the x values are constructed for 
each MB much of (1) and (2) can be precomputed. 
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2.2   Linear Hashtable Method Predicted Hexagonal Search 

After motion estimators are generated by LHMEA, they will be used as predictors for 
hexagonal algorithm. These predictors are different from all previous predictors. They 
are based on full search and current frame only. Because the predictors generated are 
accurate, they also reduce the time for a hexagonal search method to locate the best MB. 

The original Hexagonal Search moves step by step, at a maximum two pixels per 
step. In our proposed method, The LHMEA motion vectors are used to move the 
hexagonal search directly to the area near to the MB where distortion is smallest.  

This saves significant computation time on low-resolution coarse search. 
In the Figure below, we compare our proposed scheme with a number of fast 

search methods. All the hexagonal search methods used 6-side-based fast inner search 
10 and early termination criteria [10]. All the data here refers to P frames only. The 
LHMPHS can achieve nearly the same image quality as FS while only costs 10% 
time. The LHMPHS is better than HS on compression rate when time and PSNR are 
the same. HSM is the best algorithm.  

 

Fig. 3. Original Hexagonal Coarse Search[6] 

 

Fig. 4. Proposed Hexagonal Coarse Search 
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If we can find better coefficients in the hashtable to represent MB, the hashtable 
will have a better result. The prediction scheme in the Predictive HEXBS yields 
10.5%-23% improvement in speed; The prediction scheme results in more contribu-
tions for the large motion video sequences; The prediction scheme produces minor 
contribution for the medium motion or especially low motion video sequences. On the 
other hand, the prediction provides improvement for both speed and MSE in fast 
motion sequences and only marginal improvement for slow motion sequences. The 
reason is that they are certain center biased algorithms. It was based on the fact that 
for most sequences motion vectors were concentrated in a small area around the cen-
ter of the search. This suggests that, instead of initially examining the (0,0) position, 
we could achieve better results if the LHMEA predictor is examined first and given 
higher priority with the use of early termination threshold. 

Flower garden data stream is also used as test source. As in the figure below, 
LHMPHS is better than HS, while worse than HSM on compression rate and PSNR. 

Table 1. Comparison of compression rate, time and PSNR between FS, LS, SS, TLS, HEXBS, 
LHMPHS, HSM (based on 100 frames of Table Tennis) 

Search  
Method 

EXHAUSTI
VE 

LOGARITHM
IC 

SUBSAMPLE TWOLEVEL 
Hex 
No  
Predictor 

Pred 
_Hashtable 

Pred 
_Median 

Inner Search     
Inner 
Group 

Inner 
Group 

Inner 
Group 

Early 
Termination     Hex_near Hex_near Hex_near 

Compression 
Time(s) 11 1 4 3 1 1 1 

(fps) 2.3726 24.770 6.428 7.317 19.4245 14.2857 17.5325 

Compression 
Rate 48  42  48 48 37 39  42  

PSNR 21.3  21.1 21.3 21.3 21.2 21.2 21.2 

COMPARISON OF FS AND HEX 
ALGORITHMS

0
10
20
30

5 20 35 50 65 80 95

FRAME NUMBER

P
S

N
R

 d
B

f ul l  sear ch

hex_hasht abl e
onl y 

hex_pr ed_medi
an 

hex_hash_medi
an

 

Fig. 5. Comparison of PSNR between FS (full search), HS (hex_hashtable only), HMPHS 
(hex_pred_median), and HSM (hex_hash_median) (based on 5-100 frames of Flower Garden) 
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In the pictures below I choose a frame from Flower Garden MPEG clips generated 
by FS and LHMPHS. Macroblock types are analyzed and MVs are displayed in the 
pictures. The pictures show FS is better than LHMPHS in macroblock type decision. 

 

 

                        (a)     (b) 

Fig. 6. Motion vectors and MB analysis in a Flower Garden frame using FS(a) and 
LHMPHS(b) 

2.3   Moments Invariants 

Hashtable generation is made on the number of entries in the hashtable. Representa-
tive coefficients from the reference frame are computed (using linear hashtable train-
ing algorithms) and stored in hashtable. Clearly, the better the hash key is, the less 
quantization error during encoding and the look-up will be faster. Therefore, the mini-
mum bound on the size of hashtable should be at least equal to the maximum number 
of motion vectors that any subsequent predicted frame will require. Thus video 
fidelity becomes a function of the size of the hashtable. In addition to the coefficients 
from the Linear Algorithm, we put moments invariant into the hashtable as a test. The 
set of moments considered are invariants to translation, rotation, and scale change. 
Clearly the moments represent a lot more information than the coefficients m and c. 
The experimental result below shows that moments have some improvement on 
hashtable method. The key question is to determine the minimum number of coeffi-
cients needed to maintain good accuracy of prediction. Here, we consider moments of 
two-dimensional functions are as following [14]: 

For a 2-D continuous function f(x,y) the central moments are defined as  
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x y
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A set of seven invariant moments can be derived from the second and third  
moments.  
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Table 2. Comparison of compression rate, time and PSNR among LHMPHS with different 
number of moments in hashtable (based on 150 frames of Table Tennis) 

Data Steam Table Tennis Table Tennis Table Tennis 

Moment Test 
No moments With 2 Moments With 7 Moments 

compression 
time(s) 16 32 43 
compression 
rate 94 94 95 
Average P 
frame PSNR 40.2 40.6 40.6 

Table 3. Comparison of compression rate, time and PSNR among LHMPHS with different 
number of moments in hashtable (based on 150 frames of Flower Garden) 

Data Steam Flower Garden Flower Garden Flower Garden 
Moment Test No moments With 2 Moments With 7 Moments 

compression 
time(s) 17 44 45�
compression 
rate 38 38 38�
Average P 
frame PSNR 41.5 41.5 41.5�
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Table 2 and 3 shows experimental results using three different algorithms: 

LHMPHS without moments; LHMPHS with 2 moments ( 1φ and 2φ ) in hashtable; 

and LHMPHS with 7 moments in the hashtable. The experiments result demonstrates 
that invariant moments improve compression rate and PSNR at the cost of compres-
sion time. There is not apparent improvement in Flower Garden and Football. Mo-
ments work better on smaller motion video stream. If we can find better coefficients 
in hashtable, the experimental result can be further improved.  

3   Summary 

In the paper we proposed a new algorithm called Linear Hashtable Motion Estimation 
Algorithm (LHMEA) in video compression. It uses linear algorithm to set up 
hashtable. The algorithm searches in hashtable to find motion estimator instead of by 
Full Search. Then the motion estimator it generated will be sent to Hexagonal algo-
rithm, which is one of best motion estimation algorithm, as predictor. In this way, it is 
improved both in quality and speed of motion estimation. Moments invariants are 
used to prove the more information hashtable has, the better it is. The key point in the 
method is to find suitable coefficients to represent whole MB. The more information 
the coefficients in hashtable hold about pictures, the better result LHMPHS will get. 
This also leaves space for future development. Contributions from this paper are (1) 
first time hashtable concept is used in video compression. It uses several variables to 
represent whole MB and gives a direction for future research; (2) linear algorithm is 
used in video compression to improve speed and also leave space for future parallel 
coding; (3) the LHMPHS is proposed. MVs produced by the LHMEA will be used as 
predictors for the HEXBS. This makes up for the drawback of the coarse search in the 
HEXBS. This can also be used and leave space for research of nearly all kinds of 
similar fast algorithms for example Diamond Search etc. (4) Invariant moments are 
added into hashtable to check how many coefficients work best for hashtable. We also 
want prove that the more information hashtable has the better result the table will 
have. (5) Spatially related MB information is used not only in coarse search but also 
inner fine search.  
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Abstract. Based on the assumption that background figures have been extracted 
form the input image, we propose a method that can effectively detection the 
moving objects from image sequence in this paper. The background difference, 
background difference based neighborhood pixels and frame difference infor-
mation are fused to get the seed points of real moving object, only the blobs in 
moving detection based on background difference that intersect with seed pixels 
are selected as the final moving segmentation result, then we can obtain the true 
moving foreground. Simulation results show that the algorithm can avoid the 
false detection due to the wrong in background model or background update 
and can handle situation where the background of the scene contains small mo-
tions, and motion detection and segmentation can be performed correctly.  

1   Introduction 

Identifying moving objects from a video sequence is a fundamental and critical task in 
video surveillance, traffic monitoring and analysis. Several approaches are known to 
separate foreground from background. A common approach to identifying the moving 
objects is background subtraction, where each video frame is compared against a 
reference or background model. Pixels in the current frame that deviate significantly 
from the background are considered to be moving objects. These “foreground” pixels 
are further processed for object localization and tracking. Since background subtrac-
tion is often the first step in many computer vision applications, it is important that 
the extracted foreground pixels accurately correspond to the moving objects of  
interest.  

A large number of background subtraction methods for fixed cameras have been 
proposed in recent years. We classify background modeling techniques into statistical 
model[1][2][3][4][5][6] and approach based on background assumption [7][8][9][10] 
et al. On the assumption that background figures have been extracted form the input 
image, we focus only on algorithm of moving detection based on background subtrac-
tion in this paper. Some of the commonly-used moving detection techniques based on 
background subtraction are described below.  

Foreground detection compares the input video frame with the background model, 
and identifies candidate foreground pixels from the input frame. Except for the 
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MoG[6] and the NPM[10] model, most of the techniques use a single image as their 
background models. The most commonly used approach for foreground detection is 
to check whether the input pixel is significantly different from the corresponding 
background estimate: 
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Where, It(x,y) represents the input value of the point (x,y) of the tth frame; Bt(x,y) is 
current background image, here Bt(x,y)  denotes a single background image; Ft(x,y) is 
moving object image, which is a binary mask, where the pixels with value 1, indicate 
the moving foreground, th is a suitable noise threshold. 

 Another popular foreground detection scheme [11] is to threshold based on the 
normalized statistics: 
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Where, dμ  and dσ  are the mean and the standard deviation of 

( , ) ( , )t tI x y B x y−  for all spatial locations (x,y). 

Ideally, the threshold should be a function of the spatial location (x,y). For exam-
ple, the threshold should be smaller for regions with low contrast. One possible modi-
fication is proposed by Fuentes and Velastin [12]. They use the relative difference 
rather than absolute difference to emphasize the contrast in dark areas such as 
shadow: 

( , ) ( , )
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t t
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otherwise

−
>

=  . (3) 

Nevertheless, this technique cannot be used to enhance contrast in bright images 
such as an outdoor scene under heavy fog. 

A suppression the false detections has been proposed in [10] after the first stage of 
the background subtraction. Firstly, using this probability estimate, the pixel is con-

sidered a foreground pixel if ( )r tP x th< �we can obtain a foreground image after 

deal with the all pixel in current image. The probability estimate function ( )r tP x  is: 
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Where, x1,x2,…,xN is a recent sample of intensity values for a pixel; is pixel 

value at time jσ is kernel bandwidths for the color channel, and it assume in-

dependence between the different color channels; th is the global threshold. 
Then, define the component displacement probability PC: 

( )C
x C

P P xΑ
∈

= ∏  . (5) 

Where,
( )

( ) max ( )t t y
y x

P x Pr x BΑ ∈Α
= , yB is the background sample for pixel. 

For a connected component corresponding to a real target, the probability that this 
component has displaced from the background will be very small. So, a detected pixel 
x will be considered to be a part of the background only if 

1 2( ( ) ) ( ( ) )CP x th P x thΑ > ∧ > . 

A modified difference method based on the information of the neighborhood of 
each pixel is proposed in [13].  Given a couple of images with sx columns and sy  

rows, the operator that defines the Neighborhood-based difference ξ  can be seen in 

Esq. (6): 

1 1

1 2 1 2
1 1

( , ) ( , ) ( , )
i j

I I I x i y j I x i y jξ
=− =−

= + + − + + , 

{2,..., 1} {2,..., 1}x sx and y sy∀ ∈ − ∀ ∈ − . 

(6) 

Let tI  be the current image, and tBKG  be the background image, get the two re-

sult image bF and tF : 
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I B th
F

otherwise
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0,t
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I I th
F

otherwise

ξ − >
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Where, th1 and th2 are suitable noise threshold.  
Then, label the connected group of Fb and Ff, and finding intersections between 

both labeled pixel groups. Finally, only the connected areas in Fb which contain of the 
intersections are selected as the moving foreground objects. The method can avoid the 
error detection when foreground stop suddenly, however, it can not segment accu-
rately the edge of the moving targets and the choose of noise threshold is very  
difficult. 

Most schemes determine the foreground threshold experimentally. Another ap-
proach to introduce spatial variability is to use two thresholds with hysteresis[14]. The 
basic idea is to first identify “strong” foreground pixels whose absolute differences 
with the background estimates exceeded a large threshold. Then, foreground regions 
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are grown from strong foreground pixels by including neighboring pixels with  
absolute differences larger than a smaller threshold.  

Based on the assumption that background figures have been extracted form the in-
put image, a new moving object detection algorithm based on space-time background 
difference has been proposed in this paper. 

2   Moving Detection Based on Space-Time Background Difference 

In spite of the background subtraction introduced as above is simply, but those ap-
proach show poor results in most real image sequences due to three main problems. 

• Selection of threshold value. Noise in the image, gray level similarity between 
the background and the foreground objects made the selection of the threshold 
differently.  

• Small movements in the scene background. Most of background algorithm is not 
represented the neighborhood pixels information, so when small movements in 
the scene background will be considered as a moving one. For instance, if a tree 
branch in scene moves to occupy a new pixel, then it will be detected as a fore-
ground object because the background is not model the movement of the part of 
the scene. 

• The false detection occurred at the process of background update or background 
reconstruction. It will take a long time to adapt the change of the scene for back-
ground model, usually, a lot of error detection would get because the alteration 
of background that are not represented in the background model. For example, if 
a new object comes into a scene and remains static for a long time. 

A large number of background subtraction methods adopt morphological filters to 
remove noisy pixels and to fill the moving regions poorly segmented, moving detec-
tion result can be partially solved in some environment. However, if foreground is 
small(Fig.2), or part of foreground is divided into several small parts by occluded, this 
kind of false detection is difficulty to eliminate using morphology or noise filtering 
because these operations might also affect small moving targets. In this paper, we 
hope to avoid the above problems, a novel foreground detection algorithm based on 
Space-time information has been proposed. The method fuse background difference 
information, neighborhood-based background difference information and frames 
difference information to get the seed pixels of true moving object, the connected 
blobs in background difference that intersect with seed pixels are the final real 
moving objects. The steps of detection algorithm are described as follow: 

Firstly, define three differences to detect motion: 

• Moving segment image base background difference Mbt(x,y): 

min ( , ) ( , )1,
( , )

0,

k
t t b

k
t

I x y B x y
Mb x y

otherwise

σ− >
=  . (9) 
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Where, ( , )k
tB x y is ( {1,2,... })thk k q= background image of pixel (x,y)at t 

frame, we assume there a q background image; It(x,y) is current input value of 
pixel (x,y) at t frame; Mb is moving detection result image based on background 
difference, Mb will have 1’s in pixels with motion, and 0’s in pixels of static 

zones; bσ  is a suitable noise threshold. 

• Moving detection image accounting for neighborhood-based background differ-
ence Mnt(x,y)  

,
min(min( ( , ) ( , ) )) ,1 ,

( , ) , { 1,0,1}

0 ,

k
t t n

k i j

t

I x y B x i y j

Mn x y and i j

otherwise

σ− + + >

= ∈ −  . (10) 

Where, Mn is moving detection result image of current input frame account-
ing for neighborhood-based background difference, 1 is motion object, 0 is static 

zeros, nσ  is a suitable noise threshold. In our implementation, 3×3 square 

neighborhood is used; however, we also can choose 5×5 square or diameter 5 
circular as neighborhood area. 

• Moving segmentation based on frame difference ( , )tMf x y  

1 , ( , ) ( , )
( , )

0,
t t s f

t

I x y I x y
Mf x y

otherwise

σ−− >
=  . 

(11) 

Where, s is the time interval, usually, from 1-3 are used; fσ is a suitable 

noise threshold. Mf is moving detection result image accounting for frames in-
formation, 1 is motion object, 0 is static zeros.  

Mb is composed of integrated moving, false moving and static zones. The static 
zones correspond to pixels with the same gray-level between consecutive frames but 
different in relation to the background image, for example a person who stops in the 
scene. False moving detection usually correspond to scene background areas that are 
not represented in the background model, for example, small movements in the scene 
are classified into moving zones. The result of Mb is show in Fig. 1(d), where the 
white pixels indicate the foreground. 

Mn is consist of not integrated moving and static region, which exclude a lot of er-
ror regions of small movements in scene. On the one hand, moving object in Mn is 
not integrated but inane because the background information of neighborhood pixels 
have been take into accounted ; on the other hand, Mn contains most of the static 
zones in Mb. The result of Mn is show in Fig. 1(e), white pixels are foreground object. 

Mf is composed of not integrated moving and false moving zones. Since it uses 
only a single previous frame, frame differencing may not be able to identify the inte-
riors pixels of a large, uniformly-colored moving object. The false moving zones are 
mainly error detection due to pixel moving in scene. The result of Mf is show in 
Fig.1(f), white pixels mean foreground regions. 
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In a word, the detection result of Mb, Mn and Mf is complementary each other, we 
aim to obtain good detection by using the technique of information fusion. 

Secondly, Seed of regions/pixels of moving object; 
Seed regions/pixels of moving object Ost(x,y)  

1 , ( , ) 1 ( , ) 1,

( , ) ( , ) 1

0 ,

t t

t t

Mb x y and Mn x y

Os x y and Mf x y

otherwise

= =
= =

�  

. (12) 

Os is the intersection blobs of Mb, Mf and Mn, which is shown in Fig.1(g). Com-
pared with Fig.1(d), those false initial moving points are removed and only the correct 
moving seed points, corresponding to the object of true target regions, are preserved. 

Finally, Moving objects segment results. 
Label connected components in Mb with 8-connected labeling, we select only the 

blobs of Mb that intersect with blobs of Os as the final moving segmentation result Mt. 

       

(a)                              (b)                             (c)                              (d) 

       
(e)                              (f)                               (g)                             (h) 

Fig. 1. Test image of detection method. (a) is background image based on mean method ; (b) is 
125th frame; (c) is 124th frame; (d) is  Mb;  (e) is Mn;  (f) is Mf;  (g) is Os; (h) is M. 

Note: There are three threshold parameters are mentioned in moving detection al-
gorithm, the threshold’s influence on detection result greatly decreases because of the 
multiple different information fusion, three thresholds select as follow 

b n fσ σ σ= = . 

3   Simulation Results and Comparisons 

The system was tested on a variety of indoor and outdoor sequences. The computer 
parameter is pentium IV,1.0GHZ( 256MBRAM) test software is matlab6.5 image 
intensity is 256 grade (8 bit) The same thresholds were used for all the sequences. 
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The values of important thresholds used were 25b n fσ σ σ= = = , 2s = . The 

video shows the pure detection result without any morphological operations, noise 
filtering and any tracking information of targets. 

 

     

(a)                             (b)                            (c) 
 

       

(d)                               (e)                               (f)                              (g) 
 

     

(h)                              (i)                            (j) 

Fig. 2. Detection results for small object image sequence. Fig. 2(a)-(c) is 101st frame, 122nd 
frame and 177th frame, separately; fig.2(d) is the background image based on mean method; 
fig.2 (e)-(g) are the results of motion detection corresponds to fig.2 (a)-(c) by subtract fig.2 
(d); fig.2 (h)-(j) are the results of motion detection corresponds to fig.2 (a)-(c) by using our 
moving detection algorithm. 

Fig.2 is traffic sequence 100 frames are used to reconstruct the background, the 
vehicles move at first, and come to a stop when the revolving light turns red. From the 
detection result, we can see the stop vehicle is considered as foreground successively 
because the stop vehicles are not represented in the background model; on the other 
hand, the revolving light is consider as foreground for ever because the multi-model 
(the similar multi-distribution scene such as revolving light are waving trees, camou-
flage, rippling water and sparkling monitor) can not be model by the mean. The false 
segmentation described as below can not eliminate by filtering. On the contrary, our 
motion segmentation method can eliminate the false detection regions due to the wrong 
background model, and motion detection and segmentation performed correctly. In 
addition, the size of the smallest object is 12 through computing, the result shows the 
detection results of small objects. The real moving object was masked with red ellipse. 
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(a)                              (b)                              (c) 
 

       
(d)                               (e)                              (f)                              (g) 

 

     

                                            (h)                              (i)                               (j) 

Fig. 3. Detection result for dynamic scene. Fig.3(a)-(c) is 342nd frame, 363rd frame and 381st 
frame, separately; fig.3(d) is the background image based on median method; fig.3 (e)-(g) are 
the results of motion detection corresponds to fig.3 (a)-(c) by subtract fig.3 (d); fig.3 (h)-(j) are 
the results of motion detection corresponds to fig.3 (a)-(c) by using our algorithm. The real 
moving object was masked with amethyst ellipse. 

Fig.3 is jump image sequence 100 frames are used to reconstruct the background, 
the person move in scene, and the leaf waving in the wind.  

The background of the scene contains small motions, here the small motions mean 
waving trees, can not characterize by median, so there are a lot of error in segmenta-
tion result. The false detection can result in large errors in object localization and 
cause serious problems for algorithms that use segmentation results as their basic 
measurements. From the results of our method, most of the error areas are eliminated. 
Fig.3 shows the robustness of our detection algorithm for dynamic scene. 

However, the algorithm proposed in the paper can not eliminate the false detection 
without an end or a limit. From fig.3 (i) and (j), there also are litter error segmentation 
due to the motion of background. As a result, a good background method is necessity 
in order to obtain correct result. 

4   Conclusions 

In this paper, a moving object detection algorithm based on space-time background 
subtraction is presented. Based on the assumption that background figures have been 
obtained form the input image, this method doesn't need any prior knowledge of back-
ground and foreground. Meanwhile, the threshold parameter can be chosen in a wide 
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wide range, which is needed to be determined in the algorithm. Simulation results 
show that the algorithm can avoid the false detection due to the wrong background 
model or the update of background, then the algorithm can handle situation where the 
background of the scene contains small motions, and motion detection and segmenta-
tion can be performed correctly. 
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Abstract. In this paper, we proposed a novel entropy coding called bit-
precision method. Huffman coding and arithmetic coding are among the
most popular methods for entropy-coding the symbols after quantiza-
tion in image coding. Arithmetic coding outperforms Huffman coding in
compression efficiency, while Huffman coding is less complex than arith-
metic coding. Usually, one has to sacrifice either compression efficiency
or computational complexity by choosing Huffman coding or arithmetic
coding. We proposed a new entropy coding method that simply defines
the bit precision of given symbols, which leads to a comparable com-
pression efficiency to arithmetic coding and to the lower computation
complexity than Huffman coding. The proposed method was tested for
lossless image coding and simulation results verified that the proposed
method produces the better compression efficiency than (single model)
arithmetic coding and the substantially lower computational complexity
than Huffman coding.

1 Introduction

Ever-increasing processing power and communication bandwidths are broad-
ening the boundary of computing and communications devices from wired to
wireless. As the computing power and communication bandwidths vary from en-
vironment to environment, the need of data compression with good compression
efficiency and low computational complexity is more apparent than ever.

Data in data compression, in most cases, are the audio-visual data. In order
to maximize the compression efficiency, a typical compression tool uses three
steps to encode the data: prediction (or transform), quantization, and entropy
coding. Prediction (or transform) is to reduce the input data range to represent
the data in a more compact manner. While the prediction stage is a big portion of
data compression, it is rather media specific. In other words, depending on media
type, one has to use different prediction methods. Quantization is a process that
also reduces the input data range in its precision from N bits per sample to M
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bits per sample(where N > M). Quantization is a lossy process: the original
data is distorted after quantization. After the quantization process, there comes
entropy coding.

Entropy coding is to allocate the optimal bits depending on the informa-
tion of the given symbol. Unlike from prediction and quantization, the entropy
coding process guarantees the lossless compression. For this reason, any type of
media compression tool has entropy coding as a core compression module. The
compression performance of any entropy coding method is compared with the
entropy of the given data as Shannon defined[1].

There are numerous entropy coding methods in the literature[2], [3]. The
most popular methods are Huffman coding and arithmetic coding. Huffman cod-
ing, developed in 1950es, is one of the earliest entropy coding methods that are
still in use. Huffman coding yields compression ratio close to the entropy of
data by producing prefix codes for the given symbols. The Huffman decoder
needs just a lookup table with prefix codes and their corresponding symbols.
The decoding process using Huffman coding is as simple as (linear) search op-
eration.

Arithmetic coding gained its popularity thanks to its improved compres-
sion efficiency over Huffman coding[4]. Arithmetic coding can assign real num-
ber of bits close to the information size unlike the integer number bit assign-
ment in Huffman coding. Adaptive design that does not require the transmis-
sion of probability table is also another merit of arithmetic coding. The im-
proved compression efficiency of arithmetic coding is, however, possible at the
cost of increased computational complexity. Although many efficient designs
are published by the researchers, arithmetic coding is still more expensive than
Huffman coding in computational complexity. The details on various entropy
coding methods including Huffman coding and arithmetic coding can be found
in [6].

Overall, the battle between Huffman coding and arithmetic coding is not
over. Many media standards do use the one or the other or both. The re-
cent audiovisual standard, MPEG-4, uses both Huffman coding and arithmetic
coding. This fact tells us that we ultimately need an entropy coding method
that satisfies low complexity and high compression performance at the same
time.

In this paper, we proposed the bit precision method, which is an exten-
sion of bit-precision based data representation. This technique is very simple
to implement and, yet, can yield good compression comparable to arithmetic
coding.

This paper is organized as follows. In section 2, the proposed bit-precision
method is described in details. In order to evaluate the proposed entropy coding
method, we have devised a lossless image coding. The lossless image coding with
Huffman coding, arithmetic coding, and the proposed method is explained in
the section 3. The experimental results are provided to evaluate the compression
efficiency and computational complexity of the proposed method in section 4.
Finally, we summarize our findings in conclusion.
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2 Bit-Precision Based Entropy Coding

2.1 Bit-Precision Based Representation

Shannon defined the entropy (H) as the minimum number of bits to represent
given symbols as

H = −
∑

pi log2pi . (1)

where pi is the probability of i-th symbol and
n∑
i

Pi = 1. In bit-precision based

representation, each symbol is represented by the multiples of bit precision value
(bpv) bits as shown in Table 1. The last code word for the given bpv bits is the
escape code for the upper value of symbol. For example, symbol value 7 can be
represented as ‘111 000’ when bpv = 3. When the bit-precision value (bpv) is
one, the resulting code is the same as unary representation.

Table 1. Symbols and bit-precision based representation

Bit precision valueSymbol
(bpv) = 1

bpv = 2 bpv = 3 bpv = 4

0 0 00 000 0000
1 10 01 001 0001
2 110 10 010 0010
3 1110 11 00 011 0011
4 11110 11 01 100 0100
5 111110 11 10 101 0101
6 1111110 11 11 00 110 0110
7 11111110 11 11 01 111 000 0111

. . . . . . . . . . . . . . .

From Table 1, one can see that the bit-precision based code is also a specific
form of prefix codes like Huffman coding. The unique feature of the bit-precision
based code is that it does not consider any probability distribution of the input
symbols, if the input symbols are ordered based on their frequencies. From Table
1, the upper input symbols in order are assigned with less bits regardless of the
size of bpv. For the best compression results, the input symbols have to be
reordered as follows:

si , sj ∈ S, 0 ≤ i < j ≤ n− 1
p(si) ≥ p(sj) .

(2)

where si and sj are the input symbols and p(si) and p(sj) are the probabilities of
the corresponding input symbols. Although we use the probability information
of the given input symbols, it should be noted that there is no need of keeping
probability information at the decoder side. This is similar to the case of Huffman
coding.
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In bit-precision based representation, the only information that the decoder
has to know prior to decoding is bpv. The value of bpv can be embedded in the
compressed bit stream as header information. In Huffman coding, the decoder
has to have a lookup table that converts variable length codes to output symbols
like Table 1. Therefore, bit-precision method is better suited for adaptive design
of entropy coding, which is explained in the next section.

2.2 Block-Based Bit-Precision Based Representation

The entropy of a given data is calculated as global entropy with an assumption
that the local entropy (i.e. entropy of some portion of the data) will be similar
to the global entropy. In many cases, this assumption is not true. Although
the global entropy approximates the local entropy, one can achieve the better
compression ratio if the local entropy can be exploited.

Adaptive design of entropy coding is to exploit the local entropy. In order
to design Huffman coding adaptively, one needs to transmit the code lookup
table whenever the codes are changed. Therefore, there is no great gain in adap-
tive Huffman coding over fixed Huffman coding, considering the increased bit
overhead and complexity. Arithmetic coding is better suited for adaptive de-
sign, since local statistics can be updated to the existing probability table with
minimal overhead. However, the computation complexity to update the entire
probability table is not marginal.

Using the bit-precision based representation, the decoder only keeps track
of bpv information from block to block. In each block of data, the encoder will
choose the best performing bpv. Hence, the decoder will simply use the bpv
information to compute the proper output symbol from the given bpv.

Fig. 1. Bitstream structure of block-based bit-precision

Fig. 1 shows the bitstream structure of block-based bit-precision based rep-
resentation. Each block which is portion of entire bitstream consist of bpv and
block data.

2.3 Complexity Analysis

High computational complexity of arithmetic coding over Huffman coding is
very well known. Therefore, we provide the complexity analysis between Huff-
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man coding and the proposed bit-precision codes. Normally, Huffman decoding
process can be considered with O(n) complexity, since the basic operation in
Huffman decoding is the (linear) search of lookup table and its average time
complexity will be n/2.

Bit-precision decoder computes the output symbol and the basic operation
per symbol is a single computation as follows:

n = mb + r, 0 ≤ r < b, 0 ≤ m ≤ ⌊n
b

⌋
, b = 2bpv − 1 . (3)

where n is the output symbol, m is the number of the largest code (b) given
bpv, and r is the remainder value between 0 and b-1. As shown in the equation,
the computation is O(1). Therefore, we can conclude that the complexity of the
proposed bit-precision based method is much lower than that of Huffman coding.

2.4 Encoding Considerations

The optimal compression of bit-precision method is determined by the value of
bpv at the encoding stage. One way to find the best bpv is to compute the bit
rate with every case of bpv. For instance, if we use three bits for bpv, the possible
value of bpv is from 0 to 7, where we can check the bit rates with 8 different
cases.

One may argue that the encoder complexity is greater than the decoder
complexity. Nevertheless, the encoder complexity is still low and it does not
affect the decoder complexity. It may be worthwhile to further research how to
decrease the encoder complexity in the future.

3 Test Model: Lossless Image Compression

In order to check the performance of the proposed bit-precision based represen-
tation, we have tested the proposed method with Huffman coding and arithmetic
coding in lossless image coding, where entropy coding performance is of great
importance.

3.1 A Simple Image Coding Model

A lossless image coding consists of two processes: prediction and entropy coding
(or residual errors). For prediction, we use simple prediction rule, which is used
in JPEG lossless mode, as follows[5].

X̂i,j = A+B
2 , A = Xi−1,j , B = Xi,j−1

ei,j = Xi,j − X̂i,j .
(4)

where Xi,j , X̂i,j , and ei,jare the original pixel value, the prediction value, and
the residual error at the i-th column and j-th row, respectively.
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3.2 Entropy Coding of Residual Errors

The residual error is to be entropy-coded as shown in Fig. 2. For evaluation
of compression performance and computational complexity, we have applied the
entropy coding methods that are listed in Table 2. In the case of Huffman coding,
only one lookup table is used. In arithmetic coding, we chose two arithmetic
coding methods: the one with a probability model and the other with multiple
models. These arithmetic coding methods are adaptive, which means that the
corresponding probability table is updated on-line. Multiple models in arithmetic
coding are used when block-based coding is carried out. In bit-precision method,
probability model is not used as described in section 2.

Fig. 2. Encoder and decoder structure of simple lossless image coding model

Table 2. Different entropy coding methods and their configurations

Methods Description
Huffman coding (HC) - Single probability model

- Fixed probability model
Arithmetic coding (SAC) - Single probability model

- Adaptive probability model
Arithmetic coding (MAC) - Multiple probability models

- Adaptive probability model
- Block-based coding only

Bit-precision codes (BC) - No probability model
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4 Experimental Results

4.1 Test Conditions

Experiments are performed on five standard 512x512 grey-scale images to test
different entropy coding methods. We measured the compression efficiency and
the decoding time to measure the computational complexity. In evaluating the
computational complexity, the run-time is averaged over five times on the test
PC which based on Windows XP with Intel Centrino1.5GHz CPU and 512MB
DDR-RAM.

Since no software optimization on any entropy coding was performed, the
decoding time results do not necessarily represent the absolute computational
complexity. Rather, we measured the decoding time to analyze the relative time
differences among the different entropy coding methods.

4.2 Compression Efficiency in Block-Based Coding Mode

Fig. 3 shows the compression performances of different entropy coding meth-
ods in lossless image coding on Lena image while changing the block size. The
block size varies from 2x2 to 512x512 (size of image). In each block, the entropy
coding can have its own probability model. In the case of Huffman coding, the
size of lookup table becomes very large if the block size gets lower than 64x64,
such that it is meaningless to use Huffman coding with a very small block size.
Single model arithmetic coding method (SAC) uses one single model regardless
of the block size, which makes its compression ratio look flat. Multiple model

Fig. 3. Compression efficiency comparison on Lena error image. Bit-precision (3) in-
dicates when the size of bpv = 3 (where a possible bpv values are from 0 to 7) and
Bit-precision (2) when the size of bpv =2.
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arithmetic coding (MAC) uses one of eight different probability tables to en-
code each block. As the block size gets smaller, the compression efficiency gets
higher. MAC shows the best performance in compression efficiency. Bit-precision
based representation (BC) shows the similar tendency to MAC, in that the com-
pression gain becomes higher with the smaller block size. Overall, BC shows its
performance as the second best, which is even better than that of SAC.

4.3 Computational Complexity Analysis from Decoding Time

We measured the decoding times of different entropy coding methods and the
results are shown in Table 3. The proposed BC showed lowest complexity in
decoding time. It was about 30 times faster than MAC. The overall complexity
with different block size was shown to be stable in any entropy coding method.
And the tendency of Table 3 and Fig. 3 were also observed in other test images.

Table 3. Decoding time performance with variable block size (test image: Lena)

4 8 16 32 64 128 256 512

SAC 91.53 91.83 91.03 91.23 91.03 89.93 90.43 89.83

MAC 191.77 192.57 174.64 171.23 194.77 196.08 179.35 187.06

bit precision
(size of bpv = 3 bits)

6.79 6.33 6.12 6.01 5.8 6.01 5.61 6.21

bit precision
(size of bpv = 2 bits)

6.68 6.31 6.05 5.99 5.78 5.99 5.58 6.13

Table 4. Coding performance comparison for test images

Unit : bpp
Lena Barbara Baboon Goldhill Average

HC 3.71 4.73 5.33 4.15 4.48

SAC 3.76 4.59 5.19 4.06 4.40

MAC 3.49 4.16 5.02 3.92 4.15

bit precision
(size of bpv = 3 bits)

3.64 4.31 5.18 4.09 4.30

bit precision
(size of bpv = 2 bits)

3.60 4.53 5.18 4.08 4.35
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Table 5. Decoding time performance

Unit : ms
Lena Barbara Baboon Goldhill Average

HC 18.42 22.13 24.63 19.14 21.08

SAC 89.83 106.35 116.07 96.24 102.12

MAC 187.06 214.31 214.41 212.56 207.09
bit precision

(size of bpv = 3 bits)
6.21 6.01 5.81 6.41 6.11

bit precision
(size of bpv = 2 bits)

6.13 6.51 5.71 6.43 6.20

4.4 Best Performance Comparison

From the above results, we measured the best performance in compression effi-
ciency and computational complexity in each entropy coding method. The test
results on five test images are shown in Tables 4 and 5. BC showed its compres-
sion performance better than HC and SAC, worse than MAC. BC was shown to
be the lowest computational complexity among the test methods. BC was about
3 times faster than Huffman coding.

The best results in compression efficiency were possible with MAC, but the
computational complexity of MAC is more than 30 times. Huffman coding was
neither faster in decoding time nor more efficient in compression than BC. BC
clearly showed its feasibility as fast and simple entropy coding with competitive
compression efficiency.

5 Conclusions

Bit-precision based representation showed its feasibility as a competitive entropy
coding method when fast decoding capability with good compression efficiency
is demanded. We tried this method in lossless image coding, but it may be
worthwhile to extend to the other fields from general compression to specific
media compression (such as video).
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Abstract. In this paper, a new method based on wavelet package transform is 
proposed for classification of texture images. It has been demonstrated that a 
large amount of texture information of texture images is located in middle-high 
frequency parts of image, a corresponding method called wavelet package 
transform, not only decomposing image from the low frequency parts, but also 
from the middle-high frequency parts, is presented to segment texture images 
into a few texture domains used for image classification. Some experimental 
results are obtained to indicate that our method for image classification is 
superior to the co-occurrence matrix technique obviously.  

1   Introduction 

Generally speaking, the first step of texture analysis is mainly to segment an image 
into some homogeneous sub-images. And then we can use many properties to 
determine the region homogeneity such as the texture, the color of a region and the 
gray-level intensity. When there are many texture images in practice, texture is the 
main information that can describe the texture images exactly. Most natural surfaces 
exhibit texture. Texture analysis plays an important role in many machine vision tasks 
, such as surface inspection , scene classification , surface orientation and shape 
determination , and its tasks are mainly to cover these fields such as  classification , 
segmentation , and synthesis[1], [2], [3], [4]. Texture is characterized by the spatial 
distribution of gray levels in a neighborhood. Although the texture has been widely 
applied to image analysis, no specific and universe definition is proposed for texture 
,A large number of techniques that is used to analyze texture image have been 
proposed in the past [5], [6], [7], [8], [9], texture analysis was based on the co-
occurrence matrix proposed by Haralick et al.[10], [11], [12] Then, Gaussian Markov 
random fields (GMRF) and the 2 D− autoregressive model(AR)  were proposed to 
characterize textures[13], [14], but the traditional statistical approaches to texture 
analysis are restricted to the texture on a single scale. Recently a method based on 
wavelet transform have received a lot of attention, mainly because it can provides a 
precise and unifying frame work for the analysis and characterization of a signal at 
                                                           
1  This work was supported by the National Science Foundation of China (Nos.60472111 and 

60405002). 
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different  scales [15]. In this paper, we mainly focus on a particular approach to 
texture feature extraction which is referred to as wavelet package transform[16] based 
on wavelet transform, which is applied on a set of texture images and statistical 
features such as the average energy which is extracted from the approximation and 
detail regions of the decomposed images, at different scales. The reason for the 
popularity of wavelet packet transform ,compared with the tradition methods for 
extracting image texture feature, is mostly due to not only decomposing image from 
the low-frequency parts, but also from the high-frequency parts. After the texture 
images are properly segmented for two level, selecting a classifier is necessary for 
image classification, many techniques on classifier are discussed in some literatures 
[17], [18], [19], [20], [21], [22].In this paper, we classify the texture images by 
distance classification. A comparison in experimental section is made to show the 
efficiency and effectiveness of our approach with respect to the co-occurrence matrix 
technique. 

2   Wavelet Package Transform 

2.1   Wavelet Basis 

The wavelet transform, also called as mathematical microscope, was developed in the 
mid and later 1980s. The basic ideal of the wavelet transform is to represent any 
arbitrary function as a superposition of wavelets .Any such superposition decomposes 
the given function into different scale levels where each level is further decomposed 
with a resolution adapted to that level . Currently, the wavelet transform has been 
applied to many fields such as image compression, image segmentation, and so on. 

 Suppose that a function 2( ) ( )x L Rψ ∈ , whose Fourier transform is ( )ψ ω , 

satisfies the following admissibility condition: 

2
( )

C dψ
ψ ω

ω
ω

= < ∞  . (1) 

So ( )xψ  is called as mother wavelet, and consequently the wavelet sequences are 

generated from the single function ( )xψ  by translations and dilations as follows: 

1

2
, ( ) ( )a b

x b
x a

a
ψ ψ

− −=  . (2) 

where a  is the scale factor, b  is the translated factor. So the continuous wavelet 

transform of a 1 D−  signal ( )f x  is defined as: 

,( )( ) ( ) ( )a a bW f b f x x dxψ=  . (3) 

The mother wavelet  ( )xψ  has to satisfy the admissibility criterion to ensure that it is 

a localized zero-mean function. 
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If a  and b  are discretized, assuming a  to be denoted as 2 and b  as 1, the 
continuous wavelet will become the binary wavelet: 

2
, ( ) 2 (2 )

j
j

j k x kψ ψ= −  . (4) 

Given 2( ) ( )f x L R∈ , an expression of ( )f x  can be got by multiresolution 

analysis: 

, ,
,

( ) j k j k
j k

f x d ψ=  . (5) 

where ,j kd is equivalent to ,, j kf ψ< > ,  j  is the scale and k  is the translation.  

If there are two subspaces denoted by JV and JW , 1JV + = JV + JW JV ⊥ JW , 

there will have: 

2
1 0 1 1 1( ) N NL R W W W W V− − −= ⋅⋅⋅⋅ ⋅ + + + ⋅⋅⋅ ⋅⋅ + +  . (6) 

Given ϕ  ∈ 0V , JV  consists of the expression 2
, ( ) 2 (2 )

j
j

j k x kψ ψ= −  spanned 

by ϕ . Accordingly, if ψ  belongs to 0W , and JW  is spanned byψ , then the double 

scale equation is obtained as follows: 

( ) (2 )n
n z

t h t nϕ ϕ
∈

= −  . (7) 

( ) (2 )n
n z

t g t nψ ϕ
∈

= −  . (8) 

where ( )tϕ  is a scale function, ( )tψ is a wavelet function. Their Fourier transform 

are expressed as: 

(2 ) ( ) ( )Hϕ ω ω ϕ ω=  . (9) 

( ) ( ) ( )
2 2

G
ω ωψ ω ϕ=  . (10) 

where H and G are called perfect reconstruction quadrature mirror filters (QMFs) if 
they satisfy the orthogonality conditions 

0HG GH∗ ∗= =  . (11) 

H H G G I∗ ∗+ =  . (12) 
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where H∗ and G∗  are the adjoint operators of H and G , respectively, and I  is 
the identity operator. 

The decomposition and reconstruction formula by MALLAT [23] can be obtained 
using double scale function as follows: 

1 12
22j j

n k k n
k

c c h
− +

−=  . (13) 

1 12
22j j

n k k n
k

d c g
− +

−=  . (14) 

11 2
2 22 ( )j j j

n k n k k n k
k k

c c h d g
−+

− −= +  . (15) 

where 
j

nc  is a low-pass coefficient, and 
j

nd is a high-pass coefficient. 

Generally speaking, a low filter and a high filter ( H  and G ) are used for 
segmenting image. In a classical wavelet decomposition, the image is split into an 
approximation and details images. The approximation is then split itself into a second 
level of approximation and details. With the decomposition and reconstruction 
formula mentioned in equation (11),(12),(13), the image is usually segmented into a 
so-called approximation image and into so-called detail images. The transformed 
coefficients in approximation and detail sub-images are the essential features, which 
are as useful for image classification. 

2.2   Wavelet Package Decomposition 

As pointed out above, much of information needed for extracting image texture 
features is to locate in the middle-high frequency parts [24], thus wavelet package 
transform based on wavelet transform, is introduced to further decompose the texture 
image with a large number of information in the middle-high frequency parts. 
Generally speaking, wavelet package transform can not only decompose image from 
the low frequency parts, but also do it from the middle-high frequency parts, The 
wavelet package decomposition, is a generalization of the classical wavelet 
decomposition that offers a richer signal analysis. In that case, the details as well as 
the approximations can be split. The tree-structured wavelet package transform [25] is 
displayed in Fig 1, where S  denotes the signal, D  denotes the detail and A  the 
approximation. 

In order to intuitionally observe the decomposition based on wavelet package 
transform at two levels, an example is set to illustrate the distribution information in 
the sub-image, as shown in Fig 2. 
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Fig. 1. The tree-structured wavelets transform 

 

Fig. 2. Image decomposition (a) (b) The original images (c) (d) The decomposed images 
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As seen in Fig 2, the texture of the image is regularly segmented into the sub-
image domains in which the approximation and the details are to locate, and all 
texture information which is used to extract texture features is displayed from the 
horizontal, vertical and diagonal directions. We can also observe much information in 
the middle-high parts. 

3   Feature Extraction and Image Classification 

Firstly the known texture images are decomposed using our proposed method, 
wavelet package transform. Then, the average energy of approximation and detail 
sub-image of two level decomposed images are calculated as features using the 
formulas given as follows:  

1 1

1
( , )

N N

i J

E f x y
N N = =

=
×

 . (16) 

where N  denotes the size of sub-image, ( , )f x y  denotes the value of pixel of 

image. 
Secondly for texture classification, the unknown texture image is decomposed 

using wavelet package transform  and a similar set of average energy features are 
extracted and compared with the corresponding feature values which are assumed to 
be known in advance using a distance vector formula, given in 

[ ]
1

( ) ( ) ( )
N

i i
i

D j abs f x f j
=

= −  . (17) 

where ( )if x  represents the features of unknown texture, while ( )if j  represents the 

features of known thj  texture. Then, the unknown texture is classified as thj  

texture, if the distance ( )D j  is minimum among all textures. 

4   Experimental Results 

In this section, we use our method to conduct several experiments and illustrate the 
visual results obtained on MATLAB 7.0.We select 64 images obtained from the 
website (http://astronomy.swin.edu.au/~pbourke/texture/cloth/) for classification.  The 
original color images are converted to the same size gray-scale images It is assumed 
that the sorts of image is known in advance, as shown in Fig 3 .All experimental 
results that can be obtained on the same sample images, which are illustrated by the 
comparison of wavelet package transform and co-occurrence matrix method , are 
shown in Table 1,2. 

From the Table 1, it is seen that, using the proposed method based on wavelet 
package transform, the accuracy of classification for Stone ,Door, Brick, Bark, Noise, 
Ripple and Leaf are 90.9%, 90.9%, 83.3%, 85.7%, 60.0%,87.5% and 72.7%, 
respectively. Nevertheless, with co-occurrence matrix method, the corresponding 
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accuracies with 63.6%, 63.6%, 66.7%, 70.4%, 50.0%, 62.5% and 54.4% in the Table 
2 are obviously lower than that in the Table 1. In other words, the approach for image 
classification based on wavelet package transform is more efficient than the method 
using co-occurrence matrix. Although the effect of our approach for classifying the 
thin texture image such as leaf and noise is inferior to the thick texture image, it is 
still obvious relatively to the method based on co-occurrence matrix. 

 

 

Fig. 3. Sorts of images known  (a) Bark  (b) Stone  (c) Door  (d) Brick  (e)Noise (f) Ripple  (g) 
Leaf  

Table 1. Experimental result based on wavelet package transform 

Sorts of 
images 

Test samples Misclassification 
samples 

Accuracy (%) 

Stone 11 1 90.9 

Door 11 1 90.9 

Brick 6 1 83.3 

Bark 7 1 85.7 

Noise 10 4 60.0 

Ripple 8 1 87.5 

Leaf 11 3 72.7 
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Table 2. Experimental result rased on co-occurrence matrix 

Sorts of images Test samples Misclassification samples Accuracy (%) 

Stone 11 4 63.6 

Door 11 4 63.6 

Brick 6 2 66.7 

Bark 7 2 70.4 

Noise 10 5 50.0 

Ripple 8 3 62.5 

Leaf 11 5 54.4 

5   Conclusions 

In this paper, the method using wavelet package transform to extract image texture 
features for image classification was presented. As shown in our experiment, it is 
more efficient to use wavelet package transform to segment image texture for image 
classification than the traditional method based on co-occurrence matrix. The reason 
is that the wavelet package transform can not only decompose the image from the low 
frequency parts, but also from the high frequency parts. That is, all kinds of textures 
are divided into different sub-images used for extracting texture features. Although 
the proposed method can reach the content result, the accuracy with lower value 
obtained from the experiment need to be further improved. Therefore, the future 
works will focus on how to combine the wavelet package transform together with 
other methods for efficiently extracting image texture features for classification. 

References 

1. Livens, S.: Image Analysis for Material Characterization. PhD Thesis. University of 
Antwerp. Antwerp. Belgium. (1998) 

2. Randen, T.: Filter and Filter Bank Design for Image Texture Recognition. PhD Thesis. 
NTNU. Stavanger. Norway. (1997) 

3. Van de Wouwer, G.: Wavelets for Multiscale Texture Analysis. PhD Thesis. University of 
Antwerp. Antwerp. Belgium. (1998) 

4. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Addison-Wesley. Reading. MA. 
(1992) 

5. Haralick, R.M.: Statistical and Structural Approaches to Texture. Proc. IEEE 67. (1979) 
768 - 804 

6.  Pitas I.: Digital Image Processing Algorithms and Applications. New York. Wiley. (2000) 
7. Ahuja, N., Rosenfeld, A.: Mosaic Models for Textures. IEEE Trans. Anal. Mach. Intell. 

3(1). 1-11 
8. Huang, D.S.: Systematic Theory of Neural Networks for Pattern Recognition. Publishing 

House of Electronic Industry of China. Beijing. (1996) 



 Texture Feature-Based Image Classification Using Wavelet Package Transform 173 

 

9. Cohen, F.S., Fan, Z., Patel, M.A.: Classification of Rotation and Scaled Textured Images 
Using Gaussian Markov Random Field Models. IEEE Trans. Pattern Anal. 13 (2) (1991) 
192 202 

10. Haralick, R.M., Shanmugam, K., Dinstein, I.: Textural Features for Image Classification 
IEEE Trans. Systems Man Cybernet. SMC-3 (1973) 610 - 621 

11. Haralick, R.M., Shapiro, L.S.: Computer Vision. Vol.1. Addision Wesley. Reading. MA. 
(1992) 

12. Ohanian, P.P., Dubes, R.C.: Performance Evaluation for Four Classes of Textural 
Features. Pattern Recognition. 25(8) (1992) 819 - 833 

13. Kashyap, R.L., Chellappa, R.: Estimation and Choice of Neighbors in Spatial-Interaction 
Models of Images. IEEE Trans. Inf. Theory TT-29(1) (1983) 60 - 72 

14. Kashyap, R.L., Khotanzao, A.: A Model-Based Method for Rotation Invariant Texture 
Classification. IEEE Trans. Pattern Analysis Mach. Intell. PAMI-8(4) (July 1986) 472 - 
481 

15. Unser, M.: Texture Classification and Segmentation Using Wavelet Frames. IEEE Trans. 
Image Process. 4 (11) (1995) 1549–1560 

16. Coifman, R.R., Meyer, Y., Wickerhauser, M.V.: Progress in Wavelet Analysis and 
Applications. Editions Frontieres. France. (1993) 

17. Wu, W.-R., Wei, S.-C.:Rotation and Gray Scale Transform Invariant Texture 
Classification Using Spiral Resampling, Subband Decomposition and Hidden Markov 
Model. IEEE Trans. Image Process. 5 (10)  (1996)1423 1433 

18. Pontil, M. and Verri, A.: Supporl Vector Machines for 3D Object Recognition, IEEE 
Trans. Parrem Analysis and Machine Intelligence, vol. 20, no.6 (June 1998) 637-646 

19. Huang, D.S., Ma, S.D.: Linear and Nonlinear FeedForward Neural Network Classifiers: A 
Comprehensive Understanding. Journal of Intelligent Systems. Vol.9. No.1. (1999) 1 - 38 

20. Huang, D.S.: Radial Basis Probabilistic Neural Networks:Model and Application , 
International Journal of Pattern Recognition and Artificial Intelligence, 13(7),(1999)1083-
1101 

21. Ma, Y. J.: Texture Image Classification Based on Support Vector Machine and Distance 
Classification. Proceeding of 4th

World Congress on Intelligence and Automation 
22. Hwang, W J., Wen, K.W.: Fast kNN Classification Algorithm Based on Partial Distance 

Search. Electron. Lett. Vol. 34. No. 21. (1998) 2062 - 2063 
23. Mallat, S.: A Theory for Multiresolution Signal Decomposition: the Wavelet 

Representation. IEEE Trans Patt Anal Machine Intell. 11. (1989) 674 – 693 
24. Tiahorng Chang, Kuo, C.-C.Jay.: Texture Analysis and Classification with Tree-

Structured Wavelet Transform. IEEE Transactions on Image Processing. Vol.2. No.4. 
(Oct. 1993) 429 – 441 

25. Soman, A.K., Vaidyanathan, P.P.: On Orthonormal Wavelets and Paraunitary Filter 
Banks. IEEE Trans. Signal Processing, Vol. 41. No 3. (1993) 1170-1182 



 

D.S. Huang, X.-P. Zhang, G.-B. Huang  (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 174 – 183, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Authorization Based on Palmprint 

Xiao-yong Wei1, 2, Dan Xu1, and Guo-wu Yuan1 

1 Department of Computer Science, Information School, Yunnan University, 
650091 Kunming, Yunnan, China 

qsc99@hotmail.com 
2 Department of Computer Science, City University of Hong Kong, 

Kowloon, Hong Kong 
xiaoyong@cityu.edu.hk 

Abstract. In this paper, palmprint features were classified into Local Features 
and Global Features. Based on this definition, we discussed the advantage and 
weakness of each kind of features and presented a new palmprint identification 
algorithm using combination features. In this algorithm, a new method for cap-
turing the key points of hand geometry was proposed. Then we described our 
new method of palmprint feature extracting. This method considered both the 
global feature and local detail of a palmprint texture and proposed a new kind 
of palmprint feature. The experimental results demonstrated the effectiveness 
and accuracy of these proposed methods. 

1   Introduction 

User verification systems that use traditional scheme (such as password, ID cards, 
etc.) are vulnerable to the wiles of an impostor. So automatic human identification has 
become an important issue in today’s information and network based society. The 
techniques for automatically identifying an individual based on his unique physical or 
behavioral characteristics are called biometrics [7]. 

Due to its stability and uniqueness, palmprint can be considered as one of the reli-
able means distinguishing a man from his fellows, and can be easily integrated with 
the existing bimetrics system to provide enhanced level of confidence. 

Recent years, most of research in biometrics has been focused on palmprint identi-
fication, and many approaches have been developed. According to the operating space 
in which palmprint features be extracted, those approaches can be categorized into 
spatial domain approaches and frequency domain approaches. According to the type 
of palmprint features, those approaches can be categorized into structural features-
based approaches and statistics features-based approaches. 

A spatial domain approach has been firstly represented in 1998 [5] by Zhang and 
Shu. Because the matching of lines is more easily than that of curves, this approach 
viewed palmprint features as lines-constituted texture. As a result, palmprint matching 
can be transformed into lines matching based on that view. In 2002, Nicolae and Anil 
proposed anther spatial domain approach [6], which extracted some feature points 
from the palmprint and calculated the orientations of the lines with which these points 
associated. Both points and orientations were used as the features of an individual 
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palmprint in this approach. Spatial domain approaches are easy to be understood and 
to be implemented. But it is sensitive to the non-linear transformation of soft  
palm skin. 

A representative method of frequency domain approaches was known as the 
method based on Fourier Transform (W.Li et al., 2002) in [8]. This method took ad-
vantages of the relativity between a palm image’s frequency domain representation 
and spatial domain representation. It translated the spatial domain image into its fre-
quency domain representation, and extracted the statistics features in later representa-
tion. It performed well but is hypersensitive to the asymmetric illumination  
environment. 

An approach which can be assigned to statistics features based approaches was pre-
sented in 2003 by Ajay Kumar et. [2]. It divided the palmprint image into a set of n 
smaller sub-regions, and then calculated the mean and standard deviation of each sub-
region as the palmprint feature.  

For enhancing the accuracy and reducing executive times of features matching, ap-
proach based on hierarchical structure was presented in [9, 10]. Other approaches 
including K-L Transform based in [11], Wavelet Transform based in [12], Gabor 
Filter based in [13,14] and Neural Network based in [15], were also be developed. 

As you seen, different approaches have employed different features. We can divide 
these features into two classes of Global Features and Local Features. Global Features 
can be defined as the features that represent the trait of a region. For instance, the 
statistics feature in [2] and the frequency domain representation in [8] belonge to this 
class. Local Features is defined as the features that represent the trait of certain detail. 
Feature points and line orientation in [6] are of this class. Obviously, based on the 
definition above, some improvements will be possible by using the combination of 
these two kinds of features. 

Therefore, in this paper we are interested in using combination features to do rec-
ognition. In Section 2 we introduce the image preprocessing used in this paper. Our 
new palmprint features extracting is described in depth in Section 3. Section 4 will 
introduce our features matching method. The experimental results are described in 
both Section 5 and Section 6 while Section 7 contains the discussion and conclusions. 

2   Image Preprocessing 

2.1   Direction Alignment Based on Morphology 

To rotate all the hands into same direction, Ajay used an ellipse fitting based method 
to do this [2]. Because the binarized shape of the hand can be approximated by an 
ellipse, the orientation of the binarized hand image is approximated by the major axis 
of the ellipse and required angle of rotation is the difference between normal and the 
orientation of image. But the result of this method is sensitive to the captured wrist 
length and degrees of fingers opening. Han also presented a wavelet based method of 
alignment in [3], which search the corners along the outline of handgeometry and use 
these corners to do the alignment. However, the threshold value according to which 
corner points is classified is hardly to automatically choose. Furthermore, this  
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approach is time consuming. Therefore we designed a new hand image alignment 
method based on morphological operations as follows. 

By observing the hand image, we can find that the interval space between fingers 
except thumb forms three headstand triangle regions. There are three corner points 
(we called key points) exactly locate at the peaks of the triangles. Because their rela-
tive location is comparatively steady, these key points can be used as the reference 
point for the alignment operations. In our alignment method, there are three main 
steps. Step1: By using an array SE (known as structuring element) to dilate the bi-
narized source hand image, a webbing will be added to the outline of source image, 
and some part of the triangle regions also will be filled. The result is shown in Fig 
1(b). Step2: The same SE in Step1 will be used again to erode the dilated hand image 
to cut off some webbings added in Step1. As shown in Fig 1(c), because some parts of 
triangle regions have jointed with the fingers, the jointed parts will not be cut off. 
Step3: Subtracting source hand image from the result image obtained by step2 will 
result in some parts of triangle regions (Fig 1d). It is obviously easy to get the key 
points now. The whole processing can be formulated as fellow. 

arg ( )T et G SE SE G= ⊕ Θ −  . (1) 

where G is the binarized source hand image and SE is structuring element. 

 

Fig. 1. Get the triangle regions from binarized source hand image, (a) Binarized hand image,  
(b) Dilated, (c) Eroded, (d) Triangle regions, (e) Connect the key points, (f) Rotated 

After getting the triangle regions, the pecks of each triangle regions are exactly the 
key points. Then we can compute the relative location of the key points. Finally, as 
shown in Fig 1(f), we rotate the source image to normal orientation according to the 
relative location of key points. This method of alignment is simpler to be understood 
and faster than the methods in [2] and [3]. 

2.2   ROI Generation 

To compute the region of interest (ROI), we can use key points obtained form 2.1 as 
reference points. By connecting the leftmost key point and the rightmost corner point, 
we can get a line as horizontal coordinate axis. Then draw a vertical line from the 
middle key point to horizontal coordinate axis, the cross point will be used as origin. 
After established above coordinate system, we can extract the rectangle region as 
ROI. A perfect ROI shall avoid the creasy region at thumb root and callus region at 
other fingers’ root when choosing it. The result was shown as Fig 2. 
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Fig. 2. ROI Generation, (a) Key points connected line and ROI rectangle,(b)(c)(d)(e) Captured 
ROIs from same class, ClassID=23 and SampleID=237,238,239,240 

As shown in Fig 2, it is obviously that the ROIs from same class (person) are accu-
rately resembled each other in relative location of source image. The ROI also effec-
tively avoid the creasy region at thumb root and callus region at other fingers’ root. 

3   Feature Extraction 

In many papers, the position and orientation of palmprint lines are usually used as the 
features of palmprint (e.g., in [5][6]). Line matching methods are employed in these 
papers to do the verification. But skin of palm is too soft to endure extrusion. So non-
linear transform of palmprint lines are inevitable and line matching methods are all 
hypersensitive to it. Instead of accurately characterize these palm lines, another 
method divides the palmprint image into a set of n smaller sub-regions, then calcu-
lates the mean and standard deviation of each sub-region as the palmprint feature(as 
in [2]). However, it is known that standard deviation of an image is directly associated 
with gray distribution of the image. Consider with different sub-regions, which have 
different texture, only if they have approximate image histogram, their standard de-
viation would be same. Using only standard deviation as feature and ignoring rela-
tionship of each line’s position will result in classes unreasonably distributing in ei-
genspace. Obviously, according to the definition of Section 1, the position and orien-
tation of palmprint lines belong to Local Features as well as the standard deviation of 
a sub-region belongs to Global Features. Local Features, the traits of detail, is easier 
to be observed by human vision. Consequently, the matching of them is easy to be 
understood and to be designed. However, because of the reasons method above (skin 
extrusion, lighting etc.), a matching with high accuracy degree is usually impossible. 
Global Features, the trait of a region, which with less dependence of accurate features 
matching, ignore the relative position of detail and in other word can’t represent the 
arrangement of different details. Therefore, we designed a new method which consid-
ered both palm lines (Local Features) and their relative position (Global Features) to 
improve the performance of matching. It can be summarized as follows. 
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Firstly, we use four line detectors (Masks) to detect lines oriented at 0o, 45 o, 90 o 

and 135 o in ROI image. It can be formulated as: 

*i iG G Mask=  i=0, 1, 2, 3 . (2) 

where G is the ROI image and Maski is line detector of different direction. This op-
eration can filtrate the ROI image and after the filtration the lines with different orien-
tation but blending in same ROI image can be separated into four images Gi. Then we 
transform the four Gi with projection transform defined as follow: 

' ' ' '( ) ( , )iR x G x y dyθ

∞

−∞

=  i =0, 1, 2, 3 while θ =0, 45, 90,135 

where
'

'

cos sin

sin cos

xx

yy

θ θ
θ θ

−
=  . 

(3) 

Fig 3 can illustrate this projection transform. 

 

Fig. 3. Our projection transform, (a) Source image Gi(x, y), (b) Iimage transformed to coordi-
nate system (x’, y’), (c) Iimage projected to x’ 

Our projection transform compute the image’s linear integral at certain orientation 
for each x’. Considering the digital image, it is equal to compute the gray summation 
of certain orientation for each rotated column. As shown in Fig3(c), the coordinate of 
x’ hold good representation of position of lines, and value of ( ')R xθ

 can also represent 

the length of certain line at x’. After this transformation, Gi will be transformed 
to

0 ( ')R x ,
45( ')R x ,

90 ( ')R x  and 
135( ')R x . They are four one-dimensional vectors of different 

length, which can be stored as Vpi, i=0, 1, 2, 3. 
For having a visualized impression of the classify capacity these vectors attributed 

to, Fig 4 (a) has plotted Vp0, which from 20 samples of 2 classes (10 per class), in 
same figure. It is easily to see that 20 curves congregated into 2 bunches (10 per 
bunch). This is exactly corresponding to the fact that 20 samples are from 2 classes. 
Obviously, Vpi have powerful capacity of classification. However, we must notice 
that Vpi contains overfull details, which are disadvantage factors to the processing of 
feature matching. To solve that problem, we use DWT (known as Discrete Wavelet 
Transform) to do twice decomposition with Vpi. In the processing, wavelets    Daube-
chies-9 is employed. Four transformed vectors obtained from this operation can be 
stored into DWTVpi as the features of a palmprint. We also plotted DWTVp0 in Fig 
4(b) as a comparison. As you seen, transformed vectors DWTVpi have lesser details 
but better classification capacity than Vpi. 
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Fig. 4. Classification capacity visualization, (a) Vp0, (b) DWTVp0 

4   Feature Matching and Information Fusion 

Euclidian Square Norm(distance score) is a simple and powerful method to measure 
the dissimilarity of two vectors (as in [1]). However, it dose not consider the inner 
distribution density of a class. In our approach, we supposed that each class distrib-
uted in eigenspace as super sphere. By using appropriate training set, we can get the 
diameter (as Dk) and centroid(as template vector VCk) of a super sphere of class k. To 
get the similarity of a test vector data(as VT) and claimed class k, we firstly compute 
the Euclidian distance between test vector and the claimed class’ centroid(VCk), then 
use computed Euclidian distance divide the 10* Dk, the result of division will indicate 
the dissimilarity of test vector data and certain class k. This processing can be formu-
lated as: 

1 1 || || /10k k k kS DS VT VC D= − = − −  . (4) 

where DSk denote the dissimilarity of test vector data and claimed class k and Sk de-
noted the similarity of test vector data and claimed class k. In the processing of com-
puting, negative value will occur when the distance between VT and VCk. This situa-
tion means VT and VCk are utterly dissimilar. We can simply set the negative Sk to 
zero. This formulation has considered both distance and inner distribution density. 
Apply it to palmprint feature vectors (DWTVpi), we can get 4 dissimilarities of palm-
print(as i∂ ). To get a final similarity score between test data and claimed class, we 

must do some information fusion processing. In fusion of 4 palmprint dissimilarities, 
considering the weightiness of different orientation(e.g. in left hand, most of palm 
lines tend to 135o, so DWTVp3 has higher weightiness than other orientations), each 
orientation feature vector will be given a weigh value wi. A final similarity score will 
be compute as: 

3

0
i i

i
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=

∂ = ∂ ,  3

0

1i
i

k
=

=  . (5) 

5   Experimental Results 

In our experiment, the scanner reformed by ourselves [4] is employed. To establish a 
experiment images database, we have collected 516 images of palmprints from 51 
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individuals with both sexes and different ages. The resolution of the original palm-
print images is 768×1024 pixels. After use method of 2.1 to do direction alignment, 
we also get a ROI (size 290×290) per image. 

5.1   Results of Features Extraction 

By using method described in Section 3, we get Vpi of each palmprint and then use 
wavelet Coiflets5 transform them to DWTVpi with 5 times decomposition. Because 
the data is too complex, we plotted them into Fig 5 to analyze the accuracy of acquir-
ing palmprint features. 

 

Fig. 5. Feature extraction of palmprint: (From 10 samples of same class) (a) DWTVp0,  
(b) DWTVp1,(c) DWTVp2, (d) DWTVp3 

As shown in Fig 5, each curves overlapped well into 4 bunch of curves. It indicated 
that the stability of extracting each features can be perfectly controlled. 

5.2   Test Classification Capacity of Different Wavelet 

To get a perfect palmprint features after DWT, different resolution with different 
wavelet and different decomposition times will generate different result. We define 
max accuracy rate of palmprint verification based on certain wavelet and certain de-
composition times to evaluate the classification capacity of a certain solution. In our 
experiment, 21 wavelets of Daubechies 1~9(D1~D9), Symlets 2~8(S2~S8) and 
Coiflets 1~5(C1~C5) were tested. Part of results were shown in Table 1 (WN=Wave 
Name, DT= Decomposition Times, MA=Max Accuracy Rate). Obviously, Coiflets 5 with 5 
decompositions will be a better solution. 

6   Verification and Identification 

To observe and evaluate the performing efficiency of our approach, three palmprint 
recognition systems were implemented in our experiment. They included (1) recogni-
tion system based on the approaches of this paper, (2) recognition system based on the 
approaches in [5](Fourier Transform based approach, as a delegation of Global Fea-
tures based system) and (3) recognition system based on the approaches in [8](lines 
matching based approach, as a delegation of Local Features based system). The ex-
perimental results are shown as follows. 
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Table 1. Test of classification capacity of different wavelet 

WN DT MAR WN DT MAR WN DT MAR 
C5 1 93.05 D1 1 93.19 S3 5 97.98 
C5 2 95.44 D1 2 95.39 S3 6 97.93 
C5 3 97.18 D1 3 97.09 S3 7 96.95 
C5 4 97.13 D1 4 97.37 S3 8 95.82 
C5 5 98.36 D9 3 97.51 S4 3 97.42 
C5 6 98.07 D9 4 97.46 S4 4 97.37 
C5 7 97.13 D9 5 97.98 S4 5 98.12 
C5 8 96.10 D9 6 98.07 S4 6 98.07 
C5 9 95.02 D9 7 96.48 C3 2 95.49 
C5 10 95.35 D9 8 95.11 C3 3 97.5 

6.1   Verification of One to One 

To get the FRR (False Reject Rate) and FAR (False Accept Rate) of each system, 
133386(516×515/2+516) times verification will be executed on each of them. We 
plotted their ROC (Receiver Operation Characteristic) curves in Fig 6a. 

From the figure, it is seemed that our approaches are performed better than the 
method in both [5] and [8]. To get a more accurate comparison, Table 2(T=Threshold, 
E=Error rate, A=Accuracy rate) shows detailed digital comparative data stand on 
three different views: Equal Error Rate view, Total Minimum Error view and Max 
Accuracy Rate view (defined in 5.2). 

 

Fig. 6. ROC and Accuracy, (a) ROC of each system, (b) Accuracy of each verification systems 

6.2   Identification of One to Many 

We also used system (1)(2)(3) to do 40320(516×51) times identification test. The 
threshold of similarity from 0 to 1, which can determine acceptation or rejection, had 
be tested in each system and record the accuracy of classification at each threshold. 
The result was shown in Fig 6b. The accurate rate of (1) is 99.12%, (2) is 96.74%, (3) 
is 92.18%. It indicated that combination features had more advantages than Global 
Features and Local Features. 
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Table 2. Compare verification systems on different views 

EER Total Minimum Error Sys-
tem T E A T FAR FRR A 

MAR 

(1) 0.760 0.022 98.13 0.810 0.053 0.004 98.36 98.36 
(2) 0.840 0.024 96.47 0.900 0.000 0.043 96.24 96.86 
(3) 0.780 0.044 96.03 0.780 0.028 0.053 95.98 96.14 

7   Conclusion and Future Work 

In this paper, we have presented an approach for biometrics identification. In our 
approach, a method direction alignment based on morphology was firstly executed. 
This alignment method was simpler and faster than other methods. Then we take 
advantage of the key points captured in the alignment processing to get the ROI. With 
the ROI, a new method of palmprint feature extraction has been proposed. The results 
palmpritn features have powerful capacity of classification. In features matching, we 
presented a new method of similarity measurement, which has considered the inner 
distribution density of each class. Next, based on these methods, a verification and an 
identification experiment were performed. Experimental results indicated that our 
approach have perfect capability and our system performed best in three systems 
based on Global Features, Local Features and Combination Features. 

However, these results may be biased by the small size of the data set which we 
have used. If more subjects are added, one should expect some overlap due to similar 
palms of different persons. To investigate this matter further, additional data will be 
collected. But accompanied by the increasing size of database, execution speed will 
be paid more attention. Some methods based on decision tree should be attempted to 
optimize the performance. 
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Abstract. The waveform interpolation is one of the speech coding algorithms 
with high quality at low bit rates. In the WI coding, the vector quantization of 
SEW requires a variable dimension quantization technique since the dimension 
of the SEW amplitude spectrum varies depending on the pitch period. However, 
since the variable dimension vector makes a difficulty to employ conventional 
vector quantization techniques directly, some dimension conversion techniques 
are usually utilized for the quantization of the variable dimension vectors. In 
this paper, we propose a new dimension conversion method for the SEW quan-
tization in order to reduce the cost of codebook storage space with a small con-
version error in the wideband WI speech coding. This dimension conversion 
method would be more useful for the wideband speech because wideband 
speech requires larger codebook memory for the variable dimension vector 
quantization compared to narrowband speech. 

1   Introduction 

In recent years, various speech coding algorithms have been widely used in many 
applications such as mobile communication systems and digital storage systems for 
the speech signal to be represented in lower bit rates while maintaining its quality. On 
the one hand, the Code Excited Linear Predictive (CELP) algorithm has been known 
as the one of the best coding algorithms for bit rate between 8 kbps and 16 kbps. Es-
pecially, the Algebraic CELP (ACELP) algorithm has been widely adopted due to its 
outstanding performance for many standard speech coders such as G.729, Enhanced 
Variable Rate Coding (EVRC), and Adaptive Multi-Rate (AMR) coder. However, the 
speech quality of these CELP coders degrades rapidly at rate below 4 kbps.  

On the other hand, waveform interpolation (WI) coder classified into parametric 
one is able to produce good quality speech even at the below 4 kbps rates. Most 
speech coders including standard coders mentioned above operate on narrow band-
width limited to 200 - 3400 Hz. Similarly, most researches in the WI coder have also 
been focused on narrow band speech so far. However, as mobile systems are evolving 
from speech-dominated services to multimedia ones, the advent of the wideband 
coder becomes highly desirable because it is able to provide higher quality speech. 



 A Novel Dimension Conversion for the Quantization of SEW 185 

 

The wideband speech coder extends the audio bandwidth to 50 - 7000 Hz in order to 
achieve the high quality both in the sense of speech intelligibility and naturalness. 

Waveform interpolation is one of the speech coding algorithms with high percep-
tual quality at low bit rates [1]. Most literatures for the WI coding have been concen-
trated on the narrow band speech coding, but recent researches in [2] and [3] show the 
potential of applying a WI algorithm to wideband speech. Moreover, the WI coding 
has an advantage in the view of embedded coding techniques. An embedded coding 
structure usually consists of a base-layer and an enhancement-layer. Therefore, an 
embedded coding structure usually requires an additional functional unit to implement 
the enhancement-layer [4]. However, since the WI coding uses an open-loop encoding 
method, the spectral and the excitation information are not tightly correlated. There-
fore, the bit-rates can be easily controlled by changing the number of assigned bits 
and the transmission interval of excitation signals that consist of a slowly evolving 
waveform and a rapidly evolving waveform [5]. Consequently, by using WI coding 
scheme, a high-quality embedded system working at low bit-rates can be easily im-
plemented without any additional functional unit.  

In the WI coding, there are four parameters to be transmitted. They are the Linear 
Prediction (LP) parameter, the pitch value, the power and the characteristic waveform 
(CW). The CW parameter is decomposed into a slowly evolving waveform (SEW) 
and a rapidly evolving waveform (REW). Since the SEW and REW have very distinc-
tive requirements, they should be quantized separately to enhance the coding effi-
ciency. Among these parameters, the SEW is perceptually important and has a strong 
influence on the quality of the reconstructed speech [1]. In addition, the vector quanti-
zation of SEW requires a variable dimension quantization technique since the dimen-
sion of the SEW amplitude spectrum varies depending on the pitch period. However, 
this variable dimension vector has a difficulty to adopt conventional vector quantiza-
tion techniques directly. One of the useful quantization methods for the variable di-
mension vectors is to utilize some dimension conversion techniques. By exploiting 
the dimension conversion technique, the quantization of SEW magnitude can be per-
formed using a conventional vector quantization. Several dimension conversion vec-
tor quantization (DCVQ) techniques have been reported in the literature [6]-[9]. 

In this paper, we describe an investigation into the dimension conversion for the 
SEW quantization in order to reduce the cost of storage space of the codebook with a 
small conversion error in WI coding of wideband speech. Firstly, in section 2, we 
describe the overview of WI speech coding algorithm. In section 3, we present the 
efficient method of dimension conversion for the SEW magnitude vector quantization 
with a small size of codebook memory. Then, the experimental results are discussed 
in section 4.  Finally, conclusions are made in section 5. 

2   Overview of WI Speech Coder 

The waveform interpolation coding has been extensively and steadily developed since 
it was first introduced by Kleijn [1]. The encoder block diagram of the WI speech 
coder is shown in figure 1.  
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Fig. 1. Encoder block diagram of WI speech coder 

The WI coder firstly performs LP analysis once per frame for the input speech. The 
LP parameter set is converted into the LSF for the efficient quantization and generally 
vector quantized using various quantization techniques. The pitch estimation is per-
formed in the linear prediction residual domain. In the WI paradigm, the accuracy of 
this pitch estimator is very crucial to the performance of the coder. There are a variety 
of pitch estimation techniques available. Some of them are based on locating the 
dominant peak in each pitch cycle whereas others are based on finding the delay 
which gives the maximum autocorrelation or prediction gain for a frame of samples 
[10], [11]. After the pitch is estimated, WI coder extracts pitch-cycle waveforms 
which are known as CWs from the residual signal at a constant rate. These CWs are 
used to form a two-dimensional waveform which evolves on a pitch synchronous 
nature. The CWs are usually represented using the Discrete Time Fourier Series 
(DTFS) as follows: 
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kB  are the DTFS coefficients, and )(nP  is the 

pitch value. The extraction procedure performed in the residual domain provides a 
DTFS description for every extracted CW. Since these CWs are generally not in syn-
chronized phase, i.e., the main features in the CWs are not time-aligned, the smooth-
ness of the surface in the time direction should be maximized. This can be accom-
plished by aligning the extracted CW with the previously extracted CW by introduc-
ing a circular time shift to the current one. Since the DTFS description of the CW 
enables to regard the CW as a single cycle of a periodic signal, the circular time shift 
is indeed equivalent to adding a linear phase to the DTFS coefficients. The CWs are 
then normalized by their power, which is quantized separately. The main motivation 
of this normalization is to separate the power and the shape in CWs so that they can 
be quantized separately to achieve higher coding efficiency. 
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This two-dimensional surface then is decomposed into two independent compo-
nents, i.e., SEWs and REWs, via low pass filtering prior to quantization. The SEW 
and the REW are down sampled and quantized separately. The SEW component 
represents mostly the periodic (voiced) component while the REW corresponds 
mainly to the noise-like (unvoiced) component of the speech signal. Because these 
components have different perceptual properties, they can be exploited to increase 
coding efficiency in the compression. In other words, the SEW component requires 
only a low update rate but has to be described with a reasonably high accuracy 
whereas the REW component requires a higher transmission rate but even a rough 
description is perceptually accurate. This property of the CW suggests that low pass 
filtering of the CW surface leads to a slowly evolving waveform. The rapidly evolv-
ing part of the signal can be obtained by simply subtracting the corresponding SEW 
from the CW as following equation: 

),(),(),( φφφ nununu SEWCWREW −= . (2) 

In the decoder side, the received parameters are the LP coefficients, the pitch 
value, the power of the CW, the SEW and REW magnitude spectrum. The decoder 
can obtain a continuous CW surface by interpolating the successive SEW and REW 
and then recombining them. After performing the power de-normalization and 
subsequent realignment, the two-dimensional CW surfaces are converted back into 
the one-dimensional residual signal using a CW and a pitch value at every sample 
point obtained by linear interpolation. This conversion process also requires the phase 
track estimated from the pitch value at each sample point. The reconstructed one-
dimensional residual signal is used to excite the linear predictive synthesis filter to 
obtain the final output speech signal.  

3   Dimension Conversion of the SEW Magnitude Spectrum 

Since the characteristic waveforms are extracted from LP residual signal at pitch-
cycle rate, their length varies according to the pitch period. After the CWs are ex-
tracted and aligned, their powers are then normalized to separate the power and the 
shape in CWs. The CWs are then decomposed into two components of the SEW and 
the REW. Consequently, the dimension of the SEW amplitude spectrum varies de-
pending on the pitch period. This variable dimension vector causes a problem in 
quantization because it gives a great difficulty to employ conventional vector quanti-
zation techniques directly. 

3.1   Dimension Conversion 

Theoretically, the optimal solution for the vector quantization of variable dimension 
vectors is to adopt a separate codebook for each different vector dimension. However, 
this approach is quite impractical because it requires enormous memory space due to 
a number of separate codebooks. One of the most practical quantization methods for 
the variable dimension vectors is to utilize some dimension conversion technique as 
shown in figure 2.  
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Fig. 2. Illustration of Dimension conversion 

At the encoder side, the variable dimension vector is converted into a fixed dimen-
sion vector and then the fixed-dimension vector can be quantized by conventional 
quantization method. These procedures are reversed at the decoder in which the fixed 
dimension vector is converted into the original dimension vector using the transmitted 
pitch information from the encoder. 

3.2   A New Dimension Conversion of SEW Magnitude 

In this section, we describe a new dimension conversion method for the SEW magni-
tude spectrum quantization. Each of the CWs extracted from the LP residual repre-
sents a pitch-cycle and thus their length varies depending on the pitch period P(t). 
When the waveforms are converted into frequency domain for efficient quantization, 
the most compact representation contains frequency-domain samples at multiples of 
the pitch frequency. This results in spectral vectors with the variable dimension 

For the narrowband speech, the pitch period P can vary from 20 (2.5 msec) to 148 
(18.5 msec) and thus possible value of M, the number of harmonics, covers the range 
from 10 to 74. However, for the wideband speech, M is doubled, i.e., the pitch period 
can vary from 40 to 296 resulting in 20 to 148 harmonics. As a result, the dimension 
of codebook becomes twice larger than that of narrowband speech. Thus, the storage 
space of the codebook becomes a more important issue for the wideband speech. In 
our implementation, for the wideband speech, the pitch period is allowed to vary from 
40 to 256 resulting in 20 to 128 harmonics. 

We designed three dimension-conversion schemes for the quantization as given in 
table 1. The first one, we call it 1_CB, has a single codebook with maximum fixed 
dimension. The second one, 2_CB, has two codebooks with two different fixed di-
mensions. The last one proposed in this paper, 1_CB_2, has a codebook with a fixed 
dimension but a different resolution according to frequency range. For the first 
scheme, all vectors are converted to a certain dimension of N with a single codebook. 

=
2

)(
)(

tP
tM . (3) 
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Table 1. Three dimension conversion schemes and their dimensions 

Schemes Variable dimension Fixed dimension 
1_CB 20 ~ 128 N 

P  2N : 20 ~ N N 
2_CB 

P > 2N : N+1 ~ 128 128 
Low band High band Low band High band 

1_CB_2 
3 ~ 16 17 ~ 112 16 N-16 

Figure 3 shows the spectral distortion between the original SEW and the dimen-
sion-converted SEW spectrum of the first scheme for various dimension.  This figure 
gives us the insight that the larger, the dimension, the better, the codebook quality. In 
other words, the conversion error can be reduced if the variable dimension vector 
would be converted into a larger fixed dimension vector. However, a larger dimension 
vector requires more codebook memory. In addition, it has been known that the low 
frequency band of the SEW magnitude is more perceptually significant than the high 
frequency band [1]. Our experimental results given in table 2 also show that the spec-
tral distortion between the original and the converted vector at below 1000 Hz is al-
most equal to that of higher frequency region (1000 to 8000 Hz). The dimension con-
version error in this table was measured by using the spectral distortion measure (SD) 
as shown in the next section. 

Table 2. Dimension conversion error of 1_CB scheme for each sub-band 

Dimension Lower sub-band 
 SD (dB) 

Higher sub-band 
SD (dB) 

Overall 
SD (dB) 

50 1.160 1.209 1.233 
60 1.064 1.091 1.119 
70 0.891 0.948 0.968 
80 0.790 0.852 0.872 
90 0.711 0.796 0.811 

100 0.687 0.731 0.749 

For the second scheme, all vectors of dimension smaller than or equal to N are con-
verted into dimension N, all vectors of dimension N+1 to 128 are converted into di-
mension 128 with two codebooks of dimension N and dimension 128, respectively. 
For the last scheme, the components of a vector in the lower sub-band less than 1000 
Hz are converted into the maximum dimension of 16, and the other components in the 
higher sub-band are converted to a certain dimension of N-16. The second scheme is a 
kind of the multi-codebook vector quantization (MCVQ). It is clear that if we would 
have continued to separate the dimension vector, it would lead to the optimal solution 
whereas require huge memory space for a great number of codebooks.  
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Fig. 3. Spectral distortion of the first scheme with dimension conversion  

Figure 4 illustrates the SEW magnitude spectrums. Generally, the energy in the 
lower frequency band less than 1000 Hz is much larger than that of the higher fre-
quency band as shown in figure 4. In this figure, SEW dimension is 36 and the sub-
band region less than 1000 Hz includes only about five harmonics of the SEW. The 
converted-SEW_80 in this figure means original SEW which has dimension of 36 is 
converted into the dimension of 80 and converted back to the original dimension 
vector. The converted-SEW_128 can also be understood in the same context. As we 
can see in this figure, the converted-SEW_80 has a larger conversion error than that 
of converted-SEW_128, and it is also found that the conversion error in lower sub-
band region is much more dominant compared to that of the higher sub-band region. 

 

Fig. 4. Comparison between the original and the converted SEW magnitude spectrum 
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Based on the above mentioned reason, we propose a new dimension conversion 
scheme having a single codebook with a small conversion error and a small codebook 
memory. In the proposed conversion method, the variable dimension vector in the low 
frequency section is converted into the maximum dimension to get better quality and 
the variable dimension vector in the high frequency section is converted into a fixed 
dimension less than 128 to reduce codebook memory. The SEW magnitude spectrum 
is usually split into some sub-bands. The sub-bands are quantized separately and the 
base-band is quantized using more bits than other higher sub-bands. Such bit-
allocation scheme is to accommodate the better resolving capability of the human ear 
for lower frequencies. In our implementation, the SEW magnitude spectrum is split 
into three non-overlapping sub-band; the low frequency section is 0 to 1000 Hz and 
the high frequency section are 1000 to 4000 Hz and 4000 to 8000 Hz. The bit-
allocation for these three sub-bands is 8, 6 and 5 bits.  

4   Experimental Results 

For the objective comparison, we adopted the spectral distortion measure SD between 
the original spectral vector and the converted spectral one defined as follows: 

where SD in dB units, and L-1 is the number of spectral samples in the interested 
range. Figure 5 illustrate the performance comparison between the proposed and the 
conventional dimension conversion method. 

In figure 5, 1_CB, 2_CB, and 1_CB_2 are the conversion schemes as explained in 
section 3.2. As shown in figure 5, although the proposed conversion method, 1_CB_2, 
uses a single codebook, the spectral distortion of the conversion error is smaller than 
that of the second scheme with two codebooks. It can be also easily expected from the 
explanation in section 3 that the conversion error for the second scheme, 2_CB, is 
smaller than that of the first scheme as shown in figure 5. 

Moreover, because our method uses the conversion dimension which is less than 
the maximum dimension of 128 for the high frequency region, the memory require-
ment of the codebook can be reduced. Especially, this advantage is much more impor-
tant in the wideband WI speech coding, because the codebook memory required for 
the SEW quantization in the wideband speech becomes twice larger than that of the 
narrow-band speech. Table 3 shows that the codebook memory required for an im-
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However, for the dimension conversion the band is split into two sub-bands as 
mentioned above. Thus, the number of the dimension vectors in the low frequency 
and the high frequency band can vary from 3 to 16 and from 17 to 112, respectively. 
Consequently, when the variable dimension vectors are converted into the fixed di-
mension vectors, all vectors involved within 1000 Hz are converted into the dimen-
sion of 16 and all vectors in the high frequency section (1000 to 8000 Hz) are con-
verted into the dimension of N-16. Overall spectral distortion according to the varia-
tion of N and the amount of codebook memories will be shown in the next section as 
an example of dimension conversion schemes of this paper. 
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plementation of three different conversion schemes. As shown in this table, 1_CB_2 
with fixed dimension of 80 is able to reduce the codebook memory about 20 % com-
pared to 1_CB with fixed dimension of 128 while the performance of the 1_CB_2 is 
slightly less than that of the 1_CB for the case of table 3. 

 

Fig. 5. SD comparison between proposed and convectional conversion method 

Table 3. The amount of codebook memories for three different dimension conversion schemes 

Schemes Codebook memory for sub-bands Total 
1_CB 16x256 48x64 64x32 9,184 words 

10x256 30x64 40x32 
2_CB 

16x256 48x64 64x32 
14,944 words 

1_CB_2 16x256 30x64 40x32 7,296 words 

5   Conclusion 

This paper presents a new dimension conversion method for the SEW magnitude 
quantization in wideband WI speech coding. Because the proposed conversion 
method uses a single codebook with different accuracies for the low and the high 
frequency region, it is possible to implement a vector quantization with a small size of 
codebook memory and a reasonably small conversion error. In the view of the mem-
ory space requirement, the proposed conversion method has an advantage of reducing 
the codebook memory about 20 % through an appropriate trade-off. Therefore, the 
proposed conversion method would be more useful for the wideband speech since the 
wideband speech requires larger codebook memory for the variable dimension SEW 
vector quantization compared to narrowband speech. 
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Abstract. This paper proposes a brand-new preprocessing scheme using
the ranking of co-occurrence count about indices in neighboring pixels.
Original indices in an index image are substituted by their ranks. Arith-
metic coding, then, is followed. Using this proposed algorithm, a better
compression efficiency can be expected with higher data redundancy be-
cause the indices of the most pixels are concentrated to the relatively
few rank numbers. Experimental results show that the proposed algo-
rithm achieves a better compression performance up to 26–48% over
GIF, arithmetic coding and Zeng’s scheme.

1 Introduction

Highly compressed palette-based images are needed in many applications such
as characters and logos produced by computer graphics and World Wide Web
(WWW) online services. The index (or palette) image has been adopted by
GIF (Graphic Interchange Format) which uses Lempel-Ziv algorithm as form of
lossless compression[1,2].

It has been recognized that the index color image can be reindexed without
any loss in order to compress palette-based images more efficiently[3,4]. It turns
out that some reindexing scheme tends to produce more compressible index
image than others. Palette reordering is a class of preprocessing methods aiming
at finding a permutation of the color palette such that the resulting image of
indices is more amenable for compression[5,6].

The particular scheme reindexing palette-based images was proposed by Zeng
et al. [5] in 2000. It is based on the one-step look-ahead greedy approach, which
aims at increasing the efficiency of lossless compression. The method reindexes
one symbol at a time in a greedy approach. Each re-assignment is optimized
based on the statistics collected from the initial index image and previously

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 194–202, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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executed re-assignments. In general, the larger difference between the neighbor-
ing index values, the more bits it costs, so the goal of the method is to come
up with a reindexing scheme that tends to reduce the overall difference of in-
dex values of adjacent pixels. The reindexed image tends to be smoother than
the initial indexed image, thus is more amenable to most lossless compression
algorithms[5,6].

In this paper, we propose a brand-new palette reordering method whose
name is RIAC (Rank Indexing with Arithmetic Coding) to reindex palette-based
image using the ranking of co-occurrence frequency for increasing the lossless
compression efficiency of color index images. The proposed method is possible
to compress index images efficiently, because the redundancy of the image data
can be increased by ranks.

Although it is expected that the performance of compression will be improved
for common sized images, the compression ratio is decreased for small sized
images, because it needs to transmit additional data related to the ranked image.
To make up for the disadvantage, we finally present another method enhancing
the RIAC which is termed ARIAC (Adaptive Rank Indexing with Arithmetic
Coding). The improved method can compress and decompress without additional
data. Thus, it is expected to improve compression performance in relation to not
only general sized images but also small sized images.

The remainder of this paper is organized as follows. In Section 2, we present
the RIAC method in detail for the purpose of improving compression perfor-
mance related to the palette-based images’ reindexing using the way to replace
index values with the ranks. In Section 3, we proposed the improved ARIAC
method and described detailed steps about how to operate it. Section 4 provides
the experimental results comparing the GIF, the plain arithmetic coding and
previous reindexing method of Zeng et al. [?] in terms of compression improve-
ment. Finally, in Section 5, we drew the conclusions.

2 Rank Indexing with Arithmetic Coding (RIAC)
Method

Let us suppose we have an n × m indexed image and the set of index values
I = {I1, I2, . . . , IM} corresponds to the set of color symbols denoted with S =
{S1, S2, . . . , SM}. Fig. 1 shows an example of an image with 4 colors. Let p =
(p1, p2, . . . , pl), l = n×m, p denotes the sequence of indices (pixels), where p0 is
the index value of virtual pixel which is located in the left side of first pixel and
pi is the index value of the i-th pixel of the input image in row by row scanning
order. (1 ≤ i ≤ l)

The algorithm is started by collecting the co-occurrence statistics of p. The
co-occurrence statistics are stored in a suitable matrix C, named Co-occurrence
Count Matrix (CCM). More formally the entry ci,j of C reports the number
of successive occurrence of index values pair, (Ii, Ij), observed over p. For the
sample image in Fig. 1, the sequence of indices in row order is p = (0, 3, 2, 0,
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3 2 0 1

2 0 1 1

2 3 3 0

1 2 3 0

(a) (b)

Fig. 1. An example of a 4 × 4 sample image with 4 colors; (a) shows original color
image; (b) shows an index image using color palette

1, 2, 0, 1, 1, 2, 3, 3, 0, 1, 2, 3, 0), where the first element of the sequence, p0 has
value selected arbitrarily.

Fig. 2 (a) shows CCM (co-occurrence count matrix) when p0 = 0, p0 is equal
to the first index value in the palette. After the construction of C, the algorithm
ranks the co-occurrence counts of C. These values are stored in a suitable matrix
R, named Co-occurrence Count Rank Matrix (CRM). The entry r(i, j) of R
represents the rank of c(i, j) in decremental order over the co-occurrence counts
sequence c(i, j) = {c(i, k)|0 ≤ k ≤ M}. Fig. 2 (b) shows CRM. Note that
R from a C may vary according to the ranking rule. When two or more co-
occurrences in a row of C have a same count value, the ranking rule gives a
higher order to the co-occurrence (Ii, Ij) that i) has lower value of destination
index value i, than others, ii) has closer distance diagonally from a chosen pixel’s
index value, and so on. Referencing R, the sequence of ranked images p′ gets
generated by substituting each index value of the original image sequence p
with the co-occurrence frequency rank value. The algorithm applies the mapping
p′i �→ rpi−1,pi to all image pixels. Fig. 2 (c) shows the ranked image of the sample
input index image in Fig. 1.

The ranked image is compressed using the arithmetic coding. The reason that
the arithmetic coding is chosen is because it shows a better compression rate than
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(a) (b) (c)

Fig. 2. The matrixes of the sample input image in Fig. 1.; (a) CCM (co-occurrence
count matrix) C; (b) CRM (co-occurrence count rank matrix) R; (c) The ranked
image p′
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Fig. 4. The decompression system architecture of RIAC scheme

the Huffman coding when the symbols to compress have skewed distributions of
little variance. The compression rates can be improved up to 10 15% by adapting
global characteristics of the image as well as its local characteristics[2,7].

Fig. 3 and Fig. 4 show the architecture of the proposed RIAC method. Fig. 3
illustrates the encoder of the proposed method. An original image is transformed
into indexed-color image, and CCM and CRM are generated to create the ranked
image. Here, the number of compressed bits from arithmetic coding, the color
map of original image and CRM information must be stored or transmitted
together, because they are necessary for the recovery of the original image from
the ranked image. The number of used color M can be different in every image,
so the size of CRM depends on the number of index of original image.

The decoder can be realized by reversing the encoder process. Fig. 4 illus-
trates the decoder of the proposed method. Arithmetic decoding gets performed
on the compressed bit sequence from the coder, which then is converted into a
ranked image based on CRM and its original index image gets reconstructed.
The reconstructed image with color map has the same resolution and size as the
original image due to the lossless nature of a compression algorithm.

As mentioned earlier, the CRM-related information must be stored or trans-
mitted when the index image is converted into the ranked image. This may be
inefficient depending on the image size and the number of color, especially when
the original image is small. In next section, we show how to convert into the
ranked image with no need for transmission of CRM information.
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3 Adaptive RIAC (ARIAC) Method

This section proposes an adaptive rank-indexing with arithmetic coding (ARIAC)
method that re-indexes one symbol at a time in a greedy fashion. Each re-
assignment is optimized based on the statistics collected from the part of initial
index image and previously executed re-assignments.

Let Ci denotes i-th partial CCM, where superscript i represents that the
algorithm collecting the co-occurrence statistics of a partial input index image.
The entry ci

j,k of Ci reports the number of times the pair of successive index
values, (Ij , Ik) observed over the ordered set pi which denotes a sequence that
includes the first i + 1 elements of p, pi = (p0, p1, . . . , pi).

The algorithm starts generating the partial CCM, C0. After this step, all
entries c0

i,j of C0 are initialized by 0, because p0 has only one element, 0. After
the construction of C0, the proposed algorithm ranks the co-occurrence count
of C0. These values are stored in a 0-th partial CRM, R0. The entry r0

i,j of
R0 represents the rank of c0

i,j in descending order over the co-occurrence counts
sequence c0

i,j = {c0
i,k|0 ≤ k ≤ M}. Referencing R0, the algorithm sets the value

of the first pixel p′1 in ranked image p′ as the co-occurrence frequency rank value
of successive index (p0, p1). Fig. 5 (a) shows the C0. And Fig. 5 (b) and (c) show
R0 and the ranked image respectively.
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Fig. 5. Related matrixes for a generation of the first pixel in the ranked image from
the index image in Fig. 1.; (a) co-occurrence count matrix C0 of p0; (b) co-occurrence
count rank matrix R0 of (a); (C) the rank value of first pixel

To get p′2, the algorithm makes p1 by putting p1 to right side of p0 and makes
C1 by updating the co-occurrence count matrix C0 referring p1. The algorithm
iterates previous steps until the rank of all pixels in the ranked image are filled.
Fig. 6 (a), (b) and (c) show C1, R0 and ranked image respectively. Also Fig. 7
shows final ranked image and related matrixes.

4 Performance Evaluation

In order to evaluate the compression efficiency of the proposed method, we have
performed tests over seven synthetic graphic images and three natural color
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Fig. 6. Related matrixes for the generation of the second pixel in the ranked image from
the index image in Fig. 1.; (a) co-occurrence count matrix C1 of p1; (b) co-occurrence
count rank matrix R1 of (a); (C) the rank values of first two pixels
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Fig. 7. Related matrixes for the generation of the last pixel in the ranked image from
the index image in Fig. 1.; (a) co-occurrence count matrix C15 of p15; (b) co-occurrence
count rank matrix R15 of (a); (c) the rank values of the pixels

images. All of these range in only a limited number of colors from 12 to 256. We
have compared the performance of proposed schemes with the LZW algorithm
of GIF, the plain arithmetic coding and the Zeng’s algorithm.

Table 1 shows the simulation results, in terms of bits per pixel (bpp) in three
different methods and the proposed RIAC and ARIAC techniques respectively.
The bpp indicates 8/CR (Compression Ratio). The CR is obtained dividing
original image size into compressed image size. The bpp values are calculated
including the size of uncompressed color map in various schemes and specially
added to the size of CRM in only RIAC algorithm. As Table 1 demonstrates, for
synthetic graphic images, the proposed ARIAC algorithm reduces the bit rates
than the other coding schemes, more specifically 15%, 54%, 16% and 12% for
GIF, AC, Zeng and RIAC, respectively on the average. Table 1 also shows the
results for three natural color images - “monarch”, “girl” and “lena” - which are
palletized using 256 colors. Similar results are observed that ARIAC reduces bit
rates, 35%, 48%, 26% and 14%, respectively, than other coding algorithms.

Fig. 8 displays “party8”, 526×286 with 12 colors. The original image is shown
in Fig. 8 (a). And Fig. 8 (b) shows the ranked image obtained from the proposed
algorithm on the original image. The ranked image appears to be much smoother
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Table 1. Performance comparisons, in bits per pixel (bpp), between different lossless
compression schemes. Whereas AC refers to the plain arithmetic cording scheme, Zeng
refers to the Zeng’s scheme, and (A)RIAC refers to the proposed (Adaptive) Ranked
Indexing with Arithmetic Coding scheme in this paper.

Images
(Num. of colors) GIF AC Zeng RIAC ARIAC

party8 (12) 0.429 1.730 0.318 0.355 0.289
netscape (32) 2.121 3.572 1.791 2.245 2.020
benjerry (48) 1.254 2.425 1.154 1.695 1.210
ghouse (256) 4.999 7.157 4.841 4.759 4.157
clegg (256) 5.699 7.617 5.836 4.628 4.175

cwheel (256) 2.769 7.241 3.058 3.076 2.857
serrano (256) 2.897 7.208 3.393 2.637 2.379
Average of

Synthetic Images 2.881 5.279 2.913 2.771 2.441

monarch (256) 4.948 7.436 4.325 3.710 3.233
Lena (256) 6.535 7.657 5.710 4.776 4.055
girl (256) 6.559 7.344 5.727 5.170 4.409
Average of

Natural Images 6.014 7.479 5.254 4.552 3.899

Total Average 4.448 6.379 4.084 3.661 3.170

(a) (b)

Fig. 8. The images of “party8”; (a) original index image; (b) ranked image by ARIAC
scheme

than the original image. This is expected to greatly facilitate the subsequent
lossless coding.

The histogram of the color indices distribution on the given index image is
shown in Fig. 9 (a). And Fig. 9 (b) shows the histogram of the rank indices
distribution on the ranked image. As can be seen Fig. 9 (b), the histogram is
condensed in higher rank (ie. lower rank number), therefore this makes that we
can expect the higher efficiency in the compression ratio.

Fig. 10 displays “lena”, 512×512 with 256 colors. And Fig. 11 displays the
histogram of the original index image and the ranked image with top 10 bins. As
can be seen Fig. 10 and Fig. 11, the ranked image have more redundant ranks
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Fig. 9. Histogram comparison between original “party8” image (a) and ranked image
using ARIAC scheme (b)
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Fig. 10. The images of “lena”; (a) original index image; (b) ranked image by ARIAC
scheme

and the histogram is condensed in higher rank. It also can reduces the bit rate
than other lossless image compression scheme.

5 Conclusions

In this paper, we proposed a brand-new reindexing algorithms, RIAC and
ARIAC, to achieve a better compression without any loss on palette based color
images. The proposed algorithm calculates the index co-occurrence frequency
between the colors of two neighboring pixels in index image, then using this,
converts original index image into the ranked image with more redundancy of
information. The ranked image can be compressed efficiently using the arithmetic
encoder. In particular, ARIAC scheme dose not need to send CRM information
including the index rank information, additionally.
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Fig. 11. The histograms of “lena”; (a) original index image; (b) ranked image by
ARIAC scheme

From the simulations, it is verified that our proposed algorithm improved
compression ratio over GIF, AC and Zeng’s algorithm by 0.94 bpp, 3.06 bpp,
0.74 bpp, respectively. Especially ARIAC scheme reduces the bit rate by 13%
approximately, when compared to the RIAC scheme. This proposed preprocess-
ing method can be utilized and applied to storing of biomedical images requiring
losslessness and to fast transmission of images over low-bandwidth channel.
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Abstract. In front-view facial images, chin contour is a relative stable shape 
feature and can be widely used in face recognition. But it is hard to extract by 
conventional edge-detection methods due to the complexities of grayscale 
distribution in chin area. This paper presents an effective approach to chin 
contour extraction using the facial parts distributing rules and approved snake 
model. We first approximately localize a parabola as the initial contour 
according to prior statistical knowledge, then use approved active contour model 
to find the real chin contour through iteration. Experimental results show that by 
this algorithm we can extract the precise chin contour which preserves lots of 
details for face recognition. 

1   Introduction 

Face recognition is one of mankind’s best abilities. Being an area of both theoretical 
and practical interest, automatic face recognition has recently attracted a lot of 
attention, leading to many significant achievements [1]. In recent years, facial profile is 
widely used for face alignment, face normalization and face classification [2] in face 
recognition. Chin contour is the main part of facial profile and contains most shape 
information of facial contour. So chin contour has attracted a few researchers’ attention 
as a stable shape feature, and has been extracted in many different methods for face 
recognition. 

The main method to analyze chin contour is building geometric model to approach 
the boundary by dynamic curve fitting. Conventional chin model is parabola: single 
parabola approximation [3] and dual half parabola approximation [4]. This model is 
satisfying in curve approximation, but it loses numerous details of chin contour (only 
the curvature of parabola is useful information). Yu Dongliang [5] uses canny operator 
to extract chin contour with a lot of details, but that method needs manual work to 
position the start and the end point which limits its application. 

We often use edge-detect operators to extract the object boundary during image 
contour processing. But it doesn’t work well when the image grads have no obvious 
differentiation around the object boundary. The figure of contour lines of the image 
(Fig.1(2)) and its Sobel edge (Fig.1(3)) illustrate the grey of boundary often blends into 
the background. The points with bigger grads form the boundary of hair, eyes and other 
contours of strong edge with different grey, which do not include the interesting points 
of chin contour. Simple edge-detect operator can not extract the interesting chin 
contour, so we have to adopt other methods. 
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Fig. 1.   1) Source Image      (2) Contour Lines            (3) Sobel Image 

Besides the methods mentioned above, active contour model (snake) [6][7] is often 
used for extracting closed contours. Snake presents another way to solve the problem of 
edge detection which can converge to the optimal profile in theory. So improved snake 
method may satisfy our application. 

In this paper, an effective approach is proposed to extract chin contour for front-view 
gray scale Images. Firstly we locate the far eye’s corners automatically and normalize 
the face image; secondly get the Y-coordinates of facial parts using X-directional 
integral projection; at last extract the chin contour by approved active contour model 
with a fit initial contour. This approved snake converges to the real chin contour after a 
few times of iteration and reduces the complex calculation of conventional snake. The 
experimental results show the efficiency and accuracy of this method. 

The remainder of this paper is organized as the following. The method of facial parts 
position is described in Sec.2. The approved snake method, which is used for extracting 
the chin contour, is given in Sec.3. The last part is the experimental results and 
discussion. 

2   Facial Part Position 

2.1   Face Position and Normalization 

Before extracting chin contour, we need locate the interesting area of chin. The facial 
parts distribution satisfies the laws in ratio. Some positions of facial organs, such as 
eyes and mouth, may help us to find the interesting area of chin. So we can position the 
organs which are easily detected first, and then according to these information to locate 
probable chin area. 

Gu Hua [8] proposed an approach to locate the vital feature points on faces, 
including eye balls, eye’s corners, nose and so on. Here we use the method to locate the 
far eye’s corners. This approach locates face area by template matching. Then position 
the far eye’s corners by using SUSAN operator. Fig2(1) shows the facial area location 
result. The rectangle in the figure is the rough facial area and the two circles are the far 
eye’s corners.  
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Fig. 2.   (1) Face area            (2) Adjusted Image       (3) Normalized Image 

After getting the positions of far eye’s corners, we can rotate the face image through 
affine transform to let the Y-coordinates of far eye’s corners equal. Thus the 
mathematical model of chin contour may be simplified. Fig 2(2) shows the result of 
image rotating. In order to let the chin extraction be effective, the image is normalized 
by zooming in or zooming out and image cutting, and as the result the size of face 
image is 300*300 pixels with far eye’s corners position (75, 60) and (225, 60) 
respectively. The result of normalization is shown in Fig 2(3). 

2.2   Get Y-coordinate of the Lowest Point in Chin Contour 

As shown in Fig 3, in the normalized face images, the facial parts locate in a certain 
order. From top to down, there are eyebrows, eyes, nose, mouth and chin. So we can get 
the Y-coordinates of the facial parts by X-directional integral projection. 

Because of different illumination conditions, the projection curves of various images 
have minimum values of different amounts and different positions. These add the 
difficulty of detecting the positions of minimum values and getting the accurate 
 

 

Fig. 3. Facial X-directional projection and distances between facial parts 
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corresponding relations between minimum values and facial parts. We propose a better 
position method, including two stages. The first is getting all the minimal values on the 
projected curve. The second stage is finding out the corresponding relation between 
minimal values and Y-coordinates of facial parts. 

2.2.1   Find Minimal Values of X-directional Integral Projection Curve 
Fig.3 shows the X-directional integral projection curve. The minimal values of the 
curve is not very obvious and not easily to be detected. So we transform the curve to 
detect the minimal values. First filter the curve with a mean filter (Fig.4(1)); and then 
calculate its first derivative (Fig.4(2)) and second derivative. The peak values and the 
lowest values of the second derivative correspond to the minimal and maximal values 
of the projection curve respectively. Because we only concern the minimal values, we 
maintain the peak values of the second derivative, shown in Fig.4(3). Now we only 
need to detect the peak values of second derivative. Contrasting with the detection of 
minimal values of integral projection curve, the peaks of the second derivative are more 
shallow and high, and are easier to be detected. The small rectangles in Fig.4(4) are the 
detection results. This method can detect small minimal values with high accuracy. 

 

Fig. 4. (1) X-directional integral projection curve  (2) first derivative  (3) second derivative  (4) 
minimal values and position result 

2.2.2   Find the Y-coordinate of Chin 
On studying face images and X-directional integral project curve, we find out there are 
several probable minimal values, including eyebrow, eye, lower eyelid, nose, the upper 
lip, the under lip and chin. But not all the minimal values always exist in the curve of 
every face. When the illumination conditions change, some minimal values may 
disappear. For example, under blazing light, the minimal values of the lower eyelid and 
the under lip may disappear. If having on glasses with black rims, the minimal value of 
the glasses rims may be detected. How to acquire the accurate corresponding relation 
between the minimal values and the Y-coordinates of facial parts is another difficulty 
after detecting the minimal values of the projection curve. 
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Based on the positions of far eye’s corners, we could firstly consider that the minimal 
value closest to the Y-coordinate of far eye’s corner was the Y-coordinate of eyes, and 
the upper minimal value was the Y-coordinate of eyebrows; and the lower minimal 
value might be the Y-coordinate of nose or glasses rims. According to this method and 
our prior knowledge of faces, we could get the Y-coordinates of other facial parts. 
Because of the difference of faces and face images, this detection may be error. So if we 
merely search the minimum of chin, we may get the error result easily. In order to fit for 
these variations and reduce error, we use the distributing rules of facial parts. So we 
calculate the mean values and variance of the ratios of the distances between the 
Y-coordinate facial parts of 600 images. Table 1 and table 2 show the statistical results. 

Table 1. The mean values of the ratios of distances between facial parts to the distance between 
eyebrow and chin 

ratio mean value 
eyebrow-eye / eyebrow-chin 0.1517 

eyebrow-nose / eyebrow-chin 0.5010 

eyebrow-upper lip / eyebrow-chin 0.6887 

eyebrow-under lip / eyebrow-chin 0.8147 

eyebrow-chin / eyebrow-chin 1.000 

Table 2. The variances of the ratios of distances between facial parts to the distance between 
eyebrow and chin 

facial part eyes nose upper lip under lip chin 

eyebrow 0.0176 0.0220 0.0191 0.0186 0.0146 
eyes 0 0.0227 0.0186 0.0212 0.0160 
nose 0.0227 0 0.0163 0.0216 0.0284 

upper lip 0.0186 0.0163 0 0.0173 0.0273 
under lip 0.0212 0.0216 0.0173 0 0.0298 

According to these statistical results, we can find the best matching result of the 
minimal values to Y-coordinates of the facial parts. Here we use iteration to find out the 
best matching result with most matching points and least matching error. The result of 
the matching is shown in Fig.4(4). We test our method in our database with 637 face 
images and the result is shown in table 3. We can see that this method can position the 
Y-coordinates of facial parts with high accuracy. 

Table 3. The result of acquiring the Y-coordinates of facial parts (637 images) 

 eyebrow nose mouth chin total 

correct 634 634 633 626 625 

ratio 99.53% 99.53% 99.37% 98.27% 98.12% 
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3   Chin Contour Extraction 

3.1   Snake 

Active contour models are the energy-minimizing spline guided by internal constraint 
forces and influenced by external image forces that pull it toward features like lines and 
edges [6]. Let ))(),(()( sysxsv =  be the parametric description of the snake ( ]1,0[∈s ). 

The conventional energy function in the snake is defined as follows: 

)()()( vPvEvE s +=  (1) 
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The goal is to find the snake to minimize equation (1). 

3.2   Snake for Chin Contour Extraction 

As the boundary extracted by snake method is only determined by its energy function in 
theory, how to define the optimal energy function is the most important but difficult 
problem. Because of the abundant freedom of boundary searching, using snake model 
attains the optimal position through repetitious iteration and complex calculation. 

3.2.1   Energy Function 
For our application, we rewrite equation (1) into the following form. 
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When converges, equation (4) minimizes. N is the account of chin contour points to 

be extracted. )(iEc  is the continuous energy of the ith point. )(iEs  is the curvature 

energy of the ith point. )(iEi  is the image energy of the ith point. α β γ  are 

parameters. 
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In equation (5), meand  is the mean distance between the two adjoining points on 

chin contour. The distance between the adjoining points is more close to the mean 
distance, the energy is smaller. So this energy definition not only assures smoothness 
but also avoids cumulus. 

max

)1()1()(2)1()1()(2
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)(ig  in equation (6) is the Y-directional second derivative. 
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))(),(( iyix  is the coordinate of ith point. ))(),(( iyixI  is the gray level of ith 

point. l±  is the length of the scope of the points’ moving on one step and in our 

experimental 7=l . As the shade exists on the neck, the points in chin contours have 
the characteristic of big second derivative and small grey level. And the second 
derivative defined in equation (7) is a positive number. According to the thought, we 
design the image energy function showing in equation (8). 
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If the initial points are given, calculate maxcE , maxsE , maxiE  and meand , then find 

the point in the varying area which minimizes the energy function for each initial point. 

After doing this for each point one time, calculate maxcE , maxsE  maxiE  and meand  

over again. Continue this circulation until the time that all the coordinates of the points 
don’t change. Thus the points on the chin contour are acquired. 

3.2.2   Initial Contour 
In introduction, we describe that the shape of chin contour is similar to parabola, so we 
initiate the snake with one parabola as cbxaxy ++= 2 . Let the top left corner be the 

grid origin. We collect 100 chin contours and find 005.0=a . ),( chinchin yx is acquired 

in 2.2. So the initial points on chin contour are { }22575,|),( 2 ≤≤++= xcbxaxyyx , and 

cba ,, follows the equation (9). The initial contour is shown in Fig.5(2). 
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Fig. 5.     (1) source image                       (2) initial contour 

        

Fig. 6.   (1) points after once iteration             (2) points after convergence  

3.2.3   Iteration 
After getting initial points, the iteration is working under the rule of minimizing the 
energy function. During the iteration, the X-coordinates of chin dots are invariable, and 
the Y-coordinates are changing in the scope to find the best position. Here the scope is 
an experimental scope of [y-7, y+7] which assures finding the optimal point and 
avoiding divergence. Under these rules, the number of points in the snake is invariable. 
This method accords with the requirement of active contour model. 

After once iteration, the snake is closer to the real chin contour as shown in Fig.6(1). 
At last the snake converges accurately to the real chin contour shown in Fig.6(2). 
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4   Experimental Results and Conclusion 

Fig.7 shows the experimental results of the approach proposed in this paper. The black 
points are the points on chin contour. We can see that this approach is very efficient 
with high accuracy. 

This approved snake can be used for extracting unclosed edge with feasible algorithm 
description, solving the problem that snake often is applied for close profile. The initial 
contour is appropriate, so the approved snake can converge to the real chin contour after 
a few times of iteration. This approach reduces the computation complexity of snake, so 
the speed of extraction is very high. The experimental results show that the chin 
contours extracted through this method have a lot of details for face recognition. 

Although this method is approved for front-view face image, it is also applicable 
for faces with different poses. The result of this approach may be influenced by 
illumination conditions, so we can do illumination proportion in preprocessing. Our 
test set contains many gray level face images, but the method can be used for color 
images. 

 

Fig. 7. Samples of chin contour extraction 
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Abstract. In this paper, we propose a new face recognition method
under arbitrary lighting conditions, given only a single registered image
and training data under unknown illuminations. Our proposed method
is based on the exemplars which are synthesized from photometric stereo
images of training data and the linear combination of those exemplars
are used to represent the new face. We make experiments for verifying
our approach and compare it with two traditional approaches. As a re-
sult, higher recognition rates are reported in these experiments using the
illumination subset of Max-Planck Institute Face Database.

1 Introduction

Early works in illumination invariant face recognition focused on image represen-
tations that are mostly insensitive to changes under various lighting [1]. Various
images representations are compared by measuring distances on a controlled face
database. Edge map, second derivatives and 2D Gabor filters are examples of
the image representations used. However, these kind of approaches have some
drawbacks. First, the different image representations can be only extracted once
they overcome some degree of illumination variations. Second, features for the
person’s identity are weakened whereas the illumination-invariant features are
extracted.

The different approaches, called the photometric-stereo method, are based
on the low dimensionality of the image space [2]. The images of one object with
a Lambertian surface, taken from a fixed viewpoint and varying illuminations
lie in a linear subspace. We can classify the new probe image by checking to
see if it lies in the linear span of the registered gallery images. These gallery
images are composed of at least three images of the same person under different
illuminations. Since it recognizes the new image by checking that it is spanned
in a linear subspace of the multiple gallery images, it cannot handle the new
illuminated images of a different person.

To avoid the necessity of multiple gallery images, the bilinear analysis ap-
proach is proposed [3]. It applies SVD(Singular Value Decomposition) to a va-
riety of vision problems including identity and lighting. The main limitation of
� To whom all correspondence should be addressed.
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these bilinear analysis methods is that prior knowledge of the images, like the
lighting direction of training data are required.

Unlike the methods described above, Blanz and Vetter use 3D morphable
models of a human head [5]. The 3D model is created using a database collected
by Cyberware laser scans. Both geometry and texture are linearly spanned by
the training ensemble. This approach enables us to handle illumination, pose
and expression variations. But it requires the external 3D model and high com-
putational cost.

For illumination-robust face recognition, we have to solve the following prob-
lem : Given a single image of a face under the arbitrary illumination, how can
the same face under the different illumination be recognized? In this paper, we
propose a new approach for solving this problem based on the synthesized exem-
plars. The illuminated-exemplars are synthesized from photometric stereo images
of each object and the new probe image can be represented by a linear combina-
tion of these synthesized exemplars. The weight coefficients are estimated in this
representation and can be used as the illumination invariant identity signature.

For face recognition, our proposed method has several distinct advantages
over the previously proposed methods. First, the information regarding the light-
ing condition of training data is not required. We can synthesize the arbitrary
illuminated-exemplars from the photometric stereo images of training data. Sec-
ond, we can perform recognition with only one gallery image by using linear
analysis of exemplars in the same class. Third, the coefficients of exemplars are
the illumination invariant identity signature for face recognition, which results
in high recognition rates.

2 Background

We begin with a brief review of the photometric stereo method with Lambertian
lighting model and bilinear analysis of illuminated training images. We will ex-
plain what is the Lambertian reflectance and how it can be used in the pho-
tometric stereo images for face recognition [2]. We will also explain recognition
methods using the bilinear analysis of the training images [3],[4].

2.1 Photometric Stereo

We assume the face has the Lambertian surface, the illuminated image I can
represented by

I = ρNT L = T T L (1)

where n is the surface normal and ρ is the albedo, a material dependant coef-
ficient. The object-specific matrix, T includes albedo and surface normal infor-
mation of object. We have n images, (I1, I2, ..., In) of one object under varying
illumination. These images, called photometric stereo images, were observed at a
fixed pose and different lighting sources. Assuming that they are from the same
object a with single viewpoint and various illuminations, the following can be
expressed
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I =

⎛⎜⎜⎜⎝
I1
I2
...

In

⎞⎟⎟⎟⎠=

⎛⎜⎜⎜⎝
T T L1
T T L2

...
T T Ln

⎞⎟⎟⎟⎠= T T

⎛⎜⎜⎜⎝
L1
L2
...

Ln

⎞⎟⎟⎟⎠= T TL (2)

where I , the collection images {I1, I2, ..., In} of the same object under different
lighting condition, is the observation matrix. L = {L1, L2, ..., Ln} is the light
source matrix. If the lighting parameters are known, we can extract the surface
normal orientation for objects. To solve T , the least squares estimation of I using
SVD. We can classify a new probe image by computing the minimum distance
between the probe image and n-dimensional linear subspace. Photometric stereo
method requires at least 3 gallery images for one object. Multiple gallery images
are large restrictions for a real face recognition system.

2.2 Bilinear Models

Bilinear models offer a powerful framework for extracting the two-factor struc-
ture, identity and lighting. Bilinear analysis approaches had applied SVD to
a variety of vision problems including identity and lighting [3],[4]. For bilinear
analysis, training images of different objects under the same set of illuminations
are required. Theses approaches also assume the Lambertian surface and the im-
age space T T L, where both T and L vary. Let L1, L2, ..., Ln be a basis of linearly
independent vectors, L =

∑n
j=1 βjLj for some coefficients β = (β1, β2, ..., βn).

Let {T1, ..., Tm} be a basis for spanning all the possible products between albedo
and surface normal of the class of objects, thus T =

∑m
i=1 αiTi for some coeffi-

cients α = (α1, ..., αm). Let A = {A1, ..., Am} be the matrix whose columns are
the images of one object, i.e., Ak = αkTk

∑n
j=1 βjLj . Ak are n images of k-th

object and the column of Ak, Akj is the image of k-th object under j-th illumina-
tion. Therefore we can represent the new probe image H by linear combination
of {A1, ..., Am} with the bilinear coefficients, α and β.

H = ρHNT L = T T
HL = (

m∑
i=1

αkTk)(
n∑

j=1

βjLj) = αβA (3)

The bilinear problem in the m + 3 unknowns is finding α and β. Clearly, we
solve these unknowns, we can generate the image space of object H from any
desired illumination condition simply by keeping α fixed and varying β. But
these approaches require the same set of illuminations per object, so that we
have to know about the lighting condition of training data in advance.

3 Linear Analysis of the Synthesized Exemplars

We propose an illumination invariant face recognition method based on the syn-
thesized exemplars. We synthesize the illuminated-exemplars from photometric
stereo images and represent a new probe image by linear combination of those
exemplars.
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The procedure has two phases: training and testing. Images in the database
are separated into two groups for either training or testing. In the training pro-
cedure, we construct the training data to consist of at least three illuminated
images per object. However we do not know the lighting conditions of train-
ing data and the training data can be constructed using different objects and
different sets of illuminations unlike bilinear analysis method.

In our experiments, we construct the train matrix as m people under n dif-
ferent illuminated images. This is followed by computing the orthogonal basis
images by the PCA for inverting the observation matrix per person. The or-
thogonal basis images of one person are used to synthesize the exemplars. We
can then reconstruct a novel illuminated image using these basis images of the
same face. In the testing procedure, we synthesize the exemplars under the same
illumination as the input image. The lighting conditions of these m synthesized
exemplars and input images are same. The input image can be represented by
the linear combination of the exemplars, the weight coefficients are used as those
signature identities for face recognition. In the registration, those gallery images
are already saved for the recognition, we find the facial image that has the nearest
coefficient by computing the correlation.

3.1 Synthesis of the Exemplars

We assume that the face has a Lambertian surface and the light source, whose
locations are not precisely known, emits light equally in all directions from a
single point. Then, an image I is represented by T T L as shown Eq. 1 and the
matrix I that made n images can be represented by T TL as shown Eq. 2. The
photometric stereo images are from the same object, we can assume that they
have the same object-specific matrix T and different illumination vector L. If the
light source matrix L is non-singular(|L| �= 0) and {L1, L2, ..., Ln} are linearly
independent, the matrix L is invertible and then T can be expressed by the
product of matrix I and the pseudo-inverse of L, L+.

T = IL+ (4)

The light source matrix L can be invertible when {L1, L2, ..., Ln} are linearly
independent of each other. To make the images independent from each other,
we transform the photometric stereo images into the orthogonal basis images,
{B1, B2, ..., Bn−1}, by principal component analysis (PCA). By applying PCA to
photometric stereo images, we can express a new illuminated image of the same
object using the orthogonal basis images by changing the coefficients α and
the orthogonal basis images can be obtained in off-line training. Our method for
synthesizing the image, called ‘exemplar ’, proposes that we use the input image
as a reference. Since photometric stereo images have the same object-specific
matrix and the input image is used as a reference, the synthesized exemplar’s
lighting condition is similar to that of input image. The input image H can be
represented using a linear combination of orthogonal basis images.

H = B̄ + α B (5)
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Fig. 1. Example of the synthesized exemplars

where B̄ represents the mean of orthogonal basis images per object and α ∈
�n−1. We can find the coefficient α as follows. The columns of matrix are or-
thogonal to each other, the transpose is the inverse and we can now easily find
the coefficient vector α ∗ by transpose instead inverse.

α ∗ = B−1(H − B̄) = BT (H − B̄) (6)

In the photometric stereo images, we choose three images of random lighting
directions, {Ĩ1, Ĩ2, Ĩ3} and we transform those images into the orthogonal co-
ordinate system by PCA by eigenvectors {B̃1, B̃2}. Where ¯̃B is the mean of
{B̃1, B̃2} and α̃ ∗ = {α̃1, α̃2} is the coefficient for synthesizing the exemplar Ẽ,
an exemplar using three images is as follows.

Ẽ = ¯̃B +
2∑

j=1

α̃jB̃j = ¯̃B + α̃ ∗B̃ (7)

Fig. 1 shows examples of the synthesized exemplars from the training data. We
choose three images under random illumination of each person and those chosen
images for each person are different set. The top row represents three different
illuminated images of the same person from the training data. The middle row
shows examples of the synthesized exemplars using the images from the top row.
While bottom row shows examples of the different illuminated input images.
Each synthesized exemplar image (middle row) references the illumination of
input image found directly below it. As shown, the synthesized exemplars have
very similar lighting conditions to that of the input image. One exemplar image is
synthesized per object, so there are m exemplar images under the same lighting
condition of the input image where the training data is collected by the images
of m objects.

3.2 Linear Combination of Synthesized Exemplars

In the previous section, we described that how the exemplar is synthesized. Using
both the photometric stereo images and input image as illumination reference,
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m exemplars are synthesized per person. The exemplar Ẽk of k-th person can
be represent as

Ẽk = ¯̃Bk +
2∑

j=1

α̃kj B̃kj = ¯̃Bk + α̃ ∗
k B̃k (8)

where ¯̃B is the mean of orthogonal basis images {B̃1, B̃2} from three photomet-
ric stereo images, {Ĩk1 , Ĩk2 , Ĩk3}. The column of Ik, Iki is the image under i-th
illumination of k-th person. The input image is represented well by the linear
combination of the exemplars. At this time, the linear coefficients are estimated
from the exemplars under the same illumination. That means, the coefficients
depend on the m exemplars but not on the lighting conditions. Because the ex-
emplars are for the object class only, the coefficients provide a signature identity
that is invariant to illumination. The coefficient vector f is computed by the
following equation.

H =
m∑

k=1

fkẼk = fẼ (9)

where f = {f1, f2, ..., fm} is the coefficient vector from the m exemplars and
used for recognition. fk is the weight coefficient for the k-th exemplar object.
Ẽ = {Ẽ1, Ẽ2, ..., Ẽm} is the matrix of the synthesized exemplars. The problem
is to choose f so as to minimize the cost function, C(f). We define the cost
function as the sum of square errors which measures the difference between
the input image and the linear sum of the exemplars. We can find the optimal
coefficient f , which minimizes the cost function, C(f).

f ∗ = arg min
f
C(f) (10)

with the cost function,

C(f ) =
d∑

i=1

(H(xi)−
m∑

k=1

fkẼk(xi))2 (11)

To represent the input image H using exemplars, we have to find f by the
equation of H = Ẽ f , where Ẽ = {Ẽ1, Ẽ2, ..., Ẽm}. The least square solution
satisfies ẼT H = ẼT Ẽf . If the columns of Ẽ are linearly independent, then ẼT Ẽ
is non-singular and has an inverse.

f ∗ = (ẼT Ẽ)−1ẼT H (12)

We can express the input image H using the computed f ∗ on the assumption
that the columns of matrix Ẽ are linearly independent. If they are not indepen-
dent, the solution f ∗ will not be unique, in this case, the solution can be solved
by the pseudo-inverse of Ẽ, Ẽ+. But, that is unlikely to the happen for proposed



Robust Face Recognition Across Lighting Variations 219

(a) (b) (c) Synthesized Exemplars

Input Result Exemplar 1 Exemplar 2 Exemplar 3 Exemplar 4 Exemplar m. . .

. . .

. . .

. . .

Fig. 2. Example of the reconstructed input images

method. The reconstructed image HR of the input image H is represented as
follows.

HR =
m∑

k=1

f ∗
k Ẽk = f ∗Ẽ (13)

By using Eq.(13), we can get the optimal weight coefficient vector to represent
the input image. To verify the coefficients as the signature identity, we recon-
struct the input image using the computed coefficients. Fig. 2 shows the example
of reconstructed images using coefficients f ∗. In this figure, (a) shows the input
image under the arbitrary lighting condition, (b) shows the reconstructed images
using the linear combination of exemplars and (c) is the synthesized exemplars
with the input image as illumination reference.

3.3 Recognition

In this section, we describe what kind of signature is used for recognizing the face.
We use the linear coefficients of the synthesized exemplars for face recognition.
When the gallery or probe image is taken, we synthesize exemplars from the
photometric stereo images with each gallery or probe image. We analyze the
input image, gallery and probe image, by the synthesized exemplars. We can
then obtain the linear coefficients of both the gallery image and probe image,
those coefficients are used the signatures for face recognition. Suppose that a
gallery image G has its signature f ∗

g and a probe image P has its signature f ∗
p .

f ∗
g = (ẼT

g Ẽg)−1ẼT
g G, f ∗

p = (ẼT
p Ẽp)−1ẼT

pP, (14)

where Ẽg and Ẽp are the matrices of synthesized exemplars using G and P as
illumination reference image. The normalized correlation between a gallery and
probe image is



220 S.-W. Lee, S.-H. Moon, and S.-W. Lee

corr(G, P ) =
Cov(f ∗

g , f ∗
p )

sd(f ∗
g )sd(f ∗

p )
(15)

where sd(a) is the standard deviation of a and Cov(a, b) means the covariance
of a and b.

4 Experiments

We have conducted a number of experiments with our approach using the MPI
(Max-Planck Institute) Face Database [5]. In these experiments, we compared
the proposed method with ‘Eigenface/WO3 [7]’ and ‘Bilinear analysis’ [3] method.
To solve the illumination problem, this method is applied without three princi-
pal components, the most influential factor in degradation of performance. We
also implemented the bilinear analysis method for comparison.

4.1 Face Database

The MPI Face Database is used to demonstrate our proposed approach. We
use 200 two-dimensional images of Caucasian faces that were rendered from
a database of three-dimensional head models recorded with a laser scanner
(CyberwareTM ) [6]. The images were rendered from a viewpoint 120cm in front
of each face with ambient light only. For training, we use the images of 100
people. We use 25 face images in different illumination conditions, from −60◦ to
+60◦ in the yaw axis and from −60◦ to +60◦ in the pitch axis, per person.

4.2 Experimental Results and Analysis

We present the recognition results when the images of training and testing sets
are taken from the same database. We have conducted two experiments by chang-
ing the lighting directions of the gallery and probe set.

Gallery set of fixed direction and probe set of all lighting directions:
Graph in Fig. 3 shows the position configuration of the lights and the recognition
rates for the fixed gallery set of lighting conditions(100 images) with the probe
sets of varying lighting conditions (100 images under each illumination). We
use the gallery set under the first lighting condition, L11 and the probe sets
under the other 24 lighting conditions, from L12 to L55 in the testing set. In
this experiment, we obtain good recognition results although the illumination
changes are rapidly. As shown Fig. 3, when the distance between the light sources
of the gallery and probe sets are small, the recognition performance is high,
conversely when the distance between the two are large, the recognition results
are of lower quality, especially when using the eigenface/WO3 and the bilinear
methods. The bilinear analysis method allows higher recognition rates than the
eigenface/WO3 method, though neither method results in as high a performance
as our proposed method.
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Fig. 3. Recognition rates for all the probe sets with a fixed gallery set

Gallery set and probe set of varying lighting directions: The next ex-
periment is designed for the gallery and probe sets both under different lighting
conditions. Table 1 represents the comparison results between our approach and
bilinear analysis approach for the gallery and probe sets under the different di-
rections of lighting, {L11, L22, L33, L44, L55}. P means the probe sets and G
means the gallery sets. The right number is for bilinear analysis approach and
the left one for our approach. The average rates obtained by bilinear analysis
are 88.9%, while our approach outperforms it at an average of 95.1%.

Table 1. Recognition rates comparison

G \ P L11 L22 L33 L44 L55 Avg.
L11 - 100/100 99/100 92/73 81/68 94.4/88.2
L22 100/100 - 100/100 100/79 86/51 97.2/86.0
L33 99/100 100/100 - 100/100 99/100 99.6/100.0
L44 85/77 99/87 100/100 - 100/100 96.8/92.8
L55 63/43 79/47 95/97 100/100 - 87.4/77.4
Avg. 89.4/84.0 95.6/86.8 98.8/99.4 98.4/90.4 93.2/71.0 95.1/88.9

5 Conclusions and Future Work

We have addressed a new approach for illumination invariant face recognition.
The idea here is to synthesize exemplars using photometric stereo images and
apply them to represent the new input image under the arbitrary illumination,
while only one input image and one registered image per person are required for
recognition. The weight coefficients are used as the signature identity, so that
a new image can be represented as a linear combination of a small number of
exemplars of training data. Experimental results on various face images have
shown a good performance when compared with the previous approaches and
our approach also shows a stable recognition performance even under the large
changes of illumination. In the future, we need to make more experiments with
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the other face database. Furthermore, it can become particularly difficult when
illumination is coupled with pose variation. Because there are the extreme light-
ing changes which are caused by pose variation, we are also trying to treat not
only lighting changes but also pose changes.
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Abstract. We present a technique for low-dimensional representation
of facial images that achieve graceful degradation of recognition per-
formance. We have observed that if data is well-clustered into classes,
features extracted from a topologically continuous transformation of the
data are appropriate for recognition when low-dimensional features are to
be used. Based on this idea, our technique is composed of two consecutive
transformations of the input data. The first transformation is concerned
with best separation of the input data into classes and the second fo-
cuses on the transformation that the distance relationship between data
points before and after the transformation is kept as closely as possible.
We employ FLD (Linear Discriminant Analysis) for the first transfor-
mation, and classical MDS (Multi-Dimensional Scaling) for the second
transformation. We also present a nonlinear extension of the MDS by
‘kernel trick’. We have evaluated the recognition performance of our algo-
rithms: FLD combined with MDS and FLD combined with kernel MDS.
Experimental results using FERET facial image database show that the
recognition performances degrade gracefully when low-dimensional fea-
tures are used.

1 Introduction

This research presents a technique for low-dimensional data representation of
which the recognition performance degrades gracefully. The technique reduces
dimension of high-dimensional input data as much as possible, while preserv-
ing the information necessary for the pattern classification. The algorithms like
PCA (Principal Components Analysis) [1][2], FLD (Fishers Linear Discrimi-
nant) [3][4] and ICA (Independent Components Analysis) [5][6] can be used
for reduction of the dimension of the input data but are not appropriate for
low-dimensional representation of high dimensional data because their recogni-
tion performance degrade significantly. For low-dimensional data representation,
SOFM (Self-Organizing Feature Map) [7], PP (Projection Pursuit) [8] and MDS
(Multi-Dimensional Scaling) [9] are proposed. These techniques suitable for data
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representation in low-dimensions, usually two or three dimensions. They try to
represent the data points in a such way that the distances between points in
low-dimensional space correspond to the dissimilarities between points in the
original high dimensional space. However, these techniques do not yield high
recognition rates mainly because they do not consider class specific information.
Our idea is that these methods incorporated with class specific information can
provide high recognition rates.

We have found that if data is well-clustered into classes, features extracted
from a topologically continuous transformation of the data are appropriate for
recognition when extremely low-dimensional features are to be used. Based on
this idea, we first apply a transformation to the input data to achieve the most
separation of classes, and then apply another transformation to maintain the
topological continuity of the data that the first transformation produces. By
Topological continuity [7], we mean that the distribution of data before and
after dimensional reduction is similar in the sense that the distance relationship
between data points is maintained.

To experimentally prove our claim, we have proposed a technique for ex-
tremely low-dimensional representation of data with graceful degradation of
recognition performance. It is composed of two consecutive transformations of
the input data. The first transformation is concerned with best separation of
the input data into classes and the second focuses on the transformation in the
sense that the distance relationship between data points is kept. The technique
employs FLD and MDS for the transformations. MDS preserves the distance
relationship before and after the data is transformed as closely as possible. This
way, it is possible to represent data in low-dimensions without serious degrada-
tion of recognition performance. We have extended the classical (linear) MDS to
a nonlinear version using ‘kernel trick’ [10]. The kernel MDS also preserves the
distance relationship within nonlinear transformations.

The following section gives a brief overview of the feature extraction and
dimensional reduction methods that have preciously been used for object recog-
nition. In section 3, we describe the proposed FLD combined with MDS and the
FLD combined with kernel MDS, respectively. (Let us call them ‘FLD+MDS’
and ‘FLD+KMDS’, respectively.) We report the experimental results on the
recognition performance of FLD+MDS and FLD+KMDS in section 4.

2 Dimensional Reduction and Topological Continuity

There have been reported many algorithms for dimensional reduction and fea-
ture extraction. One group of dimensional reduction methods can be referred
to as topology-preserving mapping and another group as well-clustered mapping.
Among the former group are SOFM, MDS and GTM (Generative Topographic
Mapping) [11] and these methods are used mainly for data visualization or data
compression. FLD and Kernel FLD [12] are examples of the latter group and are
mostly used for pattern classification [13].
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We can achieve very low-dimensional data representation with graceful degra-
dation of performance by using a topology-preserving map when the data is well
clustered into classes. However, the typical facial image data in real environments
do not have well-clustered distribution and it is not guaranteed to achieve high
classification performance by a topology-preserving map although we can get a
low-dimensional data set. Accordingly, we have to focus more on the discriminant
power rather than dimensional reduction in the case.

3 Our Methods for Low-Dimensional Data
Representation

3.1 Two-Stage Dimensional Reduction

We present two methods for extremely low-dimensional data representation by
applying two different transformations in a row. The first stage is only concerned
with best separation of classes. Once the data is rendered well-separated into
classes by the first stage transformation, the second stage transformation only
focuses on preservation of topological continuity before and after the transfor-
mation of the data. As previously described, the idea is based on the fact that if
data is well-clustered into classes, features extracted from a topologically contin-
uous transformation of the data are appropriate for recognition when extremely
low-dimensional features are to be used.

3.2 Method I: FLD+MDS

FLD. Let xk ∈ R
N , k = 1, · · · , M be a set of training data. FLD produces a

linear discriminant function f(x) = WTx which maps the input data onto the
classification space. We have employed FLD (Fisher’s linear discriminant) as an
instance of FLD techniques. FLD finds a matrix W that maximizes

J(W) =
|WTSbW|
|WTSwW| (1)

where Sb and Sw are between- and within-class scatter matrices, respectively. W
is computed by maximizing J(W). That is, we find a subspace where, for the
data projected onto the subspace, between-class variance is maximized while
minimizing within-class variance. As a result of the first transformation, we
obtain z = WT x.

After the stage of FLD, the next stage maps z onto a low-dimensional feature
space f = G(z) by MDS.

Classical MDS. Let us xk ∈ R
N , k = 1, · · · , M be a set of observations and D

be a dissimilarity matrix. Classical MDS is an algebraic method to find a set of
points in low-dimensional space so that the dissimilarity are well-approximated
by the interpoint distances.
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In summary, the inner product matrix of raw data B = XTX can be com-
puted by B = − 1

2HDH, where X is the data matrix X = [x1, · · · ,xM ] ∈ R
N×M

and H is a centering matrix H = I− 1
M1T1. B is real, symmetric and positive

semi-definite. Let the eigendecomposition of B be B = VΛVT, where Λ is a di-
agonal matrix and V is a matrix whose columns are the eigenvectors of B. The
matrix X̂ for low-dimensional feature vectors can be obtained as X̂ = Λ1/2

k VT
k

where Λ1/2
k is a diagonal matrix of k largest eigenvalues and Vk is its corre-

sponding eigenvectors matrix. Thus, we can compute a set of feature vectors, X̂,
for a low-dimensional representation. See [14] for a detailed description.

Mapping onto an MDS Subspace via PCA. We could not map new input
vectors to features by using the classical MDS because the map is not explicitly
defined in the classical MDS. We used a method that achieves mapping onto
an MDS subspace via PCA based on the relationship between MDS and PCA.
Let YMDS be a set of feature vectors in an MDS subspace and YPCA be a set
of feature vectors in a PCA subspace. Let ΛMDS denotes the digonal matrix of
eigenvalues of inner product matrix B. Then, the relationship between PCA and
MDS is

YPCA = ΛMDS
1/2YMDS. (2)

The derivation of equation (2) is described in the following. For centered data,
the covariance matrix is Σ = E{XXT} = 1

M XXT. PCA is concerned with the
eigendecomposition of the covariance matrix as follows;

ΣVPCA =
1
M

XXTVPCA = VPCAΛPCA. (3)

MDS is concerned with the eigendecomposition of the inner product matrix
B = XTX as follows;

BVMDS = XTXVMDS = VMDSΛMDS. (4)

Using equations (3) and (4), we have

XXT(XVMDS) = (XVMDS)ΛMDS (5)

and VPCA = XVMDS, where ΛPCA � ΛMDS. The feature vector set of PCA
subspace is

YPCA = Λ
1
2
MDSYMDS. (6)

Note that, whereas the classical MDS computes inner product matrix B
from the given dissimilarity matrix D without using input patterns X, in this
dimensional reduction problem for pattern recognition, we can obtain B directly
from the input patterns X. (Let us call that ‘projective classical MDS’.) For the
purpose of low-dimensional feature extraction, we need to compute projections
onto FLD and MDS subspaces. Let p be an input pattern, then the feature
vector in FLD+MDS space becomes

fFLD+MDS = (Λ−1/2
PCA)WT

PCAWT
FLD p. (7)
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3.3 Method II: FLD+KMDS

The FLD+MDS method finds feature vectors by a linear transformation in order
to extract low-dimensional representation. The linear method is very simple and
fast because we need a matrix computation only. Moreover, linear model is rather
robust against noise and most likely will not overfit. However, linear methods are
often too limited for real-world data. In order to consider non-linear extension
of the FLD+MDS method, we focus on the MDS because the transformation
concerns dimensional reduction and it may contain some distortion due to low
dimensional reduction. We have extended the classical (linear) MDS to a nonlin-
ear version using ‘kernel trick’ [10] and developed a two-stages low-dimensional
feature extraction based on the nonlinear extension.

Kernel PCA. Recently kernel based nonlinear analysis has more been investi-
gated in pattern recognition. The kernel trick can efficiently construct nonlinear
relations of the input data in an implicit feature space obtained by nonlinear ker-
nel mapping. The method only depends on inner products in the feature space
but does not need to compute the feature space explicitly. Kernel PCA combines
the kernel trick with PCA to find nonlinear principal components in the feature
space. The kernel trick is used firstly to project the input data into an implicit
space called feature space by nonlinear kernel mapping, then PCA is empolyed
to this feature space, thus a nonlinear principal components can be yielded in
the input data[10][15].

Let xk, k = 1, · · · , M,xk ∈ RN be centered samples and Φ be a non-linear
mapping to some feature space F , Φ : RN → F . In order to perform PCA in
high-dimensional feature space, we have to compute eigenvectors and eigenvalues
of the covariance matrix C in the feature space. The covariance matrix in feature
space is defined as follows;

C ≡ 1
M

M∑
j=1

Φ(xj)Φ(xj)
T (8)

where Φ(xj)
T denotes the transpose of Φ(xj). We cannot compute directly in

the case when F is very high dimensional. The eigenvectors can be represented
the span of the training data, and this leads to a dual eigenvalue problem for the
solution [10]. To extract nonlinear features from a test point, we compute the
dot product between Φ(x) and the nth normalized eigenvector in feature space,

< vk,Φ(x) >=
M∑
i=1

αk
i (Φ(xi) · (Φ(x)). (9)

A Kernel MDS. We present a kernel MDS algorithm that combines the kernel
trick with classical MDS. In this algorithm, we simply modified the kernel PCA
algorithm in order to extend the classical MDS. The kernel MDS performs ‘pro-
jective classical MDS’ in a nonlinear feature space as follows. The relationship
between classical MDS and PCA is



228 J. Choi and J. Yi

yMDS = D−1/2VT
PCAx (10)

where yMDS and yPCA are denote features projected onto MDS subspace and
PCA subspace, respectively. D and VPCA represent a squared eigenvalue matrix
and eigenvector matrix of PCA, respectively. Based on the relationship, we can
replace the eigenvectors, αj , of kernel PCA by scaled eigenvectors βj = 1√

λj

αj

using corresponding eigenvalues. We compute a feature vector in a nonlinear
MDS subspace by a simple modification as follows;

< vk,Φ(x) >=
M∑
i=1

βk
i (Φ(xi) · (Φ(x)). (11)

Feature Extraction Using FLD+KMDS. For the purpose of low-dimensional
feature extraction, we need to compute projections onto FLD and MDS sub-
spaces. Let p be an input pattern, then the feature vector in FLD+KMDS space
becomes

fFLD+kMDS = < vk,Φ(WT
FLDWT

PCA p) >

=
M∑
i=1

βk
i (Φ(xi) ·Φ(WT

FLD p)). (12)

The kernel MDS shares some advantages with kernel PCA. While most other
MDS solutions need a iterative optimization of a stress function, the advantage
of the proposed method is that it is computed from an eigenproblem. On the
contrary, we need more computatinal time than the linear case.

4 Experimental Results

We have evaluated the recognition performance of the proposed FLD+MDS
and FLD+KMDS methods as follows. We have compared the recognition per-
formance of PCA [2], FLD [4] and the proposed FLD+MDS and FLD+KMDS
methods using a part of FERET database [16].

4.1 FERET Database and Experimental Method

The FERET Database is a set of facial images collected by NIST from 1993 to
1997. For preprocessing, we closely cropped all images in the database which
include internal facial structures such as the eyebrow, eyes, nose, mouth and
chin. The cropped images do not contain the facial contours. Each face image is
downsampled to 50x50 to reduce the computational complexity and histogram
equalization is applied.

The whole set of images, U, used in the experiment, consists of three subsets
named ‘ba’, ‘bj’ and ‘bk’. Basically, the whole set U contains images of 200
persons and each person in the U has three different images within the ‘ba’,
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‘bj’ and ‘bk’ sets. The ‘ba’ set is a subset of ‘fa’ which has images with normal
frontal facial expression. The ‘bj’ set is a subset of ‘fb’. The images of ‘fb’ have
some other frontal facial expressions. The ‘ba’ and ‘bj’ set contain 200 images of
200 persons, respectively. The ‘bk’ set is equal to the ‘fc’ of which images were
taken with different cameras and under different lighting conditions. The ‘bk’
set contains 194 images of 194 persons.

For the experiment, we have divided the whole set U into training set (T),
gallery set (G) and probe set (P). In order to get an unbiased result of perfor-
mance evaluation, no one within the training set (T) is included in the gallery
and the probe sets. i.e. T ∩ {G ∪ P} = ∅. The experiment consists of two sub-
experiments; The first experiment is concerned with evaluation regarding normal
facial expression changes. We use the ‘ba’ set as the gallery and the ‘bj’ set as
the probe. The second experiment is to evaluate the performance under illumi-
nation changes. We have assigned the ‘ba’ set to the gallery and the ‘bk’ set
to the probe. In addition, we randomly selected 50% of the whole set in each
sub-experiment in order to reduce the influence of a particular training set be-
cause a facial recognition algorithm based on statistical learning depends on the
selection of training images. Thus, a training set contains 100 persons in each
sub-experiment.

We have compared the recognition performance of our FLD+MDS with that
of FLD. In each algorithm, we have computed a linear transformation matrix that
contains a set of basis vectors for a subspace using the training set, and then have
transformed the entire patterns in the gallery set into feature vectors. For the
test, each input pattern in the probe set was transformed into its corresponding
feature vector. We used a nearest neighbor classifier for recognition.

4.2 Results

FLD+MDS. As shown in Figure 1, FLD+MDS method performs better than
the others in the case of low-dimensional representation. The experimental re-
sults show that low-dimensional data representation with graceful degradation
of recognition performance can be achieved by using an inter-distance preserving
transformation after the input data is rendered well clustered into classes. The
recognition rate for a given number of features in these figures was obtained by
averaging thirty experiments.

Figure 1 shows the recognition rates of FLD+MDS for three different distance
measures, L1, L2 and cosine. We can see that there is no significant performance
difference between the three distance measures.

FLD+KMDS. Figure 2 shows the recognition rate as a function of the num-
ber of dimensions for standard PCA, FLD and the proposed FLD+KMDS
method, averaged across 30 test sets in ‘babj’ and ’babk’. We used the L2
distance metric for comparison. In this comparison, We used kernel MDS at
degree d=2 of the polynomial kernel. From this results, it can be found that
the proposed FLD+MDS method outperforms the others when represented in a
low-dimensional space.
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Fig. 1. Comparison of recognition rates: (a) and (b) represent recognition rates for
‘ba’-‘bj’ set and ‘ba’-‘bk’ set, respectively. (c) and (d) represent recognition rates for
various distance measures in the case of ‘ba’-‘bj’ set and ‘ba’-‘bk’ set, respectively.
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Fig. 2. Comparison of PCA, FLD, and FLD+KMDS algorithms: (a) and (b) represent
recognition rates for ‘ba’-‘bj’ set and ‘ba’-‘bk’ set, respectively

The experiments in this FLD+KMDS are performed with the polynomial
(k(x,x′) = 〈x,x′〉2), Gaussian RBF (k(x,x′) = exp(−‖x− x′‖2/(1.0 × 107))),
and sigmoid kernels (k(x,x′) = tanh(〈x,x′〉/109+0.005)), and the FLD+KMDS
method is compared with standard PCA and FLD. Figure 3 shows the recogni-
tion rates for three kernel functions in ‘babj’ and ‘babk’, respectively. We can
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Fig. 3. Comparison of ploynomial (d=2), RBF, and Sigmoid kernel functions: (a) and
(b) represent recognition rates for ‘ba’-‘bj’ set and ‘ba’-‘bk’ set, respectively

see that there is no significant performance difference between the sigmoid ker-
nel and the polynomial kernel, and these two kernel functions outperform the
Gaussian RBF kernel function.

5 Conclusion

This research presents a technique for low dimensional reduction of facial data
that does not give significant degradation of the recognition rate. The FLD+MDS
and FLD+KMDS methods outperform FLD method when represented in a low-
dimensional space. These results experimentally prove that if data is tightly
clustered and well separated into classes, a few features extracted from a topo-
logical continuous mapping of the data are appropriate low dimensional features
for recognition without significant degradation of recognition performance.

Our methods are practically useful for face recognition, especially when facial
feature data need to be stored in low capacity storing devices such as bar codes
and smart cards. It is also readily applicable to real-time face recognition in the
case of a large database. While representation of face images is the focus of this
paper, the algorithm is sufficiently general to be applicable to a large variety of
object recognition tasks.
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Abstract. This paper proposes a new method of extracting and track-
ing a nonrigid object moving while allowing camera movement. For ob-
ject extraction we first detect an object using watershed segmentation
technique and then extract its contour points by approximating the
boundary using the idea of feature point weighting. For object track-
ing we take the contour to estimate its motion in the next frame by the
maximum likelihood method. The position of the object is estimated us-
ing a probabilistic Hausdorff measurement while the shape variation is
modelled using a modified active contour model. The proposed method is
highly tolerant to occlusion. Because the tracking result is stable unless
an object is fully occluded during tracking, the proposed method can be
applied to various applications.

1 Introduction

Thanks to the recent surge of interest in computer based video surveillance,
video-based multimedia service and interactive broadcasting, the problem of
tracking objects in video has attracted a lot of researchers around the world.
Object tracking is so basic and in high demand that it is an indispensable compo-
nent in many applications including robot vision, video surveillance, object based
compression, etc. The problem of object tracking can be divided into two sub-
problems, extraction of a target object and tracking it over time. In general even
those subtasks are not easy because of cluttered backgrounds and frequent occlu-
sions. However, we can readily find a large number of studies on diverse methods
using a variety of features such as color, edge, optical flow, and contour [1].

A target object under tracking involves motion, which we classify into three
types; in the increasing difficulty of analysis, they are (1) object motion with a
static camera, (2) camera motion over a static scene/object, and (3) simultaneous
movement of camera and objects. To speak in terms of applications, the first type
of motion has been heavily studied by the students in video surveillance, while
the second type has been a prime target of analysis in video compression. The
last type of hybrid motion, though more involved, has been an important topic
in object based services, object based video compression, and interactive video.
� To whom all correspondence should be addressed.
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This paper discusses an efficient method of extracting the contours of and
tracking an interesting object in video from a non-static camera. First, object
extraction steps estimate the rough contour of an object, and then locate and
delineate the exact contour. Since the initial contour estimation starts from a
given seed or a rough estimate, it is desired to make the initial error as small
as possible. For this, we have developed a modified watershed algorithm based
on Gaussian weighted edges. The resulting contour is then used to estimate the
motion vectors and locate the objects in the succeeding frames. In the object
tracking step, there are two subtasks, global motion estimation using the Haus-
dorff matching method and local deformation analysis using the modified active
contour model.

The overall procedure is illustrated in Figure 1.

Fig. 1. The block diagram of the proposed method

2 Proposed Contour Extraction and Motion Tracking

2.1 Object Extraction with Watershed Algorithm

The watershed transform is a well-known method of choice for image segmen-
tation in the field of mathematical morphology. The watershed transform can
be classified as a region based segmentation approach. To date a number of al-
gorithms have been developed to compute watershed transforms. They can be
divided into two classes, one based on the specification of a recursive algorithm
by Vincent and Soille[2], and the other based on distance functions by Meyer[4].
The details of the watershed algorithm of this paper are based on the works
developed by Nguyen[3], and Vincent and Soille[2].
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Fig. 2. Watershed segmentation process steps, (a) an input image and selected feature
points (b) an edge image (c) initial small regions (d) merged region (e) segmented
result (f) extracted object

Initial Watershed Segmentation. An important idea of the proposed method
has a Gaussian weight to the initial feature points of an interesting object. This
helps removing the need for selecting all detailed feature points of an object.
Let X = (X1, ..., Xn) be an ordered sequence of feature points Xi = [xi, yi]t,
i = 1, ..., n. And let us denote the magnitude of the displacement from the origin
to X be m(X), and the Gaussian weight for the feature point X as G(X).
Then the weighted magnitude of the displacement vector to X for the watershed
segmentation is given by

Mnew(Xi) = G(Xi) ∗M(Xi)

G(X) = 1√
2πσ

e−
x2+y2

2σ2 (1)

where ∗ denotes 2D convolution operation. The watershed algorithm proceeds
according to Equation 1 with a sequence of weighted feature points. The water-
shed segmentation algorithm is a region based technique. The result is a set of
image regions dividing the input image.

Figure 2 illustrates the overall object extraction process, in which a numerous
fragmental regions are produced and then merged into a single complete contour.
In the region merging step, we simply merge the regions one by one until we’re
left with only two regions, foreground and background.

2.2 Contour Tracking of the Interesting Object

An object in an image is defined by a contour. A contour is sufficient for our
task. The proposed tracking method takes the contour generated in preceding
step to analyze the object contour’s motion. The motion estimate is based on
probabilistic Hausdorff distance measurement between the previous contour and
all possible candidate regions.
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Fig. 3. Multi-level canny edge, (a) an input frame (b) the 1st level edge (c) the 2nd
level edge (d) the 3rd level edge

Global Motion Tracking with Hausdorff Distance. For the candidate
feature set in the next frame, we use the feature map which is calculated by
multi-level canny edge detector.

These level edge maps are used to calculate the Hausdorff distance, then each
level has the different weight. If we use three level edge maps, the real distance
can be calculated by the following Equation 2

HD = HL1(M, R) ∗ ω1 + HL2(M, R) ∗ ω2 + HL3(M, R) ∗ ω3 (2)

where ωi is the weight coefficient and HL1, HL2 and HL3, are the Hausdorff
distance calculated from the first, second, and third level edge map respectively.

The Hausdorff matching score is the Hausdorff distance between two finite
feature point sets[6]. The Hausdorff distance is used to measure the degree of
similarity between the extracted contour and a search region in video frames.
Let us assume that we are given by a sequence of reference feature points, M =
(m1, m2, ..., mk) computed in the preceding frame, and let a new sequence of
image feature points, R = (r1, r2, ..., rn) from the current frame. The Hausdorff
distance between M and R can be written by

H(M, R) = max(h(M, R), h(R, M)) (3)

where

h(M, R) = max
m∈M

min
r∈R

‖m− r‖ (4)

where ‖‖ is the distance between two points, e.g., Euclidean norm. This distance
is sensitive to noise and occlusion, we extend the function h(M, R) so that the
modified Hausdorff can measure the partial distance between a reference feature
and an image feature. We use the likelihood function to find the position of the
object.

First, to estimate the position of the model using the maximum likelihood,
we define the set of distance measurements between reference feature points
and input image feature points. Let d(m,R) be the partial distance, we use
some measurements of the partial distance. We consider the following distance
measurements:

D1(M, R) = min
m∈M

d(m, R) (5)

D2(M, R) =75 Kth
m∈Md(m, R) (6)
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D3(M, R) =90 Kth
m∈Md(m, R) (7)

where the partial distance is defined as d(m,R) = minr∈R ‖m − r‖ and xK th
m∈M

represents the K th ranked distance that K/mk = x%[6].

D4(M, R) = min
m∈M

∑
W

[I(m)− I(R)]2 (8)

D5(M, R) = min
m∈M

∑
W

|I(m)− I(R)| (9)

There are several distance measurements to estimate the partial distance,
e.g., Euclidean distance, city-block distance, the distance transform, the sum of
squared difference, optical-flow feature tracking method which can be used for
the distance measurement defined as Equation 8.

Probabilistic Hausdorff Measurement. Let s be the position of an object in
the current frame, then distance measurements are denoted D1 (s),D2 (s),...,Dl (s).
We use these distances to match maximum likelihood. In order to estimate
the contour motion problem, we use the Olson’s maximum-likelihood match-
ing method[5]. Then the joint probability of the distance measurements Di(s)
can be written as

p(D1(s), ..., Dm(s)|s) =
l∏

i=1

p(Di(s)) (10)

where p(Di(s)) is the probability density function of normalized distance of
Di(s) at the position s , that is, p(Di(s)) = (1 − Di(s)), p must be maximized
by Equation 10. The likelihood for p is formulated as the product of the prior
probability of the position s and the probability in Equation 11:

L(s) = p(s)
m∏

i=1

p(Di(s)). (11)

For convenience, we will take the logarithm of Equation 11 as follows Equa-
tion 12.

lnL(t) = ln p(t) +
m∑

i=1

ln p(Di(t)). (12)

We search s that maximizes this likelihood function, then this result uses to
estimate the global motion for an interesting object.

Local Deformation with Active Contour Motion Model. The conven-
tional active contour model consists of 2 terms, internal and external energy
terms. The discrete energy function in the active contour model is defined as
follows:

E(t) =
∑

t

[Eint(t) + Eext(t)] (13)
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In this paper we propose a modified active contour motion model that adds
an external motion term. The proposed energy function contains four terms:
continuity, curvature, image force, and motion estimation confidence as follows:

E(t) =
∑

i

[αEcont(vi(t)) +βEcurv(vi(t)) + γEimg(vi(t)) + ηEmatch(vi(t))] (14)

where contour energy functions, continuity energy, Econt(v(t)), curvature energy,
Ecurv (v(t)), image force (edge/gradient), Eimg(v(t)) and motion estimation con-
fidence, Ematch(v(t)). This last term in the above equation measures the motion
variation between feature points in current frame and those in the previous
frame. It can be defined as

Emacth(t) =
n∑
i

|v̄(t)− vi(t)|2 (15)

where v̄ is the average motion vector at time t, vi is the motion vector of the ith
feature point in frame t.

The position of the contour must be predicted for the efficient tracking. To
predict the position of the contour in the next frame, we calculate the following
prediction energy, the predicted position of the contour at time t + 1

Epre(t+1) = Ereal(t)+
∑

vi∈V

[ε·(Evi

real(t)−Evi

real(t−1))+(1−ε)·(Evi

real(t)−Epre(t))]

(16)

where Epre(t+1) is the predicted position of the contour at time t + 1 and
Ereal(t) is the real energy term of the moved contour at time t and ε is the match-
ing rate between Ereal(t) and Epre(t). We proposed the probabilistic method to
extract and to track an object using watershed and Hausdorff matching.

3 Experimental Results and Analysis

We have proposed the object tracking method using the modified Hausdorff dis-
tance matching and active contour algorithm. It has been tested over a set of
VHS video clips recorded. The background includes streets, cars, indoor labo-
ratory scenes. All the deformable targets are the human movements freely. The
test images have been in monochrome MPEG-1 format with the dimension of
320 x 240. For comparison of the performance, we will refer to the method of
Kass’s active contour[7].

3.1 Simple Tracking

Figure 4 shows the three frames of a video sequence used in the work of Astrom[8].
We took the clip to compare the tracking performance with their method. The
background of the video is relatively simple. The target objects include a cup,
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Fig. 4. Astrom and Kahl’s test images

a pimento, a banana, an archetype and several polygonal objects. They are sta-
tionary, but the camera moves, apparently panning, tilting and zooming.

For the tracking performance tr(t) at time t , we calculated the ratio of the
number of pixels of the real area npr (t) to that of the segmented area npe(t).
Also, for occlusion rate, occ(t), at time, t , we used the pixel difference between
pixels of the real area npr (t) and that of the occluded area npo(t).

tr(t) =
npe(t)
npr(t)

(17)

occ(t) =
npo(t)
npr(t)

(18)

Figure 5 shows the value of tr(t) over the sequence of the video clip. The
two straight lines downward show the performance degradation averaged over
the entire sequences.

Fig. 5. The comparison to the tracking performance

3.2 Long Sequence Tracking Performance

Figure 6 shows selected samples from a video of 180 frames (numbered from
946 to 1126) where the human upper body is the target of tracking. The ob-
ject boundary in the first frame was manually given by a user. It consists of a
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sequence of feature points appropriately defining the boundary. Note that the
boundaries of subsequent tracking frames are highly accurate. The performance
of tracking over the long sequences is summarized in Table 1 and Figure 6. The
proposed method records 5 percent over the standard snake and template mod-
els. Moreover the accuracy degrades much slowly compared with those of snake
and template.

Fig. 6. Human body tracking in a parking lot

Table 1. Experiment over a long sequence video

average number of mis-tracked pixels tracking rate
Snake model 255 88%

Adaptive template 287 86%
Proposed method 174 93%

Fig. 7. Tracking rate and mis-tracked pixels for each frame

Fig. 8. The experimental result of a person tracking in a room
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The object boundary was manually selected by a user in the first frame,
several feature points of a object were simply selected by a user. Furthermore,
a human body sequence captured in our lab was used to check the performance
experiment in the different environment.

Figure 8 shows a successful result under the pose variation of the man. In
order to compare the experimental results quantitatively, we measured the suc-
cessful tracking rate and the mistaken pixels of tracking process from each frame
in Figure 7.

4 Conclusions and Future Works

This paper proposed an effective contour tracking method for a deformable ob-
ject which was described by a set of feature points. The proposed method works
successfully in spite of non-static camera and nonlinear deformation over time
with cluttered backgrounds. The extracting result has shown that the proposed
method separates well target foreground objects from the background by ana-
lyzing the background texture.

Through a series of experimental results, we could confirm that the proposed
method was quite stable and produced good results under object shape deforma-
tion and non-static camera motion. One problem with the implementation of the
proposed system is that it sometimes fails if an object moves too fast. Another
problem is that processing time is so slow, so our proposed method is not suited
to realtime application. We believe that these problems can easily be overcome.
The real issue of the paper is the performance and robustness of extracting and
tracking deformable objects.
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Abstract. An induction motor control system fed by an AC/DC rectifier and a 
DC/AC inverter group is a nonlinear and EMI generating load causes 
harmonic distortions and EMI noise effects in power control systems. In this 
paper, a simulation model is designed for the control circuit and the harmonic 
effects of the nonlinear load are investigated using FFT analyses. Also, the 
EMI noise generated by the switching-mode power electronic devices 
measured using high frequency spectrum scopes. An LISN based active filter 
is used to damp the harmonic distortions and EMI noises in the simulation 
environment. Neural network based control system is used to tune the power 
op-amp gain of series active filter to obtain the voltage value stability at the 
equipment side as well. 

1   Introduction 

Recently, the broader use of power electronic based loads (rectifiers, inverters, motor 
control systems, etc.) has led to a growth of power pollution because of the nonlinear 
voltage-current characteristics of these loads. Current and voltage harmonics that are 
generated by the non-linear loads or by the switching devices in power electronics 
system may cause a serious damage to any electrical equipment [1]. Thus, load 
currents and voltages are nonsinusoidal and it is necessary to compensate voltage and 
current harmonics. Also, EMI noise caused by load characteristics and switching 
power electronic elements is an important problem for the network because of the 
conducted EMI emissions on the common mode line of the grid propagated by the 
switching elements. The compensation of these harmonics and EMI noise effects is 
recently being more and more important and causing widespread concern to the 
power system engineers have attracted special interests on active filtering. 

The AF is classified into two types as series and shunt active filter. The series type 
active filter is installed series to the nonlinear loads or harmonic generating loads and 
works as the harmonic compensation voltage source. The shunt type active filter is 
usually installed parallel to the loads. It works as the current source and compensates 
the harmonic current of the load [2]. 
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In the engineering environment, EMI filters are called as “Black Magic” because 
there has not been a well defined design method, the input and the output impedances 
in the related circuit are not constant over the band of interest and the filter insertion 
lost test method specifications often confuse or influence the design methods [1, 3].  
In this paper, a three-phase active filter topology based on a basic one introduced and 
developed in [1], [3], [4], [5], [6] is reviewed and used. 

In a series active filter application, usually the output voltage of the filter is 
lower than the input voltage of the filter because of the non-ideal cut-off 
characteristic of the filter. This non-ideal characteristic causes the filter to cut-off an 
amount of fundamental frequency component as leakage current. Also, the voltage 
drop on the filter and line impedances, occurs a lowered voltage at the load side.  
To provide the RMS voltage value stability at the equipment side, a self adjustable 
gain control mechanism is used in this study. In this paper, “Fast Back-propagation 
Algorithm” based artificial neural network architecture is taken as a control system 
to adjust the filter gain at fundamental frequency to maintain the voltage value 
stability as well. Artificial Neural Networks (ANN) is successfully used in a lot of 
areas such as control, DSP, state estimation and detection. Here, the results of a 
practical case simulation in MATLAB & Simulink are present using Simulink as a 
modeling environment and Neural Network Toolbox to create the neural network 
structure. 

1.1   EMI Noise Effects 

EMI noises have bad effects on power system elements. EMI noises caused by the 
switching-mode semiconductor devices or load characteristics can be divided into two 
parts: Conducted EMI Emissions and Radiated EMI Emissions. In this study, 
conducted EMI emissions are investigated in the simulation environment. Generally, 
EMI noises causes [7], 

• Uncontrolled switching states on power electronic devices working near the 
EMI noise generating systems, 

• Instability or oscillation problems in control systems, 
• Parasitic effects on communication lines and data loss, 
• Encoder feedback failures in motor control systems, 
• Failures at programmable controller, 
• Problems in remote controlled I/O systems, 
• Wrong evaluations of sensing and measuring devices.  

2   Simulation Network 

A converter – inverter based induction motor control system is taken as a harmonic 
and EMI noise source in this study. A general block diagram of the system is given 
below in Fig. 1. 

 



 Power Op-Amp Based Active Filter Design with Self Adjustable Gain Control 245 

 

 

Fig. 1. Structure of the induction motor control system 

The simulation network is modeled using MATLAB, Simulink and 
SimPowerSystems which provides an effective platform for dynamic system 
simulations [8, 9, and 10]. The Simulink model of the system is given in Fig. 2. 

 

Fig. 2. Simulink model of the motor control system 

3   EMI Measurement 

A brief review of conducted EMI measurement is important before the filter design 
stages. The Line Impedance Stability Network (LISN) is based on military standards 
and is used by many electromagnetic interference and electromagnetic compatibility 
test institutions. The LISN, required in the measurement, contains 56μH inductors, 
22.5μF capacitors and 50  resistors. The single phase schematic of LISN circuit is 
given in Fig. 3. of which topology is used by widespread EMI and EMC applications 
[3, 4, 5 and 6].   
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Fig. 3. Single phase schematic of LISN network 

At EMI noise frequency, the inductors are essentially open circuit, the capacitors 
are essentially short circuit and the noise sees 50  measurement point. The noise 
voltage, measured from the 50  resistors contains both common-mode (CM) noise 
and differential-mode (DM) noise. Each mode of noise is dealt with by the respective 
section of an active filter.    

4   Active Filter Topology 

As mentioned before, the active filter topology used in the paper are based on and 
developed in [1], [3], [4], [5], [6]. The active filter topology is depicted as a basic 
schematic in Fig. 4. 

The op-amp circuit is modeled in Simulink environment. In modeling procedure, 
the voltage controlled current source based equivalent circuit of an op-amp circuit 
taken as a sample. The Simulink model of the op-amp circuit is given below in Fig. 5.  

 

Fig. 4. Active filter topology 
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Fig. 5. The Simulink model of the equivalent op-amp circuit 

The input and output impedance values and the internal gain of the op-amp are 
taken from a catalogue of a real power op-amp circuit especially used in industrial 
filtering applications. 

In the active filter topology, the capacitor Cr absorbs most of the current source of 
power supply generating a ripple voltage which must be dropped across the active 
circuit with a minimal ripple current conducted through the utility. This function is 
realized and achieved by the amplifier with gain A, input and output impedances Zin 
and Zout, respectively. The other problem with the circuit is that the full line voltage is 
across the output of the active circuit. It requires that Zout include a series blocking 
capacitor, CO. Since this capacitor CO appears in series with the output of the 
amplifier, its impedance is reduced by the magnitude of the amplifier’s gain. The 
other important condition of active EMI filter is the compensation of feedback loop. 
The point is that the loop transmission is simply the product of the amplifier gain and 
the negative feed back [1, 2].  

5   Artificial Neural Networks for Gain Control 

A neural network can be trained to perform a particular function by adjusting the 
values of the connections (weights) between elements. Commonly neural networks 
are adjusted, or trained, so that a particular input leads to a specific target output. 
Such a situation is shown below. There, the network is adjusted, based on a 
comparison of the output and the target, until the network output matches the target. 
Typically many such input/target pairs are used, in this supervised learning, to train a 
network. The general diagram of such a training algorithm is given in Fig. 6 [11, 12]. 

 

Fig. 6. General diagram of neural network training structure 
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In this study, a fast back-propagation NN algorithm with 2 hidden layers, which 
has 4 and 2 neurons in order, is used. Layers are tansig and output layer is purelin. 
Maximum epoch is 250 and wanted goal is 1e-3. The architecture of ANN controller 
is depicted in Fig. 7. 

 

Fig. 7. Neural network structure control diagram 

The neural network architecture including the layers is given in Fig. 8. 

 

Fig. 8. Neural network layer and connection architecture  

The Simulink diagram of the neural network structure is given in following figures. 
A general input/output structure of the neural network and weights connections are 
depicted in Fig. 9. and 10., respectively. 

 

Fig. 9. I/O control structure of the neural network 
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Fig. 10. Weights diagram 

The gain value of the active filter is trained using the voltage values at the 
equipment side. To obtain the voltage value stability at the equipment side, the 
gain of the active filter is determined using the neural network algorithm given 
above. 

Some values of phase-ground RMS voltage of the load side used in the training 
process is given in Table 1.  

Table 1. Some values of training set of ANN 

Voltage (V) Gain 
220 1 
219 1.0046 
218 1.0092 
217 1.0138 
216 1.0185 
215 1.02223 

The training performance is depicted in Fig. 11. including the goal and training 
performance of the neural network. 

 

Fig. 11. Neural network training performance 
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6   Simulation Results 

The simulation results are investigated in terms of two other criteria; the EMI noise 
suppress performance of the active filter and the neural networks based adaptive gain 
control performance of the filter, respectively. 

6.1   Active Filter EMI Suppress Performance Analysis 

In the induction motor control system, the common mode EMI noises are distributed 
to the other power system and control components by the common mode line of the 
inverter output phases. The common mode current waveform including high 
frequency EMI noises is given in Fig. 12 which obtained as a simulation result. 

 

 

Fig. 12. Common mode line current of induction motor control system 

The spectrum analyzer result showing noise condition before and after the active filter 
is given in Fig. 13.a and Fig. 13.b, respectively. 

 

Fig. 13.a and Fig. 13.b Spectrum analyzer results and EMI suppress performance of the filter  
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6.2   Active Filter Gain Control Performance 

In the neural network based active filter gain control performance, another induction 
motor control system with the same motor and mechanic load parameters is connected 
to equipment side of the power system. Because of the extra power demand and noise 
effects of the second induction motor control system, the filter loss and the voltage 
drop on the line and filter impedances are increased and the equipment side RMS 
voltage value is decreased. To connect the other motor and the control system, a 
three-phase switch is used closing at simulation time t=0.5 second. The simulation 
system used to analyze the gain control performance is given below in Fig. 14. 

 

Fig. 14. Simulation model of the neural network based gain control 

As given in Fig. 12., the line voltmeter and a RMS value calculator is used to 
measure the line-end voltage. The RMS value of the voltage is used as an input to the 
neural network based control system and the neural networks determine the gain of 
the active filter to maintain the voltage stability. The RMS value of the line end 
voltage of the power system is given with and without the NN based gain controller in 
Fig. 15.a and Fig. 15.b respectively. 

 

  

Fig. 15.a and Fig. 15.b Line end voltage with and without neural network controller 
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7   Conclusions 

Current and voltage harmonics and EMI noise generated by the non-linear loads or by 
the switching devices in power electronics system may cause a serious damage to any 
electrical equipment. Also, EMI noise caused by switching power electronic elements 
is an important problem for the network. In this study, an active filter with self 
adjustable gain control by neural networks is designed for EMI noise problem in 
power control systems. The active filter gain is controlled by neural network 
algorithms to regulate the line end voltage which decreases under varying load 
conditions and filter loss. In the simulation results, not only the EMI noise effects 
suppressed but also the equipment side voltage is regulated. 
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Abstract: In this paper, a new approach for leaf recognition using the result of 
segmentation of leaf’s skeleton based on the combination of wavelet transform 
(WT) and Gaussian interpolation is proposed. And then the classifiers, a nearest 
neighbor classifier (1-NN), a k -nearest neighbor classifier (k-NN) and a radial 
basis probabilistic neural network (RBPNN) are used, based on run-length 
features (RF) extracted from the skeleton to recognize the leaves. Finally, the 
effectiveness and efficiency of the proposed method is demonstrated by several 
experiments. The results show that the skeleton can be successfully and 
obviously extracted from the whole leaf, and the recognition rates of leaves 
based on their skeleton can be greatly improved. 

1   Introduction 

Plant recognition by computers automatically is a very important task for agriculture, 
forestry, pharmacological science, and etc. In addition, with the deterioration of 
environments�more and more rare plant species are at the margin of extinction. 
Many of rare plants have died out. So the investigation of the plant recognition can 
contribute to environmental protection. At present, plant recognition usually adopts 
following classification methods, such as color histogram, Fourier transform (FT), 
morphologic anatomy, cell biology, etc. [1]. 
    Plant recognition can be performed in terms of the plants’ shape, flowers, and 
leaves, barks, seeds, and so on. Nevertheless, most of them cannot be analyzed easily 
because of their complex 3D structures if based on simple 2D images. Therefore, in 
this paper, we study plant recognition by its leaf, exactly by leaf’s skeleton. So we can 
use leaves skeleton as their texture features to recognize them. 
    In this paper, a new method of segmenting leaf’s skeleton is proposed. That is, the 
combination of wavelet transform and Gaussian interpolation is used to extract the 
leaf’s contour and venation as well as skeleton. Usually, the wavelet transform is of 
the capability of mapping an image into a low-resolution image space and a series of 
detail image spaces. However, ones only keep an eye on the low-resolution images, 
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while the detail images are ignored. For the majority of images, their detail images 
indicate the noise or uselessness of the original ones. But the so-called noise of leaf’s 
image is just the leaf’s skeleton. So, we intentionally adopt the detail images to 
produce leaf’s skeleton. And then, the extraction of texture features will be carried out 
based on the leaf’s skeleton. After that, we derive run-length features (RF) from leaf’s 
skeleton, which can reflect the directivity of texture in the image. Therefore, after 
computing these features of leaves, different species of plants can be classified by 
using three classifiers such as 1-NN, k-NN and radial basis probabilistic neural 
network (RBPNN) [2]. 
    The rest of this paper is organized as follows: Section 2 reviews the WT, and 
Section 3 introduces how to use the combination of WT and Gaussian interpolation to 
segment the skeleton of leaf, and gives the corresponding algorithm. Section 4 reports 
some experimental results on leaf recognition. Finally, some concluding remarks are 
included in Section 5. 

2   The Review of Wavelet Transform 

The wavelet transform (WT), a linear integral transform that 

maps 2 2 2( ) ( )L L→ , has emerged over the last two decades as a powerful new 

theoretical framework for the analysis and decomposition of signals and images at 
multi-resolutions [3]. Moreover, due to its both locations in time/space and in 
frequency, this transform is to completely differ from Fourier transform [4,5]. 

2.1   Wavelet Transform in 1D 

The wavelet transform is defined as decomposition of a signal )(tf  using a series of 

elemental functions called as wavelets and scaling factors, which are created by 
scaling and translating a kernel function )(tψ  referred to as the mother wavelet: 

1
( ) ( ) , , 0ab

t b
t where a b a

aa
ψ ψ −= ∈ ≠  . (1) 

    Thus, the continuous wavelet transform (CWT) is defined as the inner product: 

==
∞

∞−

fdttftbaW ababf ,)()(),( ψψ  . (2) 

    And, the discrete wavelet representation (DWT) can be defined as: 

, ,( , ) ( ) ( ) , ,d
f j k j kW j k x f x dt f j kψ ψ

∞

−∞

= = ∈  . (3) 

    Thus, the DWT of ( )f x  can be written as: 
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where the wavelet and scaling functions are: 

2
, ( ) 2 (2 )
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j

j k x x kϕ ϕ
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where j  is the scale factor, and k  is the shifting factor. 

    Therefore, 1D wavelet transform of a discrete signal is equal to passing the signal 
through a pair of low-pass and high-pass filters, followed by a down-sampling 
operator with factor 2 [6]. 

2.2   Wavelet Transform in 2D 

Simply by applying two 1D transforms separately, 2D wavelet transform of an image 

),(0 yxfAI ==  of size NM ×  is then: 

=
x y

j yxyxfA ),(),( ϕ  . (8) 

=
x y

H
j yxyxfD ),(),(1 ψ  . (9) 

=
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V
j yxyxfD ),(),(2 ψ  . (10) 

=
x y

D
j yxyxfD ),(),(1 ψ  . (11) 

    That is, four quarter-size output sub-images, jA , 1jD , 2jD , and 3jD , are 

generated by convolving its rows and columns with lh  and hh , and down-sampling 

its columns or rows, as shown in Figure 1. 
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Fig. 1. Block diagram of 2-D discrete wavelet transform 

    Here, lh  and hh  are the low-pass and high-pass filters, respectively, j  is the 

decomposition or reconstruction scale, 2,1↓ ( 2,1↑ ) represents sub-sampling along 

the rows (columns) [7]. Aj, an approximation component containing its low-frequency 
information, is obtained by low-pass filtering, and it is therefore referred to as the 
low-resolution image at scale j . The detail images Dji are obtained by high-pass 

filtering in specific direction that contains directional detail information in high-
frequency at scale j  [8]. The set of sub-images at several scales, {Ad, Dji} i=1, 2, 3, j=1...d, 

are known as the approximation and the detail images of the original image I, 
respectively [7].  

3   Application of the Combination of Wavelet Transform and  
     Gaussian Interpolation 

In our study, WT is used to decompose leaf’s images and produce low-resolution 
images and a series of detail images. Usually, the detail information distributed in 
three directions is the horizontal, vertical and diagonal details in corresponding three 
images. Generally, because of usefulness of the approximation of the image, these 
detail images are removed at the effort of blurring the image, removing noise, and 
detecting edges from image, etc. 

However, the details where there exists leaf’s contour and venation are the key of 
the whole image processing. Leaf’s skeleton will be produced from these detail 
images by a synthesized manner. Here, a series of detail images will be obtained 
based on wavelet transformation. If a single image is decomposed for several times, 
then the number of detail images will be trebled. Thus, the total number of statistical 
features gotten from these detail images will be increased promptly. In addition, there 
also exists the redundant information in these features. Therefore, we will add 

Gaussian interpolation to the three detail images, 1jD 2jD and 3jD , and then 

reconstruct them at each scale after decomposition. At the same time, this operation 
will bring us the vivid leaf’s skeleton at different scales. Thus, all the details 
distributed over three images will be focused on only a single image. It will shrink the 
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Fig. 2. Block diagram of application of WT to segmentation of leaf’s skeleton 

range for feature extraction subsequently. Consequently, the reconstructed detail 

images and the leaf’s skeletons can be defined as jD . All of these are clearly shown 

in Figure 2.  

    After getting the images { }jD  of leaf’s skeleton, we can extract texture features 

from them to recognize the leaves. Here we use the run-length features ( , , )l b θ , 

which is the sequence of l  pixels with gray scale b  at direction θ  and 

( , , )N l b θ  is generally defined to describe the number of run ( , , )l b θ  in 

the image. Let L  denote the gray scale of image, and lN  denote the number of  l . 

And the denominator in the following formulae will normalize these features. 

The measure of short runs 
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The measure of long runs 
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Distribution of gray scales 
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Distribution of lengths 
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    Now, we can separate the algorithm into two main parts. Part 1 is the segmentation 
of leaf’s skeleton by WT, and Part 2 is the extraction of features. The detailed steps of 
this algorithm can be stated as follows: 

Part 1: Skeleton segmentation stage 

Step 1.  Input the original leaf’s image I . 
Step 2. If I  is a color image, we can turn it into a gray scale image and denote it 

as '
0 0A A= . Or just let '

0 0A A I= = , and then turn to Step 3. 

Step 3.  Set the parameters of WT, like the levels of WT, the wavelet’s name and its 
corresponding coefficients. Denote the variable for circulation as j , and 

let 1j = . 

Step 4.  Decompose '
1jA −  to get four images ( jA , 1jD , 2jD  and 3jD ) by WT. 

Step 5. Adding Gaussian interpolation to jA , 1jD , 2jD  and 3jD , to produce '
jA , 

'
1jD , '

2jD  and '
3jD . 

Step 6.  Reconstruct '
1jD , '

2jD  and '
3jD  to get the image of leaf’s skeleton jD . 

Part 2: Feature extraction stage 

Step 7. Extracting the run-length features ( SR , LR , DG , DL and PR ) from the 

image jD . Meanwhile, save these features to a data file.  

Step 8. If j  equals to the parameter of levels of WT, turn to Step 8. Otherwise 

let 1j j= + , and then turn to Step 4. 

Step 9.  End, and output the data file which saves the features. 
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4   Experiments and Results 

All the following experiments are programmed by Microsoft Visual C++ 6.0, and run 
on Pentium 4 with the clock of 2.6 GHz and the RAM of 256M under Microsoft 
windows XP environment. Meanwhile, all of the results for the following Figures and 
Tables are obtained by the experiments more than 50 times, and then are averaged. 

This database of the leaf images is built by us in our lab by the scanner and digital 
camera, including twenty species (as shown in Figure 3). 

 

Fig. 3. Twenty species of leaf images 

    Before processing, the colored images will be turned into gray-scale images (as 
shown in Figure 4), ignoring the color information, since the majorities of leaves are 
green. In practice, the variety of the change of nutrition, water, atmosphere and season 
can cause the change of the color. 

 

Fig. 4. The pre-processed images: Original image and Gray-scale image 

    After pre-processing procedure, the gray-scale images will be decomposed by WT 
of depth 3 using a biorthogonal spline wavelet of order 2 [9]. The decomposed images 

at each scale j , including approximate images jA , horizontal detail images 1jD , 

vertical detail images 2jD , and diagonal detail images 3jD , 1, 2,3j = , are shown 

in Figure 5. After every wavelet is decomposed, by adding Gaussian interpolation, the 

results as images ' ' ' '
1, 2, 3, 1,2,3{ , }j j j j jA D D D =  can be seen in Figure 6. And Figure 7 

clearly shows the reconstructed images 1,2,3{ }j jD = , from which we can see the leaf’s 

skeleton obviously. 
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Fig. 5. Images that are decomposed by wavelet transform 

 

Fig. 6. Adding Gaussian interpolation to wavelet decomposition 

 

Fig. 7. The leaf’s skeleton derived by reconstructing detail images after Gaussian interpolation 
at different scale j  

    After the segmentation of leaf’s skeleton, three reconstructed detail images 

1,2,3{ }j jD =  of a single image are generated. There are 60 (5 4 3× × ) features of run-

length for extraction. And assume that 1-NN, k-NN and RBPNN [10,11] with the 
recursive least square back propagation algorithm (RLSBPA) [12,13-17], are 
respectively used for recognition and comparison. The results are respectively shown 
in Figure 8 and Table 1. 

It is shown in Figure 8 that, the correct rate of using original image for leaf 
recognition can only reach 60 percent or somewhat more than 75 percent, and the 
instance of only using WT can get an increase of 10 percent. Finally, using the 
method proposed in this paper, i.e., a combination of WT and Gaussian interpolation, 
the result is the best, which can be close to 95 percent. Moreover, we can carefully 
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Fig. 8. k vs. the average correct recognition rates of using three different classification 
methods 

Table 1. The performance comparison of different classifiers 

Classifiers 1-NN k-NN (k=5) RBPNN 

Average correct recognition rate (%) 93.1702 85.4681 91.1809 

find that, with the increase of k , the downtrend of the correct recognition rate of 
using WT and Gaussian interpolation is slower than the former. It tells us that the 
stability of this method is the best. And Table 1 gives the distribution of the average 
correct rate by using our method. 

5   Conclusions 

This paper proposed a new wavelet decomposition and Gaussian interpolation 
method, which not only successfully separates the contour but also separates the 
venation, i.e., the skeleton of the whole leaf. Then, run-length features (RF) were used 
to perform the recognition of leaves by different classifiers such as 1-NN, k-NN and 
RBPNN. The experimental results found that our method can obviously segment the 
leaf’s skeleton, and the correct recognition rate of using features extracted from the 
skeleton is more improved than other methods. 
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Abstract. A novel method of designing efficient SVM for fast color image 
segmentation is proposed in this paper. For application of large-scale image 
data, a new approach to initializing training set via pre-selecting useful training 
samples is adopted. By using a morphological unsupervised clustering tech-
nique, samples at the boundary of each cluster are selected for SVM training. 
With the proposed method, various experiments are carried out on the color 
blood cell images. Results show that the training set and time can be decreased 
considerably without lose of any segmentation accuracy. 

1   Introduction 

Image segmentation is a critical and complicated topic of image analysis [1-3], the 
precision of which directly influences the feasibility and reliability of the image ana-
lytical result. Over the years, many approaches have been proposed to overcome this 
difficulty [3-6]. Although these methods are capable of partitioning an image, more 
often than not, the segmented regions do not correspond well to the actual objects [2].  

It is mentioned in [3] that image segmentation methods can be categorized as su-
pervised or unsupervised learning/classification procedures in color space. Recently, 
with desirable properties such as independence on the feature dimensionality and 
good generalization performance, Support vector machine has become an increasingly 
popular tool for machine learning tasks involving classification, regression or novelty 
detection and has shown its great performance in many image processing applications 
such as face identification, texture segmentation and remote image classification [7-
10]. Therefore, a method based on SVM is applied to the color image segmentation in 
this research. 

As we know, however, SVM suffers from exceeded computation and long training 
time caused by large-scale image samples especially for color images. The prevailing 
efficient methods proposed to speed up SVM are subset selection techniques and pre-
processing methods [11]. Generally speaking, a subset selection is a technique to speed 
up SVM training by dividing the original QP (quadratic programming) problem into 
small pieces, thus reducing the size of each QP problem [11]. There have been three 
efficient subset techniques such as decomposition methods [12], chunking methods [13] 
and SMO (sequential minimal optimization) [14] [15]. Although these methods do 
accelerate training, it is still time-consuming for necessity of learning all training data. 
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Besides, pre-processing methods are also applied to speed up SVM training usually. 
Hereby, some effective pre-processing methods have been developed.  Zhan et al [16] 
proposed a data selection method via excluding the points that make the hyper-surface 
highly convoluted. Schohn et al [17] utilized active learning strategy, selecting samples 
closest to the classification hyper-plane to reconstruct training set. Li et al [18] trimmed 
the large-scale training set by training a random SVM using partial training set. How-
ever, it is still a waste of time for these pre-processing methods above to train SVM 
repeatedly while choosing data in a certain range. 

It is well known that only training samples located near the hyper-plane position 
are required for SVM. The researches mentioned in [11][19-21] indicate that samples 
at the boundary of each cluster are critical data that decisively affect the decision 
boundary in higher feature space. Therefore, a novel method for fast training SVM 
based on morphological clustering is proposed. 2D-histogram is used to obtain a rapid 
but coarse clustering of the color image. Then, the boundary of each cluster can be 
found. The training samples at the boundary of each cluster could be pricked off 
quickly. Consequently, the number of training vectors is decreased dramatically, ac-
celerating the SVM training and requiring less computation. 

This paper follows four parts. Section 2 gives a brief introduction of SVM. Section 
3 describes the technique of selecting boundary samples. Experiments and results are 
observed in section 4. Section 5 presents the discussion and conclusion. 

2   Support Vector Machines 

The paper only describes SVM briefly, a more detailed description can be found in 
[7]. The nonlinear SVM implements the following idea: it maps the input data 
nonlinearly into a higher dimension feature space where an optimal separable hyper-

plane is constructed. Let the training set of size N be ( ){ },
N

i i i l
y

=
x , where ix dR∈ is 

the input vector and ( 1, 1)iy ∈ − + is the corresponding desired response. The func-

tion ( )ϕ ⋅  first maps x to z ∈ F . Then the SVM constructs a hyper-plane 

0T b+ =w z  in F  where the data is linearly separable. It can be shown that the 
coefficients of the generalized optimal hyper-plane:  

1

N

i i i
i

y zα
=

=w  (1) 
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Nα α α α=  can be found via solving the following QP  

problem. 
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where ( , ) ( ) ( )T
ij i j i j i j i jH y y K y y ϕ ϕ= =x x x x , and [ ]1 2

T

Nα α α α= ,the 

kernel function is represented by ( , )K ⋅ ⋅ . 

In the case of linear non-separable, the SVM introduces non-negative slack variable 

0iξ ≥  and the optimization problem below: 

21
min

2

n

i
i

C ξ+w  (4) 

subject to  

( ) 1 , 1, .T
i iy b i nξ+ ≥ − =w x  (5) 

where C  is the misclassification penalty parameter controlling the tradeoff between 
the maximum margin and the minimum error. 

The ix , whose corresponding iα  is nonzero, is so-called support vector, which lies 

on the decision boundary and determine the optimal hyper-plane. 

3   Data Selection by Clustering 

The data in the same cluster always have similar characteristic, so we can select some 
data in the same clusters rather than all of them to reduce the amount of training data. 
Various strategies can be employed in clustering color images, such as K-means, 
SOM, and etc. However, these methods suffer from time-consuming. Given the ad-
vantages [22][23] of 2D-histogram, an unsupervised morphological method for clus-
tering 2D-histogram is adopted in this paper. 

3.1   The Framework of Our Method 

Fig. 1 shows the framework of the proposed method. First, a Gussisan filter is applied 
on the 3D-hitogram [24] (see Fig. 2. a) to suppress the noise caused by sparse distri-
bution of the color data. Then a 2D-histogram is obtained from the projections of 3D-
histogram. The 2D-histogram is clustered via unsupervised morphological clustering 
as discussed in section 3.2. Subsequently, boundary samples are picked out using a 
selection algorithm, which is described in section 3.3. Finally, learning with reduced 
training set, which is constructed by boundary samples, a classifier model can be 
produced.  

3.2   Unsupervised Morphological Clustering 

In the 2D-histogram, we assume that different classes of vectors surround different 
dominant peaks considered as the cluster centroids. For the 2D-historam can be re-
garded as a gray level image, a morphological clustering algorithm is adopted to clus-
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ter this gray image quickly. Although this clustering is coarse and cannot segment the 
image accurately (usually over-segmented), it doesn’t influence the boundary samples 
selection. This method follows three steps as below: 

Step 1: The 2D-histogram (see Fig. 2. b) is obtained from the projection of the 3D-
histogram.High values in 2D-histogram are depicted by darker pixels. 
Step 2: An erosion operation on 2D-histogram image reduces each bin to its main 
color (see Fig. 2. c), which is considered as a cluster centroid. 
Step 3: Using these centroids as markers, watershed algorithm is implemented on the 
image and this provides the clustering of histogram (see Fig. 2.d). 

 

 
 
 
 
 
  
 
 
 
 
 
 
 
 

Fig. 1. Framework of the proposed method 

3.3   Boundary Samples Selection Algorithm 

The selection algorithm to choose boundary samples in the 3D-histogram for training 
is described as follows: 

A. Transform Fig. 2. d to a binary image (see Fig. 3. a). 
B. Two images (see Fig.3. (b, c)) result from eroding the Fig. 3.a. using structuring 
elements x and y (size of x < size of y ) respectively. The purpose of eroding  

Fig.3 .a with structuring elements x is to avoid overlapping. We use two elements, x  
and y , of different sizes to erode Fig.3.a, so that the boundary can be produced by 

subtracting the two eroded images. Fig.3.b and Fig.3.c are the results of erosion with 
x  and y respectively. 

C. The boundary (see Fig. 3. b) of each cluster can be obtained via subtracting  
Fig. 3.c from Fig. 3.b. 
D. In the 3D-histogram, color vectors relevant to the boundary extracted in step C are 
labeled to form the training set. 

Fig.3.d shows an example of boundaries of four classes. There is no overlapping of 
each boundary in this case. The samples which is the labeled pixels in step. D, are 
of a small number but critical, for they preserve the most valuable distribution infor-
mation. And such samples are candidates of the support vectors.   

Gaussian filter 

Morphological 
clustering 

2D projection 2D-histogram 

Data filter Boundary samples SVM classifier model 

3D-histogram 
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(a)                                   (b)                              (c)                                   (d) 

Fig. 2.  (a) The 3D-histogram in the RGB color space; (b) The GB 2D-histogram; (c) The 
dominant colors; (d) The watershed clustering 

 
 

 
 
 
 
 
    
  (a)                                     (b)                               (c)                               (d) 

Fig. 3. (a) binary image; (b) eroded image ( the structuring element is x ); (c) eroded image (the 
structuring element is y ); (d) boundaries of four classes 

Note that the size of erosion structuring element is important. Oversized erosion 
elements result in getting the clusters center rather than boundaries, while overlapping 
of training data occurs if the size is too small. Thus, a proper size must be carefully 
selected in experiments. 

4   Experiments and Results 

In this paper, the proposed fast training method of SVM can be abbreviated to 
FTSVM. Two experiments were carried out with blood cell images (720*540). Dur-
ing the experiments, we implemented FTSVM on color blood cell images to compare 
its performance with that of a traditional training method, and to assess its generaliza-
tion performance. The traditional training set is constructed by selecting samples that 
completely describe each class, whereas FTSVM only selects samples at the boundary 
of each class. In the experiments, the LIBSVM package was used to train SVM, and 
algorithms presented in the paper were implemented on Acer7500G-M computer with 
256M RAM running Windows XP. The RBF kernel function and SMO algorithm 
were adopted in the experiments. A large amount of color blood cell images were 
used as the experimental database.  
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Fig. 4. Training image 

4.1   Experiment I 

In the experiment, we compared the performance of FTSVM with that of the tradi-
tional one on the database of Fig. 4. Here, by incorporating the prior knowledge about 
the test image, we can select a better 2D-histogram (GB-histogram in this paper) that 
includes valuable color information. The sizes of erosion operation structuring ele-
ments x  and y  (discussed in section 3.3) were set at 9-pixel connectivity and 16-

pixel connectivity, and the kernel parameter q of RBF and the regulation parameter 

C (see formula (3)) were set at 50 and 100 respectively. Table 1 shows the compara-
tive results. 

Table 1. Comparative results 

 

Method Traditional method FTSVM 

Training set 
size 

13061 1363 

Number    of 
Support vectors 

542 15 

Training time 
(s) 

31.10 0.55 

Classification 
accuracy 

96.8% 95.9% 
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Results show that the size of training set can be reduced to 10% with the classifica-
tion accuracy only reduced by 0.9% of the traditional method. And the training is 
almost real time (only 0.55s needed in this case). The number of support vectors is 
decreased greatly, from 542 to 15. Therefore, the FTSVM can be trained online and 
the segmentation algorithm can be implemented in real-time applications. 

4.2   Experiment II 

In order to assess the generalization performance of FTSVM, we select some other 
blood cell images (720*540). As we can see in Fig.5, the three test images display 
white blood cells at different growth level. And because of different sample sources, 
preparation protocols, staining techniques, microscope and camera parameters for the 
image acquisition, the color of cytoplasm varies. However, the white blood cells in all 
three images were extracted successfully in spite that the SVM classifier was trained 
by Fig. 4 only, and then directly applied to images in Fig. 5. The segmentation results 
show that even some new colors that did not appear in the training data can be classi-
fied correctly, which proves the high generalization performance of FTSVM. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a)                                                 (b)                                         (c) 

Fig. 5. Color image segmentation. (a) Tested image 1 and its segmentation; (b) Tested image 2 
and its segmentation; (c) Tested image 3 and its segmentation. 

5   Discussions and Conclusions 

As we know, image segmentation is to extract the desired object from the back-
ground. In case of color blood cell images, color of cytoplasm varies because of dif-
ferent staining and illumination. Some conventional segmentation algorithms, based 
on constructing a color lookup table through mapping training data to color space, 
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often fail. Obviously, due to great generalization performance, FTSVM can partly 
overcome this problem via finding a proper hyper-plane to classify color pixels. 

Many researches indicate that the 1D-histogram and 3D-histogram suffer from the 
lack of local spatial information, and an effective way to solve this problem is to em-
ploy 2D-hitogram. Three different 2D-histograms can be derived from the projection 
of a 3D-histogram onto band-pair planes. By incorporating the prior knowledge about 
the test image, we can select a better one without comparing the all three. 

Furthermore, despite a lack of stable theory supporting that the boundary samples 
in the input space could decisively affect boundary decision in higher feature space. 
Experiments in this research and others suggest the rationality of this hypothesis. The 
training set initialized by the proposed method furnishes the most useful support vec-
tors that construct the optimal hyper-plane with maximized generalization ability. 

In summary, a novel method of designing efficient SVM by pre-selecting support 
vectors is developed in this paper. By using a morphological unsupervised clustering 
technique, the process of selecting boundary samples is fast, simple and unsupervised, 
and the number of training vectors is reduced significantly as well. Experimental 
results show that FTSVM is able to tackle the problem of large-scale image data. 
Compared with conventional methods, the new image segmentation algorithm based  
on FTSVM can satisfy the real-time requirement without losing any precision.  
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Abstract. Existing methods to deal with off-line signature verification usually 
adopt the feature representation based approaches which suffer from limited 
training samples. It is desired to employ straightforward means to measure 
similarity between 2-D static signature graphs. In this paper, we incorporate 
merits of both global and local alignment methods. Two signature patterns are 
globally registered using weak affine transformation and correspondences of 
feature points between two signature patterns are determined by applying an 
elastic local alignment algorithm. Similarity is measured as the mean square of 
sum Euclidean distances of all found corresponding feature points based on a 
match list. Experimental results showed that the computed similarity 
measurement was able to provide sufficient discriminatory information. 
Verification performance in terms of equal error rate was 18.6% with four 
training samples.  

1   Introduction 

An important issue in pattern recognition is the effect of insufficient samples available 
for training in classification accuracy. It is well known that when the ratio of the 
number of training samples to the number of the feature dimensionality is small, the 
estimates of the statistical model parameters are not accurate, and therefore the 
classification results may not be satisfactory. This problem is especially significant in 
off-line signature verification where usually only a few samples can be available for 
training such as 2-4 signatures when one open a bank account [1-9]. 

Most of the earlier work on off-line signature verification involves the extraction 
of features from the signatures image by various schemes. Y. Qi et al. [10] used local 
grid features and global geometric features to build multi-scale verification functions. 
Sabourin et al. [11] used an extended shadow code as a feature vector to incorporate 
both local and global information into the verification decision. B. Fang et al. [12] 
used positional variances of the 1 dimensional projection profiles of the signature 
patterns and the relative stroke positions of two dimensional patterns. Refer to Figure 
1 for some examples of the genuine signatures and corresponding forgeries.  
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                           (a)                                                       (b) 

Fig. 1. (a) Samples of genuine signatures.  (b) Samples of forgeries 

Existing methods to deal with off-line signature verification usually adopt the 
feature based approaches which suffer from two important issues: first, how much 
these extracted features are discriminatory to represent the signature itself for the 
purpose of verification. While lots of different algorithms have been proposed till 
now, most of them are ad hoc and assumed built models are stable. Then secondly, in 
any cases, usually only a limited number of samples can be obtained to train an off-
line signature verification system which further makes off-line signature verification a 
formidable task. Hence, it is desired to invent straightforward means to measure 
similarity between signatures by employing the 2-D signature graphs. The problem is 
how to define and compute similarity measurement between two signature patterns. 
Since no two signatures are identical, there are no parametric models no matter linear 
or non-linear that we can use to register or match two signature patterns. See Figure 2. 
If we apply some non-parametric schemes such as elastic matching algorithm to find 
out corresponding stroke or feature points between two signature patterns, since they 
are not globally aligned in terms of shift and rotation, the computed similarity 
quantity in certain from is just misleading to wrong measurement. Our idea to tackle 
this problem is to incorporate merits of both global and local alignment methods. In 
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this paper, we propose algorithms to register two signatures using weak affine 
transformation and measure the similarity based on a match list of feature points 
produced by an elastic local alignment algorithm. Experimental results showed that 
the computed similarity measurement was able to provide sufficient discriminatory 
information. Verification performance in terms of equal error rate was 18.6% with 
four training samples.   

 
 

       
                     (a)                                                                        (b)          

Fig. 2.  (a) Original image of signature Template. (b) original image of signature Input 

2   Global Registration and Local Alignment 

In order to measure similarity between two signatures in terms of certain kind of 
distance computation such as Euclidean distance, it is important to accurately find out 
corresponding strokes or feature points of the signatures. Here, we employ a fast 
global registration algorithm based on the weak affine transform to align the signature 
patterns. It also functions as normalization in traditional pre-processing stage. An 
elastic local alignment algorithm is then applied to produce a match list of 
corresponding feature points between the signatures to facilitate the computation of 
similarity measure.  

2.1   Fast Global Registration 

Signature patterns are not just simply overlapped each other to find out corresponding 
feature points since shift and rotation have existed. Although no two signature from 
the same person are identical which means that no parametric registration model is 
applicable no matter linear or non-linear, considering the major two factors, we 
propose the use of a weak affine registration of translations and rotation to roughly 
align the two signature patterns in order to facilitate the elastic local alignment to find 
corresponding feature points for similarity measurement. The model can be 
mathematically expressed as follows: 
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                                     (a)                                                                      (b)        

Fig. 3. (a) Overlapped image of the signature Template and signature Input in Fig. 2. before 
matching. (b) Overlapped image of signature Template (black, Fig. 2(a)) and signature Input 
(grey, Fig. 2(b)) after global registration 

In order to evaluate the goodness of fit between two signature patterns, a distance 
measure is computed in terms of the corresponding transformation. A search for the 
optimal transformation is to find the global minimum of the defined distance function. 
The search process typically starts with a number of initial positions in the parameter 
space by multi-resolution strategy.  

The idea behind multi-resolution matching is to search for the local optimal 
transformation at a coarse resolution with a large number of initial positions. Only a 
few promising local optimal positions with acceptable centreline mapping errors of 
the resulting transformation are selected as initial positions before proceeding to the 
next level of finer resolution. The assumption is that at least one of them is a good 
approximation to the global optimal matching. The algorithm is detailed as follows.  

One of the two signatures to be registered is called the Template and the other the 
Input. Thinning is performed for both the Template and the Input so that the resulting 
patterns consist of lines with one pixel width only. A sequential distance 
transformation (DT) is applied to create a distance map for the Template by 
propagation local distances [13]. The Input at different positions with respect to the 
corresponding transformations is superimposed on the Template distance map. A 
centreline mapping error (CME) to evaluate matching accuracy is defined as the 
average of feature point distance of the Input as follows:  

∈
∈

=
Templatejip
Inputjip

Template jipDM
N

CME

),(
),(

2)),((
1
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where N is the total number of feature point p(i,j) of the Input signature pattern and 
DM is the distance map created for the Template signature pattern. It is obvious that a 
perfect match between the Template and Input images will result in a minimum value 
of CME.     

The search of minimum CME starts by using a number of combinations of initial 
model parameters. For each start point, the CME function are searched for 
neighboring positions in a sequential process by varying only one parameter at a time 
while keeping all the other parameters constant. If a smaller distance value is found, 
then the parameter value is updated and a new search of the possible neighbors with 
smaller distance continues. The algorithm stops after all its neighbors have been 
examined and there is no change in the distance measure. After all start points have 
been examined, transformations having local minima in CME larger than a prefixed 
threshold are selected as initial positions on the next level of finer resolution. The 
optimal position search of maximum similarity between signatures is operated from 
coarse resolution towards fine resolution with less and less number of start points. 
Refer to the pseudo-codes for the search method shown below. 

 
Algorithm Search 
Begin 
FOR each initial position of the template  
X’ = X coordinate of initial position; 
Y’ = Y coordinate of initial position; 

’ = rotation angle of initial position; 
X” = step-length of X translation parameter; 
Y” = step-length of Y translation parameter; 
” = step-length of rotation parameter ; 

dist_min = value of distance function at initial position;   
LOOP 
FOR x = X’ – X”, X’ + X”, step = X” 
FOR y = Y’ – Y”, Y’ + Y”, step = Y” 
FOR  = ’ – ”, ’ + ”, step = ” 

dist_current = value of distance function at position (x,y, ); 
IF ( dist_current < dist_min ) THEN 

X’ = x; Y’ = y; ’ = ; 
LOOP_FLAG = 0; 
EXIT FOR x; 
EXIT FOR y; 
EXIT FOR ; 

 ELSE LOOP_FLAG = 1; 
 ENDIF 

ENDFOR   //  
ENDFOR   // y 
ENDFOR   // x 
IF (LOOP_FLAG = 1) EXIT LOOP 
ENDLOOP 
Optimal position = (X’,Y’, ’); 
ENDFOR 



 

 

The final optimal match is determined by the transformation which has the smallest 
centreline mapping error at level 0 (the finest resolution). Once the relative 
parameters for the global transformation model have been computed, the registration 
between two signatures is ready as illustrated in Fig. 3. 

 

    

                                            (a)                                                                (b)             

Fig. 4.   (a) Overlapped image of the approximated skeletons of signature Template (black) and 
signature Input (grey) after global registration. (b) Overlapped images after elastic local 
alignment by deforming the Template. 

2.2   Elastic Local Alignment 

Since the two signature patterns have already been roughly aligned by global 
registration, the next work to do is to find out corresponding feature points by using a 
non-parametric elastic matching algorithm. Let Template and Input be the two 
globally registered signature patterns. Lines and curves are approximated by fitting a 
set of straight lines. Each resulting straight line is then divided into smaller segments 
of approximately equal lengths referred as an 'element' which is represented by its 
slope and the position vector of its midpoint. Both signature patterns are, in turn, 
represented by a set of elements. Hence, the matching problem is equal to matching 
two sets of elements. Note that the number of elements in the two patterns need not be 
equal. 

The Template is elastically deformed in order to match the Input locally until the 
corresponding elements of both Input and Template meet, as illustrated in Fig. 4.  The 
objective is to achieve local alignment while to maintain the regional structure as 
much as possible. We elaborately create an energy function whose original format can 
be found in [14] to guide the deformation process.   
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where 
NT = number of Template elements,  
NI = number of Input elements,  
Tj = position vector of the midpoint of the jth Template element,  
θTj = direction of the jth Template element,  
Ii = position vector of the midpoint of the ith Input element,  
θIi = direction of the ith Input element,  
θTj,Ii = angle between Template element Tj and Input element Ii, restricted within  

0-90o , 
f(θTj,Ii) = max(cos θTj,Ii, 0.1),  
dTj,Tk = current value of |Tj − Tk|,  

0
Tk,Tjd  = initial value of  |Tj − Tk|,     
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K1 and K2: size parameters of the Gaussian windows which establish 
neighbourhoods of influence, and are decreased monotonically in successive 
iterations. 

The first term of the energy function is a measure of the overall distance between 
elements of the two patterns.  As the size K1 of the Gaussian window decreases 
monotonically in successive iterations, in order for the energy E1 to attain a minimum, 
each Ii should have at least one Tj attracted to it. 

The second term is a weighted sum of all relative displacements between each 
Template element and its neighbors within the Gaussian weighted neighborhood of 
size parameter K2. Each Template element normally does not move towards its 
nearest Input element but tends to follow the weighted mean movement of its 
neighbors in order to minimize the distortions within the neighborhood. E1 is 
minimized by a gradient descent procedure.  The movement ΔTj applied to Tj is equal 
to -∂E1/∂Tj and is given by 
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3   Similarity Measurement  

At the end of the iteration of the elastic local alignment, the corresponding elements 
of the two signature patterns should hopefully be the nearest to each other as shown in 



 

 

Fig. 4(b). And a match list of feature points has been produced. Then it is trivial to 
compute the Euclidean distance between two matched feature points by referring to 
their original coordinate positions.  We define the mean square of sum Euclidean 
distances of all found corresponding feature points as the measure quantity for 
similarity between two signatures (SQ) as given below: 

( )
=

−=
N

i
iiN

SQ
1

2'1
ST  (5) 

where Ti is the position vector of one feature points of the Template, '
iS  is the 

position vector of the corresponding feature points of the Input, N is the total number 
of feature points in the Template. As we want to test the robust and effectiveness of 
our proposed algorithms, only one sample signature was used as Template in global 
and local alignment. Another 3 genuine samples were employed to determine the 
threshold which verifies the test signature whether it is genuine or not. Any test 
signatures with SQ value larger that the threshold will be rejected as a forgery.  

4   Experimental Results 

The database to test the proposed algorithms was collected from 55 authors who 
contributed 6 genuine signature samples and 12 forgers who produced 6 forgeries for 
each author. 4 out of the 6 genuine signatures were used as training samples where 
one was arbitrarily selected as the Template and the remaining three were used to 
determine the suitable threshold. Cross-validation strategy was adopted to compute 
performance in terms of EER which stands for Equal Error Rate when the FAR is 
equal to the FRR. 

To globally register two signature patterns by using the weak affine model through 
multi-resolution approach, the depth of multi-resolution is set to 2, resulting in the 
size of the 2nd level images being 32×32. There are 54 initial positions at the lowest 
resolution, namely: 3×3 translation points, separated by 3 pixels, and 6 equidistant 
rotation angles.   

In the practice to employ the elastic local alignment method to find out 
corresponding feature points between two signature patterns, each line or curve is 
approximated by fitting a sequence of short straight lines ('elements') of about 10 
pixels long. The neighbourhood size parameters were set to 20 pixels. 

On average, the EER was 18.6% which is comparable to other existing methods [2-
5] for off-line signature verification. EER was computed by varying the threshold 
which is 1.0 to 2.5 standard deviation from the mean of the SQ values of the three 
training samples.  

5   Conclusion 

Feature based signature verification suffers from the lack of training samples which 
leads to unstable and inaccurate statistic model. In order to avoid building statistic 
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model and measure the similarity between two signature patterns directly, we propose 
the use of a global registration algorithm to roughly align two signatures to facilitate 
computing similarity measurement between two signature patterns. After applying an 
elastic local alignment algorithm, we are able to successfully produce a match list 
which we can use to compute the similarity quantity (SQ) for verification. In the 
experiment, four sample signatures were employed as training samples to determine 
the threshold and results were promising. If we use more training samples and 
incorporate statistical approach, it is hopeful to achieve better performance which is 
our next work in the future.  
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Abstract. In this paper an efficient shape matching and recognition approach 
based on genetic algorithm is proposed and successfully applied to plant special 
identification. Firstly, a Douglas-Peucker approximation algorithm is adopted to 
the original shape and a new shape representation is used to form the sequence 
of invariant attributes. Then a genetic algorithm for shape matching is proposed 
to do the shape recognition. Finally, the superiority of our proposed method 
over traditional approaches to plant species identification is demonstrated by 
experiment. The experimental result showed that our proposed genetic algo-
rithm for leaf shape matching is much suitable for the recognition of not only 
intact but also blurred, partial, distorted and overlapped plant leaves due to its 
robustness. 

1   Introduction 

The shape feature is one of the most important features for characterizing an object, 
which is commonly used in object recognition, matching and registration. In addition, 
the shape matching and recognition is also an important part of machine intelligence 
that is useful for both decision-making and data processing. More importantly, the 
recognition based on shape feature is also a central problem in those fields such as 
pattern recognition, image technology and computer vision, etc., which have received 
considerable attention recent years. Face recognition, image preprocessing, computer 
vision, fingerprint identification, handwriting analysis, and medical diagnosis, etc., 
are some of the common application areas of shape recognition [1, 2, 17]. 

In this paper, we introduce the shape matching and recognition technique to a new 
application: plant species identification. Plant species identification is a process re-
sulting in the assignment of each individual plant to a descending series of groups of 
related plants, as judged by common characteristics. It is important and essential to 
correctly and quickly recognize and identify the plant species in collecting and pre-
serving genetic resources, discovery of new species, plant resource surveys and plant 
species database management, etc. Plant identification has had a very long history, 
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from the dawn of human existence. However, so far, this time-consuming and trou-
blesome task was mainly carried out by botanists. Currently, automatic plant recogni-
tion from color images is one of most difficult tasks in computer vision because of 
lacking of proper models or representations for plant; and there are a great number of 
biological variations that different species of plants can take on.  

The shape of plant leaf is one of the most important features for characterizing 
various plants and plant leaves are approximately of two-dimensional nature. There-
fore, the study of leaf image recognition will be an important and feasible step for 
plant identification. For this target, some research works have been done. Rui, et al. 
[3] proposed a modified Fourier descriptor (FD) to represent leaf shapes and recog-
nize plant species. Abbasi, et al. [4] used a curvature scale space (CSS) image to rep-
resent leaf shapes for Chrysanthemum variety classification. Mokhtarian et al. [5] im-
proved this method and applied it to leaf classification with self-intersection. 

But most of the existing plant recognition methods are only focus on the intact 
plant leaves and not applicable for the non-intact leaves largely existing in practice, 
such as the deformed, partial, overlapped and blurred leaves. So to design a practical, 
accurate, and automatic plant species identification system based on plants leaf im-
ages, in our work, we propose a shape matching method based on genetic algorithm 
for plant leaf, which is robust and can handle not only the intact leaves but also partial 
or overlapped leaves.  

This paper is organized as follows: In Section 2, a shape polygonal approximation 
and the corresponding invariant attributes sequence representation are described and 
discussed. In Section 3, the genetic algorithm for shape matching is presented in de-
tail. The experimental results are reported in Section 4, and Section 5 concludes the 
whole paper and gives related conclusions. 

2   Shape Polygonal Approximations and Invariant Attributes 
Sequence Representation 

An extracted leaf contour often exhibits too many resolvable points, thus it should be 
not directly applied on shape matching and the shape representation should be com-
pressed. In this paper we adopted the Douglas-Peucker approximation algorithm [6, 
7], a pure geometrical algorithm, to get a smooth contour on a smaller number of ver-
tices, which is a better method due to the simplicity and shorter computational time.  

       

Fig. 1. A polygonal representation of contour 
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After performing the polygonal approximation of contour, a leaf shape can be rep-
resented as a sequence of vertices (as shown in Fig.1). The number of the points of 
this representation is largely smaller than the one of the original contours. But it is not 
invariant to rotation, scale and translation. 

Further, to gain the invariant features, another representation method, referred to as 
sequence of invariant attributes, is used for representing the shape. Each shape can be 
represented as a sequence of features or attributes: 
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Each primitive 
iQ  consists of four attributes: the length iρ  of the corresponding 

line segment; the relative angle iθ ; the area iA  with the preceding line segment 1−iP  

and the convexity iC  of the vertex iP . All lengths iρ and areas iA are locally normal-

ized. So these four attributes are invariant to rotation, scale and translation. 

3   Genetic Algorithm for Shape Matching 

This section will describe and discuss genetic algorithm to partial and overlapped 
shape matching. The genetic algorithm is a model of machine learning, which derives 
its behavior from a metaphor of some of the mechanisms of evolution in nature and 
has been used to solve many difficult problems [8-11]. Here we assume familiarity 
with GA notation. 

Given an input shape with n features and a model shape with m  features, we can 
regard shape matching using genetic algorithm as the optimum problem of finding 
n matching features of the input shape from m features of the model shape, which 
will be discussed as follow. 

3.1   Representation 

Each individual in the population represents a candidate solution to the shape-
matching problem.  In our work, each individual can be regarded as mapping each of 
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the input shape features to one of the model shape features. Thus each individual can 
be represented as a list in which each entry shows its corresponding feature of the 
matching model shape. And the notations are used as follow. 

Each input shape can be represented as:  

{ }nIIII ,,, 21=  

where ( )nkIk ,,2,1, =  is the kth  feature of the input shape, consisting of four attrib-

utes ( )kkkk CA ,,,θρ .  

The model shapes are LMMM ,,, 21 , each of which is represented as  

{ } ( )LjMMMM
jjmjjj ,,2,1,,,, 21 ==  

where ( )jjk mkM ,,2,1, =  is the kth  feature of the jth model shape, consisting of 

four attributes ( )jkjkjkjk CA ,,,θρ . 

Each individual { }nDDDD ,,, 21=  can be regarded as a function ( )IfD =  map-

ping input shape features to model shape features, i.e., 
( ) jikk MIfD ==  

where jmiLjnk ≤≤≤≤≤≤ 1,1,1 . 

3.2   Fitness 

The fitness evaluation is a mechanism used to determine the confidence level of the 
optimized solutions to the proposed problem.  In our work, the fitness of an individual 
describes how well each feature of the input shape matches with the model shape fea-
ture to which it is matched. Fitness is calculated by testing the compatibility of the in-
put shape features and the corresponding model features to which an individual maps 
them. The similarity measurement between the input shape feature 

kI  and the model 

feature 
kji DM = is defined as a distance function: 

( ) ( )ACkk SSSSfDIS ,,,, ρθ=  (6) 

where 
AC SSSS ,,, ρθ

are the similarity measurements for the four attributes of each fea-

ture pair between the input shape and the model shape and defined respectively as  
follow:  
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Thus, the distance function ( )kk DIS ,  is defined as 
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Awww ,, ρθ
 are the weight values for 
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(in this paper, 1=== Awww ρθ

). 

So fitness is calculated using the following formula: 
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3.3   Selection Mechanism 

The selection mechanism is responsible for selecting the parents from the population 
and forming the mating pool. The selection mechanism emulates the survival of the 
fittest mechanism in nature. It is expected that a fitter individual receives a higher 
number of offspring and thus has a higher chance of surviving on the subsequent evo-
lution while the weaker individuals will eventually die. In this work we are using the 
roulette wheel selection (RWS), which is one of the most common, and easy-to im-
plement selection mechanism. Basically it works as follows: each individual in the 
population is associated with a sector in a virtual wheel. According to the fitness 
value of the individual, the sector will have a larger area when the corresponding in-
dividual has a better fitness value while a lower fitness value will lead to a smaller 
sector. In additional we also used an elitist survival selection mechanism (ESS), i.e., 
the best fifth of all individuals in a generation is allowed to survive into the next  
generation. 

3.4   Crossover and Mutation Operators 

The purpose of the crossover operator is to produce new individuals that are distinctly 
different from their parents, yet retain some of their parents’ characteristics. There are 
two commonly used crossover techniques, called single point crossover (SPC) and 
two-point crossover (TPC). In single point crossover, two parent individuals are inter-
changed at a randomly selected point thus creating two children. In two-point cross-
over, two crossover points are selected instead of just one crossover point. The part of 
the individuals between these two points is then swapped to generate two children. 
There are some other crossover techniques such as uniform crossover. 

Some of the individuals in the new generation produced by crossover are mutated 
using the mutation operator. The most common form of mutation is to choose points 
on an individual and alter them with some predetermined probability. As mutation 
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rates are very small in natural evolution, the probability with which the mutation op-
erator is applied is set to a very low value. 

Since we are representing an individual through a list, the single point and two-
point crossover are applied to the individuals, producing two offspring. Mutation ran-
domly chooses points on an individual and maps input shape features to the features 
of randomly chosen model shapes. All the individuals are mutated with 10% mutation 
rate. 

4   Experimental Results and Discussions 

The leaf image database used in our experiment was constructed by our lab, which 
consists of intact, blurred, partial, deformed, and overlapped leaf images of 25 plant 
species. There are 1800 images in our database (A subset was shown in Fig2). The 
experiment is designed to illustrate the superiority of our approach for plant species 
identification over traditional methods such as Fourier descriptors (FD) [3], Hu in-
variant moment (HM)[12], contour moment (CM) [13] and pair-wise geometrical his-
togram (PGH) [14] as well as geometrical features (GF) [15, 16]. Each method com-
putes a distance for each pair of matched shapes. 

                

             

                    

              

Fig. 2. A subset of leaf image database 

In the first experiment (Exp1), for each plant species, there are 20 intact leaf im-
ages selected from our leaves database as the model images for the GA method. In 
addition, there are at least 20 intact leaf images selected from the remaining leaves as 
the input samples. To recognize the class of one input leaf, it is compared to all model 
images, and the K nearest neighbors are selected. Each of the K nearest neighbors’ 
votes in favor of its class, and the class that gets the most votes is regarded as the 
class of the tested leaf. In our experiment, we set 4=K . Then the performance com-
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parison between the GA and the five competitors was implemented, and the results 
were shown in Table 1. From Table 1, it can be clearly seen that theses methods are 
efficient for the recognition of intact leaves, and specifically the GA and GF methods 
achieved the best performance. But, note that the GA algorithm will consume much 
more time. 

Secondly, here we will test the capability of recognizing the partial plant leaf. The 
model samples are the same as the above, but for each contour of the input samples of 
every species used in the above experiment, a successive sub-contour is randomly ex-
tracted to form a partial shape, and the IR (Intact Rate) is defined as: 

100*
_

C

CSub

P

P
IR =  (13) 

where 
CSubP _
 is the perimeter of the sub-contour. 

Table 1. The performance comparison for different methods 

Average Recognition Rate (%) Meth-
ods Exp1 Exp3 

GA 93.6 83.2 

GF 92.1 61.1 

HM 83.4 62.6 

CM 75.6 54.2 

PGH 70.1 52.6 

FD 89.2 60.7 

 

Fig. 3. The curves for the correct recognition rates vs IRs 

This experiment was repeated for 10 times, and the averaged result is shown in 
Figure 3. For the GA method, it is shown that when the shape of leaf can keep the 
whole contour information over 40%, the average recognition rate is greater than 
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70%. But if using the GF and HM to recognize the partial leaves, the accuracy is very 
low. When IR is over 90, the correct recognition rate can be accepted. So, the GA 
method is a better choice for recognizing partial leaves than the GF or the HM 
method. 

Finally, the model samples are also as same as the above and all the rest images are 
used as input samples. The results shown in Table 1 clearly demonstrated that our GA 
method achieved the best performance than other traditional methods. 

In additional we compared the performance of different operations of GA (as 
shown in Table 2) using the data as same as Exp1. Table 2 showed that using the 
combined roulette wheel and elitist survival selection mechanism and two-point 
crossover operation will achieve a better recognition performance. 

Table 2. The performance comparison for different operations 

Selection Crossover Recognition Rate (%) 

SPC 87.6 
RWS 

TPC 90.8 

SPC 91.3 
RWS+ESS 

TPC 93.6 

5   Conclusions 

In this paper, an efficient plant identification method based on leaf images using ge-
netic algorithm was proposed and performed. Firstly, the leaf shape was approximated 
to polygon through Douglas-Peucker algorithm, and the representation of invariant at-
tribute sequence was used. Then a genetic algorithm was proposed to leaf shape 
matching. Our proposed approach was intrinsically invariant to rotation, translation 
and scale. The experimental result demonstrated that compared with other traditional 
methods, our proposed method is effective and efficient for recognition of both intact 
and non-intact leaf images, such as the deformed, partial and overlapped, due to its 
robustness. In the future work, those works of how to identify plant species using 
combined features (e.g., shape, texture and color) will be also included based on our 
proposed methods for practical applications. 
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Abstract. In this paper, we provide a steganalysis method which can detect the 
hiding in the least significant bit of the DCT coefficients. The method is based 
on the thought that the DCT coefficients are correlative. So the LSB sequence 
of the DCT coefficients is not random as a pseudo-random sequence. The ran-
domness the LSB sequence is measured by some statistical tests. We find, as 
the increase of the embedded secrets, the randomness of the LSB sequence in-
crease. Using the statistical tests as the features, we train ε -support vector re-
gression (ε -SVR) with train images to get the statistical mode of the estima-
tion of the embed secrets. With the statistical mode, we can discriminate the 
stego-images from the clear ones. We test our method on Jsteg and OutGuess. 
The results of experiments show that our method can detect the hiding by Jsteg 
and OutGuess either.  

1   Introduction 

Steganography is the art of invisible communication. Its purpose is to hide the very 
presence of communication by embedding messages into innocuous-looking cover 
objects. Until now hundreds of steganographic techniques are available on Internet [1]. 
Some of them use JPEG images as covers. The JPEG images have the following charac-
ters. First, the JPEG format is currently the most common format for storing image data; 
Second, it is also supported by virtually all software applications that allow viewing and 
working with digital images. The stegangraphic techniques hiding data in JPEGs in-
clude Jsteg[2], F5 [3], OutGuess [4] and so on. In all programs, message bits are em-
bedded by manipulating the quntized DCT coefficients. Jsteg and OutGuess embed 
message bits into the LSBs of quantized DCT coefficients. If steganographic techniques 
are misused by criminals for planning criminal activities, it will threaten the security of 
country. Many researchers have began to research the detection of steganography. Jsteg 
with sequential message embedding is detectable using the chi-square attack [5], Jsteg 
with random straddling is detectable by generlized chi-square attack [6]. But the chi-
square attack can not detect the OutGuess as OutGuess preserves first-order statistics of 
image. In this paper, we present a method to detect the hiding in the LSB of DCT coef-
ficients. We think the detection of stego-images is a classification problem, one class is 
the clear images, the other class is the stego-images. We want to use the development of 
machine learning to solve this problem. In section 2 we describe the basic thought of 
our steganalytic method and the extraction of features. In section 3 we test our method 
on the detection of Jsteg with random straddling. In section 4 we test our method on the 
detection of OutGuess. We conclude in section 5.  
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2   Steganalytic Method 

In this paper we only study on gray image. We are illumined by Westfeld in [5]. It 
reveals that the LSBs of luminance values in digital images are not completely 
random, so replacement of LSBs could be detected by visual attacks. We believe 
the DCT coefficients in the same place of 8×  8 blocks are correlative. So if we sort 
the DCT coefficients in a suitable order, the LSB sequence is not complete random. 
As the embedding of the secret data, the randomness of the LSB sequence will  
increase. 

2.1   LSB Sequence of DCT Coefficients  

The reason that we think the DCT coefficients in the same place of 8×  8 blocks are 
correlative relies on two. First, for JPRG images, the DCT coefficients are get by 
making discrete cosine transformation to 8×  8 pixels blocks. The pixels in adjacent 
blocks are highly correlative. Second, research shows that the distribution of DCT 
coefficients is Gaussian distribution for DC coefficient and Laplacian distribution for 
AC coefficients [7]. Figure 1 shows the distribution of the DCT coefficients of Stan-
dard image “bridge”.  

Fig. 1. (a) Standard image “bridge”          (b) Histogram of DCT coefficients of “bridge” 

Let I describe the gray image of size NM × , ),( jidctk  represent the DCT co-

efficient in  8×  8 block k . ),( ji  is the coordinate of coefficient in the block. The 

blocks are ranged from left to right and up to bottom of image. For example, the DC 

coefficient of first block is expressed as )1,1(1dct . We get the LSB sequence of DCT 

coefficients as follow: 
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end

end

jidctDCTstrcatDCT

jfor

ifor

)),(,(

8:1

8:1

=
=

=

 

)(DCTLSBLSBDCT =  

    In the above code, we concatenate the DCT coefficient in the same place in all 
blocks. ),( jidct is a string composed by the ),( ji DCT coefficients from block 1 to 

block 64/NM ∗ which are neither 0 nor 1. DCT  is the string of ),( jidct . For 

Jsteg and OutGuess, DCT  is the string of redundant bits which can be used to em-

bedded secret data.  ),( bastrcat is a manipulation that concatenate b at the end of 

sting a  . )(DCTLSB is a manipulation to get the least significant bits of string 

DCT . So DCTLSB is the LSB sequence of DCT coefficients, it is a binary  

sequence. 

2.2   Feature Extraction  

We think discriminating the stego-images from the clear ones is a two classes prob-
lem. We use statistical tests for the LSB sequence of DCT coefficients got in above 
section as the features for discrimination. With encryption the embedded secret data is 
almost pseudo-random. We think that with the embedding of the secret data, the ran-
domness of the LSB sequence will also increase. The number of features is 12 and the 

features are divided into two parts. Let B denote the set { }1,0 , 

Ni
N ssss ,,,1= , Bsi ∈ denote the binary sequence with length N . Here is 

the LSB sequence of DCT coefficients. The first part of features includes following 
[8]: 

1. maurer test: 

The sequence Ns is portioned into adjacent non-overlapping blocks of length L . 

The total length of sample sequence Ns is LKQN )( += , where K is the number 

of steps of test and Q is the number of initialization steps. Let 

],,[)( 1)1( LnnL
N

n sssb +−= for KQn +≤≤1 denote the n -th block of length 

L of the sequence Ns . Let the integer-valued quantity )( N
n sA be defined as taking 

on the value i if the block )( N
n sb has previously occurred and otherwise let 

nsA N
n =)( . The maurer test function )( N

T sf
U

is defined by: 
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where for KQnQ +≤≤+1 , )( N
n sA is defined by  

2. frequency test 

For a sequence Ni
N ssss ,,,1= , Bsi ∈ ,the test function )( N

T sf
F

is de-

fined as: 
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3.   serial test 

The sample sequence Ns is cut into LN consecutive blocks of length 

L (e.g., 8=L ),and the number )( N
i sn of occurrences of the binary representation 

of the integer i is determined for 120 −≤≤ Li .
STf is defined as 
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4.   run test 

In the run test with parameter L , the number )(0 N
i sn of 0-runs of length i and 

similarly the number )(1 N
i sn of 1-runs of length i in the sequence Ns are determined 

for Li ≤≤1 (e.g., 15=L ). )( N
T sf

R
 is defined as 
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5.   autocorrelation test 

An autocorrelation test ),( τN
T sf

A
with delay τ for the sequence 

Ni
N ssss ,,,1= is a frequency test for the sequence 

τ+⊕ 11 ss , NN ssss ⊕⊕ −+ ττ ,,22 , where ⊕ denotes addition modulo 2. 

6.   autocorrelation coefficient 
First we compute the correlation with no normalization: 

−

=
+=

mN

i
imiss

ssmR NN

1

)(  

Then we get the normalized autocorrelation coefficient: 

)0()1()( NNNN ssss

N
xcoor RRsf =  

The second part of features is the changes of the statistical tests after embedding 
amount of secret data by . The embedding amount is %50 of redundant bits of image. 

Let Ns  denotes the LSB sequence of original image DCT coefficients, Ns denotes 
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the LSB sequence of the image after embedding. )(xabs  is the manipulation of get 

the absolute value of x . We get the following features: 
7.   change of maurer test 

)]()([ N
T

N
TT sfsfabsg

UUU
−=  

8.   change of frequency test 

)]()([ N
T

N
TT sfsfabsg

FFF
−=  

9.   change of serial test 

)]()([ N
T

N
TT sfsfabsg

SSs
−=  

10. change of run test 

)]()([ N
T

N
TT sfsfabsg

RRR
−=  

11. change of autocorrelation test 

)]1,()1,([ N
T

N
TT sfsfabsg

AAA
−=  

12. change of autocorrelation coefficient 

)]()([ N
xcoor

N
xcoorxcoor sfsfabsg −=  

2.3   ε -Support Vector Regression (ε -SVR) 

Using the 12 dimensions feature, we want to get the statistical model of estimation of 
embedding secret data. We are going to use the development of the machine learning- 
ε -Support Vector Regression (ε -SVR) to establish the statistical model. Given a set 

of data points, { }),(,),,( llii zXzX , such that n
i RX ∈ is an input and 

1Rzi ∈ is a target output, the standard form of support vector regression is [9]: 
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where )()(),( j
T

ijiij XXXXKQ φφ≡= , ),( ji XXK is the kernel function, 

φ is the function map vector iX into higher dimensional space. 

The approximate function is: 
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In our problem, input iX is a 12 dimensions vector composed by 12 features de-

scribed in section 2.2, output 10, ≤≤ ii zz is the estimated amount of embedded 

data for image i . Kernel function is radial basis function (RBF) : 

.0),exp(),(
2

>−−= γγ jiji XXXXK  

3   Tests on Jsteg  

In this section we describe the experiment using our method to detect Jsteg with ran-
dom straddling. We use 250 images as train images, and 100 test images. All the 
images are taken by digital camera then converted to gray images and cut to 

512512× size. For every train image and every test image, we embed 

%100%,90%,80%,70%,60%,50%,40%,30%,20%,10,0  secret data respec-

tively using Jsteg with random straddling. After embedding, there are  
275011250 =× train images and 110011100 =× test images. The experiment is 

done as following steps: 
 Prepare data. For every image (train image or test images), we get it’s 12 di-

mensions features. This step can be divided into two sub-steps. First one, we calculate 
the six statistical tests; Second one, after embedding %50  secret data with Jsteg, we 
calculate the six changes of statistical tests. Getting the 12 dimensions input data, we 
scaling each feature in the range [-1,+1]. 

 Search the best parameter for ε -SVR. Using the train data, we search the best 

parameter ( εγ ,,C ) for ε -SVR to make the mean squared error(mse) least. 

 Using the train data and best parameter, we train the ε -SVR to get the statisti-
cal model of estimation of amount of secret data. 

 Test the statistical mode with test data. 
The plots of some features of train images are shown in Fig2. The best parameter 

searched for ε -SVR is 03125.0,0.1,64 === εγC , and 003236.0=mse . We 

use these parameters to train the ε -SVR and use it to predict the test data. In test, the 
Mean Squared Error =0.003347. The result of predict is plotted in Fig 3.  

In figure 3, we can see that the the regression results of the clear images and the 
stego-images embedded %10 secret data overlap, so varying the detection threshold 
plays off the likelihood of false positive against missed detections (false negative 
results). In this paper, the false positive results are considered more serious the missed 
detections. We chose the median of the regression result of stego-images embedded 

%10 secret data as the threshold. Regression result that is larger than this threshold 
indicates a image with embedded data, inverse, it’s a clear image. The classification 
results are shown in Table 1.  
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Fig. 2. Boxplot of some features of train images (a)Autocorrelation test (b)Change of autocor-
relation test (c)Maurer test (d)Change of maurer test (e)Serial test (f)Run test 

Table 1. Classification results (Threshold=0.0941) 
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We can see from the results that this method can discriminate the steo-image using 
Jsteg random straddling especially when the embedded rate extends %20  of redun-
dant bits. 

 
    
 
   
 
 
 
 
 
 

 

Fig. 3. Boxplot of the regression results of test images for Jsteg, for every embedded rate, there 
are 100 test images 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Estimated amount of embedding of some test images for Jsteg 

4   Tests on OutGuess 

We test our method on OutGuess. The experiment is similar to experiment on Jsteg, 
except two modifications. One is: Because Outguess has the maximal capacity for 
embedding so we embed %60%,50%,40%,30%,20%,10,0  secret data in each 

of the images. After embedding, we get 17507250 =× train images and 

7007100 =× test images; Second , in the step  of experiment, we embed %50  
secret data with OutGuess, then calculate the change of statistical tests. Fig 5 is the 
boxplot of regression results of test images for Outguess. The searched parameters 
are 03125.0,5.0,16 === εγC , mse=0.002861. In test, the Mean Squared Error 

=0.002345. 
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Fig. 5. Boxplot of the regression results of test images for OutGuess, for every embedded rate, 
there are 100 test images  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Estimated amount of embedding of some test images for OutGuess 

As in this paper the false positive results are considered more serious than missed 
detections, we set the threshold of discriminating stego-images from clear ones be the 
median of the regression of test images with %10 embedding. The classification 
results are shown in Table 2. We can see although the OutGuess preserve the first-
order statistics of image histogram, it can not preserve the statistics of the LSB se-
quence so we can detect it. With the increase of embed data, the accuracy of detection 
increase rapidly.  
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5   Conclusions 

In this paper, we present a method to detect hiding in the LSB of DCT coefficients. 
We think as the DCT coefficients are correlative, the LSB sequence of DCT coeffi-
cients (extracted in suitable order) will not be so random as a random sequence. Em-
bedding secret data in DCT coefficients, the randomness of LSB sequence will in-
crease. We also believe discriminating stego-images from the clear ones is a classifi-
cation problem. After extracting 12 features, we use ε -SVR to get the estimation of 
embedding amount in image and classify the image. Experiments show our method 
can detect hiding using Jsteg straddling and OutGuess. The next step of our work is to 
improve the detection accuracy and extend our method to color images. 
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Abstract. People are difficult targets to process in video surveillance and moni-
toring (VSAM) because of small size and non-rigid motion. In this paper, we 
address neural network application to people tracking for VSAM. A feedfor-
ward multilayer perceptron network (FMPN) is employed for the tracking in 
low-resolution image sequences using position, shape, and color cues. When 
multiple people are partly occluded by themselves, the foreground image patch 
of the people group detected is divided into individuals using another FMPN. 
This network incorporates three different techniques relying on a line connect-
ing top pixels of the binary foreground image, the vertical projection of the bi-
nary foreground image, and pixel value variances of divided regions. The use of 
neural networks provides efficient tracking in real outdoor situations particu-
larly where the detailed visual information of people is unavailable due mainly 
to low image resolution.  

1   Introduction 

Recently VSAM has received increasing attention in computer vision [1]. People and 
vehicles are two most important targets in VSAM. Although significant amount of re-
search work has been carried out targeting vehicles, active study on people was only 
lately begun. One obvious reason is that there have been more commercial demands 
for automatic vehicle monitoring and traffic control. In addition, there are reasons re-
lated to technical difficulties. Specifically, people have higher degree of freedom and 
their shapes are varying in more flexible ways. There are also varieties of colors and 
texture patterns in human images. Their motion is less predictable and they can ap-
pear virtually at any place from any direction in a scene monitored. Identifying people 
in an image is also difficult especially when people are partly occluded by any object 
or by themselves.  

Important aspects of people image processing for VSAM include detection, identi-
fication, tracking, shape analysis, and activity understanding. Fujiyoshi and Lipton [2] 
used a background subtraction technique for detecting moving objects in video image 
sequences, where a statistical background model is updated adaptively. For the identi-
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fication, Lipton et al. [3] defined a simple measure of dispersedness with the perime-
ter and area of a target object in an image based on an observation that a person has 
more complex shape than a vehicle. Pfinder [4] is an example of tracking a person in 
a room and interpreting his or her behavior. Ghost3D [5] is a system for estimating 
human postures using narrow-baseline stereo cameras. Brand and Kettnaker [6] pre-
sented an entropy minimization approach to clustering video sequences into events 
and creating classifiers to detect those events in the future. 

In this paper, we address neural network application to people tracking. This work 
was motivated by three practical observations. First, we found that most existing 
computer vision techniques for tracking people rely on relatively high-resolution im-
ages. However, an outdoor VSAM camera is usually installed at a far distance from a 
scene to cover a large area and the target people in an image are likely in low-
resolution as exampled in Fig. 1. Secondly, there is lack of techniques for identifying 
people occluded by themselves during motion. When two or more people merge by 
partial occlusion in an image, dividing the image patch of people into individuals is 
important not only to maintain tracking but also to understand the activities of people. 
Thirdly, when tracking non-rigid objects like people in low-resolution images, it is 
difficult to use a statistical motion model or build a reliable feature model. Although a 
human observer can understand and track a video sequence without any serious diffi-
culty, it is hard to formulize. Under these circumstances, we expect artificial neural 
networks to learn the capability that a human observer implicitly possesses. 

The system to be described in this paper is in a structure as shown in Fig. 2. Two 
separate FMPNs are employed, which are represented in dotted ellipses. One is for 
searching a person found in the previous image frame in current image frame. Section 
2 describes the design of this network. The other is for checking partial occlusion in a 
foreground image patch and dividing it if necessary. Section 3 provides details of this 
network. Experimental results are given in Section 4. It is followed by a conclusion in 
Section 5.  

 

Fig. 1. An example low resolution image of target people: (a) Original image, (b) Detected 
foreground 
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Fig. 2. Schematic block diagram of the people tracking system where solid boxes represent im-
ages, dotted boxes represent processes, and ellipses represent neural computations  

2   Neural Network for Tracking 

We define the tracking of people as the process of identifying each individual person 
in image sequences for recording or analysis. Most previous researches for people 
tracking in computer vision assume a single person [4] or use a statistical model [7]. 
In the former, the tracking problem becomes trivial but the assumption is not practical 
in most real outdoor scenes. In the latter, the performance of statistical estimation is 
not good if occlusions happen among multiple independently moving people in low-
resolution images, or if image frame rate is low and irregular. 

In this paper, an FMPN is employed for tracking people in low-resolution video 
image sequences of an irregular rate. We expect that a neural network can handle the 
tracking process effectively where conventional techniques cannot. Fig. 3 shows the 
network structure proposed. A person detected in the previous image frame is 
searched in current image frame using this network. The output s becomes closer to 1 
as two image patches compared match more. Error back-propagation algorithm is 
used in network training.  

The FMPN for tracking uses position, color, and shape cues. The adaptive 
background subtraction technique by Fujiyoshi and Lipton [2] is used for detecting 
moving people. Around people detected, minimum bounding boxes are drawn. One 
our observation is that the upper parts (head and torso) of a person have less varia-
tion than the lower parts (legs) in image sequences. This observation hints that 
processing with the information given from upper body parts is more reliable than 
that from the lower parts. The position is determined at the center coordinate of the 
top of a bounding box, which is an approximation of the head position. The net-
work uses the positional difference between two image patches detected at t and  
t-1 as 

-1| - |t ti i iΔ = ,  -1| - |t tj j jΔ =  (1) 
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Fig. 3. Neural network structure for tracking 

 
Fig. 4. An example of data extraction from an image for tracking 

    As the same way, the difference in the colors of torso parts is obtained for r and g 
values, which are normalized R and G color values respectively. The b value is de-
pendent on other two values as 1b r g= − −  and is not used for the network. Of small 
objects in image sequences, color information is not reliable as that of large objects. 
Thus, once matching is determined, each color value c is updated as 

1(1 )t t tc c cα α −= + −  (2) 

where  is an adaptation factor. The network also uses the difference in the sizes of 
bounding boxes. In Fig. 3, those for height and width are represented by h and w 
respectively.  

Fig. 4 shows an example of the process to detect a person and extract input data of 
the neural network. As described, the foreground image patch is detected first. Then, a 
minimum bounding box is drawn. The position, color, and size data are obtained from 
the box for the comparison with boxed image patches in previous image frame. The 
bottom line of the bounding box is determined at the 70% of the lowest point to over-
come the instability of the lower body parts in video image sequences. 
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3   Neural Network for Dividing a People Group into Individuals   

The tracking process discussed in the previous section meets a difficulty when two or 
more people are in close distance and an occlusion happens resulting in a mergence of 
foreground image patches. Sometimes one is behind of another completely and there 
is nothing to do but waiting the one reappears. In many other cases, only part of one’s 
body is occluded by another person. The image patch of a group of people partly oc-
cluded by themselves is divided into individuals by analyzing three different features 
as described in following sub-sections. 

3.1   Draping Line 

For dividing an image patch of partially occluded people, we use a new technique, 
named ‘draping line’, assuming that people in a scene are in roughly upright postures. 
This assumption is acceptable in most practical situations if the camera angles are set 
properly and people are walking (or running) in normal way. In this case, the division 
can be limited to vertical direction only. The draping line is drawn by connecting the 
top pixels of columns of a foreground image as exampled in Fig. 5. 

A real use of draping line is exampled in Fig. 6. For an image patch of Fig. 6(a), 
the foreground binary image is obtained as shown in Fig. 6(b). Then, a draping line is 
drawn like Fig. 6(c). At the local minimum (or minima if there are more than two 
people in an image patch) of the line, the image patch is vertically divided. Fig. 6(d) 
shows bounding boxes drawn after division. If necessary, the draping line can be 
smoothed against noise.  

 
 

Fig. 5. Drawing a draping line for a foreground image patch 

Fig. 6. Dividing an image patch of people into individuals by draping: (a) Original image, 
(b) Detected foreground, (c) Draping line, (d) Division at the local minimum of the draping line  

3.2   Vertical Projection 

In our experiments, the draping line based technique described in previous section 
showed good results in various situations. There are, however, cases where the 
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technique is not effective as all pixels below the draping line in the image patch are 
ignored. Fig. 7 shows such an example. In this figure, using the vertical projection 
Pr  

1

( ) ( , ), 1
N

i

Pr j b i j j M
=

= ≤ ≤  (3) 

of a binary image { ( , ) | 1 , 1 }b i j i N j M≤ ≤ ≤ ≤  as shown in Fig. 7(d) can be 
more effective than relying on draping. 

 

Fig. 7. An example where vertical projection is more effective than draping: (a) Original image, 
(b) Foreground image, (c) Draping, (d) Vertical projection 

3.3   Variances of Divided Regions 

Ideally, if an image patch of two people in partial occlusion is optimally divided, 
the variance of pixel values inside each divided region will be low while the vari-
ance of total undivided region will be high. This is particularly true if two people 
wear clothes of prominently different colors. Often, however, people wear upper 
and lower clothes in different colors and it can raise the variance even in the region 
of the same person. Considering these facts, the variance of pixel values of each 
row, row_var, within a region, which is divided by a candidate dividing line, is first 
calculated like 

row_var(i) 2

1 1

( ( , ) ( , ) ( )) / ( , )
D D

j j

p i j b i j p i b i j
= =

= −  (4) 

   
1 1

( ) ( , ) ( , ) / ( , )
D D

j j

p i p i j b i j b i j
= =

= ,   where 1 i N≤ ≤  (5) 

assuming that the two regions are divided at the D’th column of N M× image. Then, 
all row_vars of the left region of a dividing line are averaged to get div_varL    

div_varL
1 1 1 1

_ ( ) ( , ) / ( , )
N D N D

i j i j

row var i b i j b i j
= = = =

=  (6) 

    After calculating div_varR of right region by the same way for 1D j M+ ≤ ≤ , the 
average of the two variances, in_var, is obtained. The variance of total region,  
between_var, can be calculated by the same procedure but for 1 j M≤ ≤ .  
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3.4   Integration by a Neural Network 

As three methods discussed so far check different aspects of image features, we can 
expect their integration to bring about better division. A neural network is employed 
to integrate the three methods proposed. Fig. 8 shows an FMPN structure designed for 
such a purpose. To make a smaller network, the in_var and between_var are obtained 
only for gray image (rather than for R, G, B color values separately). Centering at j’th 
coordinate, where 3 2j M≤ ≤ − , arrays of five sequential elements of both draping 
line and projection graph are used for the input of network in addition to the values of 
in_var and between_var. 

 

Fig. 8. A neural network for dividing an image patch of partially occluded people 

4   Results 

Experiments have been performed on real outdoor image sequences acquired with a 
fixed video camera. The image frame size was of 240 × 320 pixels. The size of the 
minimum bounding box of a person was varying depending on one’s position and 
posture, but the smallest was in 15 × 8 pixels. Foreground image patches of moving 
people were extracted and stored on line. The time interval between image frames 
was rather irregular mainly depending on the number of people appear in the scene. 
The stored video files were analyzed later using an offline program written in Matlab. 

Two different experiments were done. The first experiment was for testing the two 
neural networks designed. Fourteen target people from five video sequences taken at 
two different locations were used for the experiment. In all cases, the system de-
scribed in this paper worked well. Fig. 9 shows a result of experimental tracking 
where the person carrying a black bag was tracked. The dividing network extracted 



308 Y. Do 

 

the target person in all image frames except the last one where a complete occlusion 
happened. The tracking network successfully followed the target person after division 
except one on the last frame.  

As the second experiment, the system designed was applied to counting the num-
ber of people in a scene. As stated in [8], counting pedestrians is often required for 
traffic control but currently done manually. In [8], Kalman filter and Learning Vector 
Quantization were used for high-resolution images. In our experiment, the image 
resolution was quite low and we used the dividing FMPN designed in Section 3. Fig. 
10 shows the counting by division for the case of five walking people. They walked 
from close distance to far distance and correct division was possible only in the first 
two frames. The system can make correct counting if at least one correct division is 
possible and this result showed such a case.  

 

Fig. 9. An experimental result for tracking a person 

Fig. 10. Experimental result of counting the number of people in a scene 
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5   Conclusion 

We have presented techniques to track moving people in low-resolution video images 
for outdoor surveillance and monitoring applications. Emphasis was given to two neu-
ral networks designed - one for dividing a group of partly occluded people into indi-
viduals, and the other for tracking each individual person after division. The dividing 
network uses the draping line and vertical projection of a binary foreground image in 
addition to the variance of the corresponding gray image. By the use of neural net-
work, dividing could be effectively done in various situations only except the case of 
complete occlusion. Each divided individual could be tracked using the other neural 
network. The tracking network uses the position, color and shape information of a 
target person. Unlike most existing techniques, the system described in this paper can 
work effectively even for small targets in image sequences of irregular time interval 
without using explicit statistical or mathematical models. We could get good results 
when the system was tested in two different kinds of experiments; one for testing neu-
ral network performances in tracking people who were occluded by themselves during 
motion, and the other for counting the number of pedestrians in a scene.  
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Abstract. How face pose (rotating from right to left) influence the fusion au-
thentication accuracy in face and fingerprint identity authentication system? 
This paper firstly tries to answer this question. The maximum rotating degree 
that fusion system can bear is given out by experiment. Furthermore, theoretical 
analysis deals with how face pose influence the fusion performance is proposed 
in this paper. Experiment results show that faces with big rotated degree can not 
be helpful but harmful to fusion system. And the maximum rotated angle of 
face that fusion system can bear is 20 degree. On the other hand, theoretical 
analysis proved that the mathematical inherence of influence of face pose on fu-
sion system is not only the reduction of variance but also the decrease of dis-
tance between the genuine and imposter classes. 

1   Introduction 

Recently biometric identity authentication (BIA) gains more and more research inter-
esting in the world. BIA is a process of verifying an identity claim using a person’s 
behavioral and physiological characteristics. BIA is becoming an important alterna-
tive to traditional authentication methods such as keys (something one has) or PIN 
numbers (something one knows), because it is essentially “who one is”, i.e. by bio-
metric information. Therefore, it is immune to misplacement, forgetfulness and be-
guilement. 

The most prominent trend of BIA is to use of multiple biometric modalities 
(MBIA) to build the fusion authentication system [1~5], such as combining face and 
speech [1], face and fingerprint [2], face and iris [3]. These MBIA systems all selected 
face as a sub system because face has the good acceptability, collectable and perform-
ance. But as we know, face has the pose problem during acquisition. It is sure that 
face pose will affect the performance of fusion system. Whereas, how dose it influ-
ence? How much does it influence? And how many rotated degree can fusion system 
bear? Finally what is the essential inherence of the influence? Unfortunately these 
questions had not been involved in those references mentioned above. But, it is very 
important to application systems. Therefore, this paper tried to solve these problems 
and give the answer.           

The remainder of this paper is organized as follows. The performance of face and 
fingerprint authentication system are described in section 2 and 3. The influence of 
face pose to fusion system is studied and analyzed in section 4. Finally we give out 
the main conclusions and future work in section 5. 
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2   Face Authentication 

Face authentication involves face detection, feature extraction, feature matching proc-
ess and decision making. In this paper, we use an automatic method for face detection 
and for eye and chin orientation [6], and adopted multimodal part face recognition 
method based on principal component analysis (MMP-PCA) to extract feature set [7]. 
The experiment face images are from the TH (Tsinghua University, China) Database. 
The TH database contains 270 subjects and 20 face images per subject with every 
other 5 degree turning from the front face to left (-) or right (+), and 10 fingerprint 
images from 2 different fingers with 5 images each. In our experiment, 186 subjects 
were selected for fusion of face and fingerprint authentication. We selected 13 face 
images and 5 fingerprint images for each subject. For face images, the first one, which 
is the one with zero turning degree, was selected as template, and the other 12 images 
as probes. Fig.1 shows the face and fingerprint images in TH database. Table 1 shows 
the training and testing protocols, the genuine and impostor match numbers. Protocol  
 

 
                                                                    0                  1                 2                  3               4 

 
                                       5                6                   7                  8                 9                  10               11               12 

 
                          0                 1                   2                     3                  4 

Fig. 1. Samples of Face and Fingerprint Images in the TH Database 

Table 1. Authentication protocols. (SN--serial number; Degree--turning degree to right or left; 
Tr--for training; Te--for testing) 

 Template Probes 
SN 0 1 2 3 4 5, 6 7, 8 9, 10 11, 12 

Degree 0 -5 +5 -10 +10 ±15 ±20 ±25 ±30 
Protocol 1 (P1) Te1 Tr Te1 Tr Te2 Te3 Te4 Te5 
Protocol 2 (P2) Tr Te1 Tr Te1 Te2 Te3 Te4 Te5 
Protocol 3 (P3) Tr Tr Tr Tr Te2 Te3 Te4 Te5 

Number of genuine match 186 186 186 186 2×186 2×186 2×186 2×186 

Face 

Number of impostor match 185×
186 

185×
186 

185×
186 

185×
186 

2×185
×186

2×185 
×186

2×185 
×186 

2×185 
×186 

Set Fusion 
with  Template Probes 

A Tr, Te1 0 1 2 3 4 
B Te2,Te3 1 0 2 3 4 

Finger
print 

C Te4,Te5 

S
N 

2 0 1 3 4 
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1(P1), 2(P2) and 3(P3) are different from the training sets, +5 and +10 degree for P1, 
-5 and -10 degree for P2 ±5 and ±10 degree for P3. For training face images in P1 
and P2, we have 2 genuine match scores per subject, together 2×186 match scores 
constructing the training genuine distribution, and 2×185×186 impostor match scores 
constructing the training impostor distribution. Obviously every testing face sets has 
the same number. From table 1, we can see that each protocol of P1 and P2 has 1 
training set and 5 testing sets (Te1~Te5). For P3, Te1 set of P1 or P2 was used for 
training, so the training set of P3 has 4×186 genuine match scores and 4×185×186 
impostor match scores, and the testing sets (Te2~Te5) are same as sets in P1 and P2. 

Fig.2 shows face distributing of genuine and impostor match similarity (%) of Tr 
data set of P3 (Note that the following figures relate to face and fusion systems are all 
from this set except indicate). It is obvious that the genuine and impostor overlapped 
each other, and the decision errors are unavoidable. FAR and FRR curves of face 
authentication system are presented in Fig.3, EER is 0.044 when authentication 
threshold is 77%. 

 

Fig. 2. Face Matching Similarity Distributing        Fig. 3. FAR and FRR Curves of Face 

3   Fingerprint Authentication 

In the Fingerprint authentication system, we use an automatic algorithm to locate the 
core point and extracted the local structure (direction, position relationship with the 
neighbor minutiaes) and global structure (position in the whole fingerprint) of all the 
minutiaes [8]. The matching algorithm used local and also global structures of every 
minutia. Fig.4(a) shows a sample in the TH fingerprint database, the core, the first 
orientation and minutiae points are presented on it and (b) shows the extracted ridge 
and minutiae points. 

                            
(a) Fingerprint and Its Minutiaes      (b) The Ridge and Minutiaes 

Fig. 4. Sample in the TH Fingerprint Database 
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For fingerprint images, we selected 5 images from one finger. Table 1 shows the 
fingerprint protocol. One was selected to be template and the other four leaved to be 
probes. As to fusion with face, three data sets are built, i.e. A, B and C. Data in each 
set was used to generate 4×186 genuine match scores and 4×185×186 impostor match 
scores. Fig.5 shows fingerprint distributing of genuine and impostor match similarity 
(%) on data set A. FAR and FRR curves of fingerprint authentication system was 
presented in Fig.6. EER is 0.0107 when threshold is 18%. See Fig.6, FAR and FRR 
curves intersect and form a flatter vale, which predicate the range of threshold with 
respect to smaller FAR and FRR is larger, and the point of intersection is nearer to the 
x-axis, so the EER is smaller, both compared with face authentication in Fig.3. As a 
result, the authentication accuracy and robustness of fingerprint outperforms face 
authentication system obviously. In the next section, we will see fusion systems pre-
sent a rather better performance than either of face and fingerprint system. 

                 

Fig. 5. Fingerprint Match Similarity Distributing    Fig. 6. FAR and FRR Curves of Fingerprint 

4   Influence of Face Pose on Fusion Authentication Performance 

As to fuse the face and fingerprint authentication systems, a confidence vector 

1 2( , )X x x represents the confidence output of multiple authentication systems was 

constructed, where 1x and 2x  correspond to the similarity (score) obtained from the 

face and fingerprint authentication system respectively. Further more, for multi-
biometric modalities more than 2, the problem turns to be N dimensional score vector 

1 2( , , )NX x x x  separated into 2 classes, genuine or impostor. In other words, the 

identity authentication problem is always a two-class problem in spite of any number 
of biometrics. 

4.1   Fusion Results of SVM  

Support vector machine (SVM) is based on the principle of structural risk minimization. 
It aims not only to classify correctly all the training samples, but also to maximize the 
margin from both classes. The optimal hyperplane classifier of a SVM is unique, so the 
generalization performance of SVM is better than other methods that possible lead to 
local minimum 9. In reference 10, we already compared SVM with other fusion meth-
ods, and some detail can be seen in it. The detailed principle of SVM can be seen in 
reference 10. In this paper, three kernel functions are used. They are: 
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    Polynomials: ( , ) ( 1) , 0T dK x z x z d= + >  (1) 

    Radial Basis Functions: 
2

( , ) exp( )K x z g x z= − −  (2) 

Hyperbolic Tangent: ( , ) tanh( )TK x z x zβ γ= +  (3) 

 
Fig.7 shows the classification hyperplane of SVM-Pnm (d=2) on genuine and im-

poster. The fusion score distributing and FAR and FRR curves of SVM-Pnm are 
showed in fig.8 and 9. See fig.9, FAR and FRR curves intersect and form a very flat 
and broad vale; this means that for a large region of threshold value in which the FAR 
and FRR are both very small. Accordingly, not the accuracy but the robustness of the 
authentication system are both improved after fusion with SVM. ROC Curves of Face, 
Fingerprint and SVM System showed in fig.10, obviously the performance of SVM fusion 
systems are better than the fingerprint and face systems. 

                 

Fig. 7. Classification Hyperplane of SVM-Pnm    Fig. 8. Genuine and Impostor Distributing  
                                                                                    after fused by SVM-Pnm 

 

     

    Fig. 9. FAR and FRR Curves of SVM-Pnm          Fig. 10. ROC Curves of Face, Fingerprint 
    fusion System                                                        and SVM System 

4.2   Influence of Face Pose on Authentication Performance  

In practical authentication system, front face is not guarantied always, and face im-
ages acquired often have pose angle. It is not difficult to guess that with pose angle 
getting larger, face authentication accuracy is falling down. And how will this affect 
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fusion performance? What is the theoretical evidence of this influence? Furthermore, 
how large angle can fusion authentication system bear? In other words, maintaining 
high authentication accuracy required, faces may rotate in what an allowable range? 
This paper will first investigate these problems, which are very important to practical 
system.  

We select P3 for example. See fig.11, compare (a) with (b), it is obvious that the 
genuine center is moving to the left because of face turning degree getting larger, 
whereas, the impostor center is comparatively stable, just a small shift. Fig.12 shows 
the mean and standard variance curves, noted that the class distances between genuine 
and imposter, see fig.12(a), become shorter and shorter with the face turning angle 
increasing, otherwise, the standard variances become smaller. Table 2 shows the 
mean ( μ ) and standard variance (σ ) values of each face data set. For face genuine 

sets. The mean values become smaller from 87.0241 to 68.1473, and 70.9282 to 
64.5138 for impostor sets, along with the rotated angle from -5 to +30 degree. While, 
the genuine standard variances change from 3.5310 to 3.1942 and the imposter 
standard variances change from 3.4203 to 2.327. Therefore the distances between 
genuine and imposter classes decrease from 16.0959 to 3.6299. From the σ  values, 
we can see that the impostor data sets are much stable than the genuine. Table 3 
shows the mean and standard variance values of different fingerprint data sets. From 
this table, we can see that distances between the genuine and imposter of fingerprint 
are much larger than face. Otherwise, the mean and standard variance of A, B and C 
data sets are very closer, so different fingerprint data sets are stable. 

     
                 (a) Result on Te2+Te3                                  (b) Result on Te4+Te5 

Fig. 11. SVM-Pnm Classification Results on Te2+Te3 and Te4+Te5 

     
              (a) Mean                                                   (b) Standard Variance 

Fig. 12. Mean and Standard Variance Curves of different face data sets 
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Table 2. Mean and standard variance of face data sets with different turning degree 

Genuine Impostor                 μ  &σ  

Degree μ  σ  μ  σ  
-5 87.0241 3.5310 70.9282 3.4203 
+5 84.4497 5.0213 70.4596 3.6701 
-10 84.7111 4.0597 70.5198 3.3837 
+10 83.5352 4.8207 70.4046 3.4138 
-15 80.9482 4.9914 69.4611 3.6018 
+15 80.5642 4.8187 69.4207 3.4448 
-20 77.1225 4.0876 68.1191 3.2706 
+20 75.4831 4.6328 67.5016 3.2318 
-25 73.1199 3.6429 66.6440 2.9652 
+25 71.3474 3.9970 65.8601 2.9841 
-30 70.2859 3.2360 65.7849 2.8058 
+30 68.1473 3.1942 64.5138 2.7327 

Table 3. Mean and standard variance of fingerprint data sets 

                            Data sets 
μ &σ  A B C 

μ  53.72 54.94 54.96 
Genuine σ  11.32 11.20 11.44 

μ  7.270 7.310 7.360 Impos-
tor σ  3.280 3.300 3.330 

The performance of face, fingerprint and SVM-Pnm authentication systems are 
showed in table 4. We select face authentication threshold as 82% and 30% for fin-
gerprint, then FAR are both 7.265e-6, the same as SVM-Pnm. From table 4, we can 
see that SVM-Pnm’ false rejected numbers are less than fingerprint when turning 
degree in the range of [5, 20], but more than fingerprint when turning degree not less 
than 25. Well, we can draw an experiential conclusion that if face turning degree is 
larger than 20, fusion face and fingerprint is not necessary. Under this condition, face  

Table 4. Performance of face, fingerprint and SVM fusion systems. Note: for FAR and FRR 
column, the up value in bracket is the false accepted or false rejected number, under the number 
is the false rate 

Face Fingerprint SVM Fusion 
T=82% T=30% T=0.0 

        FAR,   FRR 
 

Data sets FAR FRR FAR FRR FAR FRR 

±5~±10 
(1), 

7.265e-6 
(133), 
0.1788 

(1), 
7.265e-6 

(25), 
0.0336 

(1), 
7.265e-6 

(5), 
0.0067 

±15 
(0), 

0.0000 
(192), 
0.5161 

(0), 
0.0000 

(7), 
0.0188 

(0), 
0.0000 

(1), 
0.0027 

±20 
(0), 

0.0000 
(344), 
0.9247 

(0), 
0.0000 

(9), 
0.0242 

(0), 
0.0000 

(7), 
0.0188 

±25 
(0), 

0.0000 
(367), 
0.9866 

(0), 
0.0000 

(11), 
0.0296 

(0), 
0.0000 

(14), 
0.0376 

±30 
(0), 

0.0000 
(371), 
0.9973 

(0), 
0.0000 

(11), 
0.0296 

(0), 
0.0000 

(17), 
0.0457 
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authentication is incapable of being helpful to fusion system, and even harmful to 
fusion system to some extent. Theoretical analysis of this influence will be presented 
in next sub section. 

4.3   Theoretical Analysis  

Suppose that the two classes, genuine and imposter follow Gaussian distribution and 

the probability density function ( )k c
iP Z = and ( )k I

iP Z = have mean k
iu  and vari-

ance 2( )k
iσ , so the pdf is 

2

2

1 ( )
( ) exp( )

22

Z u
P Z

σσ π
− −=                 (4) 

In BA, FRR and FAR are both the function of decision threshold. Fig.13 is the 
sketch map of genuine and imposter distribution. Where, T is the decision threshold. 
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Where,
2

0

2
( )

x terf x e dt
π

−=  is the error function. Erf is a monotonous in-

crease odd function, and its curve is showed in fig.14, and so ( ) ( )erf x erf x− = − . 

   

           Fig. 13. Genuine and Imposter distribution                      Fig. 14. Erf Curve 
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The minimal error happens when ( ) ( ) ( )FRR T FAR T EER T= = , i.e. the Equal 

Error Rate. And substitute equation (5) and (6) into the upper formula, we have 

 
( ) ( )

( ) ( ) 0
2 2

C I
i i

C I
i i

T u T u
erf erf

σ σ
− −+ =            (7) 

And using the odd function property, we can deduce that 

 
I C C I
i i i i

I C
i i

u u
T

σ σ
σ σ

⋅ + ⋅=
+

                    (8) 

Substitute (8) into (7), then obtain 

1 1 1
( )

2 2 2

C I
i i
C I
i i

u u
EER erf

σ σ
−= − ×
+

          (9) 

Note that the ratio C I C I
i i i iR u u σ σ= − + is similar to Fisher ratio. From equa-

tion (9), we can see that EER is inverse ratio with the between-class distance, see the 
numerator of R, and direct ratio with the total standard variance, see the denominator 
of R. Therefore the value of EER is dependent on not only the between-class distance 
but also the total standard variance (can be look at as the within class distance). To 
obtain smaller EER, one must enlarge the between-class distance and/or reduce the 
within class distance. Hence EER is inverse ratio with the ratio R, and ratio R can 
reflect system performance sufficiently. So the larger this ratio is, the better the genu-
ine and imposter classes are discriminated, and the lower EER will be. Although the 
σ decreased, the EER become bigger in our experiments with face turning degree 
getting larger. This is because, the ratio R is smaller. So, reduced variance is not suf-
ficient for judging whether EER become bigger or smaller. And the ratio R is just the 
key evidence.   

5   Conclusions and Future Work 

This paper firstly tries to interpret how face pose influence the fusion authentication 
accuracy in SVM-based face and fingerprint identity authentication system. Experi-
ment results show that faces with big rotated degree can not be helpful but harmful to 
fusion system. And the maximum rotated angle of face that fusion system can bear is 
20 degree. Furthermore, theoretical analysis proved that the mathematical inherence 
of influence of face pose on fusion system is not the reduction of the variance but the 
decrease of distance between the genuine and imposter classes.   
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Abstract. In this paper, a novel method of blind Super-Resolution (SR) image 
restoration is presented. First, a learning based blur identification method is 
proposed to identify the blur parameter in which Sobel operator and Vector 
Quantization (VQ) are used for extracting feature vectors. Then a super-
resolution image is reconstructed by a new hybrid MAP/POCS method where 
the data fidelity term is minimized by 1l norm and regularization term is defined 
on the high frequency sub-bands offered by Stationary Wavelet Transform 
(SWT) to incorporate the smoothness of the discontinuity field. Simulation re-
sults demonstrate the effectiveness and robustness of our method. 

1   Introduction 

In many image applications such as remote sensing, military surveillance, medical 
diagnostics and HDTV, SR images are often required. However, the quality of image 
resolution depends on the physical characteristics of the imaging devices, and it is 
hard to improve the image resolution by replacing sensors because of the cost or 
hardware physical limits. Super-resolution image reconstruction is one promising 
technique to solve the problem which uses digital image processing techniques to 
obtain an SR image (or sequence) from several low resolution samples of the same 
scene. It has been one of the most active research areas in the field of image recovery. 

The super-resolution idea was first addressed by Tsai and Huang [1], who used the 
aliasing effect to restore a high-resolution image from multiple low-resolution (LR) 
images. Many different methods were proposed then in this field, such as iterative 
back projection (IBP) [2], projection onto convex set (POCS) [3], Bayesian estimation 
[4], etc. However, only a few address the problem of blind SR. Meanwhile, SR resto-
ration can be considered as a second-generation problem of image recovery, therefore 
some methods of image recovery can be extended to solve SR problem. In [5], a VQ-
Based blur identification algorithm for image recovery was proposed by Nakagaki. 
But in this method if the variance of the band-pass filter was not chosen properly, it 
was hard to identify blur parameter.  

In this paper, we propose a blind SR algorithm by improving the VQ-based ap-
proach. In our method, Sobel operator is introduced for extracting feature vectors and 
DCT is applied to reduce the dimensionality of the vector. After blur identification, 
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we also propose a new algorithm for SR restoration by combining 1l  norm minimiza-

tion and stationary wavelet transform. Simulations show that our method is robust to 
different types of images and different noise models. Also, it has fast convergence 
performance and low complexity. 

The paper is organized as follows: The proposed SR blur identification algorithm is 
presented in section 2. Section 3 describes the SR restoration method. Simulations in 
section 4 show the effectiveness of our method. Section 5 concludes this paper. 

2   Blur Identification 

At present, there are two super-resolution models: the warping-blurring model and the 
blurring-warping model. The former model coincides with the imaging physics but it 
is usable only if the motion among SR images is known a priori, and the latter model 
is more appropriate when the motion has to be estimated [8]. In the following, the 
warping-blurring model is taken as an example to discuss the problem. The relation-
ship between the low-resolution images and the high resolution image can be formu-
lated as [4]: 

kkkkk EXY += FHD  (1) 

where kY is the 121 ×MM  lexicographically ordered vector containing pixels from 

the k th LR frame, X is the 121 ×NN  lexicographically ordered vector containing 

pixels from SR image , kE is the system noise with the size 121 ×MM , kD is the 

decimation matrix of size 2121 NNMM × , kH is the blurring matrix of 

size 2121 NNNN × , known as the Point Spread Function(PSF), kF is a geometric 

warp matrix of size 2121 NNNN × , Kk ≤≤1  and K is the number of low-resolution 

images. 
In many practical situations, the blurring process is unknown or is known only 

within a set of parameters. Therefore it is necessary to incorporate the blur identifica-
tion into the restoration procedure. 

2.1   The VQ-Based Blur Identification Algorithm 

Vector quantization is a technique used in the data compression field. In [5], it was 
applied to identify blur parameter of the degraded image where different vector repre-
sents different local characteristics of the image. The method consists of two stages: 
codebook design and blur identification. Details are shown as in Fig.1. 

Assuming that the blurring process is known and blur function is parameterized 
by the parameter i . A number of VQ codebooks, each corresponding to a candidate 
blurring function are designed using band-pass filtered prototype images. A code-
book with the minimum average distortion for a given degraded image is selected 
and the blur function used to create the codebook is identified as the unknown blur-
ring function.  
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(a) Block diagram of the codebook design 

 

(b) Block diagram of the blur identification 

Fig. 1. Block diagram of the VQ-based blur identification approach 

2.2   The Improved VQ-Based Blur Identification Algorithm 

In [5], Nakagaki used LOG filter as the band-pass filter for the codebook design. But 
if the variance of the LOG filter is not chosen properly, it is hard to identify the blur 
parameter. Moreover, the parameter has to be changed when the type of the blurred 
image changes. In our method Sobel operator is used to detect the edge of the blurred 
image, then feature vectors are formed by some of the DCT coefficients of each edge 
detected image block. This process is shown as in Fig.2. 

 

Fig. 2. Block diagram of the improved approach 

Then the improved approach is extended to identify the blur function of the LR im-
age. The blur identification algorithm for SR can be depicted as follows: 

The first stage is codebook design: 

1)  Choose n candidates for each LR image and some prototype images (or training 
images) that belong to the same class with the LR image. 

2)  Blur and down-sample the prototype images according to the observed LR im-
age. 

3)  Up-sample the LR image with bilinear or bicubic interpolation. 
4)  Detect the edge of the up-sampled image with Sobel operator and divide the 

edge detected image into blocks, the feature vectors are the low frequency DCT coef-
ficients of each block. 
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5)  The LBG algorithm is used for the creation of the codebook. 

The second stage is blur identification: 

Given a blurred low-resolution image, after the interpolation, edge detection and 
DCT in the same way as that in the first stage, the distance between the image and 
each codebook is calculated. A codebook with the minimum distance value is se-
lected. The blurring function corresponding to the codebook is identified as that of the 
LR image. 

The basic idea of the proposed method is that because the blurring function is con-
sidered as a low-pass filter and low-frequency regions contains little or no informa-
tion about the PSF, information about PSF is not lost after edge detection. Meanwhile, 
in contrast to the LOG filter, Sobel operator enhances the robustness of the algorithm 
to different types of images. This is because what we need is the information that can 
distinguish different PSFs, the edge detected image by Sobel operator furthest pre-
serves this information. In this way, the selection of the variance of the LOG filter is 
avoided. 

3   Super-Resolution Reconstruction 

Super-resolution reconstruction is an ill-posed problem. In [6], the wavelet represen-
tation of the image is utilized to construct a multi-scale Huber-Markov model. The 
model is incorporated into Bayesian MAP estimator to reconstruct the SR image. This 
method is effective to preserve the edges of the image, but it is very sensitive to the 
assumed model of data and noise. Sina Farsiu et al. [7] propose an approach using 1l  

norm minimization to enhance the robustness to different data and noise models. 

3.1   Robust Data Fusion  

According to Bayesian theory, the ML estimation of the SR image is given by: 

where ρ measures the “distance” between the model and measurements. In order to 

make the cost function robust to different data and noise models, we choose 1l  norm 

to minimize the measurement error [7]. Meanwhile, according to POCS idea, by in-
corporating constraining convex sets that represent a priori knowledge of the restored 
image into the reconstruction process, the optimization problem can be stated as: 

where pC  represents the additional constraints such as constraints on the output en-

ergy, phase, support and so on. 
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A unique and stable estimate X  can be sought by introducing a priori information 
about the SR image into the reconstruction process:  

where λ is the regularization parameter and the function Φ  has the following form:  

3.2   Stationary Wavelet Transform  

Compared with the standard DWT decomposition scheme, the sub-sampling in SWT 
is dropped and results in a highly redundant wavelet representation. By sacrificing the 
orthogonality, SWT gets the shift invariance property which has been widely used in 
the image processing. 

3.3   Super-Resolution Reconstruction Based on SWT Regularization 

Super-resolution reconstruction is an image fusion technique. From this perspective, it 
is essential that the transformation should have the property of shift invariance if the 
image sequence or observed images can not be registered accurately. So in this 
method we exploit the stationary wavelet transform to extract the high-frequency 
information of the image in different directions which will be used as a priori infor-
mation to be incorporated into the reconstruction process. Integrating the a priori 
information into (4), we define the following new optimization problem: 

where λ is the regularization parameter , ijW , is the 2-D stationary wavelet transform 

matrix, Jj ,,1= are the levels of the wavelet decomposition, 3,2,1=i are the orienta-

tions of the wavelet transform corresponding to vertical, horizontal and diagonal ori-
entations, respectively. Regularization parameter λ  controls the tradeoff between 
fidelity to the data (the first term) and smoothness of the solution (the second term).  

The steepest descent algorithm is used to solve the optimization problem: 
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where β is step size, matrix R is a diagonal matrix which can be stated as follows: 

Constraints { }P

ppC
1=

 are added to the new estimation in each iteration. 

4   Simulations 

In this section we present several experiments to demonstrate the effectiveness of our 
method. First we describe some of the experimental results obtained with the pro-
posed blur identification algorithm in section 2, then present some of the experimental 
results obtained with the proposed SR restoration algorithm in section 3.  

4.1   Blur Identification Algorithm  

In this subsection, three types of images are used to demonstrate the effectiveness of 
the proposed approach. They are atmosphere images, medical images and nature im-
ages. We assume that the blurring process is out-of-focus blur and is parameterized by 
the radius r . Different types of noise were added into the simulated LR images, such  
 

                 
(a)Prototype Image                 (b)Blurred LR image               (c)Blurred LR image 

(Gaussian white noise)      (Uniformly distributed noise) 

          
(d)Blurred LR image                (e)Blurred LR image             (f)Identification curve 
(Salt & Pepper noise)                    (Poisson noise)                         6.2=r  

Fig. 3. Atmosphere images 
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   (a)Prototype Image               (b)Blurred LR image                (c)Blurred LR image 
   (Gaussian white noise)      (Uniformly distributed noise) 

 
 (d)Blurred LR images            (e)Blurred LR image              (f)Identification curve 
 (Salt & Pepper noise)                (Poisson noise)                               5.3=r  

Fig. 4. Medical images 

as Gaussian white noise, Salt and Pepper noise and Poisson noise, etc. Fig.3 (a) shows 
the prototype image used for codebook design, (b)~(e) show blurred LR images with 
different types of noise. The candidates were r ={2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 
4.0}.(d) shows the identification curve where X-axis shows the candidates of the 
blurred image used for codebook design, Y-axis shows the distortion between LR 
image and the codebooks. The value corresponding to the minimum point of the plot 
in X-axis is identified as the correct parameter. Similarly, Fig.4 shows the blur identi-
fication of medical images and setting the candidates were r = {2.0 2.5 3.0 3.5 4.0 4.5 
5.0}. Experimental results show that our method correctly identifies the blur parame-
ters of different types of images.  

In our experiment, the noisy images were preprocessed before identification in or-
der to enhance the validity of the method. Different methods were used for different 
noise. For example, median filter was utilized when impulse noise exists and multi-
frame mean preprocess was used when poison noise exists. 

The key factor in this approach is the codebook design. In detail, training images 
and LR images must be in the same class. For example, in our experiment, given a LR 
image shown in Fig.5 (b), we used an image of a house, a pepper and a girl for train-
ing. The house image contains the line feature in the background of the given image 
while the pepper and girl image contain the curve feature of the given image. If only 
the pepper and girl image were used for training, the blur would not be identified. 
This may limit the application of the method.  

Moreover, the dimensionality of the vector was reduced by taking low frequency 
DCT coefficients. Here, we must emphasize that the dimensionality is relative to the 
type of the image. For the medical image shown in Fig.4, there are more flat regions 
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and the dimensionality of the vector was reduced from 8×8=64 to 6, while for the 
nature image shown in Fig.5, there are more sharp edges and the dimensionality of the 
vector should be larger. 

         

(a)Prototype images                                           (b)Blurred image  

Fig. 5. Natural images 

4.2   SR Restoration Algorithm 

In this subsection, we show experimental results obtained by the proposed SR algo-
rithm. Sixteen blurred, sub-sampled and noisy low-resolution images were generated 
by the high-resolution standard image BARBARA. The degradation includes affine 
motion (including rotation and translation), blurring with Gaussian kernel which is 

parameterized by the variance 2σ , and a 4:1 decimation ratio, and additive salt and 
pepper noise and white Gaussian noise. First of all, blur identification was performed. 
We still used an image of a house, a pepper and a girl for training. In fig.6 we can 

identify the parameter 2σ is 3.5. Then the parameter was used for SR restoration. The 
first LR image without motion was selected as the reference image and db4 is used for 
SWT. The parameters in (7) were selected experimentally with J =3, λ =0.5, β =8. 

Fig.7(a)-(d) show the respective results of the four different methods: bilinear interpo-
lation, method in [6], method in [7] and the method proposed in this paper. As 

2l norm is sensitive to noise models, salt and pepper noises are still visible in Fig.7(b). 

Fig.8(a) shows the MSE between the reconstructed image and the original image, (b) 
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Fig. 6. Identification curve 
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  (a)Bilinear interpolation    (b) method in [6]          (c) method in [7]           (d) our method 

(PSNR= 17.8612dB)     (PSNR= 19.3054dB)    (PSNR= 21.0906dB)     (PSNR= 21.9328dB) 

Fig. 7. Comparison of different methods 

 

  
(a) MSE                                                    (b) PSNR 

Fig. 8. Iteration curves (a) The MSE between the reconstructed image and the original image.     
(b) The PSNR between the reconstructed image and the original image  

shows the PSNR between the reconstructed image and the original image. Evidently, 
the proposed method has better convergence performance and the image by our 
method has the highest PSNR. 

5   Conclusion 

In this paper, a novel method of jointing blur identification and SR image restoration 
was proposed. We first identify the blur then restore the SR image. Sobel operator and 
Vector quantization are used for extracting feature vectors in blur identification. Then 
by combining the 1l norm minimization and SWT-based regularization, a novel 

method for super-resolution image reconstruction is proposed. It makes full use of the 
robustness of 1l  norm minimization to different noise models and errors in motion 

estimation and the shift-invariance and time-frequency localization property of sta-
tionary wavelet transform. Simulations demonstrate the blind SR method is robust to 
different types of noise and has faster convergence performance. 
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Abstract. In this paper, we model occlusion and appearance/disappearance in
multi-target tracking in video by three coupled Markov random fields that model
the following: a field for joint states of multi-target, one binary process for ex-
istence of individual target, and another binary process for occlusion of dual ad-
jacent targets. By introducing two robust functions, we eliminate the two binary
processes, and then apply a novel version of belief propagation called sequen-
tial stratified sampling belief propagation algorithm to obtain the maximum a
posteriori (MAP) estimation in the resulted dynamic Markov network. By using
stratified sampler, we incorporate bottom-up information provided by a learned
detector (e.g. SVM classifier) and belief information for the messages updating.
Other low-level visual cues (e.g. color and shape) can be easily incorporated in
our multi-target tracking model to obtain better tracking results. Experimental
results suggest that our methods are comparable to the state-of-the-art multiple
targets tracking methods in several test cases.

1 Introduction

Data associations and state estimation are two core activities of classical multi-target
tracking techniques [1]. However, the data association problem is NP-hard though some
work has been done to generate k-best hypotheses in polynomial time [1][2]. If targets
are distinctive from each other, they can be tracked independently by using multiple in-
dependent trackers with least confusion. However, its performance in tracking targets in
video is heavily interfered with difficulties such as heavy cluttered background,the pres-
ence of a large, varying number of targets and their complex interactions.To adequately
capture the uncertainties due to these factors, a probabilistic framework is required.

The Bayesian approaches for multiple target tracking solve association and estima-
tion jointly in a maximum a posteriori(MAP) formulation [2]. Most of them fall into
two categories. The first extends the state-space to include components for all targets of
interest, e.g. [3][4][13], this allows the reduction of the multi-object case to less difficult
single-object case, and will overcome the limitation of the single object state represen-
tation based particle filter which can’t handle multi-modality. A variable number of
objects can be accommodated by either dynamic changing the dimension of the state
space, or by a corresponding set of indicator variables signifying whether an object is
present or not.The second build multi-object trackers by multiple instantiations of sin-
gle object tracker, e.g. [5][8][12]. Strategies with various levels of sophistication have

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 330–339, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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been developed to interpret the output of the resulting trackers in case of occlusions and
overlapping objects.

More recently, a boosted particle filter [7] and mixture particle filter [6] are proposed
to track a varying number of hockey players. These two methods are actually single
particle filter tracking framework to address the multiple target tracking problem with
the help of mixture density model. Methods mentioned above alleviate the ambiguities
due to interactions among multiple targets somewhat. However, how to model varying
number of targets and their interactions still remains an open problem.

There are two major contributions in this paper. Firstly, we model targets’ state
and their interaction explicitly by using three MRFs and subsequently approximate it
to a Markov network by introducing two robust functions. Secondly, we apply a novel
version of belief propagation called sequential stratified sampling belief propagation
algorithm to obtain the MAP estimation in the dynamic Markov network. With stratified
sampler, we can incorporate bottom-up information from a learned detector (e.g. SVM
classifier), mix backward-forward messages passing with information from belief node,
and combine Other low-level visual cues (e.g. color and shape) easily into our model to
improve algorithm performance.

The rest of paper is organized as follows: in Section 2, a novel model is proposed to
explicitly represent existence, occlusions, and multi-target state in the Bayesian frame-
work. In Section 3, stratified sampling belief propagation is applied to infer the target
state. The basic model is then extended in Section 4 to integrate other cues such as tem-
poral information and bottom-up information from a learned detector. The experimental
results shown in Section 5 demonstrate that our model is effective and efficient. Finally,
we summarize and suggest several promising lines of future work in Section 6.

2 Problem Formulation and Basic model

Assume the total number of targets is varying but bounded by M which is known. We
denote the state of an individual target by xi , xi ∈ S , i = 1, ..., M , the joint state
by X = {x1, ..., xM} , X ∈ S for M targets, the image observation of xi by yi , and
the joint observation by Y. Each individual target state at time t including information
about the location, velocity, appearance and scale. In this paper, we use color histogram
to represent the target appearance, and the size of bounding box within which the color
histogram is computed to represent the scale. Given image observations Yt at time t
and Y1:t till t, the tracking problem is to obtain the maximum a posterior probability
of targets configuration P (Xt|Y1:t). According to the Bayesian rule and the Markovian
property, we have

P (Xt|Y1:t) ∝ P (Yt|Xt)
∫

P (Xt|Xt−1)P (Xt−1|Y1:t−1)dXt−1 (1)

and P (xi
t|Y1:t) can be obtain by marginalizing P (Xt|Y1:t).

To estimate this probability, the configuration dynamics and the configuration likeli-
hood need to be modeled. It is generally assumed that the objects are moving according
to independent Markov dynamics. However,it is generally difficult to distinguish and
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segment these spatially adjacent targets from image observations, so the states of tar-
gets still couple through the observation when multiple targets move close or present
occlusion.

To address this problem, we model multi-target configuration at time t by three
coupled MRFs: X for the joint state of multi-target, each node represents a target, D
for a binary process to indicate absence of each target, and O for a binary process
located on the dual targets node to indicate their occlusion relationship. Using Bayes’
rule, the joint posterior probability over X,D , and O given image observation Y :

P (X,D,O|Y) = P (Y|X,D,O)P (X,D,O)/P (Y) (2)

For simplicity, we assumed that likelihood p(Y|X,D,O) is independent of O, because
the observation Y is target-based. Assuming that the observation noise follows an in-
dependent identical distribution (i.i.d.), we can define the likelihood p(Y|X,D) as

P (Y|X,D) ∝
∏
i/∈D

exp(−Li(xi,Y)) (3)

where Li(xi,Y) is matching cost function of the i th target, i ∈ {1, ..., M} labels all
the targets, with state x given observation Y , Our observation likelihood just considers
the targets present, despite of occlusion.

As to the matching cost function, we can use either shape based observation model
as in [15], color based observation model as in [11], or learned observation model [4],
even sophisticated observation based on several visual cues integration. In the experi-
ment in section 6, we use a color observation model [11] to track hockey players.

There is no simple statistical relationship between coupled fields X,O and D . In
this paper, we ignore the statistical dependence between D and X,O. Assuming X,O
and D follow the Markov property, by specifying the first order neighborhood system
G(i) and N(i) = {j|d(xi, xj) < δ, j ∈ G(i)} of target i , where d(xi, xj) is the
distance between the two targets in the state space, δ is a threshold to determine the
neighborhood, the prior (3) can be expanded as:

P (X,O,D) =
∏

i

∏
j∈N(i)

exp(−ϕc(xi, xj , Oi,j))
∏

i

exp(−ηc(Di)) (4)

where ϕc(xi, xj , Oi,j) is the joint clique potential function of sites xi , xj (neighbor of
xi) and Oi,j , Oi,j is the binary variable between xi and xj , and ηc(Di) is the clique
potential function of Di . ϕc(xi, xj , Oi,j) and ηc(Di) are user-customized functions to
enforce the contextual constraints for state estimation. To enforce spatial interactions
between xi , xj , we define ϕc(xi, xj , Oi,j) as follows:

ϕc(xi, xj , Oi,j) = ϕ(xi, xj)(1 −Oi,j) + γ(Oi,j) (5)

where ϕ(xi, xj) penalizes the different assignments of neighboring sites when occlu-
sion exists between them and γ(Oi,j) penalizes the occurrence of an occlusion between
sites i and j . Typically, γ(0) = 0 . By combining (3), (4), and (5), our basic model (2)
becomes:

P (X,D,O|Y) ∝ ∏
i/∈D

exp(−Li(xi,Y))
∏
i

exp(−ηc(Di))

×∏
i

∏
j∈N(i)

exp(−ϕ(xi, xj)(1−Oi,j) + γ(Oi,j))
(6)
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3 Approximate Inference

3.1 Model Approximation

Maximization of the posterior (6) can be rewritten as

max
X,D,O

P (X,D,O|Y) = max
X
{max

D

∏
i

exp(−(Li(xi,Y)(1 −Di) + ηc(Di)Di))

×max
O

∏
i

∏
j∈N(i)

exp(−(ϕ(xi, xj)(1−Oi,j) + γ(Oi,j)) } (7)

because the first two factors on the right hand side of (7) are independent of O and the
last factor on the right hand of (7) is independent of D .

Now we relax the binary process Oi,j and Di to analog process O
′
i,j and D

′
i by

allowing 0 ≤ O
′
i,j ≤ 1 and 0 ≤ D

′
i ≤ 1 . According to [14], we obtain two robust

estimators for two terms in the right hand of (7):

ψd(xi) = min
D

′
i

(Li(xi,Y)(1 −D
′
i) + ηc(D

′
i)D

′
i) (8)

ψp(xi, xj) = min
O

′
i,j

(ϕ(xi, xj)(1 −O
′
i,j) + γ(O

′
i,j)) (9)

Then,we get the posterior probability over X defined by two robust functions.

P (X|Y) ∝
∏

i

exp(−ψd(xi))
∏

i

∏
j∈N(i)

exp(−ψp(xi, xj)) (10)

Thus, we not only eliminate two analog processes via the outlier process but also
convert the task of modeling the prior terms ηc(Di), ϕ(xi, xj), γ(Oi,j) explicitly into
defining two robust functions ψd(xi) and ψp(xi, xj) that model occlusion and disap-
pearance implicitly. In this paper, our robust functions are derived from the Total Vari-
ance (TV) model with the potential function ρ(x) = |x| because of its discontinuity
preserving property. We truncate this potential function as our robust function:

ψd(xi) = − ln((1− ed) exp(−|Li(xi,Y)|
σd

) + ed) (11)

ψp(xi, xj) = − ln((1− ep) exp(−|xi − xj |
σp

) + ep) (12)

By varying parameters e and σ , we control the shape of the robust function and, there-
fore, the posterior probability.

3.2 Algorithm Approximation

Following,we describe below how the belief propagation algorithm is used to compute
the MAP of the posterior distribution (10). Consider a Markov network G = {V, ε}
, where V denotes node set and ε denotes edge set, is an undirected graph. Nodes
{xi, i ∈ V } are hidden variables and nodes {yi, i ∈ V } are observed variables. By
denoting X = {xi} and Y = {yi} , the posterior P (X|Y) can be factorized as

P (X|Y) ∝
∏

i

ρi(xi, yi)
∏

i

∏
j∈N(i)

ρi,j(xi, xj) (13)
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where ρi,j(xi, xj) is the compatibility function between nodes xi and xj , and ρi(xi, yi)
is the local evidence for node xi . It can be observed that the form of our posterior (11)
is the same form of (14), if we define

ρi,j(xi, xj) = exp(−ψp(xi, xj)) (14)

ρi(xi, yi) = exp(−ψd(xi)) (15)

Thus inferring the joint state of multiple targets in our framework is defined as estimat-
ing belief in the graphical model.

To cope with the continuous state space of each target, the non-Gaussian condition-
als between nodes, and the non-Gaussian likelihood, any algorithm for belief propaga-
tion with particle set at its heart, for examples, PAMAPS in [9] and NBP in [10], is a
MC approximation to the integral in the message. Different from PAMAPS and NBP
Sampling particles from Gaussian mixture to represent message, we use a totally im-
portance sampling scheme. Since the efficiency of a Monte Carlo algorithm is strongly
dependent on the sample positions, so if possible we would like to use all the avail-
able information when choosing these positions. We adopt a stratified sampler similar
to PAMPAS but in its sequential version.

The stratified sampling propagation that consists of message updating and belief
computation, detail is described in Table 1. Each message in BP is represented by a set
of weighted particles, i.e., mji(xj) ∼ {s(n)

j , w
(i,n)
j }N

n=1, i ∈ N(j) , where s
(n)
j and

w
(i,n)
j denote the sample and its weight of the message passing from xi to xj , respec-

tively, then the message updating process is based on these set of weighted samples.
The marginal posterior probability in each node is also represented by a set of weighted
samples, i.e. P (xj |Y) ∼ {s(n)

j , π
(n)
j }N

n=1 . It should be noted that for graph with loops,
such as our Markov network for multi-target tracking, the BP algorithm can not guaran-
tee the global optimal solution[16]. Although we have not obtained the rigorous results
on the convergence rate, we always observe the convergence in less than 5 iterations in
our experiments.

4 Fusing Information from Temporal and Bottom-up Detector

To inferring P (xi,t|Y1:t) in (1), we have to extend the BP algorithm discussed in sec-
tion 3.2 to the dynamic Markov network shown in figure 2. Since

P (Xt|Xt−1) =
∏

i

P (xi,t|xi,t−1), i = 1, ..., M (16)

Given the inference results P (xi,t−1|Y1:t−1) at previous time t − 1 , the message up-
dating at time t is

mn
ij (xj,t) = κ

∫
ρi,j(xi,t, xj,t)ρi(xi,t, yi,t)

×
∫

P (xi,t|xi,t−1)P (xi,t−1|Y1:t−1)dxi,t−1

∏
u∈N(i)\i

mn−1
ui (xi,t)dxi,t (17)
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Table 1. Stratified sampling message updating and belief computing algorithm

Generate {s
(n)
j,t,k+1, w

(i,n)
j,t,k+1}N

n=1and {s
(n)
j,t,k+1, π

(n)
j,t,k+1}N

n=1 respectively from

{s
(n)
j,t,k, w

(i,n)
j,t,k }N

n=1and {s
(n)
j,t,k, π

(n)
j,t,k}N

n=1.

1. Stratified Sampling from different proposal distributions,
(a) For 1 ≤ n < νN , and each i ∈ N(j)

Draw Stratified Sampling according to α.

If draw sample s
(n)
j,k+1 from P (xj,t|xj,0:t−1) set weight

w̃
(i,n)
j,t,k+1 = 1/(

1
N

N∑
r=1

p(s(n)
j,t,k+1|s(r)

j,t−1))

If draw sample s
(n)
j,k+1from Qsvm(xj,t|xj,0:t−1,Yt) set weight

w̃
(i,n)
j,t,k+1 = 1/(

1
N

N∑
r=1

Qsvm(s(n)
j,t,k+1|s(r)

j,t−1,Yt))

(b) for νN ≤ n ≤ N , and each i ∈ N(j)
Draw sample s

(n)
j,k+1from {s

(n)
j,t,k, π

(n)
j,t,k}N

n=1 according to the weight π
(n)
j,k

Set ξ
(i,n)
j,k+1 = 1/π

(n)
j,k

(c) for νN ≤ n ≤ N

w̃
(i,n)
j,k+1 = (1 − v)ξ(i,n)

j,k+1/(
∑N

l=vN
ξ
(i,l)
j,k+1)

2. Applying importance correction. For 1 ≤ n ≤ N w
(i,n)
j,k+1 = w̃

(i,n)
j,k+1 · Pij(s

(n)
j,t,k+1)

Pij(s
(n)
j,t,k+1) =

N∑
m=1

{
π

(m)
i,t,kρi(y

(m)
i,t,k, s

(m)
i,t,k)

×
∏

l∈Γ (i)\j

w
(l,m)
i,t,k × [

N∑
r=1

p(s(m)
i,t,k|s(r)

i,t−1)]ρij(s
(m)
i,t,k, s

(n)
j,t,k+1)

}
3. Normalization: Normalize w

(i,n)
j,t,k+1, i ∈ N(j)and set

π
(n)
j,t,k+1 = ρj(y

(n)
j,t,k+1, s

(n)
j,t,k+1)

∏
u∈N(j)

w
(u,n)
j,k+1 ×∑

r

p(s(n)
j,t,k+1|s(r)

j,t−1) and normalize it.

Then We get {s
(n)
j,t,k, w

(i,n)
j,t,k }N

n=1 and {s
(n)
j,t,k, π

(n)
j,t,k}N

n=1.
4. k ← k + 1, iterate2.1→2.3 until convergence.

and belief of target i can be written as:

P̂ i,t(xi,t|Y1:t) = αρi(yi,t|xi,t)
∏

j∈N(i)

mji(xi,t)

×
∫

P (xi,t|xi,t−1)P̂i,t−1(xi,t−1|Y1:t−1)dxi,t−1 (18)

From(18),We clearly see that at time instant t , the belief of i th target is de-
termined by three factors: (1) the local evidence ρi(xi, yi) , (2) the prediction prior∫

P (xi,t|xi,t−1)P̂i,t−1(xi,t−1|Y1:t−1)dxi,t−1 from previous time frame, and (3) the
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Fig. 1. Dynamic Markov network for multiple targets, the link between each paired hidden nodes
indicates possible occlusion occurs. Graph Gt−1 and Gt describe targets configuration at two
consecutive time instants. Link and node in red indicate new occlusions with the new target
addition.

Table 2. Sequential stratified sampling for belief propagation

Generate {s
(n)
j,t , π

(n)
j,t }N

n=1 from {s
(n)
j,t−1, π

(n)
j,t−1}N

n=1

1. Initialization:
(a) Re-sampling: for each j = 1, .., M , re-sampling {s

(n)
j,t−1}N

n=1 according to the

weights π
(n)
j,t−1 to get {s

(n)
j,t−1, 1/N}N

n=1.

(b) Prediction: for each j = 1, .., M , for each sample in {s
(n)
j,t−1, 1/N}N

n=1 , sampling

from p(xj,t|xj,t−1) to get sample {s
(n)
j,t }N

n=1

(c) Belief and message Initialization: for each j = 1, .., M , assign weight w
(i,n)
j,t,k =

1/N, π
(n)
j,t,k = pj(y

(n)
j,t,k|s(n)

j,t,k) and normalize, where i ∈ N(j).
2. Update message & compute belief as Tabel1
3. Inference result p(xj|Y) ∼ {s

(n)
j , π

(n)
j }M

n=1 , where s
(n)
j = s

(n)
j,k and π

(i,n)
j = π

(i,n)
j,k+1.

incoming messages from neighborhood targets. We can still represent the messages and
marginal posterior probabilities at each time instant as weighted samples, i.e.
mji(xj,t) ∼ {s(n)

j,t , w
(i,n)
j,t }N

n=1, i ∈ N(j) and P (xj,t|Y) ∼ {s(n)
j,t , π

(n)
j,t }N

n=1.
To improve the reliability of the tracker, Our belief propagation framework is de-

signed to incorporate bottom up information from a learned SVM classifier, any other
detector can also be adopted in a the same way. One expects detector to be noisy in that
they will some times fail to detect targets or will find spurious target, even these noisy
information provide valuable low-level cues. As described in, we use a similar mixture
proposal as [7]: performing prediction.

P (Xt|X0:t−1,Y1:t) = αQsvm(Xt|Xt−1,Yt) + (1− α)p(Xt|Xt−1) (19)

where Qsvm is a Gaussian distribution center around the detected targets at time in-
stant. The parameters 0 ≤ α ≤ 1 and 0 ≤ v ≤ 1 can be set dynamically without
affecting the convergence of belief propagation. By increasing α and v , we place more
importance on the prediction by target motion model and messages than detector and
belief.
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Then following equations from (17-19), message propagation and belief computa-
tion is described in Table 1. the sequential Monte Carlo belief propagation is shown in
Table 2.

5 Experiments

In this section, we test stratified sampling belief propagation tracking results on two
video sequences. The first is a synthetic example, in which we didn’t use stratified
sampler, parameters in our algorithm were set as α = 0, v = 1 . The second is a real
video sequence of hockey game, in which stratified sampler is used, the parameters
are α = 0.8, v = 0.8. We also compare our results with those obtained by multiple
independent trackers, and the latest boosted particle filter[7].

5.1 Synthesized Video

In the synthesized video, there are five identical and moving balls in a noisy back-
ground. Each ball presents an independent constant velocity motion and is bounded by
the image borders. The Synthesized sequence challenges many existing methods due to
the frequent presence of occlusion.

We use different colored boxes to display the estimated positions. An index is
also attached to each box to denote the identifier of each ball. We compare our re-
sults with those obtained by the multiple independent trackers(M.I.Tracker), which we
implemented using Condensation [15]. Figure 3 shows some samples in handling oc-
clusion, the results of M.I.Tracker are on the top and our results at the bottom. In both
algorithms, 20 particles are used for each target. However, M.I.Tracker can’t produce
satisfactory results. The red lines in figure 3 that link different targets are the visual
illustration of the structure of the Markov network in our algorithm. By observing the
changing structure of the network over 768 frames, We find in our experiments that our
approach can handle the occlusion at 98% of the sequence.

5.2 Multiple Hockey Players Tracking

Both our algorithm and M.I.Tracker have been tested on a real video sequence of hockey
game. In our experiments, a SVM classifier is trained to detect hockey players. In order
to train the detector, a total of 1300 figures of hockey players are used, we got 34
SVs. Figure 4 shows M.I.Tracker results on the top, and our algorithm tracking results
on the bottom. As expected, our new method provides robust and stable results, while
M.I.Tracker can’t. We also apply our algorithm to the switching problem by combing
with motion coherence and dynamic predictions. This can be easily validated by the
subjective evaluation on the tracking sequence.

Finally, we also compare our algorithm with the latest multiple targets tracking al-
gorithm, boosted particle filter [7]. Both the performance are almost the same, however,
boosted particle filter use different sub-section color model for different players, while
our algorithm use the same color model for all the players. It is obvious that in oc-
clusion handling, boosted particle filter depends heavily on the discriminability of its
likelihood function, while ours tracking algorithm can handle occlusion nicely due to
the better modeling of interaction among multiple targets.
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#44 #53 #57 #58 #59

#44 #53 #57 #58 #59

Fig. 2. Tracking balls by M.I.T and our algorithm. The result of MIT is Shown on the top with
the result of our algorithm at the bottom. Frames 53 to 59 presents an occlusion event, identities
by M.I.T becomes error while our algorithm produces right results.

#01 #55 #70 #80 #90

#01 #55 #70 #80 #90

#01 #55 #70 #80 #90

Fig. 3. Hockey players tracking result: The result of M.I.T is on the top, final result of our al-
gorithm is in the middle, and the bottom shows the intermediate result of our algorithm. In both
algorithms, 20 particles were used.

6 Discussion and Conclusion

This paper proposed to model multiple targets tracking problem in a dynamic Markov
network which consists of three coupled Markov random fields that model the follow-
ing: a field for joint states of multi-target, one binary process for existence of indi-
vidual target, and a binary process for occlusion of every two adjacent targets. It was
shown how a sequential stratified sampling belief propagation algorithm to obtain the
maximum a posteriori (MAP) estimation in the dynamic Markov network. It was also
shown that by using stratified sampler, how to incorporate bottom-up information from
a learned detector (e.g. SVM classifier) and belief information for the messages updat-
ing. The new proposed method is able to track multiple targets and handle their interac-
tions such as occlusion, sudden appearance and disappearance, as was illustrated on a
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synthetic and a real world tracking problem.Our future work includes the improvement
of the current inference algorithm and the development of learning algorithm for the
parameters of the model described in this paper.
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Retrieving Digital Artifacts from Digital Libraries 
Semantically 
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Abstract.  The techniques for organizing and retrieving the artifacts from 
digital libraries (DLs) semantically are discussed, which include letting the 
taxonomies and semantic relations work in tandem to index the artifacts in DLs; 
integrating the techniques used in natural language processing and taxonomies 
to help users to start their retrieval processes; and ranking scientific papers on 
similarity in terms of contents or ranking the relevant papers on multi-factors. 
These techniques are verified through the design and implementation of a 
prototype of DLs for scientific paper management. 

1   Introduction 

Along with the repeat development of web technology it is an important research 
issue to find, store and share digital artifacts efficiently through the Internet/ Intranet. 
Many enterprises, research institutes and publishers have established their DLs in 
order to share the digital resources within organizations. Now the artifacts in most 
DLs are organized based on so-called taxonomies, which are established based on the 
principle of the traditional catalogs of libraries, e.g., the portal design of ACM DL [1], 
the classification of domains, e.g. the portal design of Yahoo!, or the mixture of 
domain classification, workflows in organizations and the attributes of the artifacts 
[4]. Users retrieve the artifacts form DLs by following the hierarchical catalogs or by 
inputting a keyword set to find the artifacts whose feature description can match the 
keyword set. However, there are shortcomings in such retrieval patterns. First, It is 
hard to collect all artifacts for a topic by following the taxonomies because the 
content of an artifact may cover several domains or classes of the taxonomy used in 
DLs. The keyword matching often misses a lot of artifacts because the artifacts in 
DLs may be represented in different keyword sets or users do not read them because 
the relevant artifacts are not at top positions in the output lists. Second, when a user 
finds an interesting artifact, DLs usually do not provide the artifacts that are relevant 
to the selected one at the same time. However, in knowledge sharing, the lack of these 
links often make users unable to understand the content of the selected one deeply 
Furthermore researchers are often unable to think in number of parallel ways by 
studying the ideas given in the relevant artifacts. Third, most DLs do not provide 
various rankings on the artifacts that are similar in term of contents. Users often miss 
some important artifacts because there are too many artifacts to be selected.  

,
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In recent years, Martin, etc. [5] addressed the metadata languages and knowledge 
representation in these languages as well as indexing artifacts using knowledge in 
theory. However, they did not discuss how to utilize these metadata to retrieve 
artifacts concretely. Ransom and Wu provided using knowledge anchors to reduce 
cognitive overhead, where a knowledge anchor is the point within the frame from 
which the user can trigger a link [7]. However, it is hard to maintain and establish 
such index systems. Liao, etc [3] and Kwan [2], addressed how to use enterprise, 
domain and information ontologies to organize DLs in theory. However, in many 
application domains recognizable ontologies have not been built. Shibata and Hori [7] 
show an automatic question-answer system by a 1-1 mapping function from the 
questions sets to the solution sets. However, knowledge is dynamic. Users often 
absorb knowledge in their own ways.  It is difficult to establish a universal 1-1 
mapping function in most application domains. 

In this paper, we provide novel techniques to retrieve artifacts from DLs 
semantically and verify these techniques through a design and implement of a 
prototype of a special DL⎯Intelligent Paper Management Systems (IPMS), where 
taxonomies and the semantic relations work in tandem to index the papers in the DL. 
Users can trace the relevant papers by clicking the links to access these papers. 
Furthermore we integrate the techniques used in natural language processing and 
taxonomies to understand users’ searching requirement and guide users in their 
information retrieval processes. In addition we study paper ranking on multi-factors 
as well as investigate their properties of these ranking algorithms throughout a series 
of experiments. 

2   Inserting Semantic Relations into Taxonomy 

We first established a taxonomy T for IMPS based on the classification of the 
research domains in computer science. The classification is consistent with that given 
by The Nature Scientific Foundation of China in 2005 for fund applications [6]. It is 
also consistent with the contents of the transactions and journals of ACM, IEEE and 
Elsevier at el. We collected about 600 research papers, which are in the PDF form, 
from the journals, magazines and proceedings of ACM, IEEE and Elsevier from 2001 
to 2003 in the research areas of AI, IR, KM, Multimedia, CSCW et ac. These papers 
are used as our experiment artifacts. The metadata of these papers consist of the 
names of authors, titles, keyword set as well as the references. Based on the metadata 
these papers were classified automatically and the links to access these papers are 
inserted to the metadata of the leaf nodes of the taxonomy T.  

The system architecture of IPMS is browser/ server, i.e., the indexing system of 
IPMS is installed on a server of the campus network of Shandong University. Users 
use the system via its portal.  

Based on the metadata of papers, two kinds of semantic relations, denoted by  ↔ 
and →, are inserted into the metadata of papers in order to let the taxonomy and 
semantic relations work in tandem. The semantic relations are defined as follows. Let 
A and B be two artifacts in IPMS, then define 
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1. A ↔ B if A and B are two leaf nodes of T and refer to the same topic judged by 
similarity(A, B) > α, where α is a threshold value, 0<α≤1, and similarity is a 
function for similarity computation. 

2.  A → B if B is an artifact referring to the historical, background or relevant 
knowledge of A, which are mainly provided by the content of the paper as well as 
the references of the paper.  

The → relations of a paper can be found by computing the intersection of the 
references of paper A and all papers in IPMS. The ↔ relation is calculated by  

           similarity (A,B) = α*stru_similarity(A,B,T)+β*unstru_similarity(A,B). 
where stru_similarity(A,B,T) is a function to compute the similarity between A and B 
based on their positions in T. T describes the semantic relations among the nodes of T 
according to domain knowledge. Unstru_similarity(A,B) is a function to computer the 
similarity of A and B based on traditional models, e.g. vector space or keyword set 
[4]. 

In our experiment, we choose  
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z seems that height of the taxonomy T is 6; the average size of the keyword set of a 
paper is 4.5; and the values of stru_similarity(A,B,T) is usually greater than the 
second one, but the function unstru_similarity usually describes the similarity of two 
 

 

Fig. 1. The study on the choice of α and β 
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projects more exactly. Therefore the choice of α = 0.4 and β = 0.6 seems to be a 
better trade-off for IPMS. However, it is clear that the choice of α  and β  depends on 
the size of taxonomy and the average size of the keyword sets of the artifacts in a DL 
in practice. We also study the choice of r, the choice r will determine the distribution 
of the values of stru_similarity(A,B) in [0,1], the smaller r is, the better the values of 
the function will be distributed.   

After these semantic relations are calculated, the semantic relations are inserted 
into the metadata of the nodes of T. Therefore the two kinds of semantic relations are 
inserted into the taxonomy T in this way. Clearly the index system is not longer a tree 
but a semantic network. The total process to build the indexing system of IPMS is 
described in Fig. 2. 

 

 

Fig. 2. The process to establish the index system 

We will show that the established index system becomes the infrastructure of 
retrieving papers semantically from IPMS in the following sections. 

3   Tracing the Relevant Papers 

IPMS allows users to retrieve papers by inputting keywords. In addition, users can 
input their searching requirement in English or Chinese sentences. The principle of 
dealing with the natural languages will be discussed later. After a user find a paper A, 
the metadata of A, the hyperlink to access A and the hyperlinks to access the papers 
that have → or ↔ relations with A will be presented in the decreasing order on the 
similarity with A. Then the user can continues to retrieve the relevant papers by 
following the hyperlinks to access the relevant papers. The number of the relevant 
papers is controlled by a threshold value β, 0<β≤1. Only the papers those are similar 
to the selected paper with the similarity value greater than β will be shown to users. 
Clearly the greater β is, the less the relevant papers will be given. However, the 
choice of β depends on the number of papers on a topic in IPMS, users have to choose 
a reasonable β according to the number of papers shown in screen in practice. The 
GUI of the interface of IPMS is shown in Fig. 3. 
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Fig. 3. The GUI of a paper retrieval process of IPMS 

4   Starting a Retrieval Process Through a Conversation  

In order to solve the problem that when a user has no knowledge on some aspect, s/he 
is often unable to provide suitable keywords for IR, we try to utilize the established 
taxonomy T, which describes the domain knowledge, to carry out a conversation 
between system users and IPMS. The purpose of the conversation is to guess users’ 
retrieval purpose, and then help users to skip useless concept layers, finally locate a 
leaf node of T to access the papers they need.  

 

S 1 3

VP 4

6

I,W e
2

VP NP

V

adv
adv

N P 5
D et

adj
N

ε

ε  

Fig. 4. The improved ATNs for parsing English sentence 

The user interface is designed as follows. A user input a keyword set or a sentence 
in English or Chinese into the conversation window of IPMS. There is a thesaurus 
dictionary in IPMS. We propose an improved the ATN (augmented transition 
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network), mentioned in [9], to parse the inputted English sentences on the assumption 
that all inputted sentences are simple. The principle of the improved ATN is shown in 
Fig 4. Its main function is to find the nouns as the keyword set. 

As mentioned in section 2 the metadata of each node D of T has a keyword set that 
describe the concept corresponding to D. Further we put a question sentence in the 
metadata of D to ask a new question. A conversation is driven by matching the users’ 
searching requirement with the keyword set in the metadata of the nodes of T. First 
IPMS generates a question, like “what kinds artifacts are you looking for”, and then 
analyses the inputted keyword set or sentence. Parses the input and then gets a 
keyword set S as the users’ requirement. Then IMPS chooses a sub-taxonomy T’ from 
T as a search space. After then it matches the nodes of T’ with S from the root of T’ to 
the leaves of T’. It will stop at a node D of T’, such as, D is of the biggest similarity 
value among all nodes of T’. After then IPMS generates a new question stored in 
node D to get users’ input again. The process repeats until D is a leaf node of T, so 
users can access the papers s/he wants or returns with failure when the similarity 
value of node D and the keyword set S is too small. Fig. 5 demonstrates a segment of 
a conversation between a user and IPMS. 

 

 

Fig. 5. A segment of a conversation between system and a user 

The principle of dealing with Chinese sentences is almost the same as that 
mentioned for English sentences. However, since to segment a Chinese sentence to 
get a keyword set is different from English ones. We use a character-combination- 
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based approach to find a keyword set in the inputted sentences. The principle is as 
follows: Let l be the length of the longest keyword used in the nodes of the taxonomy 
T. For a given sentence S, use all the combinations of adjacency characters in S with 
length k ( k ≤ l) to match the keyword sets of the nodes of T’. Based on the known 
statistics that most Chinese words are in the length l = 2, 3 and the number of nodes of 
T is usually smaller, the method works well in our experiments. 

5   Ranking Papers Based on Multi-factors 

In section 3 we described how to collect the papers refer to the same topic and sort 
them on similarity. However, because there are too many papers that refer to same 
topic, researchers hope IPMS can rank these relevant papers on multi-factors. For the 
time being the importance of papers is often measured by their citation numbers, 
which can be found in SCI, EI databases or the web site CiteSeer [10]. However, in 
many cases the citation number of a paper A may not reflect the comprehensive value 
of A. For example, if A, B are two papers with the same number of citations but there 
are more self-citation in the statistic of the citation of B than that of the citation of A, 
whether A is better than B? Furthermore whether the number of application areas that 
a paper refers to should be taken into account also?  The published time of a paper is 
important because it may reflect the state of the art of the study of a research topic. 
However, in the paper ranking based on the citation number usually the papers or 
books at the top positions are aged.  Whether the impact factors of publications should 
be taken into account also because the quality of papers is closely relevant to the 
publications in which they were published.  

In order to evaluate the ranking of scientific research papers comprehensively, we 
proposed four new formulae to rank papers based on their “value” in terms of their 
citation number, publications, the published time and so below.  

( ) ( ) ( ).Value A N A DN A= ×  (1) 

where N(A) is the citation number and DN(A) is the number of domains that A refers 
to.  

2( ) ( ( ) ( ) ( ) ) ( ).Value A N A UN A UN A DN A= − + ×  (2) 

where UN(A) is the number of non-self-citations. Formula 2 considers the difference 
of self-citation and the citation by other people. 

( ) ( ( ) ) ( ).i y iValue A C P f DN A= − × ×  (3) 

where Py is the year A was published, Ci is the year of an author i who cited A, and fi 
is the impact factors of the publication resource, 0≤fi ≤1.0. Formula 3 takes the 
published time and impact factors of the publication where the paper is published into 
account.  
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where Pt is the year at present. Clearly all factors mentioned above are taken into 
account in formula (4). 

Let us compare the new rankings on above four formulae with the ranking on pure 
citation number in decreased order, and name the latter standard ranking. In our 
experiment at each time we choose a topic and then collect the top 10 papers from the 
website citeseer in standard ranking as a sample set S, and then investigate the new 
ranking on S based on formula k, 1 ≤ k ≤4. Without confusion let the integer i denote 
the top i paper in the standard ranking in the following discussion, 1≤ i ≤ 10. Let us 
define several measure functions. 

a) index(k,i) = j, j is the index of paper i in the ranking on the kth formula.  

b) change_pos (i,k) = 1 if index(k,i) − i ≠ 0; 0 otherwise.  

c) Move(k) = ( 10/)),((
10

1= −
i

iikindex .  

d) variance (k) = 101max ≤≤i |index(k,i) – i|. 

Clearly Move(k) measures how many papers change their positions in the ranking 
on formula k at one times. Function variance (k) describes the span of maximum 
index change among the 10 papers in the new ranking compared with the standard 
ranking. Furthermore, since it is often more important to measure how many papers 
change their ranking order, then we define a new function move-ahead(i,k). 

e) move-ahead(i,k) = 1 if ∃ j, j< i, paper i is ahead paper j in the ranking based 
on formula k; 0 otherwise.  

f) move-ahead(k) = =
10

1
10/)),(_(

i
kiaheadmove .  

Move-ahead(k) is the mathematical expectation of number of papers that exchange 
their positions with at least one paper ahead of the papers in the standard ranking.  

Then we utilize the standard ranking for a given topic and then collect the papers 
with more than 4 citations based on the citation information provided by the website 
citeseer [10]. We used 20 group samples in the experiment and define move(k,j), 
variance (k,j), move_ahead(k,j) are the values of the function move(k), variance(k) 
and move_ahead(k) for the jth selected sample set respectively. Define 

g) 
=

= 20

1
20/)),(()(

j
jkmovekmove ; 

h) )(var kiance  = (
=

20

1
),(var

j
jkiance )/20; and  
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=

20

1
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j
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Table 1 gives the comparison of the five formulae based on functions given in g),h) 
and l) 

Table 1. The comparison of the difference of the rankings on five formulae 

% move  iancevar  aheadmove _  

Formula 1 60% 3 28% 
Formula 2 50% 2 31% 
Formula 3 97% 6 71% 
Formula 4 60% 2 29% 

 

Figuer 6 shows a comparison of the rankings on five formulae on a given sample 
set graphically 

 

 

Fig. 6. A comparison on the rankings on five formulae for a given sample set 

It seems that the ranking results on the five formulae are very different if we use 

function move  to evaluate their difference. However, if we use the function 

aheadmove _  and iancevar  to measure the ranking difference of the five formulae, 

the papers that change their order on formulae 1,2 in these experiments are about 
30%, and the span of the maximum index difference are very small. It shows the 
second measure is more suitable than the first one. In addition, it shows that the 
citation numbers of papers in fact dominate the rankings on formulae 1,2 although the 
two formulae take more factors into account. Clearly the ranking based on formula 3 
is completely different from others. It is a new method to rank scientific papers, 
which emphasizes the levels of publications and published time. Although formula 4 
takes all factors into account, the paper rankings on formula 4 are very similar with 

those on formulae 1 and 2. It is because the value of )())( 2 ADNAUN ×  is too big so 

that it dominates the final ranking. It also shows the citation number of a paper reflect 
its importance.  



 Retrieving Digital Artifacts from Digital Libraries Semantically 349 

 

6   Conclusions and Future Work 

In this paper we demonstrate how to set up an index system for a special DL system, 
i.e. an Intelligent Paper Management System (IPMS). We insert two kinds of 
semantic relations into the nodes of the taxonomy used in IPMS in order to get a new 
kind of index system for DLs. Then we discuss how to retrieve papers from the IPMS 
semantically based on the established index system. We study how to integrate the 
techniques used in nature language processing and the domain knowledge described 
in taxonomy to drive a conversation to start a retrieval process. The technology is 
very suitable to the case that there are many branches in the classification of an 
application domain. In addition we explore the algorithms for ranking papers on 
multi-factors and study their properties. Although in our discussion the artifacts are 
scientific papers, however, these research results can be applied to develop of the 
DLs, where the metadata of the artifacts are used to organize the index system of the 
DLs. In fact, for the time being most index systems of DLs are developed based on 
the metadata of the artefacts stored in the DLs. It will be more popular in the future  
because metadata description is needed to wrap the audio and video files and XML, 
RDF and WSDL are widely adopted as metadata description languages in knowledge 
sharing.  

Our future study will focus on organize artifacts of DLs based on multi-
taxonomies, where several different taxonomies describe the same domain knowledge 
but from different viewpoints. We will study the efficient algorithms for similarity 
computation between two objects in the new index systems and the user interface 
design for retrieving the artifacts form DLs semantically in the new index systems  . 
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An Extended System Method for Consistent
Fundamental Matrix Estimation

Huixiang Zhong, Yueping Feng, and Yunjie Pang

Abstract. This paper is concerned with solution of the consistent fun-
damental matrix estimation in a quadratic measurement error model.
First an extended system for determining the estimator is proposed,
and an efficient implementation for solving the system-a continuation
method is developed to fix on an interval in which a local minimum be-
longs. Then an optimization method using a quadratic interpolation is
used to exactly locate the minimum. The proposed method avoids solving
total eigenvalue problems. Thus the computational cost is significantly
reduced. Synthetic and real images are used to verify and illustrate the
effectiveness of the proposed approach.

1 Introduction

The fundamental matrix is the algebraic representation of epipolar geometry. It
is the most powerful tool in the analysis of images pairs taken from uncalibrated
cameras. The fundamental matrix encapsulates all the available information on
the epipolar geometry. It is independent of the scene structure, and can be
recovered from a set of image point matches without a priori knowledge of the
parameters of the camera. Estimation of the fundamental matrix is the important
step for many applications in computer vision [1,2], and is the focus of many
researches [3,4,5].

The fundamental matrix is usually computed from the following epipolar
constraints

vT

i Fui = 0 for i = 1, 2, · · ·N. (1)

where ui = [ui(1), ui(2), 1]T ∈ R
3 and vi = [vi(1), vi(2), 1]T ∈ R

3 represent
the homogeneous pixel coordinates of matched points in the first and second
image, respectively, and F ∈ R

3×3 is the fundamental matrix. The rank of
the fundamental matrix F is 2. A number of algorithms have been developed to
estimate this matrix. Equation (1) can exactly be solved only in absence of noise,
e.g. by using the eight-point algorithm [3]. For noisy images, the fundamental
matrix is very sensitive to errors on the point locations. Because the first two
components of the vectors ui and vi are located with errors, more matched points
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are needed and a measurement error model must be considered. We suppose that
ui and vi can be written as

ui = u0,i + ũi and vi = v0,i + ṽi for i = 1, 2, · · ·N. (2)

and that there exists F0 ∈ R
3×3, such that

vT

0,iF0u0,i = 0 for i = 1, 2, · · ·N. (3)

The matrix F0 is the true fundamental matrix and rank(F0) = 2. The vectors
u0,i and v0,i are the true values of the measurements ui and vi, respectively, and
ũi and ṽi represent the measurement errors.

By interpreting the observations ai := ui ⊗ vi as

ai = u0,i ⊗ v0,i + di for i = 1, 2, · · ·N. (4)

where d1, · · · , dN are zero mean independently and identically distributed ran-
dom vectors, Mühlich and Mester [1] proposed a total least-squares (TLS) esti-
mator of F . The idea is to transform Eq.(1) in the form

(ui ⊗ vi)T f = 0 for i = 1, 2, · · ·N. (5)

where f = (F11, F21, F31, F12, F22, F23, F13, F23, F33)T .
The TLS estimator of F is found by solving

min
f
‖Af‖2 = min

N∑
i=1

r2
i s.t. fT f = 1. (6)

where A := [a1, a2, · · · , aN ]T , and ri := aT

i f is the ith residual. As ai involves
the product of two spatial coordinates, the perturbations in the aT

i rows are not
Gaussian distributed. Therefore, the TLS solution is suboptimal, biased, and
inconsistent [5]. For noisy data, some techniques have been tried for improving
the accuracy of the eight-point algorithm in the presence of noise [1,3,4,5]. For
large images, to reduce the condition number of AT A , several scalings of the
point coordinates have been proposed with good results [3]. One type of them is
the statistical scaling of Hartley [3] which requires a centering and a scaling of the
image feature points. This preprocessing has found a theoretical justification in
[1] limited to the assumption of noise confined only in the second image. However,
the assumption is not realistic. Leedan and Meer [4] further improved the method
in [1] using a generalized TLS technique. But the improved estimation remains
inconsistent and biased.

By using a quadratic measurement error model and taking more realistic
assumptions, Kukush et al. [5] established a consistent fundamental matrix es-
timator. How to effectively calculate the estimator, however, has not been dis-
cussed. In this paper, first an extended system for determining the estimator is
proposed, and an efficient implementation for solving the system-a continuation
method [6] is developed to fix on an interval in which a local minimum belongs.
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Next an optimization method using a quadratic interpolation is used to locate
the minimum. The proposed method avoids solving total eigenvalue problems.
Thus the computational cost is significantly reduced. Synthetic and real images
are used to verify and illustrate the usefulness and effectiveness of the proposed
approach.

2 The Consistent Fundamental Matrix Estimation

By using the following assumptions on the errors ũi and ṽi:

The procedure for determining the estimator of the model is outlined as
follows. For details, we refer readers to Kukush et al [5].
Given: N pairs of matched points ui ∈ R

3, vi ∈ R
3, 1 ≤ i ≤ N and upper

bound d2.
Stage 1 : Computation of F̂1, ‖F̂1‖F = 1.
Compute σ̂2 = arg min

0≤σ2≤d2
|λmin(SN (σ2))| with

SN (σ2) :=
N∑

i=1

(uiu
T

i − σ2T )⊗ (viv
T

i − σ2T ).

Compute the eigenvector f̂1 corresponding to λmin(SN (σ̂2)).
Set

F̂1 =

⎡⎢⎢⎣
f̂1(1) f̂1(4) f̂1(7)

f̂1(2) f̂1(5) f̂1(8)

f̂1(3) f̂1(6) f̂1(9)

⎤⎥⎥⎦ .

Stage 2 : Computation of F̂ , rank (F̂ )=2.

Compute the SVD of F̂1 : F̂1 = USV T with UUT = I = V V T , U ∈
R

3×3, V ∈ R
3×3, S =diag(s1, s2, s3) and s1 ≥ s2 ≥ s3.

Set F̂ = U ŜV T with S =diag(s1, s2, 0). End

In the computational procedure described above, the key problem is to find
the estimator σ̂2 of the corresponding non-smooth optimization problem. In
addition, due to the lack of homogeneity in image coordinates serving as input
in the computation, the algorithm is very sensitive to noise. In next section, first
data normalization is introduced, and then an efficient method for determining
the estimator σ̂2 is presented.

(i) The error vectors {ũi, ṽi, i ≥ 1} are independent with E[ũi] = E[ṽi] = 0,
for i ≥ 1,

(ii) cov (ũi) = cov (ṽi) = σ2
0T , i ≥ 1, with fixed σ0 > 0 , and T = diag(1, 1, 0),

and using the quadratic measurement error model (2) and (3), Kukush et al. [5]
established a consistent estimator for the fundamental matrix F .
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3 Efficient Method of Solution

To reduce the sensitivity to noise in the specification of the matched points,
data normalization should be used in fundamental matrix estimation. Follow-
ing Hartley [3], the process of normalization consists of scaling and translating
the data so that points ui and vi are transformed to ûi and v̂i by using two
transformation matrices T and T ′:

ûi = Tui, v̂i = T ′vi. (7)

where

T =

⎡⎢⎢⎣
ku 0 − kuu01

0 ku − kuu02

0 0 1

⎤⎥⎥⎦ ,

u0j =
1
N

N∑
i=1

ui(j), j = 1, 2, σu =

√√√√ 1
N

N∑
i=1

2∑
j=1

[(ui(j)− u0j)2], ku =
√

2
σu

and T ′ is defined in a way similar to T . Then the F̂ matrix is estimated from the
normalized matched points and, finally, it must be restored to obtain F using
the equation

F = T T F̂ T ′. (8)

The following discussions refer to the transformed data and omit the superscript
for convenience.

Next, we consider the optimization problem of finding σ̂2. It should be noted
that the optimization problem is not differentiable. To overcome this difficulty,
we introduce a new eigenvalue problem: [SN (σ2)]2φ = λφ, φ �= 0. Since SN (σ2)
is symmetric, all its eigenvalues are real and each eigenvalue of [SN (σ2)]2 is
square of the corresponding one of SN (σ2). Thus we have

σ̂2 = arg min
0≤σ2≤d2

|λmin(SN (σ2))| = arg min
0≤σ2≤d2

λmin([SN (σ2)]2).

Thus the original non-differentiable optimization problem becomes differentiable
one.

For calculation of σ̂2, the following extended system for determining the curve
of the smallest eigenvalue λmin(σ2) of [SN (σ2)]2 versus σ2 is first introduced:

F (y, ρ) := F (φ, λ, ρ) :=

{
[SN (ρ)]2φ− λφ

φT φ− 1

}
= 0. (9)

where ρ := σ2, y := (φ, λ) ∈ R
9 × R are unknows and ρ is the continuation

parameter. The predictor-corrector method in [6] will be used to solve (9). The
starting solution (φ, λ, ρ) = (φ0, λ0, ρ0) to (9) can be achieved by calculating the
smallest eigenvalue λ0 and its corresponding eigenvector φ0 of [SN (ρ0)]2 with
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ρ0 = 0. Note that by using (9), we only need to compute the smallest eigenvalue
and its corresponding eigenvector of [SN (σ2)]2, without solving other eigenvalues
and corresponding eigenvectors.

Assume that the solution yj = (φj , λj) of (9) for ρ = ρj has been obtained.
The jth continuation step starts from a solution (yj , ρj) of (9) and attempts to
calculate the solution (yj+1, ρj+1) for ”next” ρ = ρj+1. With predictor-corrector
methods, the step j → j + 1 is split into two steps:

(yj , ρj)
predictor−−−−−−→ (ȳj , ρj+1)

corrector−−−−−→ (yj+1, ρj+1).

The predictor merely provides an initial guess for corrector iterations that home
in on a solution of (9).

The tangent predictor is described as follows. Differentiating (9) with respect
to ρ and evaluating the resulting expressions at (φ, λ, ρ) = (φj , λj , ρj), we have⎧⎪⎨⎪⎩

([SN (ρj)]2 − λjI9)
(

dφ
dρ

)
j
− φj

(
dλ
dρ

)
j

= −2SN(ρj)
(

∂SN (ρ)
∂ρ

)
j
φj ,

2φT

j

(
dφ
dρ

)
j

= 0
(10)

where(
∂SN (ρ)

∂ρ

)
j

=
N∑

i=1

[(−T )⊗ (viv
T

i − ρjT ) + (uiu
T

i − ρjT )⊗ (−T )]. (11)

The predictor point (initial approximation) for (φj+1, λj+1) is

(φ̄j+1, λ̄j+1) = (φj , λj) + Δρ

((
dφ

dρ

)
j

,

(
dλ

dρ

)
j

)
. (12)

where Δρ = (ρj+1−ρj) is a step length. A constant step length is taken through
this paper.

Now, we turn to corrector iteration. Consider one step of the Newton itera-
tion, formulated for the vector y = (φ, λ)⎧⎨⎩ ([SN (ρj+1)]2 − λ(v)I9)Δφ− φ(v)Δλ = −([SN (ρj+1)]2 − λ(v)I9)φ(v),

(φ(v))T Δφ = 0.5[1− (φ(v))T φ(v)],
(13)

(φ(v+1), λ(v+1)) = (φ(v), λ(v)) + (Δφ, Δλ), v = 0, 1, · · · . (14)

The iteration starts from the predictor (φ(0), λ(0)) := (φ̄j+1, λ̄j+1). Equations
(13) and (14) define a sequence of corrector iterations (φ(v), λ(v)) that is to
converge to a solution (φj+1, λj+1). The iteration will stop if

‖(φ(v+1) − φ(v), λ(v+1) − λ(v))‖ < ε

where ε is a specified error tolerance, which is defined as 10−8 in the present
paper.
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During the continuation, if for some integer m, the following inequality(
dλ

dρ

)
m−1

(
dλ

dρ

)
m

< 0. (15)

holds, then a minimum value of the function λmin(ρ) is to be passed, i.e. the
interval (a, b) := (ρm−1, ρm) contains σ̂2. We are now solving a minimization
problem of λmin(ρ) for ρ ∈ (ρm−1, ρm) in which the second derivative λ′′

min(ρ)
is expensive to evaluate. In the present implementation, we will propose an
efficient method for solving the minimization problem, which avoids evaluating
λ′′

min(ρ) [7].
Given two points ρ1 and ρ2, values of function λmin(ρ1) and λmin(ρ2), and

value of the first derivative λ′
min(ρ1), we now construct a quadratic interpolation

function q(ρ) = aρ2 + bρ + c such that⎧⎪⎪⎨⎪⎪⎩
q(ρ1) = a(ρ1)2 + bρ1 + c = λmin(ρ1) := λ1,

q(ρ2) = a(ρ2)2 + bρ2 + c = λmin(ρ2) := λ2,

q′(ρ1) = 2aρ1 + b = λ′
min(ρ1) := λ′

1.

(16)

From (16), we get a, b and c, and the minimum value of the quadratic interpo-
lation function q(ρ) is achieved at

ρ̃ = ρ1 − (ρ1 − ρ2)λ′
1

2
[
λ′

1 − λ1−λ2
ρ1−ρ2

] . (17)

The expression above may be written as the following iterative formula:

ρk+1 = ρk−1 − (ρk−1 − ρk)λ′
k−1

2
[
λ′

k−1 − λk−1−λk

ρk−1−ρk

] , k = 1, 2, · · · . (18)

The initial inputs for the iteration are

ρ0 = ρm−1, ρ1 = ρm.

The iteration will stop if ∣∣∣∣(dλ

dρ

)
k

∣∣∣∣ < Tol

where Tol is is a specified error tolerance, which is defined as 10−6 in this paper.
Note that, values of λmin(ρ) and λ′

min(ρ) are not given by formulas; rather
they are the outputs from computational procedures described in (10), (13)
and (14), while λ′′

min(ρ) is very difficult to calculate. Our iteration formula (18)
requires only values of λmin(ρ) and λ′

min(ρ).
The procedure of the proposed method is summarized as follows.

(1) Complete data normalization of the matched points by using (7).
(2) Compute the smallest eigenvalue λ0 and its corresponding eigenvector φ0 of

[SN (ρ0)]2 with ρ0 = 0.
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(3) Solve (9) by using the predictor-corrector method.
(4) During the continuation, using (15) to determine an internal containing σ̂2

where λmin(ρ) arrives at its minimum value.
(5) Locate the value of σ̂2 by applying the iteration formula (18) and obtain

the corresponding eigenvector f̂1 corresponding to λmin(SN (σ̂2)).
(6) Set

F̂1 =

⎡⎢⎢⎣
f̂1(1) f̂1(4) f̂1(7)

f̂1(2) f̂1(5) f̂1(8)

f̂1(3) f̂1(6) f̂1(9)

⎤⎥⎥⎦ .

(7) Form F̂ from F̂1 by putting rank-2 constraint as described in Section 2.
(8) The fundamental matrix F for original image coordinates is obtained from

(8).

4 Experimental Results

In this section, experimental results for the consistent estimation and the TLS
one are presented. For the consistent estimation, the proposed implementation
is used. The TLS estimation is obtained by using the data normalization and
the best rank-two approximation of solution of the optimization problem (6)
[3,4,5], seeing stage 2 in Section 2. To compare the quality of different estimation,
epipoles defined as the null-spaces of the restricted, rank two matrix

Fe1 = 0, F T e2 = 0. (19)

are used where e1 and e2 are the epipoles in the first and the second image,
respectively.

4.1 Experiments with Synthetic Data

The experiments are based on a pair of synthetic images. The fundamental ma-
trix F is constructed from two perspective projection matrices, and the true
epipole coordinate in the second image is e2 = [500, 80]. One hundred matched
points are used. The coordinates of the points in each image are corrupted with
zero-mean normal noise with standard deviation σ. Tests are performed for dif-
ferent values of σ. For each experimental condition, i.e. the value of σ and the
employed estimation technique, 1000 trials were run. Table 1 shows the mean
and standard deviation of epipole in the second image.

From Table 1, the following facts can be observed. The proposed method has
very small bias for each level of noise; on the contrary, the strong bias and the
large spread for the epipole estimation occur for the TLS method. With the rise
of the standard deviation σ of noise, the differences between the results of the
TLS method and those of the proposed method increase. The standard deviations
from the proposed method are smaller than those from the TLS method for each
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value of σ. This indicates that the sensitivity of the proposed method to noise
is weaker. The consistent estimations can always give very excellent results, but
the errors of the LTS method increase with the rise of the standard deviation σ
of noise and the corresponding results become unreliable. These results illustrate
the importance of the consistent estimation and show good performance of the
proposed implementation.

Table 1. Mean and standard deviation of epipole in the second image for different
noise level σ

The TLS method The proposed method
σ Mean Standard deviation Mean Standard deviation
0 [500, 80] (0, 0) [500, 80] (0, 0)

0.1 [500.30, 80.02] (3.61, 1.86) [500.08, 80.11] (3.60, 1.86)
0.2 [501.02, 79.44] (6.93, 3.46) [500.06, 79.82] (6.91, 3.46)
0.4 [504.49, 78.99] (15.02, 7.40) [500.62, 80.52] (14.76, 7.28)
0.6 [509.77, 76.61] (23.23, 10.91) [500.90, 80.11] (22.35, 10.56)
0.8 [515.10, 73.95] (32.66, 15.49) [499.70, 80.06] (31.17, 14.76)
1.0 [524.47, 69.56] (39.40, 18.28) [500.03, 79.25] (35.82, 16.83)
1.2 [540.59, 66.83] (62.73, 29.69) [504.47, 80.94] (54.64, 26.06)
1.5 [563.26, 52.88] (95.26, 43.45) [504.89, 76.17] (76.26, 34.82)
2.0 [605.40, 37.69] (150.24, 70.16) [506.44, 76.53] (107.72, 51.04)

4.2 Experiments with Real Images

The proposed method is tested on two different pairs of real images to evaluate
its performance. In carrying out these tests, the proposed method as described
above is compared with the TLS method for finding the epipole. In all cases,
the matched points are obtained by using the method proposed in [8], and some
outliers are detected and removed, based on least-median squares techniques [8].
The images are presented in Fig. 1 (a) and (b) to show the diversity of image
types. There is a variation in the accuracy of the matched points for the different
images, as will be indicated later.

Tables 2 and 3 show the experimental results of the two methods, with dif-
ferent numbers of points N , which are used to compute the fundamental matrix.
Here, N ranges from 20 up to 90 percent of the total number of matched points
to show the convergence of the proposed method. For each value of N , the al-
gorithms are run 200 times using randomly selected sets of N matching points,
and then mean and standard deviation of epipoles are calculated.

For the corridor scene, the matched points were known with extreme accuracy
[3], whereas for the urban scene, the matches were less accurate. We can see that,
with increase of N , the standard deviation decreases. In all cases, the proposed
method performs better than the TLS method. In the cases of the corridor image
the effect is not so great since the errors on the point locations are small. In the
case of the urban scene with bigger errors on the point locations, the advantage
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(a) (b)

Fig. 1. Real images with matchings (a) Corridor scene (b) Urban scene

of the proposed method is dramatic. Experiment results of these images indicate
again the importance of the consistent estimation.

Table 2. Mean and standard deviation of epipole of image (a) with different N

The proposed method The TLS method
N Mean Standard deviation Mean Standard deviation
20 [269.29, 206.53] (30.13, 39.96) [271.90, 207.12] (49.95, 56.15)
40 [274.69, 204.41] (14.09, 16.80) [279.22, 206.51] (19.59, 21.79)
60 [275.52, 200.27] (10.10, 10.84) [279.07, 200.82] (11.04, 12.13)
80 [278.80, 203.15] (7.33, 7.59) [282.53, 204.19] (7.61, 7.95)
100 [281.33, 202.51] (3.85, 4.36) [284.98, 203.90] (4.32, 4.87)

Table 3. Mean and standard deviation of epipole of image (b) with different N

The proposed method The TLS method
N Mean Standard deviation Mean Standard deviation
20 [−170.07, 494.38] (175.30, 186.92) [−287.04, 585.05] (200.70, 210.30)
40 [−183.16, 489.68] (128.93, 113.52) [−315.79, 589.78] (165.05, 138.45)
60 [−216.51, 531.11] (108.44, 98.58) [−364.77, 649.74] (132.50, 117.86)
80 [−206.07, 527.12] (41.63, 41.24) [−340.68, 638.79] (51.65, 48.57)

5 Conclusion

In this paper, solution of consistent fundamental matrix estimation in a quadratic
measurement error model has been studied. An extended system for determining
the consistent estimator has been proposed, and an efficient implementation for
solving the system-a continuation method has been developed. An optimization
method using a quadratic interpolation has been used to exactly locate the
minimum. The proposed method avoids solving total eigenvalue problems. Thus
the computational cost is significantly reduced. Experiments with synthetic and
real images have shown the effectiveness of the proposed method.
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Abstract. Measurement of traffic time series plays a key role in the research of 
communication networks though theoretic research has a considerable ad-
vances. Differing from analytical analysis, quantities of interest are estimates 
experimentally analyzed from measured real life data. Hence, accuracy should 
be taken into account from a view of engineering. In practical terms, it is inap-
propriate to record data series that is either too short or over-long as too short 
record may not provide enough data to achieve a given degree of accuracy of an 
estimate while over-long record is usually improper for real-time applications. 
Consequently, error analysis based on record length has practical significance. 
This paper substantially extends our previous work [20,21] by detailing the 
derivations of error bound relating to record length and the Hurst parameter of a 
long-range dependent fractional Gaussian noise and by interpreting the effects 
of long-range dependence on record length. In addition, a theoretical evaluation 
of some widely used traces in the traffic research is also given. 

1   Introduction 

Measurement of traffic is required in many applications, such as performance analy-
sis of communication systems, e.g. [1], traffic analysis, e.g. [2], [3], modeling and 
simulation, e.g. [4], [5], [6], real-time traffic data collection, e.g. [7], [8], [9] and so 
on. In this regard, record length of a traffic series should be predetermined according 
to a given degree of accuracy of an estimate (e.g. autocorrelation function (ACF)) 
before performing measurement. In practice, an appropriate record length is crucial 
to applications, especially real-time measurement because if the length of a measured 
series is too short, an estimate may not achieve a given accuracy. On the other hand, 
over-long record length will cost too much record time, storage space and computa-
tion time.  

In the field of measurement, length requirements of a measured random sequence 
are traditionally for those with short-range dependence (SRD), see e.g. [10]. That is 
because random processes encountered in many fields of engineering are usually of 
SRD [11], [12], [13], [14], [15]. Intuitively, length requirements of long-range de-
pendent (LRD) sequences should be distinctly different from those of SRD sequences 
because LRD processes evidently differ from SRD ones in nature [3], [16]. However, 
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reports about record length requirements for LRD traffic measurement are rarely seen, 
to our best knowledge. 

Our early work [17] gave a primary result and [18] presented a concluded result 
but derivations in detail have not been given there. As a supplementary to them, this 
paper provides the detailed derivations of error bound for recording LRD traffic. In 
the derivations, we take LRD fractional Gaussian noise (FGN) as a representative of 
LRD traffic. Due to the fact that FGN is an approximate model of real traffic and 
inequalities used in the derivations, the result in this paper may be conservative but it 
may yet be a reference guideline for record length of traffic in academic research and 
in practice. 

In addition to the error bound, this paper also interprets how long-range depend-
ence effects on record length, which will show that the length requirement of a meas-
ured LRD sequence drastically differs from that of SRD sequences.  

The rest of paper is organized as follows. In Section 2, we give a theorem re-
garding error bound for requiring record length of measured LRD traffic and de-
tailed derivations. Discussions are given in Section 3 and conclusions in  
Section 4. 

2   Upper Bound of Standard Deviation and Its Derivation 

Denote x(ti) ( i = 0, 1, 2, …) as a traffic time series, representing the number of bytes 
in a packet on a packet-by-packet basis at the time ti. Then, x(i) is a series, indicating 
the number of bytes in the ith packet. Mathematically, x(i) is LRD if its ACF r(k) ~ 

22 −Hck for c > 0 and H ∈ (0.5, 1) while x(i) is called asymptotically self-similar if 
x(ai) (a > 0) asymptotically has the same statistics as x(i), where H is called the Hurst 
parameter and ~ stands for the asymptotical equivalence under k → ∞. 

In mathematics, the true ACF of x(i) is computed over infinite interval r(k) 

=
=

∞→
+

L

i
L

kixix
L

1

)()(
1

lim [10]. However, physically measured data sequences are finite. 

Let a positive integer L be the data block size of x(i). Then, the ACF of x(i) is esti-

mated by .)()(
1

1=

+
L

i

kixix
L

 Obviously, L should be large enough for a given degree 

of accuracy of ACF estimation.  

The ACF of FGN is given by ],)1(2)1[(5.0 2222 HHH kkk −+−+σ  where 

 
)cos()21(2

π
πσ

H

HH−Γ= [16]. In the normalized case, the ACF of FGN is written by 

].)1(2)1[(5.0 222 HHH kkk −+−+  Suppose r(τ) is the true ACF of FGN and R(τ) is 

its estimate with L length. Let M2(R) be the mean square error in terms of R. Then, the 
following theorem represents M2(R) as a two-dimension (2-D) function of L and H, 
which establishes a reference guideline for requiring record length of traffic for a 
given degree of accuracy. 
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Theorem: Let x(t) be FGN with H ∈ (0.5, 1). Let r(τ) be the true ACF of x(t). Let L 
be the block size of data. Let R(τ) be an estimate of r(τ) with L length. Let Var[R(τ)] 
be the variance of R(τ). Then, 

Var[R(τ)] ≤ ].)1(2)1[(
)12(

121212
4

+++ −+−+
+

HHH LLL
HL

σ
 (1-a) 

Proof: Mathematically, r(τ) is computed over infinite interval: 

r(τ) = )]()([ τ+txtxE = .)()(
1

lim
0

dttxtx
T

T

T
τ+

∞→
 (P-1) 

In practice, r(τ) can only be estimated with a finite sequence. Therefore, 

r(τ) ≈ R(τ) = ,)()(
1

0

0

dttxtx
L

Lt

t

τ+
+

 (P-2) 

where t0 is the start time. Usually, dttxtx

Lt

t

)()(
0

0

τ+
+

≠ dttxtx

Lt

t

)()(
1

1

τ+
+

for t0 ≠ t1 and R 

is a random variable. 
As M2(R) = E[(r − R)2], it is a function of L. The larger the L the smaller the M2(R). 

We aim at finding the quantitative relationship between M2(R) and L. 
Let b2(R) be the bias of R. Then, 

M2(R) = Var(R) + b2(R). (P-3) 

Since 

E[R(τ)] = dttxtxE
L

Lt

t

)]()([
1

0

0

τ+
+

= dtr
L

Lt

t

+0

0

)(
1 τ = r(τ), (P-4) 

R(τ) is the unbiased estimate of r(τ) and M2(R) = Var(R) accordingly. We need ex-
pressing Var(R) by the following proposition to prove the theorem. 

Proposition: Let x(t) be a Gaussian process. Let r(τ) be the true ACF of x(t). Let L be 
the block size of data. Let R(τ) be an estimate of r(τ) with L length. Let Var[R(τ)] be 
the variance of R(τ). Suppose r(τ) is monotonously decreasing and r(τ) ≥ 0. Then, 
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Proof: As Var(R) = E{[R − E(R)]2} = E(R2) − E2(R), according to (P-4), one has 

Var[R(τ)] = E(R2) − ).(2 τr  (P-6) 
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Expanding E(R2) yields 
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Then, E[x(t1)x(t2)x(t1 + τ)x(t2 + τ)] = E(X1X2X3X4). Since x is Gaussian, random vari-
ables X1, X2, X3 and X4 have a joint-normal distribution and E(X1X2X3X4) = m12m34 + 
m13m24 + m14m23, where 
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Therefore, 
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According to (P-7), the variance is expressed as 
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Replacing (t2 − t1) with t in the above expression yields 
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Let f(t) = r2(t) + r(t + τ)r(−t + τ). Then, 
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Without losing the generality, let t0 = 0. Then, the above becomes 
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Since ACFs are even functions, the above expression is written by 
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By using inequality, (P-11) becomes 
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Therefore, Proposition holds. 
Now, replacing r(t) with the ACF of FGN in (P-5) yields 
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Thus, Theorem results.                                                                                                  ♦ 

In the normalized case, Var[R(τ)] is given by 

Var[R(τ)]≤ ].)1(2)1[(
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 (1-b) 

Without losing the generality, we consider the normalized ACF here and below. De-
note s(L, H) as the bound of standard deviation in the normalized case. Then, 

s(L, H) = .])1(2)1[(
)12(

1 121212 +++ −+−+
+

HHH LLL
HL

 (2) 

The above formula represents an upper bound of Var[R( )]. Based on it, we 
illustrate s(L, H) in terms of L by Fig. 1 for H = 0.70, 0.75, and 0.80.  
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Fig. 1. Illustrating s(L, H) for H = 0.70, 0.75, and 0.80 

3   Discussion 

From Fig. 1, we see that s(L, H) is an increasing function of H for a given value of L 
and a decreasing function of L if H is fixed. Thus, a large L is required for a large 
value of H for a given accuracy of ACF estimation.  

For facilitating the analysis, we draw up Table A (Appendix) to illustrate s(L, H) 
for various values of Hs and Ls. In engineering, accuracy is usually considered from 
the perspective of order of magnitude. The following illustrates the relationship be-
tween H and L from the view of accuracy-order: 

• The rows from the 2nd row (L = 25) to the 4th row (L = 27) in Table A cover two 
different orders of magnitude of s when H varies from 0.55 to 0.95. For instance, 

55.0 ,27),( == HL
HLs = 0.118 while 

95.0 ,25),( == HL
HLs = 1.159.  

• The 5th row (L = 28) and the 6th row (L = 29) of Table A cover three different or-
ders of magnitude of s for different Hs as we see that s(28, 0.55) = 0.086, s(28, 
0.75) = 0.306, and s(28, 0.95) = 1.045.  

• The rows from the 7th (L = 210) to the 12th (L = 215) in Table A cover two differ-
ent orders of s when H varies from 0.55 to 0.95 as one has, for example, s(215, 
0.60) = 0.017 but s(210, 0.95) = 0.975.  

• The rows from the 13th (L = 216) to the 19th (L = 222) in Table A cover three 
different orders of s for different Hs, e.g., s(222, 0.60) = 0.002, s(220, 0.70) = 
0.018 while s(216, 0.95) = 0.792.  

• The rows from the 20th (L = 223) to the 23rd (L = 226) in Table A cover four dif-
ferent orders of s for different Hs since one has, e.g., s(226, 0.55) = 3.767−e4, 
s(25, 0.70) = 0.007, s(224, 0.80) = 0.045, and s(223, 0.95) = 0.621. 

The above discussions show that the standard deviations vary in orders of magni-
tude when H changes from 0.55 to 0.95, implying a series with a larger value of H 
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requires a larger record length for a given accuracy of ACF estimation. This is the 
first point about record length in measurement suggested in this paper.  

Now, we consider the record length requirement about SRD sequences by taking a 
look at a Poisson function y(t), which presents a telegraph process. The ACF of y(t) is 

given by Ry(τ) = ||2 τλ−e , where λ is the average value of the number of changes of sign of 
y(t) in (t, t + τ). Then, the bound of standard deviation, denoted as sp(L, λ), is given by 

sp(L, λ) = .)1(
1 4 Le

L
λ

λ
−−  (3) 

In fact, replacing r(t) with Ry(τ) = ||2 τλ−e in (P-5) yields equation (3). 
According to (3), we achieve sp(25, 1) ≈ 0.18 even if λ = 1 and L = 25. Considering 

s(29, 0.70) ≈ 0.18 and 29⁄25 = 16, we see the record length required for a SRD sequence 
is noticeably shorter than LRD one for the same accuracy order. This comparison gives 
the second point for record length in measurement explained in this article. 

Table 1. Six TCP traces in packet size 

Notes: 

• An exact value of s(L, H) usually does not equal to the real accuracy of the cor-
relation estimation of a measured LRD-traffic sequence because FGN is only an 
approximate model of real traffic. On the other hand, there are errors in data 
transmission, data storage, measurement, numerical computations, and data 
processing. In addition, there are many factors causing errors and uncertainties 
due to the natural shifts, such as various shifts occurring in devices, or some pur-
poseful changes in communication systems. Therefore, the concrete accuracy 
value is not as pressing as accuracy-order for the considerations in measurement 
design. For that reason, we emphasize that the contribution of s(L, H) lies in that 
it provides a relationship between s, L and H for a reference guideline in the de-
sign stage of measurement.  

• Tables 1 lists the traces on WAN [19]. Now, we evaluate Lbl-pkt-4.TCP of 
1.3×106 length, which is the shortest one in the table. For H = 0.90 (relatively 
strong LRD) and s being in the order of 0.1, we can select L = 29. Because Theo-
rem provides a conservative guideline for requiring record length of traffic due 
to inequalities used in the derivations, we verify that those traces are long 
enough for accurate ACF estimation as well as general patterns of traffic. 

Dataset Date Duration Packets 

dec-pkt-1.TCP 08Mar95 10PM-11PM 3.3 million 

dec-pkt-2.TCP 09Mar95 2AM-3AM 3.9 million 

dec-pkt-3.TCP 09Mar95 10AM-11AM 4.3 million 

dec-pkt-4.TCP 09Mar95 2PM-3PM 5.7 million 

Lbl-pkt-4.TCP 21Jan94 2AM-3AM 1.3 million 

Lbl-pkt-5.TCP 28Jan94 2AM-3AM 1.3 million 
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4   Conclusions 

We have derived a formula representing the standard deviation of ACF estimation of 
FGN as a 2-D function of the record length and the Hurst parameter. It may be con-
servative for real traffic but it may yet serve as a reference guideline for requiring 
record length in measurement. Based on the present formula, the noteworthy differ-
ence between measuring LRD and SRD sequences has been noticed.  
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Appendix:  

Table A. s(L, H) for L = 25 + m (m = 0, 1, …, 21), H = 0.55 + 0.05n (n = 0, 1, …, 8) 

5
H 0 . 55 0 .60 0 .65 0 .70 0 .75 0 .80 0 .85 0 .90 0 .95 

2 5  0.220 0.274 0.339 0.418 0.515 0.632 0.775 0.949 1.159 
2 6  0.161 0.208 0.266 0.340 0.433 0.551 0.699 0.885 1.120 
2 7  0.118 0.157 0.209 0.276 0.364 0.479 0.630 0.826 1.081 
2 8  0.086 0.119 0.164 0.224 0.306 0.417 0.568 0.771 1.045 
2 9  0.063 0.090 0.128 0.182 0.257 0.363 0.511 0.719 1.009 
210  0.046 0.068 0.101 0.148 0.217 0.316 0.461 0.671 0.975 
211  0.034 0.052 0.079 0.120 0.182 0.275 0.415 0.626 0.941 
212  0.025 0.039 0.062 0.098 0.153 0.240 0.374 0.584 0.909 
213  0.018 0.030 0.049 0.079 0.129 0.209 0.337 0.545 0.878 
214  0.013 0.023 0.038 0.064 0.108 0.182 0.304 0.508 0.849 
215  0.010 0.017 0.030 0.052 0.091 0.158 0.274 0.474 0.820 
216  0.007 0.013 0.024 0.042 0.077 0.138 0.247 0.443 0.792 
217  0.005 0.010 0.018 0.034 0.064 0 20 0.223 0.413 0.765 
218  0.004 0.007 0.014 0.028 0.054 0.104 0.201 0.385 0.739 
219  0.003 0.006 0.011 0.023 0.046 0.091 0.181 0.359 0.714 
220  0.002 0.004 0.009 0.018 0.038 0.079 0.163 0.335 0.689 
221  0.001 0.003 0.007 0.015 0.032 0.069 0.147 0.313 0.666 
222  0.001 0.002 0.005 0.012 0.027 0.060 0.132 0.292 0.643 
223  8.−e4 0.002 0.004 0.010 0.023 0.052 0.119 0.273 0.621 
224  6−e4 0.001 0.003 0.008 0.019 0.045 0.108 0.255 0.601 
225  5−e4 0.001 0.003 0.007 0.016 0.039 0.099 0.242 0.578 
226  4−e4 8−e4 0.002 0.005 0.014 0.036 0.085 0.224 0.509 

 

.1



A Matrix Algorithm
for Mining Association Rules�

Yubo Yuan and Tingzhu Huang

School of Applied Mathematics,
University of Electronic Science and Technology of China,

Chengdu, Sichuan, 610054, P.R. China
ybyuan@uestc.edu.cn

Abstract. Finding association rules is an important data mining prob-
lem and can be derived based on mining large frequent candidate sets. In
this paper, a new algorithm for efficient generating large frequent candi-
date sets is proposed, which is called Matrix Algorithm. The algorithm
generates a matrix which entries 1 or 0 by passing over the cruel database
only once, and then the frequent candidate sets are obtained from the
resulting matrix. Finally association rules are mined from the frequent
candidate sets. Numerical experiments and comparison with the Apriori
Algorithm are made on 4 randomly generated test problems with small,
middle and large sizes. Experiments results confirm that the proposed
algorithm is more effective than Apriori Algorithm.

Keywords: data mining; association rules; matrix; algorithm.

1 Introduction

Data mining is a generic term which covers research techniques and tools used
to extract useful information from large databases. It has been recognized as a
new area for database research.

Discovering association rules from databases is an important data mining
problem[1]. Lots of researches on mining association rules focus on discovering
the relationships among items in the transaction database. Many of them pay
attention on designing efficient algorithms for mining association rules.

The problem of mining association rules from a transaction database can
be decomposed into two subproblems. Let the support of an itemset Z be the
ratio of the number of transactions containing itemset Z and the total number
of transactions in the database. First, all itemsets whose supports are not less
than the user-specified minimum support are identified. Each such itemset is
referred to as a large itemset. Second , the association rules whose confidences
are not less than the user-specified minimum confidence are generated from these
large itemsets. For example, let Z be a large itemset. The confidence of a rule
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X ⇒ Y is the ratio of the supports of itemset X ∪ Y and itemset X. All rules
of the form X ⇒ Y satisfying X ∪ Y = Z, X ∩ Y = Ø and the minimum
confidence constraint are generated. Once all large itemsets are discovered, the
desired association rules can be obtained in a straightforward manner.

An algorithm for finding all association rules, referred to as the AIS algo-
rithm, was first explored in [2]. The AIS algorithm requires to repeatedly scan
the database. It uses the large itemsets discovered in the previous pass as the
basis to generate new potentially large itemsets, called candidate itemsets, and
counts their supports during the pass over the data. Specifically, after reading a
transaction, it is determined which of the large itemsets found in the previous
pass are contained in the transaction. New candidate itemsets are generated by
extending these large itemsets with other items in the transaction. However, the
performance study in [3] shows that AIS is not efficient since it generates too
many candidate itemsets that are found not to be large itemsets finally.

In [3], Apriori Algorithm was proposed for efficiently mining association rules.
Different from the AIS algorithm, the algorithm generate the candidate itemsets
by using only the large itemsets found in the previous pass. For example, at the
(k−1)th iteration, all large itemsets containing (k−1) items, called large (k−1)-
itemsets, are generated. In the next iteration, the candidate itemsets containing
k items are generated by joining large (k−1)-itemsets. The heuristic is that any
subset of a large itemset must be large. By the heuristic, Apriori Algorithm can
generate a much smaller number of candidate itemsets than AIS algorithm.

Another effective algorithm for the candidate set generation, called DHP, was
proposed in [4]. By utilizing a hash technique, DHP can efficiently generate all
the large itemsets and effectively reduce the size of the transaction database.The
performance study in [4] shows that the number of candidate 2-itemsets gener-
ated by DHP is smaller than that by the a priori algorithm. Moreover, the
transaction database size is trimmed at a much earlier stage of the iterations.
As a result, the total execution time can be reduced significantly by DHP.

In [5], the PSI and PSIseq algorithms were proposed for efficient large item-
sets generation and large sequences generation, respectively. The two algorithms
use prestored information to minimize the numbers of candidate itemsets and
candidate sequences counted in each database scan.The prestored informations
for PSI and PSIseq include the itemsets and the sequences along with their sup-
port counts found in the last mining, respectively. Empirical results show that
only using little storage space for the prestored information, the total computa-
tion time can be reduced effectively. In [6], an efficient graph-based algorithm to
discover interesting association rules embedded in the transaction database and
the customer database is presented.

The notion of mining multiple-level association rules was introduced in [7].
In many applications, association rules discovered at multiple concept levels are
useful.Usually, the association relationship expressed at a lower concept level pro-
vides more specific information than that expressed at a higher concept level.
The approach is to first find large items at the top-most level, and then progres-
sively deepen the mining process into their descendants at lower levels. A similar
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idea of extracting generalized association rules using a taxonomy was presented
in [8].

The issue of mining quantitative association rules in large relational databases
was investigated in [9]. The attributes considered in a relation are quantitative
or categorical.The values of the attribute are partitioned using an equi−depth ap-
proach (that is, each interval resulted from the partition contains
roughly the same number of tuples), and then adjacent intervals are combined as
necessary. A related problem is clustering association rules [10], which combines
similar adjacent association rules to form a few general rules. Ref.[10] proposed
a geometric-based algorithm to perform the clustering and applied the minimum
description length principle as a means of evaluating clusters.

There are lots of papers mentioned on algorithms for mining association rules,
such as [11-16].

In this paper, we will propose a new algorithm for finding association rules.
The proposed algorithm only needs to pass over the database once. By this pass
over the database with given transactions, we can get a matrix which only entries
0 and 1. Then, the frequent itemsets can be obtained from the operations of rows
on this matrix, (see in section 3).

The rest of these paper is organized as follows: In section 2, we give a review
of Apriori Algorithm for association rule mining and present the limitations
of Apriori algorithm. In section 3, we present the new proposed algorithm for
finding association rules, called Matrix Algorithm(MA) . In section 4, we discuss
the concrete experiments using the new algorithm. Conclusions are given in
section 5.

2 Apriori Algorithm

In this section, we first give a review of the Apriori algorithm[3] for finding asso-
ciation rules from large database. We mainly pay attention on the characteristic
of multiple passes of this algorithm.

The Apriori algorithm is well-known([6]) and makes multiple passes over
the database to find frequent itemsets. In the kth pass, the algorithm finds
all frequent k-itemsets, consisting of k items, for example {il1 , il2 , . . . , ilk} is a
frequent itemset if it’s supporting number is beyond the minsupport.

Each pass consists of two phases: the candidate generation phase and the
support counting phase. The candidate generation phase obtains Ck from Lk−1,
where Lk−1 is the set of all the frequent (k − 1)−itemsets, Ck is the set of
candidate k−itemsets. The support counting phase finds the frequent k−itemsets
Lk from Ck. The algorithm terminates once either Lk or Ck is empty.

Given Lk−1, the set of all frequent (k−1)−itemsets, all candidate k−itemsets
we is generated.

Candidate generation takes two steps as follows:

(a) Joint step: A superset Ck is created by linking Lk−1 with itself, which can
be done effectively when items and itemsets are lexicographically ordered.
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(b) Prune step: Let c be a k-itemset, and c ∈ Ck. If c has some (k − 1)−subset
not in Lk−1, c will be deleted from Ck.

The Apriori algorithm generates all frequent itemsets after the support ac-
counting and makes multiple passes over a given database.

The following example is used to show the characteristic of multiple passes
of the Apriori algorithm.

Example 1. Let the item set I = {A, B, C, D,E, F}, the transactions be t1 =
{A, B, C}, t2 = {A, C, D}, t3 = {A, B, E, F}, t4 = {A, B, C, D, F}, t5 = {B, C,
D, E} and the minsupport=50%,(see Table 1).

Firstly, the 1-itemsets {A}, {B}, {C}, {D}, {E} and {F} are generated as
candidates at the first pass over the dataset. It can be obtained from Table 1
that {A}.count = 4, {B}.count =4, {C}.count =4, {D}.count =3, {E}.count
=2,and {F}.count=2. Because minsupp =50% and dbsize =5, {A}, {B}, {C}
and {D} are frequent itemsets. The results are given in Table 2.

Secondly, the frequent 1-itemsets L1 consists of {A}, {B}, {C}, and {D}.
The second pass begins over the dataset to search for 2-itemset candidates.
The candidate 2−itemset C2 consists of {A, B}, {A, C}, {A, D}, {B, C}, {B, D},
and {C, D}, and, {A, B}.count = 3, {A, C}.count = 3 ,{A, D}.count = 2,
{B, C}.count = 3 ,{B, D}.count = 2, {C, D}.count = 3 , then it follows that
{A, B}, {A, C}, {B, C} are frequent 2-itemsets.

Table 1. Transaction Database

Transaction ID Transaction Set
t1 {A, B, C}
t2 {A, C, D}
t3 {A, B, E, F}
t4 {A, B, C, D, F}
t5 {B, C, D, E}

Table 2. Frequent itemsets

Frequent itemsets Itemsets supp >minsupport
Frequent 1-itemsets {A} 4 yes
Frequent 1-itemsets {B} 4 yes
Frequent 1-itemsets {C} 4 yes
Frequent 1-itemsets {D} 3 yes
Frequent 2-itemsets {A, B} 3 yes
Frequent 2-itemsets {A, C} 3 yes
Frequent 2-itemsets {B, C} 3 yes
Frequent 2-itemsets {C, D} 3 yes
Frequent 3-itemsets {A, B, C} 2 no
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The third pass begins over the dataset to search for 3- itemset candidates.
In this pass, the linking operation �� is used to generate the candidate sets.
Frequent 3-itemset is {A, B, C}.

There is no frequent 4-itemset because the candidate set for generating the
frequent 4-itemsets is empty. The algorithm is ended. Then the frequent itemsets
are L = {{A}, {B}, {C}, {D}, {A, B}, {A, C}, {B, C}}.

For large database, for example databases with scale beyond 1012 bytes, the
algorithm will take more time to have a pass over the database. The Apriori al-
gorithm need k pass to generate frequent itemsets Lk. For a given large database,
the Apriori algorithm used for identifying frequent itemsets, involves a search
with little heuristic information in a space with an exponential amount of items
and possible itemsets. These characteristics algorithm may be inefficient when
the number of frequent itemsets is large.

In this paper, we mainly want to develop algorithm to overcome the first
limitation. In next section, we will introduce a new algorithm to do this.

3 Generating Matrix and Matrix Algorithm

The Apriori algorithm needs to make multiple passes over the database. This
makes the algorithm somewhat inefficient in practice. In this section we will give
a new algorithm which only requires one pass over the database and generate
an matrix, the rest work only need use inner product operator.

3.1 Generating Matrix

We first generate a matrix which only entries either 0 or 1 by passing over the
database once. We call it generating matrix. Then, we can derive association
rules from the matrix. The process of generating the matrix is as follows: We set
the items in I as columns and the transactions as rows of the matrix.

Let the set of items be I = {i1, i2, · · · , in}, and the set of the transactions be
D = {t1, t2, · · · , tm}. Then the generating matrix G = {gij}, (i = 1, 2, · · · , m; j =
1, 2, · · · , n) is an m×n matrix, where gij = 0 or 1 is determined by the following
rule,

gij =

⎧⎨⎩
1, if ij ∈ ti,

0, if ij /∈ ti.

Example 2. Let I = {A, B, C, D,E, F}, and the transactions be t1 = {A, B, C},
t2 = {A, C, D}, t3 = {A, B, E, F}, t4 = {A, B, C, D, F}, t5 = {B, C, D, E}. Then
the generating matrix is

G =

⎛⎜⎜⎜⎜⎝
1 1 1 0 0 0
1 0 1 1 0 0
1 1 0 0 1 1
1 1 1 1 0 1
0 1 1 1 1 0

⎞⎟⎟⎟⎟⎠ ≡

⎛⎜⎜⎜⎜⎝
g1
g2
g3
g4
g5

⎞⎟⎟⎟⎟⎠ .
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With this generating matrix, we can find frequent itemsets and generate associ-
ation rules.

3.2 Matrix Algorithm

The candidate k−itemset is generated using the following process:
(a) The 1-itemset C1 consists of the sets which are subsets of single item in

I , that is, C1 = {{i1}, {i2}, · · · , {in}}.
In order to compute the support number for each set in C1, we express every

set in C1 as a row vector in Rn, that is, we express {i1} as S1
1 = {1, 0, · · · , 0},

and {ik} as S1
k = {0, 0, · · · , 1, · · · , 0}, the kth element is 1 and others are 0. Then

the support number of the set {ik} is calculated by :

supp({ik}) =
m∑

j=1

< gj , S
1
k >, (1)

where < , > is the inner product of two row vectors and gj, j = 1, 2, ..., m are
rows of the matrix G. For example, let g1 = {1, 0, 1}. Then if S1

1 = {1, 0, 0},<
g1, S

1
1 >= 1 and if S1

2 = {0, 1, 0}, then < g1, S
1
2 >= 0. Then the set of all the

frequent 1-itemsets, L1, is generated from C1. If the support number of {ik} is
beyond the user-specified threshold Minsupport, that is,

supp({ik}) ≥ Minsupport, (2)

then {ik} ∈ L1.
(b) The set of candidate 2-itemsets C2 is the joint set of L1 with itself, that

is, C2 = L1 �� L1. Each subset in C2 consists of two items and has the form
{ik, ij}, k < j.

Similarly, we specify each set in C2 a row vector in Rn. For example, for the
set {ik, ij}, the specified vector is S2

k,j = {0, · · · , 0, 1, 0, · · · , 0, 1, 0, · · · , 0}, where
the kth and jth elements are 1 and others are 0. The support number of the set
{ik, ij} is :

supp({ik, ij}) =
m∑

s=1

int[
< gs, S

2
i,k >

2
], (3)

where int[·] is the integrating function that changes a real number to integer
by discarding the number after decimal point. For example, int[0.6] = 0, and
int[2.3] = 2.

The frequent itemset L2 is generated from C2 with the set whose support
number is beyond the user specified threshold Minsupport, that is, if

supp({ik, ij}) ≥ Minsupport (4)

then {ik, ij} ∈ L2.
After the frequent 2-itemsets L2 is obtained, it can be used to generate C3,

for example, if {ik, ij}, {ik, il} ∈ L2, k < j, k < l, j < l, then {ik, ij} �� {ik, il} =
{ik, ij, il}
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(c) Repeat the above process with successively increasing number k until
either Ck or Lk is empty, where each subset in Ck has the form {il1 , il2 , · · · , ilk}
including k items, and is generated from the frequent (k − 1)−itemsets Lk−1,
and Lk is the frequent k−itemsets generated from Ck with the set whose support
number is beyond the user specified threshold Minsupport. The support number
can compute according to the following formula

supp({il1, il2 , · · · , ilk}) =
m∑

j=1

int[
< gj, S

k
l1,l2,···,lk >

k
]. (5)

where Sk
l1,l2,l3,···,lk = {0, · · · , 0, 1, 0, · · · , 0, 1, 0, · · · , 0}, and it’s l1th, l2th, · · · and

lkth elements are 1 and others are 0.
At the end of procedure, we can get the all frequent itemsets by the following

formula. Let the procedure is terminated after step k, then

L =
k−1⋃
i=1

Li. (6)

Throughout the process above only one pass over the database is used to gen-
erate the frequent itemsets, and hence the algorithm is called matrix algorithm.

We would like to say a few more words about this process from Lk−1 gen-
erating Ck. The following three aspects are important when we implement ex-
periments on the algorithm: (i)the generation of the generating matrix for given
database; (ii)the joint operation ��; (iii)generation of the frequent itemsets. At
the end of the algorithm, we get the frequent itemset L. In the next subsection,
we will derive the association rules from the frequent itemsets L.

3.3 Generating Association Rules

In this section, we derive all association rules

{X ⇒ Y −X}

with support s and confidence c, where X, Y are frequent itemsets and X ⊂
Y ; X, Y ∈ L.

The Minconfidence and the Minsupport are specified by users or experts.
The confidence of rule X ⇒ Y −X is computed by the following statement,

conf(X ⇒ Y −X) =
supp(Y )
supp(X)

. (7)

The method of generating association rules is to select all X, Y from L, and
X ⊂ Y , then compute conf(X ⇒ Y −X). If conf(X ⇒ Y −X) is beyond the
Minsupport, X ⇒ Y −X is an association rule.
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4 Experiment Results

To evaluate the performance of the proposed Matrix algorithm, we performed
extensive simulation experiments. Our goals are to study the amount of cpu times
to generate frequent itemsets. We compare the performance of the proposed
algorithm with the Apriori algorithm. In this section we present the experimental
results with the times of finding frequent itemsets.

The experiments are implemented on 4 randomly generated databases with
normal distribution and on a PC with 1.8G MHz Pentium IV and 256 MB
SDRAM using MATLAB 6.1.

In Table 1, we give out the database scale. n is the number of items in I. m
is the number of transactions in D.

In Table 4, is the comparison result between The Apriori Algorithm and our
Proposed Matrix Algorithm with cpu times to generate frequent itemsets.

The following conclusion can be obtained from the results in Table 4.
For the small size problem, for example, size is smaller than one hundred,

the difference between the Apriori Algorithm and the Matrix Algorithm is not
obvious. But for large or huge size problems, for example, size is larger than one
thousand, the difference is clear.

For generation of the 1-frequent itemsets, the Matrix Algorithm takes more
time than the Apriori Algorithm. But, for generation of the k-frequent (k ≥ 2)
itemsets, the Matrix Algorithm does it more efficiently than the Apriori Algo-
rithm does. We showed this result in Figure 1 about the database 2 with size
5000 and Figure 2 about the database 4 with size 500000.

For generation of association rules, there is no difference between the Matrix
Algorithm and the Apriori Algorithm and hence they have the same times in
generating association rules from frequent itemsets L, and hence we do not give
these results.

Table 3. The database scale

Dataset n m

D1 20 500
D2 100 5000
D3 1000 50000
D4 10000 500000

Table 4. Experimental results

Dataset Apriori Matrix
D1 0.02sec 0.015sec
D2 4.13ecs 0.845sec
D3 76.4sec 8.24sec
D4 179.8sec 22.67sec
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5 Conclusions

In this paper, a new algorithm is proposed for association rules finding from
databases. The algorithm takes matrix which only entries either 1 or 0. It is
generated from transaction databases. Then, the frequent itemsets are generated
from the resulting matrix and the association rules can be derived from the
resulting frequent itemsets. Comparing Numerical experiments results obtained
by Matrix Algorithm with Apriori Algorithm, the proposed algorithm is efficient
and robust.
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Abstract.  Partner selection is a very popular problem in the research of virtual 
organization and supply chain management, the key step in the formation of vir-
tual enterprise is the decision making on partner selection. In this paper, a activ-
ity network based multi-objective partner selection model is put forward. Then 
a new heuristic algorithm based on particle swarm optimization(PSO) and 
simulated annealing(SA) is proposed to solve the multi-objective problem.  
PSO employs a collaborative population-based search, which is inspired by the 
social behavior of bird flocking. It combines local search(by self experience) 
and global search(by neighboring experience), possessing high search effi-
ciency. SA employs certain probability to avoid becoming trapped in a local op-
timum and the search process can be controlled by the cooling schedule. The 
hybrid algorithm combines the high speed of  PSO with the powerful ability to  
avoid being trapped in local minimum of SA. We compare the hybrid algorithm 
to both the standard PSO and SA models, the simulation results show that the 
proposed model and algorithm are effective. 

1   Introduction 

In order to adapt to globalization competition, new production model must be re-
searched. The network alliance enterprise is a try and a research on how to adjust to 
the globalization competition for traditional enterprises[1]. As the VE environment 
continues to grow in size and complexity, the importance of managing such complex-
ity increases. Once the dynamic alliance is to be established, how to select an appro-
priate partner becomes the key problem and has attracted much research attention 
recently[2–4]. For the partner selection problem, in addition to cost, due date and the 
precedence of sub-project, the risk of failure of the project is another important factor 
need to be considered. Therefore, an effective approach that can actually deal with the 
risk-based partner selection problem is a major concern in VEs. Qualitative analysis 
methods are commonly used to deal with the partner selection problem in many re-
searches[5,6]. However, quantitative analysis methods for partner selection are still a 
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challenge to VEs. Talluri and Baker [2] proposed a two-phase mathematical pro-
gramming approach for partner selection by designing a VE where the factors of cost, 
time and distance were considered [4]. However, the precedence of sub-project and 
the risk factor, which are also important for partner selection, were not considered in 
their paper. In fact, the sub-projects contracted by partners compose an activity net-
work with precedence [9,10]. From this point of view, the problem is considered as a 
partner selection problem embedded within project scheduling [11] and cannot easily 
be solved by general mathematical programming methods. Therefore, there is a need 
to formulate mathematical models and propose optimization methods for VEs to make 
decision on partner selection.  

2   Problem Formulation of Partner Selection  

The partner selection problem can be described as follows:  

Assume an enterprise wins a bid for a large project consisting of several sub-projects. 
The enterprise is not able to complete the whole project using its own capacity. There-
fore, it has to call tenderers for the sub-projects. It does so after it determines the 
upper bound of the payment for each sub-project first. The tenderers who can accept 
the payment condition will respond to the sub-project and propose the probability of 
success and time they need to finish the sub-project according to the resources they 
have. Then, the enterprise selects one tenderer for each sub-project to maximize the 
success of the project.  

The project consists of n sub-projects. Because of the connected relationship be-
tween these sub-projects, they form an activity network. If sub-project j  can only 

begin after the completion of sub-project i , we note the connected sub-project pair by 

,),( Hji ∈ . Here H  is the set of all connected sub-project pairs. Without loss of 

generality, the final sub-project is noted as sub-project n . Its completion time nd  is 

defined as the completion time of the project.  
Each partner has different processing times and risk of failure, which is described 

by fail probability. For sub-project .,,2,1, nii =  There are im  candidates re-

sponding to the tenderee invitation. For the candidate j  of sub-project i , its fail 

probability is ijp  and its processing time is ijq  periods. The objective is to select the 

optimal combination of partner enterprises for all sub-projects in order to minimize 
the risk of the project including the risk of failure and the risk of tardiness. This is the 
same as the objective, which is to select the optimal combination of partner enter-
prises for all sub-projects to maximize the success of the project, including the suc-
cess probability and finishing the project within the due date. 

Defining the variables: 

                               1         job i  is contracted to candidate j  at  period t ;  

0       otherwise. 

 

)(txij
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where ijij ps −=1  , is the probability of success for the candidate j  of sub-project i ;  

∏ =
= n

i imL i
sS

1
, +][w stands for },0max{ w ; −][ y  stands for 

},1min{ y . D is the due date of the project.  

The objective of the problem is a nonlinear one and it is easy to see that the formu-
lated problem is not convex. Also the objective function is not continuous and differ-
entiable, the model cannot be solved by general mathematical programming methods. 
Therefore, we attempt to introduce a hybrid algorithm which is based on PSO and SA 
for the problem. 

3   The Hybrid Algorithm Based on PSO and SA  

3.1   Fundamental Principle of PSO 

PSO simulates a social behavior such as bird flocking to a promising position for 
certain objectives in a multidimensional space [12,13]. Like evolutionary algorithm, 
PSO conducts search using a population (called swarm) of individuals (called parti-
cles) that are updated from iteration to iteration. Each particle represents a candidate 
position (i.e., solution) to the problem at hand, resembling the chromosome of GA. A 
particle is treated as a point in an M-dimension space, and the status of a particle is 
characterized by its position and velocity [14]. Initialized with a swarm of random 
particles, PSO is achieved through particle flying along the trajectory that will be 
adjusted based on the best experience or position of the one particle (called local best) 
and the best experience or position ever found by all particles (called global best). The 
M-dimension position for the i th particle in the t th iteration can be denoted as 

)}(,),(),({)( 21 txtxtxtx iMiii = . Similarly, the velocity (i.e., distance change), 

also an M-dimension vector, for the i th particle in the t th iteration can be described 

as )}(,),(),({)( 21 tvtvtvtv iMiii = . The particle-updating mechanism for particle 

flying (i.e.,search process) can be described as:  
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Initialize population 
Do 
  for i=1 to Population Size 

 if )()( ii pfxf <  then ii xp =  

)min( ig pp =  

   for d=1 to Dimension Space Size 

))()(( 2211 idgdidididid xprcxprcwvv −+−+= χ  (6) 

if )( maxvvid >  then maxdid vv =  (7) 

if )( maxvvid −<   then maxdid vv −=  (8) 

ididid vxx +=
 

(9) 

if maxxxid >   then maxdid xx =  (10) 

if maxxxid −<   then maxdid xx −=  (11) 

         Next d  
         Next i  
Until termination condition is met 
Where  

ip   Pbest of agent i at iteration k; 

gp   gbest of the whole group 

χ    compress factor 

21, rr  random numbers in (0,1) 

21, cc  weighting factor 

ϖ   inertia  function, in this paper, the inertia weight is set to the following equation 

                max min
max

max

.I
I

ϖ ϖϖ ϖ −= − ×  

                where maxϖ    Initial value of weighting coefficient 

minϖ    Final value of weighting coefficient 

maxI     Maximum number of iterations or generation 

I       current iteration or generation number 
    Fig.1 shows the above concept of modification of searching points.  
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Fig. 1. The Mechanism of Particle swarm optimization 

3.2   Hybrid PSO Algorithm 

PSO algorithm is problem-independent, which means little specific knowledge rele-
vant to a given problem is required. What we have to know is just the fitness evalua-
tion for each solution. This advantage makes PSO more robust than many other 
search algorithms. However, as a stochastic search algorithm, PSO is prone to lack 
global search ability at the end of a run. PSO may fail to find the required optima in 
case when the problem to be solved is too complicated and complex. SA employs 
certain probability to avoid becoming trapped in a local optimal and the search proc-
ess can be controlled by the cooling schedule of SA, we can control the search proc-
ess and avoid individuals being trapped in local optimum more efficiently. Thus, a 
hybrid algorithm of PSO and SA, named HPSO, is presented as follows. 

Begin 
   STEP 1 Initialization 
         Initialize swarm population, each particle’s position and velocity; 
         Evaluate each particle’s fitness; 
         Initialize gbest position with the lowest fitness particle in swarm; 
         Initialize pbest position with a copy of particle itself; 

         Initialize maxϖ , minϖ , 1c , 2c ,maximum generation, and generation=0. 

         Determine 0T , endT , B . 

  STEP 2  Operation 
For PSO 
do { 
     generate next swarm by Eq.(6) to Eq.(11); 
     find new gbest and pbest; 
     update gbest of swarm and pbest of the particle; 
     generation++; 
    } 
   while (generation<maximum generation) 
For SA[15] 
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     For gbest particle S of swarm 

     { 0TTk =  

       do { 
          generate a neighbor solution S’ from S; 
          calculate fitness of S’; 
          Evaluate S’{ 

              )()'( SfSf −=Δ ; 

                if ( ])1,0[)]/exp(,1min[ randomTk >Δ−  

                  Accept S’; 
                  Update the best solution found so far if possible; 
                } 

              1−= kk BTT ; 

              } 
            } 

          while ( )endk TT >  

STEP 3  Output optimization results. 
END 

From the chart, we can see that PSO provides initial solution for SA during the hy-
brid search process. Such hybrid algorithm can be converted to tradition SA by setting 
swarm size to one particle. HPSO implements easily and reserves the generality of 
PSO and SA. Moreover, such HPSO can be applied to many combinatorial optimiza-
tion problems by simple modification. 

4   Experiments Analysis 

4.1   The Example 

The example involves the real life problem of machine center , which bid for a project 
for the petroleum drilling machine . The project consists of 12 sub-projects, its due date 
is 48 months. The precedence relationship represented by the mode shown in Fig. 2.  

 

Fig. 2. The network of  the example 

The achieved solution is shown in Table 1. Its success probability is 0.621 and the 
completion time is 46 and is just in time. Compared with the solution obtained by the 
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enumeration algorithm (Table 3), it can be seen that the solution is an optimal one and 
that it uses less time than the PSO and SA.  

The generation process is shown in Fig. 3. From this figure, it can be found that the 
evolution process of the HPSO tends to be stable when the generation reaches more 
than 60. 

Table 1. The job list and success probability and processing time 

Job No. Contractor Succeed 
probability 

Processing  
time 

Begin  
time 

Completion  
time 

1 3 0.85 5 0 3 
2 4 0.87 5 0 8 
3 5 0.94 12 9 16 
4 2 0.86 8 5 15 
5 2 0.70 13 8 28 
6 6 0.98 10 10 18 
7 2 0.75 7 18 22 
8 5 0.93 15 19 34 
9 3 0.98 9 6 40 
10 4 0.92 15 40 36 
11 6 0.98 19 36 42 
12 3 0.88 5 42 46 

Table 2. The comparison of different algorithm 

Best rate(100%) HPSO result PSO result SA result 
Best 0.621 0.621 0.621 
Mean 0.575 0.432 0.405 
Minimum 0.499 0.213 0.159 
CPU time 28.00” 49.00” 1529.0” 

Generation

Fi
tn

es
s

 

Fig. 3. The generation process of the different algorithm 
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Table 3. Comparison of the result of different problems with different sizes 

4.2   Performance Analysis 

When considering the larger size problem, the PSO and SA usually hard to obtain the 
optimal solution in desired time. So the HPSO is introduced. To test the performance 
of the HPSO, we randomly produced some problems with different sizes. The result 
together with the comparison of the PSO without the embedded rule and SA are 
shown in Table 3. In the table, “Size” stands for the size of the solution space, “CPU 
time” for the computation time of each running of the CPU; “—” means that we can-
not obtain a solution in an acceptable time. The “Best rate” is tested by 100 runs in-
volving different random seeds.  

From Table 3, we see that the problem size grows with the sub-project number ex-
tremely rapidly. The recommended HPSO can achieve the optimal solution with a 
higher probability and the computation time does not increase quickly with the size 
increase. The SA can guarantee the optimum solution when the problem size is small, 
but it will waste a huge amount of time and still cannot obtain this in an acceptable 
time when the problem size is larger. Although the PSO can solve the larger problem 
quickly, it cannot find the optimal solution generally. The comparison strongly sug-
gests that the HPSO is able to efficiently improve the computational performance of 
complex combinatorial optimization problems. 

6     Conclusions 

Selecting partners is a key factor in the establishment phase of virtual enterprise. A 
VE is a dynamic alliance of member companies (tenderee and tenderers), which join 
to take advantage of a market opportunity. Partner selection is an inherent problem in 
VE. Minimizing risk in partner selection and ensuring the due date of the project are 
key to ensure the success of the VE. In this paper, the description of a partner  
 

N Size Alg. CPU 
time 

Best  
rate(%) 

Best Mean Minimum 

2 2.687×1030 PSO 75” 87 0.067 0.036 0.002 
  HPSO 32” 100 0.067 0.050 0.002 
  SA 31456” 100 0.067 0.057 0.057 
3 1.254×1036 PSO 133” 68 0.253 0.161 0.007 
  HPSO 63” 100 0.253 0.222 0.010 
  SA --     
4 4.333×1041 PSO 202” 65 0.116 0.070 0.002 
  HPSO 98” 100 0.117 0.092 0.002 
  SA --     
5 3.370×1046 PSO 256” 46 0.064 0.037 0.0005 
  HPSO 113” 100 0.066 0.048 0.001 
  SA --     
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selection problem is introduced. The HPSO is proposed to solve the complex  
combinatorial optimization problems. Compared with the PSO and SA, the HPSO has 
better synthetic performance in both the computation speed and optimality. The 
computation results suggest its potential to solve the practical partner selection and 
sub-project management problems. 
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Abstract. This paper proposed a modified algorithm, sequential niching particle 
swarm optimization (SNPSO), for the attempt to get multiple maxima of 
multimodal function. Based on the sequential niching technique, our proposed 
SNPSO algorithm can divide a whole swarm into several sub-swarms, which can 
detect possible optimal solutions in multimodal problems sequentially. 
Moreover, for the purpose of determining sub-swarm’s launch criteria, we 
adopted a new PSO space convergence rate (SCR), in which each sub-swarm can 
search possible local optimal solution recurrently until the iteration criteria is 
reached. Meanwhile, in order to encourage every sub-swarm flying to a new 
place in search space, the algorithm modified the raw fitness function of the new 
launched sub-swarm. Finally, the experimental results show that the SNPSO 
algorithm is more effective and efficient than the SNGA algorithm. 

1   Introduction 

The niching technique corresponding to the genetic algorithm (GA) and particle swarm 
optimization (PSO) is aimed at locating multiple optimal solutions in multimodal 
problems. The merit of the niching technique can be summarized below: first, with the 
multiple optima was being found, the chances of locating the global optimum may be 
improved. Second, a diverse set of high-quality solutions have been found will provide 
researcher innovative alternative solutions in some real world problems. There are 
many applications for this technique. Such application includes classification, 
multiobjective function optimization and artifical neural network (ANN) training. 
Contrasting to traditional ANN technique [1-4], niching technique can be used in all 
ANN training and has unique virtue. In fact, the goal of the original PSO algorithm is 
just to seek one solution for optimization problem effectively. However, the original 
algorithms generally can’t locate multiple optimal solutions because of the particles of 
the swarm all sharing the social knowledge regarded as a global optimal solution. Most 
of researchers are only interested in maintaining the diversity of the particles to avoid 
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converging to local optima. [5-9]. However, the investigations on the PSO niching 
technique have been neglected to a large extent. Comparatively, the literatures on the 
GA niching technique [10-17] are more than the ones on PSO niching technique 
[18,19]. 

The niching technique of GA can be divided into two sorts: the parallel and 
sequential niching method. The sequential technique has more advantages than the 
parallel one [13]. We shall in detail discuss this problem in Section 2. However, the 
research on PSO niching technique is just being in starting period, there only exists one 
parallel technique: Niching PSO algorithm [18], so far no one cares about how to apply 
sequential technique into PSO algorithm. In this paper, we shall firstly transfer the 
sequential technique to particle swarm optimization algorithm (SNPSO), and contrast 
the performance with the original sequential GA.This paper is organized as follow. In 
Section 2, we shall give a brief overview of the PSO algorithm and existing niching 
techniques. A sequential niching particle swarm optimization (SNPSO) algorithm is 
presented and discussed in Section 3, Section 4 gives the related experimental results. 
Finally, some conclusive remarks are included in section 5.  

2   Particle Swarm Optimization and Niching Techniques 

2.1   Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population-based stochastic search algorithm. 
The algorithm was firstly developed by Dr. Eberhart and Dr. Kennedy in 1995 [20], 
inspired by social behavior of bird flocking or fish schooling. Many individuals 
referred to as particles, are grouped into a swarm, which “flies” through 
multidimensional search space. Each particle in the swarm represents a candidate 
solution to the optimization problem, and it can evaluate their positions, referred to as 
fitness at every iteration. In addition, each particle can also keep its own experience in 
mind while those particles in a local neighborhood share the memories of their “best” 
positions. As a result, those memories can be used to adjust their own velocities and 
positions. The original PSO were modified by Shi and Eberhart [21]  with the 
introduction of inertia weight. The equations for the manipulation of the swarm can be 
written as:  

)(*()2*2)(*()1*1* idgdidididid XPrandCXPrandCVWV −+−+= . (1) 

ididid VXX += . (2) 

where i = 1,2,…N, W is called as inertia weight. C1 and C2 are positive constants, 
referred to as cognitive and social parameters, rand1 (*) and rand2 (*) are random 
numbers, respectively, uniformly distributed in [0..1]. A large inertia weight will 
encourage a global exploration, while a small one will promote local exploration, i.e., 
fine-tuning the current search area. The ith particle of the swarm is represented by the D 
dimensional vector Xid, and the best particle in the swarm denoted by the index g, the 
best previous position of the ith particle is recorded and represented as Pid and the 
velocity of the ith particle is as Vid. 
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An alternative version of PSO is to employ a parameter called as the constriction 
factor. It may be necessary to guarantee convergence of the PSO algorithm. Usually, 
the swarm can be manipulated according to the following equations:[22] 

)](*()2*2)(*()1*1[* idgdidididid XPrandCXPrandCVKV −+−+= . (3) 

where K is the constriction factor. The value of the constriction factor is obtained 
through the formula: 

2

2
.

2 4
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ϕ ϕ ϕ
=   

− − −
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where 4,21 >+= ϕϕ CC . 

2.2   Niching Techniques 

Niching methods attempt to find multiple solutions to optimization problems. They 
have been studied extensively in the field of genetic algorithms (GA). Most of them are 
very interesting and fascinating. In contrast to niching technique of GA, the PSO 
niching method is so poor and boring. Usually, the niching technique can be divided 
into two sorts, the parallel and sequential niching methods. Parallel niching methods 
can identify and maintain several niches in a population simultaneously. Sequential 
niching methods can find multiple solutions by iteratively applying niching to a 
problem space, at the same time; mark a potential solution at each iteration to ensure 
that search efforts are not duplicated. Some GA niching methods used currently can be 
summarized below: 

Fitness Sharing: Perhaps the most well known technique is Fitness Sharing. Goldberg 
[14] proposed to regard each niche as a finite resource, and share this resource among all 
individuals in the niche. Thus, an individual’s fitness fi can be adapted to its shared 
fitness =

j
ji

i
i

dsh

f
f

)( ,

' . The sharing function is defined as α

σ
)(1)(

share

d
dsh −= , if the 

distance d between individuals i and j is less than shareσ , otherwise is zero. The distance 

measure d can be genotypic or phenotypic, depending on the problem to be solved. 

Deterministic Crowing(DC): De Jong [15] firstly proposed the idea of deterministic 
crowing (DC). The method can evolve a population by deriving offspring from parents 
and then let them compete against each other for a position in a next generation.  

Restricted Tournament Selection The method introduced in [16] is similar to DC, 
but it randomly adapts the selected individuals and then lets them compete against the 
most similar individuals from the population. 

Sequential Niching Technique This is a simple, fast algorithm that can locate 
multiple solutions by iterating simple GA [13]. To avoid converging to the same area of 
the search space, the algorithm is generally to modify the objective function’s fitness 
through applying a fitness derating function. There are three main advantages with the 
algorithm. The first is its simplicity due to a simple add-on technique being required, 
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the second is that the algorithm can work in small population, and the third is that the 
speed is faster with respect to other algorithms.  

Although particle swarm optimization algorithm has been developed to locate 
multiple optimal solutions, it is not very popular. This algorithm can be listed below: 

Niching Particle Swarm Optimizer This algorithm [18] is a first PSO niching 
technique. The algorithm can train a main swarm using only cognitive model. When a 
particle fitness shows very little change over a small number of iterations, the algorithm 
then will create a sub-swarm around the particle in a small area so that the sub-swarm 
can be trained to locate multiple solutions. Whether the algorithm succeeds or not will 
depend on the proper initial distribution of particles throughout the search space. 

3   A Sequential Niching Particle Swarm Optimization 

The Sequential Niching Particle Swarm Optimization algorithm can successfully locate 
multiple solutions to multimodal function. The details of the algorithm will be 
presented in this section. Because of the algorithm using multi-sub-swarms to detect 
different solution sequentially, the stop training criterion for each sub-swarm is very 
important. Therefore, we propose a Space Convergence Rate (SCR) as the stop training 
criterion for each sub-swarm. 

3.1   Space Convergence Rate (SCR) 

Assume that we have an n-dimensional swarm consisting of m particles, each 
dimensional range of the swarm was confined in [xmin, xmax]. Xi (xi1, xi2, … xin) is the ith 
particle of a swarm, then the average position of the swarm is:  

1

1
.

m

a v g i
i

X X
m =

=  
 

(5) 

The normalized Euclidean distance between the particle i and j can be denoted as:  
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Then, we can get the definition of Space Convergence Rate (SCR):  

1

1
, .

m

i a v g
i

S C R X X
m =

=   (7) 

According to the above definition, SCR is always small than one. When all particles 
converge into one point, SCR will equal zero. So, the algorithm can use the SCR as 
convergence criterion of the particles in a swarm. When the SCR of a swarm reaches to 
a given value, it shows that the swarm has achieved the setting goal. 

3.2   Sequential Niching PSO Algorithm (SNPSO) 

SNPSO consists of several sub-swarms. The number of sub-swarms depends on the 
required number of optimal solutions (RNOS). In general, the RNOS is slightly greater 
than what we want to get the number of optimal solutions in multimodal problem. The 
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SCR of the sub-swarm will determine the search precision of the sub-swarm. If we 
want to get an approximate solution, we can choose a bigger SCR. On the contrary, if 
we want to get a more precise solution, then we must choose a smaller SCR. The first 
sub-swarm will be initialized like an ordinary PSO algorithm, and then the swarm will 
be trained to find a good solution in search space. When the SCR of the sub-swarm 
reaches to the given value, it means that the first sub-swarm has found an optimal 
solution. So, the algorithm will begin to launch a new sub-swarm for searching a new 
optimal solution. If the algorithm does not modify the fitness function, the new 
sub-swarm will possibly again “fly” to optimal solution found by first sub-swarm. 
Therefore, the algorithm must modify the fitness function according to the following 
principle. 

The modified fitness function is adopted from Beasley’s SNGA [13]. For an 
individual X, the fitness M(X) is computed from the raw fitness function F(X) 
multiplied by a number of single-peak derating functions. Initially we set M0(X)=F(X), 

and let nbestbestbest XXX ...., 21  be the best particle position of 1th, 2th…nth 

sub-swarm launched before. The modified fitness function can be then updated 
according to the following formulae: 

1 ( ) ( ) * ( , ) .n n n b e s tM X M X G X X+ =   (8) 

There are various forms single-peak derating functions. We only employed the 
power law equation to test our algorithm. In equation (9), r is the niching radius, 

bestXX ,  as defined above, is a normalized Euclidean distance. α  is the power 

factor, 1>α determining how concave the derating curve is, and 1<α then 

determining how convex the derating curve is, If 1=α , the derating function will be a 
linear function. 

<=
otherwise

rXXif
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To determine the value of niching radius r, we use the same method as Deb 
[17].Thus, r is given as follows: 

.
2 * k

k
r

p
=   (10) 

In equation (10), k is the dimensional number of the search space; p is the number of 
maxima of the multimodal problem.  

In this way, the algorithm can modify the fitness function according to the distance 
between current particle and the best position of the sub-swarm launched before. If the 
distance is smaller than the niching radius, the fitness function will become smaller; if 
the distance is larger than the niching radius, the fitness function is not changed. The 
modified fitness function can encourage the particles of the new launched sub-swarm 
explore the new area of the search space. And the particle of the new sub-swarm will 
“fly” to a new “best” position having not been found before. 
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3.3   Pseudo-Code for SNPSO 

The parameters involved in the algorithm are the required number of optimal solutions 
(RNOS) and the search precision of each sub-swarm (i.e., SCR). The other parameter is 
niching radius r. Figure 1 shows the pseudo-code used in our experiments. 
 

nCount=1; 
nPrecision=given SCR value; 
repeat 
create a new n-dimensional PSO population 
  repeat 
   Train the sub-swarm with modified fitness function 
 until SCR<= nPrecision 
nCount=nCount+1; 
 until nCount>RNOS OR reach maximum iteration number 

Fig. 1. Pseudo-code for SNPSO 

4   Experimental Results 

This section will give several experimental results of the SNPSO algorithm to find 
maxima of multimodal functions using five test functions. 

4.1   Test Functions Employed 

We consider five multimodal functions with different difficulty, which can be seen 
from Fig.2 to Fig.6. Here, we used 5 functions, which were firstly introduced by 
Goldberg and Richardson (1987) [14] and adopted by Beasley et al. (1993) [13], to 
evaluate our proposed approach. These functions can be described as follows: 

61( ) s in ( 5 ) .F x xπ=   (11) 

20 . 1
2 l o g ( 2 ) ( ) 60 . 82 ( ) ( ) s i n ( 5 ) .

x

F x e xπ
−− ×

= ×   (12) 

6 3 / 43( ) sin (5 ( 0.05)) .F x xπ= −   (13) 

20 . 1
2 l o g ( 2 ) ( ) 6 3 / 40 . 84 ( ) ( ) s i n ( 5 ( 0 . 0 5 ) ) .

x

F x e xπ
−− ×

= × −   (14) 

2 2 2 25( , ) 200 ( 11) ( 7) .F x y x y x y= − + − − + −   (15) 

Functions F1 and F3 both have 5 maxima with a function value of 1.0. In F1, 
maxima are evenly spaced, while in F3 maxima are unevenly spaced. Functions F2 and 
F4 are all oscillating functions; the local and global peaks exist at the same x-positions 
as in Functions F1 and F3. Assume that Functions F1 to F4 are investigated in the range 
of [0, 1].  For each of the functions, maxima locate at the following x positions: 
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Table 1. x position corresponding to the maxima 

F1 0.1 0.3 0.5 0.7 0.9 

F2 0.1 0.3 0.5 0.7 0.9 

F3 0.08 0.246 0.45 0.681 0.934 

F4 0.08 0.246 0.45 0.681 0.934 

Function F5, the modified Himmelblau function, has 4 equal maxima with the value 
equal to 200, i.e., (-2.81, 3.13), (3.0, 2.0), (3.58, -1.85) and (-3.78,-3.28). The range of  
x and y is in between [-6, +6]. 

4.2   Experimental Setup and Results 

For each of the 5 functions, 30 experiments were done with SNPSO algorithm. The 
inertia weight of every sub-swarm used in experiment is set to 0.729, C1 and C2 set to 
1.49445, Vmax set to the maximum range Xmax. In addition, let the maximum iterative 
number be set to 10000. This setup is equivalent to the constriction factor method, 
where K=0.729, and 1.4=ϕ , C1 equals C2. Shi. and Eberhart [23] concluded that this 

parameter setup can ensure convergence and have better performance than others. The 
population size of each sub-swarm is set to 20. The SCR and required number of 
optimal solutions (RNOS) can all vary in the experiments. For F1 to F4, SCR is set to 
0.001, RNOS set to 5; for F5, RNOS set to 4, The niching radius was 0.1 for F1-F4, and 
0.35 for F5, which was determined by equation (8). 

We usually use two criterions to measure the performance of niching technique: (1) 
Accuracy: How close the solution found are to the optimum solutions; (2) Success rate: 
The proportion of the experiments that can find all optimal solutions. Table 2 reports 
our experimental results. The fitness values in Table 2 represent mean fitness of the 
best particle in each sub-swarm, which includs suboptimal solutions for F2 and F4. 
Deviation represents the mean deviation in fitness value of all particles in all 
sub-swarms. In contrast to the original SNGA, our algorithm can get more accurate 
optimal solutions in fitness values. For F5, Beasley at al reported only 76% success 
rate, while our proposed algorithm was proved to be most effective. 

Table 2. The performance comparison for five multimodal functions 

Function Fitness Deviation Success rate 
F1  4.98e-06 6.91e-05 100% 

F2  2.6e-02 5.8e-02 93% 

F3  1.81e-05 2.3e-04 93% 

F4  6.47e-04 1.32e-02 93% 

F5  2.34e-06 1.41e-05 100% 
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(a)                                    (b) 

Fig. 2. (a) Function F1 with equal maxima  (b) Function F2 with decreasing maxima 

 

(a)                                (b)  

Fig. 3. (a) Function F3 with uneven maxima  (b) Function F4 with uneven decreasing Maxima 

 
Fig. 4. F5 Modified Himmelblau’s function 

5   Conclusion and Future Work 

This paper introduced how to transfer sequential niching technique into particle swarm 
optimization. The algorithm proposed a new PSO space convergence rate (SCR) as 
every sub-swarm launched criteria. The experimental results showed that the algorithm 
can successfully and efficiently locate multiple optimal solutions for multimodal 
optimization problems. 

However, most niching techniques both in GA and PSO all face with a dilemma. 
On one side, the niching algorithm must sacrifice some global searching ability through 
setting the niching range or other means for multiple solutions. On the other hand; the 
algorithm must get a certain number of wanted results from a great number of existing 
solutions in multimodal problems. Still, how to solve the problem depends on whether 
some global or prophetic knowledge can be obtained in advance or not. Some niching 
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techniques can solve the problem by giving prophetic knowledge such as the number of 
optimal solutions to get niching radius. Actually, in real world, some knowledge of the 
problem cannot be gotten in advance. In addition, the niching radius is a very important 
parameter for all niching technique. An accurate radius can easily promote the 
algorithm to converge faster. Therefore, the methods for estimating niching radius will 
be the one of further research tasks. From the nature ecological system, we observed 
that the niche is the results of dynamic equilibrium to every species. The next step is to 
simulate the process; every sub-population is like one species in natural that can expand 
their niches; also, they can merge and separate each other, when this sub-population get 
a dynamic equilibrium status, the real niching radius will be acquired.  
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Abstract. In this paper, we formally define the problem of outlier detection in 
categorical data as an optimization problem from a global viewpoint. Moreover, 
we present a local-search heuristic based algorithm for efficiently finding 
feasible solutions. Experimental results on real datasets and large synthetic 
datasets demonstrate the superiority of our model and algorithm. 

1   Introduction 

A well-quoted definition of outliers is firstly given by Hawkins [1]. Recently, more 
concrete meanings of outliers are defined [e.g., 3-37]. However, conventional 
approaches do not handle categorical data in a satisfactory manner, and most existing 
techniques lack for a solid theoretical foundation or assume underlying distributions 
that are not well suited for exploratory data mining applications. To fulfill this void, 
an optimization model is explored in this paper for mining outliers. 

From a systematic viewpoint, a dataset that contains many outliers have a great 
amount of mess. In other words, removing outliers from the dataset will result in a 
dataset that is less “disordered”. Based on this observation, the problem of outlier 
mining could be defined informally as an optimization problem as follows: finding a 
small subset of target dataset such that the degree of disorder of the resultant dataset 
after the removal of this subset is minimized.  

In our optimization model, we first have to resolve the issue of what we mean by 
the “the degree of disorder of a dataset”. In other words, we have to make our 
objective function clear. Entropy in information theory is a good choice for measuring 
the “the degree of disorder of a dataset”. Hence, we will aim to minimize the expected 
entropy of the resultant dataset in our problem.  

Consequently, we have to resolve the issue of what we mean by “a small subset of 
target dataset”. Since it is very common in the real applications to report top-k outliers 
to end users, we set the size of this set to be k. That is, we aim to find k outliers from 
the original dataset, where k is the expected number of outliers in the data set. 

So far, the optimization problem could be described in a more concise manner as 
follows: finding a subset of k objects such that the expected entropy of the resultant 
dataset after the removal of this subset is minimized. 

In the above optimization problem, an exhaustive search through all possible 
solutions with k outliers for the one with the minimum objective value is costly since 
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for n objects and k outliers there are C (n, k) possible solutions. A variety of well 
known greedy search techniques, including simulated annealing and genetic 
algorithms, can be tried to find a reasonable solution. We have not investigated such 
approaches in detail since we expect the outlier-mining algorithm to be mostly 
applied large datasets, so computationally expensive approaches become unattractive. 
However, to get a feel for the quality-time tradeoffs involved, we devised and studied 
the greedy optimization scheme that uses local-search heuristic to efficiently find 
feasible solutions. Experimental results on real datasets and large synthetic datasets 
demonstrate the superiority of our model and algorithm. 

2   Related Work 

Previous researches on outlier detection broadly fall into the following categories. 

Distribution based methods are previously conducted by the statistics community 
[1,5,6]. Recently, Yamanishi et al. [7,8] used a Gaussian mixture model to present the 
normal behaviors and discover outliers. 

Depth-based is the second category for outlier mining in statistics [9,10].  
Deviation-based techniques identify outliers by inspecting the characteristics of 

objects and consider an object that deviates these features as an outlier [11]. 
Distance based method was originally proposed by Knorr and Ng [12-15]. This 

notion is further extended in [16-18]. 
Density based This was proposed by Breunig et al. [19]. The density-based 

approach is further extended in [20-24]. 
Clustering-based outlier detection techniques regarded small clusters as outliers 

[25,27] or identified outliers by removing clusters from the original dataset [26].  
Sub-Space based. Aggarwal and Yu [3] discussed a new projection based 

technique for outlier mining in high dimensional space. A frequent pattern based 
outlier detection method is proposed in [4]. Wei et al. [28] introduced a hypergraph 
model to detect outliers in categorical dataset. 

Support vector based outlier mining was recently developed in [29-32].  
Neutral network based. The replicator neutral network (RNN) is employed to detect 

outliers by Harkins et al. [33,34].   
In addition, the class outlier detection problem is considered in [35-37]. 

3   Background and Problem Formulation 

3.1   Entropy 

Entropy is the measure of information and uncertainty of a random variable [2]. If X 
is a random variable, and S (X) the set of values that X can take, and p (x) the 
probability function of X, the entropy E(X) is defined as shown in Equation (1).  
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3.2   Problem Formulation 

The problem we are trying to solve can be formulated as follows. Given a dataset D of 

n points 
^

1p ,…, 
^

np , where each point is a multidimensional vector of m categorical 

attributes, i.e., ),...,( 1
^

m
iii ppp = , and given a integer k, we would like to find a 

subset DO ⊆ with size k, in such a way that we minimize the entropy of OD − . 
That is,  

)( ODEmin
DO

−
⊆

   Subject to kO =|| . (3) 

 In this problem, we need to compute the entropy of a set of records using Equation 
(2). To make computation more efficient, we make a simplification in the 
computation of entropy of a set of records. We assume the independences of the 
record, transforming Equation (2) into Equation (4). That is, the joint probability of 
combined attribute values becomes the product of the probabilities of each attribute, 
and hence the entropy can be computed as the sum of entropies of the attributes. 
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4   Local Search Algorithm 

In this section, we present a local-search heuristic based algorithm, denoted by LSA, 
which is effective and efficient on identifying outliers. 

4.1   Overview 

The LSA algorithm takes the number of desired outliers (supposed to be k) as input 
and iteratively improves the value of object function. Initially, we randomly select k 
points and label them as outliers. In the iteration process, for each point labeled as 
non-outlier, its label is exchanged with each of the k outliers and the entropy objective 
is re-evaluated. If the entropy decreases, the point's non-outlier label is exchanged 
with the outlier label of the point that achieved the best new value and the algorithm 
proceeds to the next object. When all non-outlier points have been checked for 
possible improvements, a sweep is completed. If at least one label was changed in a 
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sweep, we initiate a new sweep. The algorithm terminates when a full sweep does not 
change any labels, thereby indicating that a local optimum is reached. 

4.2   Data Structure 

Given a dataset D of n points 
^

1p ,…, 
^

np , where each point is a multidimensional 

vector of m categorical attributes, we need m corresponding hash tables as our basic 
data structure. Each hash table has attribute values as keys and the frequencies of 
attribute values as referred values. Thus, in O (1) expected time, we can determine the 
frequency of an attribute value in corresponding hash table. 

4.3   The Algorithm 

Fig.1 shows the LSA algorithm. The collection of records is stored in a file on the 
disk and we read each record t in sequence. 

In the initialization phase of the LSA algorithm, we firstly select the first k records 
from the data set to construct initial set of outliers. Each consequent record is labeled 
as non-outlier and hash tables for attributes are also constructed and updated. 

In iteration phase, we read each record t that is labeled as non-outlier, its label is 
exchanged with each of the k outliers and the changes on entropy value are evaluated. 
If the entropy decreases, the point's non-outlier label is exchanged with the outlier 
label of the point that achieved the best new value and the algorithm proceeds to the 
next object. After each swap, the hash tables are also updated. If no swap happened in 
one pass of all records, iteration phase terminates; otherwise, a new pass begins. 
Essentially, at each step we locally optimize the criterion. In this phase, the key step is 
computing the changed value of entropy. With the use of hashing technique, in O (1) 
expected time, we can determine the frequency of an attribute value in corresponding 
hash table. Hence, we can determine the decreased entropy value in O (m) expected 
time since the changed value is only dependent on the attribute values of two records 
to be swapped. 

4.4   Time and Space Complexities 

Worst-case analysis: The time and space complexities of the LSA algorithm depend 
on the size of dataset (n), the number of attributes (m), the size of every hash table, 
the number of outliers (k) and the iteration times (I).  

To simplify the analysis, we will assume that every attribute has the same number 
of distinct attributes values, p. Then, in the worst case, in the initialization phase, the 
time complexity is O (n*m*p). In the iteration phase, since the computation of value 
changed on entropy requires at most O (m*p) and hence this phase has time 
complexity O (n*k*m*p*I). Totally, the LSA algorithm has time complexity             
O (n*k*m*p*I) in worst case. 

The algorithm only needs to store m hash tables and the dataset in main memory, 
so the space complexity of our algorithm is O ((p + n)*m). 
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 Algorithm LSA 

 Input:    D   // the categorical database    

 k   // the number of desired outliers 

 Output:  k identified outliers                          

/* Phase 1-initialization */ 

01  Begin 

02 foreach record t in D  

03    counter++ 

04    if counter<=k then 

05      label t as an outlier with flag “1” 

06    else 

07      update hash tables using t 

08      label t as a non-outlier with flag “0” 

/* Phase 2-Iteration */ 

09 Repeat 

10    not_moved =true 

11    while not end of the database do  

12      read next record t which is labeled “0”  //non-outlier 

13      foreach record o in current k outliers 

14        exchanging label of t with that of o and evaluating the change of entropy 

15      if maximal decrease on entropy is achieved by record b then  

16        swap the labels of t and b 

17        update hash tables using t and b 

18        not_moved =false 

19 Until not_moved 

20 End  

Fig. 1. The LSA Algorithm 

Practical analysis: Categorical attributes usually have small domains. An important 
of implication of the compactness of categorical domains is that the parameter, p, can 
be regarded to be very small. And the use of hashing technique also reduces the 
impact of p, as discussed previously, we can determine the frequency of an attribute 
value in O (1) expected time, So, in practice, the time complexity of LSA can be 
expected to be O (n*k* m*I). 

The above analysis shows that the time complexity of LSA is linear to the size of 
dataset, the number of attributes and the iteration times, which make this algorithm 
scalable. 
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5   Experimental Results 

We ran our algorithm on real-life datasets obtained from the UCI Machine Learning 
Repository [38] to test its performance against other algorithms on identifying true 
outliers. In addition, some large synthetic datasets are used to demonstrate the 
scalability of our algorithm. 

5.1   Experiment Design and Evaluation Method 

We used two real life datasets (lymphography and cancer) to demonstrate the 
effectiveness of our algorithm against FindFPOF algorithm [4], FindCBLOF 
algorithm [27] and KNN algorithm [16]. In addition, on the cancer dataset, we add the 
results of RNN based outlier detection algorithm that are reported in [33,34] for 
comparison, although we didn’t implement the RNN based outlier detection 
algorithm.  

For all the experiments, the two parameters needed by FindCBLOF [27] algorithm 
are set to 90% and 5 separately as done in [27]. For the KNN algorithm [16], the 
results were obtained using the 5-nearest-neighbour; For FindFPOF algorithm [4], 
the parameter mini-support for mining frequent patterns is fixed to 10%, and the 
maximal number of items in an itemset is set to 5. Since the LSA algorithm is 
parameter-free (besides the number of desired outliers), we don’t need to set any 
parameters.  

As pointed out by Aggarwal and Yu [3], one way to test how well the outlier 
detection algorithm worked is to run the method on the dataset and test the percentage 
of points which belong to the rare classes. If outlier detection works well, it is 
expected that the rare classes would be over-represented in the set of points found. 
These kinds of classes are also interesting from a practical perspective. 

Since we know the true class of each object in the test dataset, we define objects in 
small classes as rare cases. The number of rare cases identified is utilized as the 
assessment basis for comparing our algorithm with other algorithms. 

5.2   Results on Lymphography Data 

The first dataset used is the Lymphography data set, which has 148 instances with 18 
attributes. The data set contains a total of 4 classes. Classes 2 and 3 have the largest 
number of instances. The remained classes are regarded as rare class labels for they 
are small in size. The corresponding class distribution is illustrated in Table 1. 

Table 1. Class distribution of lymphography data set 

Case Class codes Percentage of instances 
Commonly Occurring Classes 2, 3 95.9% 
Rare Classes 1, 4 4.1% 

Table 2 shows the results produced by different algorithms. Here, the top ratio is 
ratio of the number of records specified as top-k outliers to that of the records in the 
dataset. The coverage is ratio of the number of detected rare classes to that of the rare 
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classes in the dataset. For example, we let LSA algorithm find the top 7 outliers with 
the top ratio of 5%. By examining these 7 points, we found that 6 of them belonged to 
the rare classes. 

In this experiment, the LSA algorithm performed the best for all cases and can find 
all the records in rare classes when the top ratio reached 5%. In contrast, for the KNN 
algorithm, it achieved this goal with the top ratio at 10%, which is the twice of that of 
our algorithm. 

Table 2. Detected rare classes in lymphography dataset 

Number of Rare Classes Included (Coverage) Top Ratio 
(Number of Records) LSA FindFPOF FindCBLOF KNN 

5% (7) 6(100%) 5(83%) 4 (67%) 4 (67%) 
10%(15) 6(100%) 5(83%) 4 (67%) 6(100%) 
11%(16) 6(100%) 6(100%) 4 (67%) 6(100%) 
15%(22) 6(100%) 6 (100%) 4 (67%) 6(100%) 
20%(30) 6(100%) 6 (100%) 6 (100%) 6(100%) 

5.3   Results on Wisconsin Breast Cancer Data 

The second dataset used is the Wisconsin breast cancer data set, which has 699 
instances with 9 attributes, in this experiment, all attributes are considered as 
categorical. Each record is labeled as benign (458 or 65.5%) or malignant (241 or 
34.5%). We follow the experimental technique of Harkins, et al. [33,34] by removing 
some of the malignant records to form a very unbalanced distribution; the resultant 
dataset had 39 (8%) malignant records and 444 (92%) benign records (The resultant 
dataset is available at: http://research.cmis.csiro.au/rohanb/outliers/breast-cancer/). 
The corresponding class distribution is illustrated in Table 3. 

Table 3. Class distribution of wisconsin breast cancer data set 

Case Class codes Percentage of instances 
Commonly Occurring Classes 1 92% 
Rare Classes 2 8% 

For this dataset, we also consider the RNN based outlier detection algorithm [33]. 
The results of RNN based outlier detection algorithm on this dataset are reproduced 
from [33]. 

Table 4 shows the results produced by different algorithms. Clearly, among all of 
these algorithms, RNN performed the worst in most cases. In comparison to other 
algorithms, LSA always performed the best besides the case when top ratio is 4%. 
Hence, this experiment also demonstrates the superiority of LSA algorithm. 

5.4   Scalability Tests 

The purpose of this experiment was to test the scalability of the LSA algorithm when 
handling very large datasets. A synthesized categorical dataset created with the 
software developed by Dana Cristofor (The source codes are public available at: 
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http://www.cs.umb.edu/~dana/GAClust/index.html) is used. The data size (i.e., 
number of rows), the number of attributes and the number of classes are the major 
parameters in the synthesized categorical data generation, which were set to be 
100,000, 10 and 10 separately. Moreover, we set the random generator seed to 5. We 
will refer to this synthesized dataset with name of DS1.  

Table 4. Detected malignant records in wisconsin breast cancer dataset 

Number of Rare Classes Included (Coverage) Top Ratio 
(Number of 
Records) 

LSA FindFPOF FindCBLOF RNN KNN 

1%(4) 4 (10.26%) 3(7.69%) 4 (10.26%) 3 (7.69%) 4(10.26%) 
2%(8) 8 (20.52%) 7 (17.95%) 7 (17.95%) 6 (15.38%) 8(20.52%) 
4%(16) 15(38.46%) 14 (35.90%) 14 (35.90%) 11 (28.21%) 16(41%) 
6%(24) 22(56.41%) 21 (53.85%) 21 (53.85%) 18 (46.15%) 20(51.28%) 
8%(32) 29(74.36%) 28(71.79%) 27 (69.23%) 25 (64.10%) 27(69.23%) 
10%(40) 33(84.62%) 31(79.49%) 32 (82.05%) 30 (76.92%) 32(82.05%) 
12%(48) 38 (97.44%) 35 (89.74%) 35 (89.74%) 35 (89.74%) 37(94.87%) 
14%(56) 39 (100%) 39 (100%) 38 (97.44%) 36 (92.31%) 39 (100%) 
16%(64) 39 (100%) 39 (100%) 39 (100%) 36 (92.31%) 39 (100%) 
18%(72) 39 (100%) 39 (100%) 39 (100%) 38 (97.44%) 39 (100%) 
20%(80) 39 (100%) 39 (100%) 39 (100%) 38 (97.44%) 39 (100%) 
25%(100) 39 (100%) 39 (100%) 39 (100%) 38 (97.44%) 39 (100%) 
28%(112) 39 (100%) 39 (100%) 39 (100%) 39 (100%) 39 (100%) 

We tested two types of scalability of the LSA algorithm on large dataset. The first 
one is the scalability against the number of objects for a given number of outliers and 
the second is the scalability against the number of outliers for a given number of 
objects. Our LSA algorithm was implemented in Java. All experiments were 
conducted on a Pentium4-2.4G machine with 512 M of RAM and running Windows 
2000. Fig. 2 shows the results of using LSA to find 30 outliers from different number 
of objects. Fig. 3 shows the results of using LSA to find different number of outliers 
on DS1 dataset. 

One important observation from these figures was that the run time of LSA 
algorithm tends to increase linearly as both the number of records and the number of 
outliers are increased, which verified our claim in Section 4.4. 
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Fig. 2. Scalability of LSA to the number of objects when mining 30 outliers 
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Fig. 3. Scalability of LSA to the number of outliers  

6   Conclusions 

The problem of outlier detection has traditionally been addressed using data mining 
methods. There are opportunities for optimization to improve these methods, and this 
paper focused on building an optimization model for outlier detection. Experimental 
results on real datasets and large synthetic datasets demonstrate the superiority of our 
new optimization-based method. 
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Abstract. In this paper, we implement a pilot study on the detection of abnor-
mal financial asset trading activities using an artificial immune system.  We de-
velop a prototype artificial immune abnormal-trading-detecting system (AIAS) 
to scan the proxy data from the stock market and detect the abnormal trading 
such as insider trading and market manipulation, etc. among them. The rapid 
and real time detection capability of abnormal trading activities has been tested 
under simulated stock market as well as using real intraday price data of se-
lected Australian stocks. Finally, three parameters used in the AIAS are tested 
so that the performance and robustness of the system are enhanced. 

1   Introduction 

Recent years have seen increased interests in applying biologically inspired systems, 
e.g. neural networks, evolutionary computation and DNA computation, natural im-
mune system, etc. to solve real world complex problems. Current research challenges 
have focused on the exploitation of the key features of the natural immune system 
(NIS), such as Recognition, Feature Extraction, Diversity, Learning, Memory, Dis-
tributed Detection, Self-regulation and Adaptability, etc [1]. A NIS comprises a 
complex system of cells, molecules and organs that jointly represent an identification 
mechanism capable of perceiving and combating exogenous infectious micro-
organisms [1], which contain many antigens that are substances that can trigger im-
mune responses, resulting in production of antibodies as part of the body's defence 
against infection and disease to neutralize related antigens [2].  

Generally speaking, an artificial immune system (AIS) is a specific computational 
algorithm which takes its inspiration from the way how a NIS learns to respond to 
those exogenous invaders. It simulates the key features, such as adaptability, pattern 
recognition, learning, and memory acquisition of the NIS in order to deal with the 
problems [3] in computer security, anomaly detection, fault diagnosis, pattern recog-
nition and a variety of other applications [4] in science and engineering, etc. As one of 
the main areas of the financial market, the stock market has an important concept – 
noise, which is defined as the fluctuations of price and volume that can confuse inter-
pretation of market direction [5]. Accordingly, those investors undertaking trades 
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which generate such confusions are termed as noise traders. Some noise traders are 
described as essential players of the stock market [6] whereas some (insiders) ille-
gitimately take advantage of exclusive information which is still unavailable to the 
public to trade securities and disclose some information through a public signal con-
sisting of a noisy transformation of his or her own private information [7]. Some mar-
ket manipulators try to influence the price of a security in order to create false or 
misleading patterns of active trading to bring in more traders. Often, the newly 
brought in traders further cause significant or even disastrous deviation of security 
prices from the underlying values of the related assets resulting to the failure of cor-
rect interpretation of the market direction. 

Currently, there are a number of security surveillance software packages available 
in the market, some of which have flaws. For example, applying the same benchmark 
for all securities have been proved improper because different types of securities 
represent various specific characteristics [8] and furthermore the metrics1 are not 
evenly distributed over the day or week [9], e.g., the recurring intra-daily pattern in 
trade volume in Australian markets is high at the beginning and end of the trading day 
and lower in the mid trading day; Mondays generally have lower volume of trades 
than other days during the week [10]. Meanwhile, as for the metrics themselves, there 
is no consensus about which is the most appropriate one [8].  

Hence, an expansile and adaptive abnormal-trading detecting system with the char-
acteristics of good self-learning and memory capacities is proposed in this paper. Our 
proposed artificial abnormal detection system has the following advantages. Firstly, 
its adaptivity means that the system is able to learn the trading patterns of different 
stocks; and also that it is able to learn the different trading patterns of the same stock 
according to each economic period, trading period, and the locality of financial 
markets. Secondly, it is anticipated that better proxies will be continuously found; the 
expansibility of our proposed system allows those newly discovered proxies be added 
to the system. Thirdly, the system can be used as a tool to compare proxies so as to 
search for a more proper proxy for a specified stock in a certain period at a certain 
place. Finally, those proxies used in the system before they are out of date2 will be 
eliminated or superseded. Thus with the continuous introduction of the new proxies 
into the system, the limited memory capacity of the system can be effectively utilized. 

2   The Proposed Artificial Immune Abnormal-Trading-Detection 
     System (AIAS) 

The idea of the proposed Artificial Immune Abnormal-Trading-Detecting System 
(AIAS) is predicated on the process of natural immune system. In the AIAS, antigens 
are the format used to represent the proxy data of the stock market. Such an antigen is 
consisted of epitopes, namely, No., Type, Date, Weekday, Time and Value, shown in 
Table 1. 

                                                           
1  A metric is a proxy devised on the basis of the measurable attributes of the stock market, 

such as “traded volume” and “traded price change” etc. 
2  If a proxy is out of date, it is no longer capable of tracking and reflecting trace of the illegal 

trading. 



412 V.C.S. Lee and X. Yang 

 

Table 1. The Structure of an AIAS Antigen 

No. Type Date Weekday Time Value 

Ag09 Volume 20/09/2004 Mon 15:10 200 

On the other hand, candidate antibodies are the ones created on the basis of anti-
gens. Those candidate antibodies comprise paratopes, namely, No., Type, Weekday 
Group, 10-min-interval Group and 99.5 Percentile Threshold as shown in Table 2. 

Table 2. The Structure of an AIAS Candidate Antibody 

No. Type Weekday 
Group 

10-min-interval 
Group 

99.5 Percentile 
Threshold 

Ab01 Change of  Price Wed-Thu 15:40-16:00 0.3 

Candidate antibodies are generated on the basis of the antigens in the Pools and 
Hatches (see next two paragraphs) and they are the top values (a certain percentile, 
say above 99.5) of the grouped-up antigens (grouped into Weekday & 10-min-interval 
Combined Groups in accordance with antigens’ Weekday Group and 10-min-interval 
Group epitopes). They are used just like benchmarks to compare with each incoming 
security data (i.e., each antigen) and are used to detect which of them is abnormal.  

The AIAS has two main parts, namely, Candidate Antibody Memory Repertoire (or 
Repertoire), which corresponds to the peripheral lymphoid organ where antibodies 
meet antigens; and Antibody Factory (or Factory) which is corresponding to the cen-
tral lymphoid organ of natural immune systems that are responsible for the production 
of antibodies. Repertoire is the environment (memory store) where candidate antibod-
ies are stored and at where each incoming antigen into AIAS, based on the stock mar-
ket data at the interval of 10 minutes [9], compares and matches with the candidate 
antibodies. 

In Factory, there are numbers of places called Antigen Archive Pools (or Pools) 
that each is connected with its related Antigen Archive Hatch Pools (or Hatches). 
Pools are the places where the most recent 30-day antigen data [9] are archived. 
These antigen data in the Pools have sufficient resources to initialize and to update 
the candidate antibodies in the Repertoire, and the antigen data can help the AIAS 
learn the trading patterns of the participating security during a certain period at a 
certain location [9]. Linked to those Pools, there are corresponding Hatches of the 
same proxy type, which archive each incoming antigen from the stock market at a 
certain constant frequency. Hatches serve the function of a “buffer tank” and are used 
as a data source for iteration cycle in the adaptive learning of the AIAS.  

The main function of the AIAS is first to extract and update the trading patterns 
(how a certain metric is distributed over all the time intervals) out of the proxy data in 
antigen format stored in the Pools and Hatches every day; then the candidate antibod-
ies (benchmarks) are created on the basis of those trading patterns in order to compare 
with each invading antigen into the system so that the abnormality of the invading 
antigen is determined. Figure 1 shows the schematic block diagram of the proposed 
AIAS. 
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Fig. 1. The Schematic Block Diagram of AIAS 

3   AIAS Testing 

Two independent high frequency (10 minutes interval) datasets are used in the testing. 
The first dataset is derived by asset derivative formula and the second dataset is made 
up of the real historical stock data.  

3.1   Test with Artificial High-Frequency Anomaly-Added Price-Change Data 

a.  Dataset 
Price-change proxy data at the frequency of every 10 minutes are used to test the 
performance of the AIAS. The first dataset of this proxy used to test the AIAS is 
generated by Random Walk method [11]. 

1/2S S(1 μ t t ) .i 1 ϕ= + ++  (1) 

where μ is the drift rate, t is the timestep,  is the volatility of the asset,  is a ran-
dom number from a Normal distribution.  

Regarding this project, Si is the initial asset price used to generate the 10-min-
interval security price data of Qantas Airway Limited, the value of which is the close 
price ($3.71) of Qantas Airways Limited on 31/12/2004 quoted from the historical 
stock database of Finance.Yahoo.com. On the other hand,  here is realised by  

12
RAND( )    .

i 1=
 (2) 

which is the sum of the 12 random numbers generated by the spreadsheet subtracted 
by 6. Additionally, μ is assigned with 0.15,  0.4, and the timestep 0.0003 (as for 
timesteps, each of them represents a weekday and 10-min-interval combination, for 
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example,  Timestep 0 corresponds to 16:00 on 31/12/2004, which the initial Qantas 
price belongs to; and Timestep 0.0003 corresponds to 10:00 on 04/01/2005).  

After all the parameters of equation (1) are assigned, Qantas prices are simulated 
by the spreadsheet by invoking the Random Walk formula, which price changes have 
been shown to be normally distributed by SPSS as follows. 

 

Fig. 2. The Histogram of Price_changes Data by SPSS 

    Then the price data are transferred into Price-change data, which are the absolute 
values of the differences between each 10-min-interval price and its previous one. But 
because the high-frequency Price-change dataset generated by Random Walk does not 
include the abnormal elements (such as insider trading, market manipulation, etc.), the 
real stock market has, therefore, some man-made purposive abnormal pieces of data 
(anomalies, which are generated values that are larger than those normal data they 
replace by a random amount) are aggregated with the high-frequency normal Price-
change dataset generated before by replacing some random chosen data in it. 

b.  System Initiation and Validation 
In order to initialise the Candidate Antibody Memory Repertoire, the immediate past 
30-day proxy data are used as inputs into the AIAS. After the trading patterns are 
extracted, the result of the candidate antibodies of Price-change is shown in Table 3.  

The thresholds of each antibody are supported by SPSS as shown in Figure 3. 

Table 3. Candidate Antibodies of Price-change after Initialisation 

 

                            

Fig. 3. “99.5th Percentile” Calculated by SPSS for Each Initialised Antibody 
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Then the following date (31st) proxy data are input into the AIAS incorporated with 
two randomly man-made anomalies to check whether the system can detect those 
anomalies with the antibodies created before and also as a check whether the Reper-
toire can be updated on the basis of the new one day data. The results of the detection 
and update are shown in the two panels of Figure 4. 

 

 

 

Fig. 4. Alerts Activated by Two Anomalies 

Table 4. Candidate Antibodies of Price-change after Update 

 

As shown in Figure 4, two man-made anomalies are detected by the AIAS and the 
related alerts are also launched to inform the users. Furthermore, the Repertoire is 
updated as well and the number of antibodies has increased to four compared with two 
given in Table 3. The result of the update is supported by SPSS as shown in Figure 5. 

                           (1)      (2)  

                                  (3)      (4)   

Fig. 5. “99.5th Percentile” Calculated by SPSS for Each Updated Antibody 

3.2   Test with High-Frequency Real Stock Market Price-Change Data 

According to CORPORATE LAW ELECTRONIC BULLETIN, Bulletin No. 52, De-
cember 2001 / January 2002, there was some insider trading (one on 24 of April, 2001 

OK 

OK 
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was proved) happening shortly before Qantas announced at the end of April 2001 that 
it would take over the operations of Impulse Airlines [12]. This test is to see whether 
the AIAS can detect some abnormal trading around the end of April 2001. 

a.  Parameter Comparisons: 
In the proposed AIAS system, there are three parameters, namely, Percentage, Percen-
tile and Multiplier, which directly influence the performance of the system. 

The parameter Percentage is associated with the trading pattern extracting process, 
which is to group up those proxy data with similar measurements and of contiguous 
times into a certain trading pattern so that independent benchmark will be generated 
later according to the pattern. The “Percentage” controls the subtlety of how patterns 
differ from the others. If the “Percentage” is large, AIAS tends to ignore small proxy 
data differences and merge those close proxy data of contiguous times into one pat-
tern. On the contrary, if it is small, the system tends to notice smaller differences and 
draw more patterns to distinguish them. To determine the appropriate value for as-
signing to this parameter, man-made anomalies (0.01, 0.02, 0.03, 0.04 and 0.05) are 
separately entered into the system with the Percentage equal to 2.5%, 5.0%, 7.5%, 
10.0% and 12.5% respectively to replace all antigens through out a single week, e.g. 
the one-week (10:00~16:00 from Mon to Fri) antigens’ measurements input into the 
AIAS all equal to 0.01 for the first time, then equal to 0.02 for the second and so on 
so forth. The performance of the system is shown in Figure 6. 

 

                           
 
 
 

 

As shown in Figure 6, the AIAS with small Percentages tends to detect small 
anomalies (Percentages smaller than 5.0% detect significantly more than others). 
However, too small Percentages (e.g. 2.5%) make the system more sensitive to small 
anomalies and the number of the alerts against small anomalies increases. On the 
contrary, the higher Percentages (e.g. larger than 10.0%) are less sensitive to large 
anomalies (0.04 and 0.05) that are more likely to be the true illegal trading signals. As 
for the anomaly 0.03 (the middle one), the AIAS with the Percentages smaller than 
7.5% seems over-sensitive. Therefore, relatively, Percentages between 7.5% and 
10.0% are more reasonable. 

The parameter Percentile is associated to the likelihood of the AIAS to send an 
alert to the user. The higher this parameter is, the more alerts will be expected (more 
sensitive). The test results are shown in Figure 7. In Figure 7, the small parameters 

Fig. 6. The Performance of the AIAS with 
Different Percentages under Various 
Anomalies Circumstances 

Fig. 7. The Performance of the AIAS with 
Different Percentiles under Various 
Anomalies Circumstances 
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make the AIAS more sensitive to the small anomalies (e.g. 0.02), while the high ones 
make the system less sensitive to large anomalies (e.g. 0.04). This implies that middle 
Percentiles (95.5, 96.5 and 97.5) is better. Among the middle three, the 95.5 is best 
for detecting the 0.05 anomaly, hence the Percentiles 95.5 is used. 

The parameter Multiplier is used by the AIAS to define which sort of abnormal an-
tigens should be ignored by the system so that their measurements will not be referred 
to when antibodies are initialised or updated. The test, similar to the above two tests, 
which performance is shown in Figure 8. 

 

Fig. 8. The Performance of the AIAS with Different Multipliers under Various Anomalies 

As shown in Figure 8, the AIAS has almost same performance with the small Mul-
tipliers (1.1 and 1.3) detects a little more 0.04 anomaly than the others. This small 
difference is caused by the extreme antigens, defined as not extreme by other Multi-
pliers, but are treated as extreme when the Multiplier equals 1.1 or 1.3 and discarded 
by the AIAS. To circumvent over-sensitivity of the system, 1.5 is used. 

b.  Dataset and System Testing: 
The dataset in this test is the real 10-minute-interval traded-price data of Qantas Air-
ways Limited (21/03/2001 ~ 24/04/2001). Among them, the data from 21/03/2001 to 
19/04/2001 are used to initialise the candidate antibodies, the Repertoire is shown in 
Table 5. 

Table 5. The Initialised Candidate Antibody Memory Repertoire 
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The data from 20/04/2001 to 24/04/2001 are used as input into the system day by 
day. At the same time the Repertoire is updated at the end of every day, so that the 
system adjusts the trading patterns by referring the every new day stock data. All the 
alerts launched by the AIAS are shown in Figure 9. 

 
Alert Launched at 15:00 on 20/04/2001 

 
Alert Launched at 15:10 on 20/04/2001 

 
Alert Launched at 15:20 on 20/04/2001 

 
Alert Launched at 10:20 on 24/04/2001 

 
Alert Launched at 10:50 on 24/04/2001 

Fig. 9. The Various Alerts Launched by the AIAS from 20/04/2001 to 24/04/2001 

As shown in Figure 9, there is no alert launched on 23/04/2001, but three on 20th 
and two on 24th respectively. Note: the Rivkin’s insider trading case happened on 
24/04/2001 [12]. 

OK 

OK 

OK 

OK 

OK 
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4   Conclusion 

This paper explores the practicability of the AIS in the financial area. Through the 
literature reviews over the NIS and the financial area, the related NIS theory is  
applied to develop and construct the proposed artificial immune abnormal-trading-
detecting system (AIAS). The core function of our proposed AIAS is to extract and 
update the trading patterns out of the proxy data from the stock market and generate 
related benchmarks (candidate antibodies) to detect abnormal trading on the market.  

Compared with other software packages already used to surveil the stock market, 
the AIAS is able to identify/update trading patterns and generate benchmarks auto-
matically without any personnel intervention. However, the algorithms applied in the 
system to these calculations are worth further researching in order to improve AIAS’s 
real time performance. Meanwhile, the system can also compare the performance of 
different metrics and co-using of two or more metrics interactively so as to enhance 
the detection capability of the system. All those will be the objectives for the future 
study. 
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Abstract. In this paper, we formulate the philosophy of Quantum-behaved Par-
ticle Swarm Optimization (QPSO) Algorithm, and suggest a parameter control 
method based on the population level. After that, we introduce a diversity-
guided model into the QPSO to make the PSO system an open evolutionary par-
ticle swarm and therefore propose the Adaptive Quantum-behaved Particle 
Swarm Optimization Algorithm (AQPSO). Finally, the performance of AQPSO 
algorithm is compared with those of Standard PSO (SPSO) and original QPSO 
by testing the algorithms on several benchmark functions. The experiments re-
sults show that AQPSO algorithm outperforms due to its strong global search 
ability, particularly in the optimization problems with high dimension.  

1   Introduction 

Particle Swarm Optimization (PSO), motivated by the collective behaviors of bird and 
other social organisms, is a novel evolutionary optimization strategy introduced by J. 
Kennedy and R. Eberhart in 1995 [1]. It has already been shown that PSO is compa-
rable in performance with traditional optimization algorithms such as simulated an-
nealing (SA) and the genetic algorithm (GA) [3], [4], [5], [7]. 

Since its origin in 1995, many revised versions of PSO have been proposed to im-
prove the performance of the algorithm. In 1998, Shi and Eberhart introduced inertia 
weight w into evolution equation to accelerate the convergence speed [9] and there-
fore proposed the so-called Standard PSO (SPSO). In 1999, Clerc employed Constric-
tion Factor K to guarantee convergence of the algorithm and release the limitation of 
velocity [8]. Ozcan in 1999 and Clerc in 2002 did trajectory analysis of PSO respec-
tively [10], [13], and their works provide the golden rule of parameter selection. Other 
achievements in this field include Neighborhood Topology Structure [12], Selection 
Operator in PSO [3], Binary Version of PSO [14] and so forth. 

In our previous work, we introduce quantum theory into PSO and propose a Quan-
tum-behaved PSO based on Delta potential well (QPSO) algorithm [2], [15]. The 
experiment results testified that QPSO works better than standard PSO on several 
benchmark functions and is a promising algorithm due to its global convergence-
guaranteed characteristic. 
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In this paper, we will propose an Adaptive Quantum-Behaved Particle Swarm Op-
timization algorithm based on Diversity-Guided Model, the parameter control of 
which is adaptive on global level and are able to overcome the problem of premature 
convergence efficiently. The paper is structured as follows. In Section 2, the philoso-
phy of QPSO is formulated. Section 3 proposes a Diversity-Guided QPSO and Sec-
tion 4 shows the numerical results of the algorithms. Some conclusion remarks are 
given in Section 5. 

2   Quantum-Behaved Particle Swarm Optimization 

In the Standard PSO model, each individual is treated as a volume-less particle in the 
D-dimensional space, with the position vector and velocity vector of the ith particle 
represented as ))(,),(),(()( 21 txtxtxtX iDiii = and ))(,),(),(()( 21 tvtvtvtV iDiii = . The particles 
move according to the following equation: 

))(())(()(*)1( 21 txPtxPtvwtv idgdidididid −+−+=+ ϕϕ   . (1a) 

)1()()1( ++=+ tvtxtx ididid
 . (1b) 

where 
1ϕ  and 

2ϕ  are random numbers whose upper limits are parameters of the algo-

rithm that have to be selected carefully. Parameter w is the inertia weight introduced to 
accelerate the convergence speed of the PSO. Vector ),,,( 21 iDiii PPPP =  is the 

best previous position (the position giving the best fitness value) of particle i called 
pbest, and vector ),,,( 21 gDggg PPPP =  is the position of the best particle among all 

the particles in the population and called gbest. 
In essence, the traditional model of PSO system is of linear system, if pbest and 

gbest are fixed as well as all random numbers are considered constant. Trajectory 
analysis [13] shows that, whatever model is employed in the PSO algorithm, each 
particle in the PSO system converges to its Local Point (LP) ),,( 21 Dpppp = , one 

and only local attractor of each particle, of which the coordinates are  

)()( 2121 ϕϕϕϕ ++= gdidd ppp  .   (2) 

so that the pbests of all particles will converges to an exclusive gbest with ∞→t . 
In the quantum model of a PSO, the state of a particle is depicted by wavefunction 

),( txΨ , instead of position and velocity. The dynamic behavior of the particle is 

widely divergent from that of the particle in traditional PSO systems in that the exact 
values of X  and V cannot be determined simultaneously. We can only learn the 
probability of the particle’s appearing in position X from probability density function 

2
),( tXψ , the form of which depends on the potential field the particle lies in.  

In our previous work [2], employed Delta potential well with the canter on point 
),,( 21 Dpppp =  to constrain the quantum particles in PSO in order that the parti-

cle can converge to their local p  without explosion. 
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For simplicity, we consider a particle in one-dimensional space firstly. With point 
p the center of potential, the potential energy of the particle in one-dimensional Delta 
potential well is represented as  

)()( pxxV −−= γδ  . (3) 

Hence, we can solve the Schrödinger equation and obtain the normalized wavefunc-
tion as 

)exp(
1

)( Lxp
L

x −−=ψ  . (4) 

The probability density function is 

)2exp(
1

)()(
2

Lxp
L

xxQ −−== ψ  . (5) 

and the distribution function is  

Lyy
e

L
dyyQyD 21

)()( −

∞−
==  . (6) 

The parameter L depending on energy intension of the potential well specifies the 
search scope of a particle. Using Monte Carlo Method, we can get the position of the 
particle 

)1,0()1ln(
2

)(
)1( randuu

tL
ptx =±=+  . (7) 

where p is defined by equation (2) and u is random number distributed uniformly on 
(0,1). In [2], the parameter L is evaluated by  

)(**2)( txptL −= α  .   (8) 

Thus the iterative equation of Quantum PSO is 

)/1ln(*)(*)1( utxpptx −±=+ α  .   (9) 

which replaces Equation (1) in PSO algorithm. 
In [15], we employ a mainstream thought point to evaluate parameter L. The Main-

stream Thought Point or Mean Best Position (mbest) is defined as the mean value of 
all particles’ pbests. That is 
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where M is the population size and 
ip  is the pbest position of particle i. The value of 

L is given by 

)(**2)( txmbesttL −= β    . (11) 

where β  is called Contraction-Expansion Coefficient. Thus Equation (7) can be  

written as  

)/1ln(*)(*)1( utxmbestptx −±=+ β  . (12) 

This is the iterative equation of QPSO. 
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3   Diversity-Guided Model of QPSO 

As we know, a major problem with PSO and other evolutionary algorithms in multi-
modal optimization is premature convergence, which results in great performance loss 
and sub-optimal solutions. In a PSO system, with the fast information flow between 
particles due to its collectiveness, diversity of the particle swarms declines rapidly, 
leaving the PSO algorithm with great difficulties of escaping local optima. Therefore, 
the collectiveness of particles leads to low diversity with fitness stagnation as an 
overall result. In QPSO, although the search space of an individual particle at each 
iteration is the whole feasible solution space of the problem, diversity loss of the 
whole population is also inevitable due to the collectiveness.  

Recently, R. Ursem has proposed a model called Diversity-Guided Evolutionary 
Algorithm (DGEA) [6], which applies diversity-decreasing operators (selection, re-
combination) and diversity-increasing operators (mutation) to alternate between two 
modes based on a distance-to-average-point measure. The performance of the DGEA 
clearly shows its potential in multi-modal optimization. 

In 2002, Riget et al [7] adopted the idea from Usrem into the basic PSO model 
with the decreasing and increasing diversity operators used to control the population. 
This modified model of PSO uses a diversity measure to have the algorithm alternate 
between exploring and exploiting behavior. They introduced two phases: attraction 
and repulsion. The swarm alternate between these phases according to its diversity 
and the improved PSO algorithm is called Attraction and Repulsion PSO (ARPSO) 
algorithm. 

Inspired by works undertaken by Ursem and Riget et al, we introduce the Diver-
sity-Guided model in Quantum-behaved PSO. As Riget did, we also define two 
phases of particle swarm: attraction and repulsion. It can be demonstrated that when 
the Contraction-Expansion Coefficient satisfies 7.1≤β , the particles will be bound 

to converge to its Local Point p, and the particles will diverge from p when β>1.8. 
Consequently, the two phases is distinguished by the parameter β and defined as 

• Attraction Phase:  β=βa, where 7.1≤aβ ; 

• Repulsion Phase:  β=βr, where 8.1>rβ . 

In attraction phase (β=βa) the swarm is contracting, and consequently the diversity 
decreases. When the diversity drops below a lower bound, dlow, we switch to the re-
pulsion phase (β=βr), in which the swarm expands. Finally, when the diversity 
reaches a higher bound dhigh, we switch back to the attraction phase. The result of this 
is a QPSO algorithm that alternates between phases of exploiting and exploring-
attraction and repulsion-low diversity and high diversity, according to the diversity of 
the swarm measured by 
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where S is the swarm, MS = is the population size, A  is the length of longest the 

diagonal in the search space, D is the dimensionality of the problem, 
ijx  is the jth 

value of the ith particle and 
jx is the jth value of the average point 
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The Quantum-behaved PSO algorithm with attraction and repulsion phases is 
called Adaptive Quantum-Behaved Particle Swarm Optimization (AQPSO) algo-
rithm, which is described as following.  

Initialize the population 
Do 
  find out the mbest of the swarm; 
  measure the diversity of the swarm by equation (13); 
  if (diversity<dlow) 
    β=βa; 
  if (diversity>dhigh) begin 
    β=βr; 
  for I=1 to population size M; 
    if f(pi)<f(xi) then pi=xi 
    pg=argmin(pi) 
    for d=1 to dimension D 
      fi=rand(0,1); 
      p=fi*pid+(1-fi)*pgd; 
      u=rand(0,1); 
      if rand(0,1)>0.5; 
        xid=p-β∗abs(mbestd-xid)*log(1/u); 
      else 
        xid=p+β∗abs(mbestd-xid)*log(1/u); 
      end 
  end 
until the termination criterion is met. 

In AQPSO, dlow and dhigh is two parameters. The smaller the former, the higher the 
search precision of the algorithm is, and the larger the latter is, the strong the global 
search ability of AQPSO. Generally, dlow can be set to be less than 0.01, and dhigh can 
be set to be between 0.1 and 1. As of Creativity Coefficient, βa must be less than 1.0, 
and βr should be 1.8 at least. 

4   Experiment Results 

To test the performance of AQPSO, seven benchmark functions are used here for 
comparison with SPSO in QPSO. The first function F1 is Sphere function, the second 
function F2 is called Rosenbrock function, the third function F3 is the generalized 
Rastrigrin function, the fourth function F4 is generalized Griewank function, and the 
fifth function F5 is Shaffer’s function. These functions are all minimization problems 
with minimum value zero. Their expressions are described in Table 1. 

In all experiments, the initial range of the population listed in Table 1 is asymmetry 
and Table 1 also lists 

maxV and 
maxX  values for all the functions, respectively. 

The fitness value is set as function value and the neighborhood of a particle is the 
whole population. We had 50 trial runs for every instance and recorded mean best 
fitness. In order to investigate the scalability of the algorithm, different population 
sizes M are used for each function with different dimensions. The population sizes are 
20, 40 and 80. Generation is set as 1000, 1500 and 2000 generations corresponding to 
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Table 1. Expressions of benchmark functions and configuration of some parameters 

 Functions Initial Range Xmax Vmax 
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the dimensions 10, 20 and 30 for first five functions, respectively, and the dimension 
of the last two functions is 2. We also test performance of the QPSO, in which the 
Contraction-Expansion Coefficient β decreases from 1.0 to 0.5 linearly when the 
algorithm is running. In the experiments to test AQPSO, we set βa to be 0.73, βr to be 
2.0, dlow to be 0.005, and dhigh to be 0.25. 

The mean values and standard deviations of best fitness values for 50 runs of each 
function are recorded in Table 2 to Table 6. The average best fitness of the first four 
functions that indicate the convergence performance of the algorithms is shown in 
Figure 1. The numerical results show that the AQPSO works better on Rosenbrock 
benchmark functions than and has comparable performance on Rstringrin and 
Griewank functions with QPSO and SPSO. On Shaffer’s function, the performance of 
AQPSO is better than QPSO. However, on Sphere function, AQPSO is less effective. 
Moreover, Figure 1 shows that AQPSO converge more rapidly that the other two 
algorithms in the early stage but slows down in later stage.  

5   Conclusion 

In this paper, based on the Quantum-behaved PSO, we formulate the philosophy of 
quantum-behaved PSO, which is not discussed in detail in [2]. And then, we set forth 
a diversity-guided parameter control and propose AQPSO algorithm. The AQPSO 
generally outperforms QPSO and SPSO in global search capability. In the AQPSO, 
the evaluation of parameter L depends on a global position, Mean Best Position 
(mbest), which is relatively stable as the population is evolving, and parameter β al-
ternate between two phases (attraction and repulsion). In this model, the PSO system 
is an open system, and therefore the global search capability of the algorithm is  
enhanced. 
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Table 2. Sphere Function 

M Dim. Gmax SPSO QPSO AQPSO 

   Mean Best St. Dev. Mean Best St. Dev. Mean Best St. Dev. 

 10 1000 3.16E-20 6.23E-20 2.29E-41 1.49E-40 8.53E-08 2.28E-07 

20 20 1500 5.29E-11 1.56E-10 1.68E-20 7.99E-20 3.77E-07 5.81E-07 

 30 2000 2.45E-06 7.72E-06 1.34E-13 3.32E-13 5.58E-05 9.26E-05 

 10 1000 3.12E-23 8.01E-23 8.26E-72 5.83E-71 2.43E-09 5.22E-09 

40 20 1500 4.16E-14 9.73E-14 1.53E-41 7.48E-41 5.64E-08 7.05E-08 

 30 2000 2.26E-10 5.10E-10 1.87E-28 6.73E-28 5.04E-06 1.23E-05 

 10 1000 6.15E-28 2.63E-27 3.1E-100 2.10E-99 2.14 E-10 4.50E-09 

80 20 1500 2.68E-17 5.24E-17 1.56E-67 9.24E-67 2.36 E-09 7.72E-09 

 30 2000 2.47E-12 7.16E-12 1.10E-48 2.67E-48 4.14 E-07 6.33E-07 

Table 3. Rosenbrock Function 

M Dim. Gmax SPSO QPSO AQPSO 

   Mean Best St. Dev. Mean Best St. Dev. Mean Best St. Dev. 

 10 1000 94.1276 194.3648 59.4764 153.0842 35.9477 37.1740 

20 20 1500 204.337 293.4544 110.664 149.5483 91.8425 73.9530 

 30 2000 313.734 547.2635 147.609 210.3262 78.0670 53.9014 

 10 1000 71.0239 174.1108 10.4238 14.4799 12.4419 8.3466 

40 20 1500 179.291 377.4305 46.5957 39.5360 45.0769 22.1808 

 30 2000 289.593 478.6273 59.0291 63.4940 61.6228 69.3932 

 10 1000 37.3747 57.4734 8.63638 16.6746 13.7910 17.5702 

80 20 1500 83.6931 137.2637 35.8947 36.4702 33.1462 35.4184 

 30 2000 202.672 289.9728 51.5479 40.8490 58.4388 65.3852 

Table 4. Rastrigrin Function 

M Dim. Gmax SPSO QPSO AQPSO 
   Mean Best St. Dev. Mean Best St. Dev. Mean Best St. Dev. 

 10 1000 5.5382 3.0477 5.2543 2.8952 4.9333 3.7982 
20 20 1500 23.1544 10.4739 16.2673 5.9771 26.592 21.8851 

 30 2000 47.4168 17.1595 31.4576 7.6882 42.2754 19.2729 
 10 1000 3.5778 2.1384 3.5685 2.0678 4.6597 4.3427 

40 20 1500 16.4337 5.4811 11.1351 3.6046 20.7342 16.4114 
 30 2000 37.2796 14.2838 22.9594 7.2455 35.2366 13.3873 

 10 1000 2.5646 1.5728 2.1245 1.1772 2.36765 1.4331 
80 20 1500 13.3826 8.5137 10.2759 6.6244 12.4195 10.2988 

 30 2000 28.6293 10.3431 16.7768 4.4858 26.3222 6.3102 
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Table 5. Griewank Function 

M Dim. Gmax SPSO QPSO AQPSO 

   Mean Best St. Dev. Mean Best St. Dev. Mean Best St. Dev. 

 10 1000 0.09217 0.08330 0.08331 0.06805 0.06182 0.04715 

20 20 1500 0.03002 0.03255 0.02033 0.02257 0.02660 0.02113 

 30 2000 0.01811 0.02477 0.01119 0.01462 0.01523 0.01837 

 10 1000 0.08496 0.07260 0.06912 0.05093 0.05536 0.03694 

40 20 1500 0.02719 0.02517 0.01666 0.01755 0.02829 0.02484 

 30 2000 0.01267 0.01479 0.01161 0.01246 0.01423 0.01715 

 10 1000 0.07484 0.07107 0.03508 0.02086 0.05751 0.03058 

80 20 1500 0.02854 0.02680 0.01460 0.01279 0.03050 0.02369 

 30 2000 0.01258 0.01396 0.01136 0.01139 0.01243 0.01463 

    
      (a)         (b) 

      
      (c)         (d) 

Fig. 1. The figure shows average best fitness of the benchmark functions with 30 dimensions. 
The population size is 20. (a) Sphere function; (b) Rosenbrock function; (c) Rastrigrin function; 
(d) Griewank function. 
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Table 6. Shaffer’s Function 

M Dim. Gmax SPSO QPSO AQPSO 

   Mean Best St. Dev. Mean Best St. Dev. Mean Best St. Dev. 

20 2 2000 2.78E-04 0.000984 0.001361 0.003405 0.000758 0.000834 

40 2 2000 4.74E-05 3.59E-05 3.89E-04 0.001923 1.53E-05 4.97E-05 

80 2 2000 3.67E-10 3.13E-10 1.72E-09 3.30E-09 1.46E-10 5.67E-10 
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Abstract. In this paper, we aim to develop a systematic framework to semi-
automate the process of system logs and databases of intrusion detection sys-
tems (IDS). We use both Ef-attribute based mining and Es-attribute based min-
ing to mine effective and essential attributes (hence interesting patterns) from 
the vast and miscellaneous system logs and IDS databases. 

1   Introduction 

Intrusion prevention techniques, such as user authentication, authorization, and access 
control etc. are not sufficient [5]. Intrusion Detection System (IDS) is therefore 
needed to protect computer systems. Currently many intrusion detection systems are 
constructed by manual and ad hoc means. In [2] rule templates specifying the  
allowable attribute values are used to post-process the discovered rules. In [4]  
Boolean expressions over the attribute values are used as item constraints during rule 
discovery. In [3], a “belief-driven” framework is used to discover the unexpected 
(hence interesting) patterns. A drawback of all these approaches is that one has to 
know what rules/patterns are interesting or are already in the belief system. We  
cannot assume such strong prior knowledge on all audit data. 

We aim to develop a systematic framework to semi-automate the process of build-
ing intrusion detection systems. We take a data-centric point of view and consider 
intrusion detection as a data analysis task. Anomaly detection is about establishing the 
normal usage patterns from the audit data, whereas misuse detection is about encod-
ing and matching intrusion patterns using the audit data. 

2   Basic Ideas of Our Methods for Intrusion Features Mining 

We attempt to develop general rather than intrusion-specific tools in response to the 
challenges of IDS. The idea is to first compute the association rules and frequent 
episodes from audit data, which capture the intra-and inter-audit record patterns. 
These frequent patterns can be regarded as the statistical summaries of system activi-
ties captured in the audit data, because they measure the correlations among system 
features and temporal co-occurrences of events. Therefore, with user participation, 
                                                           
1 This work is supported by grants from 973, 863 and the National Natural Science Foundation 

of China (Grant No. #90104002 & #2003CB314800 & #2003AA142080 & #60203044) and 
China Postdoctoral Science Foundation. 
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these patterns can be utilized, to guide the audit data gathering and feature selection 
processes. 

We would like to stress that the class/style files and the template should not be ma-
nipulated and that the guidelines regarding font sizes and format should be adhered to. 
This is to ensure that the end product is as homogeneous as possible. 

From [5], let A be a set of attributes, and I be a set of values on A, called items. 
Any subset of I is called an item-set. The number of items in an item-set is called its 
length. Let D be a database with n attributes (columns). We define support(X) as the 
percentage of transactions (records) in D that contain item-set X. An association rule 
is the expression 

X Y,c,s (1) 

Here X and Y are item-sets, and X  Y = . s = support(X  Y )/ support(X Y ) is 
the support of the rule, and c = support(X) is the confidence. For example, an associa-
tion rule from the shell command history file of a user is  

Trn  rec.humor, 0.3, 0.1, (2) 

which indicates that 30% of the time when the user invokes Trn, he or she is reading 
the news in rec.humor, and reading this news group accounts for 10% of the activities 
recorded in his or her command history file. We implemented the association rules 
algorithm following the main ideas of Apriori [1]. Briefly, we call an item-set X a 
frequent item-set if support(X)  minimum support, observed that any subset of a 
frequent item-set must also be a frequent item-set. The algorithm starts with finding 
the frequent item-sets of length 1, then iteratively computes frequent item-sets of 
length k + 1 from those of length k. This process terminates when there are no new 
frequent item-sets generated. It then proceeds to compute rules that satisfy the mini-
mum confidence requirement.  

3   Our Methods for Intrusion Features Mining in IDS 

3.1   Ef-Attribute Based Mining 

Although we cannot know in advance what patterns, which involve actual attribute 
values, are interesting, we often know what attributes are more important or useful 
given a data analysis task, which we the effective attribute or Ef-attribute. Assume I is 
the interestingness measure of a pattern p, then: 

I(p) = f(support(p); confidence(p)) (3) 

where f is some ranking function. We propose here to incorporate schema-level in-
formation into the interestingness measures. Assume IA is a measure on whether a 
pattern p contains the specified important (i.e. interesting) attributes, our extended 
interestingness measure is:  

Ie(p) = fe(IA(p); f(support(p); confidence(p))) = fe(IA(p); I(p)) (4) 
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where fe is a ranking function that first considers the attributes in the pattern, then the 
support and confidence values. 

In the next section, we describe a schema-level characteristic of audit data, in the 
form of “what attributes must be considered”, that can be used to guide the mining of 
relevant features.  

3.2   Es-Attribute Based Mining 

There is a partial “importance-order” among the attributes of an audit record. Some 
attributes are essential in describing the data, while others only provide auxiliary 
information. A network connection can be uniquely identified by  

< timestamp; src host; src port; dst host; service > (5) 

that is, the combination of its start time, source host, source port, destination host, and 
service (destination port). These are the essential attributes when describing network 
data. We argue that the “relevant” association rules should describe patterns related to 
the essential attributes. Patterns that include only the unessential attributes are nor-
mally “irrelevant”. For example, the basic association rules algorithm may generate 
rules such as:  

src_bytes = 200  flag = SF (6) 

These rules are not useful and to some degree are misleading. There is no intuition 
for the association between the number of bytes from the source, src bytes, and the 
normal status (flag = SF) of the connection, but rather it may just be a statistical corre-
lation evident from the dataset. 

Here, we call the essential attribute the Es-attribute when they are used as a form 
of item constraints in the association rules algorithm. During candidate generation, an 
item set must contain value(s) of the Es-attribute. We consider the correlations among 
non- essential attribute as not interesting. In other words, 

1   contains Es-attribute
( )

0 otherwiseA

if p
I p =  (7) 

In practice, we need not designate all essential attributes as the Es-attributes. For 
example, some network analysis tasks require statistics about various network ser-
vices while others may require the patterns related to the hosts. We can use service as 
the Es-attribute to compute the association rules that describe the patterns related to 
the services of the connections. 

It is even more important to use the Es-attribute to constrain the item generation for 
frequent episodes. The basic algorithm can generate serial episode rules that contain 
only the unimportant attribute values. For example 

src bytes = 1000; src bytes = 1000  dst bytes = 1500; src bytes = 1000 (8) 

Note that here each attribute value is from a different connection record. To make 
matter worse, if the support of an association rule on non-Es-attributes, X  Y, is high 
then there will be a large number of “useless” serial episode rules of the form 
(X|Y)(,X|Y)*  (X|Y)(,X|Y)*, due to the following theorem: 
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Theorem 1. Let s be the support of the association X  Y, and let N be the total 
number of episode rules on (X|Y), i.e., rules of the form:(X|Y)(,X|Y)* 

(X|Y)(,X|Y)*, then N is at least an exponential factor of s.  

To avoid having a huge amount of “useless” episode rules, we extended the basic 
frequent episodes algorithm [5] to compute frequent sequential patterns in two phases: 
first, it finds the frequent associations using the Es-attribute; second, it generates the 
frequent serial patterns from these associations. That is, for the second phase, the 
items (from which episode item-sets are constructed) are the associations about the 
Es-attribute, and the Es-attribute values. An example of a rule is 

(service = ftp; src bytes = 1000); (9) 

(service = http; src bytes = 1000)  (service = ftp; src bytes = 1500) (10) 

Note that each item-set of the episode rule is an association. We in effect have 
combined the associations among attributes and the sequential patterns among the 
records into a single rule. This rule formalism not only eliminates irrelevant patterns, 
it also provides rich and useful information about the audit data. 

4   Using the Mined Features 

In this section we present our experience in mining the audit data and using the dis-
covered patterns both as the indicator for gathering data and as the basis for selecting 
appropriate temporal statistical features. 

4.1   Data Collecting 

We posit that the patterns discovered from the audit data on a protected target (e.g., a 
network, system program, or user, etc.) corresponds to the target's behavior. When we 
gather audit data about the target, we compute the patterns from each new audit data 
set, and merge the new rules into the existing aggregate rule set. The added new rules 
represent variations of the normal behavior. When the aggregate rule set stabilizes, 
i.e., no new rules from the new audit data can be added, we can stop the data gather-
ing since the aggregate audit data set has covered sufficient variations of the mined 
patterns. Our approach of merging rules is based on the fact that even the same type 
of behavior will have slight differences across audit data sets. Therefore we should 
not expect perfect (exact) match of the mined patterns. Instead we need to combine 
similar patterns into more generalized ones. 

We merge two rules, r1 and r2, into one rule r if 

• their right and left hand sides are exactly the same, or their right hand sides can 
be combined and left hand sides can also be combined; and 

• the support values and the confidence values are close, i.e., within a user-
defined threshold. 

The concept of combining here is similar to clustering in [6] in that we also com-
bine rules that are “similar” syntactically with regard to their attributes, and are “adja-
cent” in terms of their attribute values. That is, two left hand sides (or right hand 
sides) can be combined, if 
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• they have the same number of item-sets; and 
• each pair of corresponding item-sets (according to their positions in the pat-

terns) have the same Es-attribute value(s), and the same or adjacent non- 
essential attribute value(s). 

As an example, consider combining the left hand sides and assume that the left 
hand side of r1 has just one item-set, 

(ax1 = vx1; a1 = v1) (11) 

Here ax1 is an Es-attribute. The left hand side of r2 must also have only one item-
set, 

(ax2 = vx2; a2 = v2) (12) 

Further, ax1 = ax2, vx1 = vx2, and a1 = a2 must hold. For the left hand sides to be 
combined, v1 and v2 must be the same value or adjacent bins of values. The left hand 
side of the merged rule r is 

(ax1 = vx1; 1 1 2v a v≤ ≤ ) (13) 

assuming that v2 is the larger value. For example, 

(service = ftp; src bytes = 1000) (14) 

And 

(service = ftp; src bytes = 1500) (15) 

can be combined into 

(service = ftp; 1000 ≤  src bytes ≤  1500) (16) 

To compute the statistically relevant support and confidence values of the merged 
rule r, we record support lhs and db size of r1 and r2 when mining the rules from the 
audit data. Here support lhs is the support of a LHS and db size is the number of re-
cords in the audit data. The support value of the merged rule r is 

1 1 2 2

1 2

support(r ) db_size(r )+support(r ) db_size(r )
sup port(r)=

db_size(r )+db_size(r )

× ×
 (17) 

And the support value of LHS of r is  

1 1 2 2

1 2

support_lhs(r ) db_size(r )+support_lhs(r ) db_size(r )
sup port_lhs(r)=

db_size(r )+db_size(r )

× ×  (18) 

And therefore the confidence value of r is  

sup ( )
( )

sup _ ( )

port r
confidence r

port lhs r
=  

(19) 
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4.2   Feature Selection 

An important use of the mined patterns is as the basis for feature selection. When the 
Es-attribute and Ef-attribute used as the class label attribute, features (the attributes) 
in the association rules should be included in the classification models. 

In addition, the time windowing information and the features in the frequent epi-
sodes suggest that their statistical measures, e.g., the average, the count, etc., should 
also be considered as additional features. 

5   Experimental Results 

Here we test our hypothesis that the merged rule set can indicate whether the audit 
data has covered sufficient variations of behavior. 

We obtained the TCP/IP network traffic data from CCERT (China Education and 
Research Network Computer Emergency Response Team) IDS, we hereafter refer it 
as the CCERTIDS dataset). We segmented the data by day. And for data of each day, 
we again segmented the data into four partitions: morning, afternoon, evening and 
night. This partitioning scheme allows us to cross evaluate anomaly detection models 
of different time segments that have different traffic patterns. It is often the case that 
very little (sometimes no) intrusion data is available when building an anomaly detec-
tor. A common practice is to use audit data (of legitimate activities) that is known to 
have different behavior patterns for testing and evaluation. 

Here we describe the experiments and results on building anomaly detection mod-
els for the “weekday morning” traffic data on connections originated from 
CCERTIDS to the outside world. We compute the frequent episodes using the net-
work service as the Es-attribute. Recall from our earlier discussion that this formalism 
captures both association and sequential patterns. For the first three weeks, we mined 
the patterns from the audit data of each weekday morning, and merged them into the 
aggregate rule set. For each rule we recorded merge count, the number of merges on 
this rule. Note that if two rules r1 and r2 are merged into one rule r, its merge count is 
the sum from the two rules. Merging count indicates how frequent the behavior repre-
sented by the merged rule is encountered across a period of time.  

We call the rules with (20) the frequent rules. 

merge count   min frequency≥  (20) 

Figure 1 shows how the rule set changes as we merge patterns from each new audit 
data set. We see that the total number of rules keeps increasing. We visually inspected 
the new rules from each new data set. In the first two weeks, the majority are related 
to new network services that have no prior patterns in the aggregate rule set. And for 
the last week, the majority is just new rules of the existing services. Figure 1 shows 
that the rate of change slows down during the last week. Further, when we examine 
the frequent rules (here we used min frequency = 2 to filter out the “one-time” pat-
terns), we can see in the figure that the rule sets of all services as well as the individ-
ual services grow at a much slower rate and tend to stabilize. 
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Fig. 1. The Number of Rules vs. The Number of Audit Data Sets 

We used the set of frequent rules of all services as the indicator on whether the au-
dit data is sufficient. We tested the quality of this indicator by constructing four clas-
sifiers, using audit data from the first 8, 10, 16, and 18 weekday mornings, respec-
tively, for training. We used the services of the connections as the class labels, and 
included a number of temporal statistical features (the details of feature selection is 
discussed in the next session). The classifiers were tested using the audit data (not 
used in training) from the mornings and nights of the last 5 weekdays of the month, as 
well as the last 5 weekend mornings. 

Figures 2 to 5 show the performance of these four classifiers in detecting anoma-
lies (different behavior) respectively. In each figure, we show the misclassification 
rate (percentage of misclassifications) on the test data. 

 

Fig. 2. Misclassification Rates of Classifier Trained on First 8 Weekdays 
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Fig. 3. Misclassification Rates of Classifier Trained on First 10 Weekdays 

Since the classifiers model the weekday morning traffic, we wish to see this rate to 
be low on the weekday morning test data, but high on the weekend morning data as 
well as the weekday night data. The figures show that the classifiers with more train-
ing (audit) data perform better. Further, the last two classifiers are effective in detect-
ing anomalies, and their performance are very close (see figures 4 and 5). This is not 
surprising at all because from the plots in figure 1, the set of frequent rules (our indi-
cator on audit data) is growing in weekdays 8 and 10, but stabilizes from day 16 to 18. 
Thus this indicator on audit data gathering is quite reliable. 

An important use of the mined patterns is as the basis for feature selection. When 
the Ef-attribute and Es-attribute are used as the class label attribute, features (the 
attributes) in the association rules should be included in the classification models. 

 

Fig. 4. Misclassification Rates of Classifier Trained on First 16 Weekdays 
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Fig. 5. Misclassification Rates of Classifier Trained on First 18 Weekdays 

In addition, the time windowing information and the features in the frequent epi-
sodes suggest that their statistical measures, e.g., the average, the count, etc., should 
also be considered as additional features. 

6   Conclusion 

In this paper, we discussed data mining techniques of Ef-attribute based mining and 
Es-attribute based mining for mining effective and essential attributes (hence interest-
ing patterns) from the vast and miscellaneous system logs and IDS databases. 
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Abstract. For the purpose of extending the Web that is able to understand and 
process information by machine, Semantic Web shared knowledge in the ontol-
ogy form. For exquisite query processing, this paper proposes a method to use 
semantic relations in the ontology as relevance feedback information to query 
expansion. We made experiment on pharmacy domain. And in order to verify 
the effectiveness of the semantic relation in the ontology, we compared a key-
word based document retrieval system that gives weights by using the fre-
quency information compared with an ontology based document retrieval sys-
tem that uses relevant information existed in the ontology to a relevant feed-
back. From the evaluation of the retrieval performance, we knew that search 
engine used the concepts and relations in ontology for improving precision ef-
fectively. Also it used them for the basis of the inference for improvement the 
retrieval performance.  

1   Introduction 

There are many search engines of general purpose for searching for web pages suit-
able for queries requested on the web. In order to obtain information suitable in a 
professional field, however, professional knowledge is required conforming thereto, 
which makes a user feel difficult. Most users have difficulty in making queries in a 
fixed form in a context without detailed medical knowledge or a specific environment 
for search in the field, prepared in advance. For efficient search, most users search for 
necessary information, while partially checking the result and correcting queries, 
repetitively. The purpose of this paper is to reduce such a user’s difficulty, to check 
properly user’s intention and to provide related information in order to enhance the 
quality of information retrieval. In particular, in order to reduce difficulties resulting 
from special terminologies or concepts such as medical information which general 
users encounter, this paper puts emphasis on semantic information retrieval by means 
of positive user interface agents on a terminology centered ontology basis. 

This paper builds a domain ontology with the semantic relation that exists in an on-
tology by extracting a semantic group and hierarchical structure after classifying and 
analyzing the patterns of terminology that appeared in a Korean document as a type of 
compound noun[10]. A built ontology can be used in various fields. This paper pro-
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poses an ontology that classifies words related to a specific subject by using a hierar-
chical structure for a method to improve the performance of retrieving a document. A 
retrieval engine can be used as a base of inference to use the retrieval function using 
the concept and rule defined in the ontology. In order to experiment this retrieval 
engine, the texts that exists in a set of documents related to the pharmacy field are 
used as an object of the experiment.  

The existing methods for extracting terminology can be largely classified by a rule 
based method and statistics based method. A rule-based method[3,4,6,8,9] builds a 
configuration pattern of terminology by hand or learning corpus and recognizes ter-
minology by building a recognition pattern automatically by using it. Here, it presents 
a relatively exact result because people directly describe the rules using a noun or 
suffice dictionary. A statistics based method[5,11] uses some kind of knowledge, such 
as the hidden Markov model, maximum entropy model, word type, and vocabulary 
information in order to learn the knowledge of the recognition from a learning corpus. 
This paper extracts terminology by using a rule based method and configures a rule to 
extract terminology by analyzing the appearance patterns of the terminology.  

In this paper, it is an object to propose a scheme for building a domain ontology 
using the analysis results of texts in a document set and to apply the built ontology in 
professional knowledge approach such as information retrieval. A test domain is de-
fined as a pharmacy field, and the document set for building is for medicine manuals 
consisting of 21,113 documents 

2   Scheme for Building Ontology 

2.1   Steps of Building Ontology 

The building process of the proposed ontology consists of four steps as follows. First, 
the web documents that exist in the related web will be collected to create a corpus 
and structurized through a document transformation process. Second, the verbs that 
will express the relation between the nouns that become concept and the extracted 
concepts will be extracted after passing a simple natural language process. Third, the 
terminology will be extracted from the extracted concepts and produce a hierarchical 
structure from the results of the analysis of the structure. Finally, the extracted rela-
tions will be added to the existing ontology with the concepts. Fig. 1 generally shows 
the ontology building process in four steps proposed in this paper.  

For building an ontology, a designer decides a minor node, which is located in the 
upper level, and builds an ontology based on it and extends it. It is called by a base 
ontology. This paper configures a base ontology using 48 words. In order to configure 
this scheme, the concepts of the name of a disease, symptoms, drugs are defined as 
the highest node and its 45 hyponym nodes. The hyponym nodes consist of each node 
group; 20 nodes, which are defined by following the classification of a specific noun 
or suffices that form the name of a disease or symptom that exist in the pharmacy 
domain, and 15 nodes for the configured structures, and 10 nodes, which express a 
general noun that has a high frequency of appearance. 

The stop words included in a document will be removed after the processes of 
morpheme analysis and tagging. Then, all nouns and verbs are extracted from the 
sentences of a document. In order to perform this process, the stop words list was 
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Fig. 1. A process of building ontology 

made by using 181 words by considering the morphological characteristics of Korean 
language in which a part of suffices was excluded in the process of stemming because 
these suffices will be nicely used to extract terminology. The extracted nouns from an 
ontology that is a kind of network with a lot of words mean the concept of ontology. 
The tags and verbs present the relation between the concepts and act as a network, 
which plays a role in the connection of the concepts to each other.  

There are some proper nouns and compound nouns in the documents what we have 
an interest in, such as the name of a disease, symptoms, ingredients, and other things. 
The proper nouns that present a major concept are processed the same way as a gen-
eral noun. In addition, the terminology that appeared as a compound noun in the do-
main is extracted and hierarchicalized, and then is added into the ontology.  

In order to give meaning to the extracted concepts in this paper, two methods are 
used. One is to use tag values attached to the head of a text and the other is to extract 
and use verbs existing in the text. Tag values in the structured document represent 
semantic relations to connect tagged word sets with higher concepts. Depending on 
the attached tag values in this paper, it was classified as 15 semantic relations. To 
define the relation among concepts, all verbs in the document were extracted and the 
verbs were classified as semantic patterns to set 18 semantic relations. The relation-
ship between the extracted verbs and nouns can be verified by the co-occurrence in-
formation. If there is a relationship that exists between the nouns and verbs, otherwise 
it will compare a relationship between other nouns and verbs. 

2.2   Extracting Terminology 

Terminology is a set of words that has a specific meaning in a given domain and 
means a lexical unit that characterizes a subject by expressing the concept used in a 
domain. A language resource for terminology is important to perform effectively and 
precisely, such as a machine translation or retrieving information for a specific do-
main because this terminology is a necessary element to understanding a domain. 

This paper analyzes an appearance type of terminology in order to extract the in-
formation automatically. The shape combining of terminology shows very varied 
ways. Almost all of the terminology appeared in an appropriate domain presented as a 
type of compound noun and can be classified as two types as follows. The one is a 
singleton term, that is, it has a simple shape of combining with one word that has no 
spacing words. The other is a multi-word term that has spacing words and is a kind of 
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compound noun with two more words in which it has a semantic relation with the 
front element of a word. 

The nouns and suffices that are configured by a singleton term terminology are 
classified by 20 kinds, such as yeom1( ), jeung( ), tong( ), gyun( ), seong( ), 
jilwhan( ), sok( ), yeomjeung( ), jin( ), gam( ), jong( ), byeong( ), 
yeol( ), gweyang( ), seon( ), baekseon( ), jeunghugun( ), 
hyeong( ), hwan( ), gun( ) in which it is appended by “hyponymOf" because it is 
almost a lower level word of a specific noun. A multi-word term terminology has 
almost a relation of modifier and keyword like “acute bronchitis” in which there are 
many cases that a keyword consists of terminology, which has a singleton term. This 
paper configures 5 semantic patterns and defines the semantic relation of an ontology 
according to these patters [10]. 

2.3   Extending Ontology 

A built ontology can be extended by other resources, such as other ontologies, thesau-
rus, and dictionaries. It is possible to reduce the time and cost to extend an ontology 
by applying the predefined concepts and rules by using the existing resources.  

The process in Fig.2 consists of 3 steps, such as the import, extract, and append. 
The step of import means the bringing and using of external resources. This paper 
uses two external resources(http://www.nurscape.net/nurscape/dic/frames.html, 
http://www. encyber.com/) In this step, the extraction was applied to terminology and 
its hyponym concepts for the results of the appropriate concept retrieving because the 
range of text was so wide. Then, the extracted concepts will be appended at a proper 
location by considering the upper and hyponym relations in the ontology. 

Fig. 2. A process of extending ontology 

3   The Application of Document Retrieval 

A built ontology can be used in various fields. This paper proposes a method that will 
improve the effect of retrieving a document using this ontology. A process of ontol-
ogy selects a major set of documents in a specific field and extracts the concepts by 
analyzing these documents, and then appends these concepts by using a link. The 
objective of concept extraction is extracting the nouns that will represent the docu-
ments as well as possible. Especially, in the case of a retrieval or question-answering 
system using an ontology given by weights, it is helpful to the judgment of a user by 
presenting a selected minor information according to the weights.  

                                                           
1 ‘yeom’ is Korean phonetic spelling of ‘ ’. 



442 S.-Y. Lim and W.-J. Lee 

 

This paper extracts the concepts using the extraction method proposed in this study 
and configures it as a node in the ontology. At this moment, the objective of this 
process is retrieving not only the concepts that are an inputted query in the ontology 
but also its hyponym concepts. A relevance feedback is well known as an effective 
way to process a reformation of a query that is an important part to access informa-
tion. In the case of applying the relevance feedback to improve the traditional method 
of tf idf , it is well recognized that it can improve a precision rate if it is applied to a 
set of sample document of small scale.  

This paper uses a hierarchical relation for the process of user relevance feedback in 
the ontology. The query will be extended by using the terminologies, which appeared 
as a hyponym information in the ontology that related to the inputted queries, and 
calculates the weights for the rewritten query. In this process, the hyponym retrieval 
level to retrieve the nodes in the ontology was set by 2. For instance, let us assume 
that the hyponym nodes of 'exudative otitis media' and 'acute exudative otitis media' 
for the node of 'otitis media' exist in the ontology. If a query [otitis media] is inputted 
as an input, the set of queries will be extended as [otitis media, secretory otitis media, 
acute secretory otitis media] after retrieving the ontology. Then, it will recalculate the 
similarity based on its weights. The most widely known method of (term-weights 
allocation strategy) will be used to grant the weights. The calculated weights will 
increase the retrieving speed and precision by storing it in order of the arrangement 
with a document number to the appeared document. Fig. 3 presents the configuration 
of a document retrieval system mentioned above in which it largely consists of a pre-
processing module and retrieval module. 

 

Fig. 3. configuration of the document retrieval system 
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First of all, a morpheme analysis process will be done in order to configure a set of 
index terms for the object documents in the preprocessing. From the results, the nouns 
are only extracted as a set of index terms in which the nouns will be mainly applied to 
get statistical information that represents a document for retrieving information and its 
classification. In this system, the ontology will be used as a set of index terms. In 
order to compare the retrieval performance, a set of the upper 30 correct answered 
documents for the 10 queries by introducing the 5 specialists' advices about 430 
documents was configured. Then, the rates of recall and precision for each question 
were produced based on this configuration. 

4   Experiments 

From the results of the analysis of the morpheme of text in the formed corpus, the 
terminologies that were applied by specific expressions or patterns will be extracted 
from the extracted nouns. In the case of the failure of analyzing a morpheme due to 
the errors of word spacing or typing, the errors of the analyzing was modified. 

The experiment was applied by the extraction method proposed in this paper for 
the text in the pharmacy domain. The experiment documents used in this experiment 
are 21,113. From the results of the expression analysis, the total numbers of the ex-
tracted nouns are 78,902. The numbers of terminology for the entire extracted nouns 
of 78,902 are 55,870. It covers about 70.8% for the total nouns. This means that the 
rate of terminology is very high in a specific domain. 

Fig.4 presents the distribution according to the appearance types of terminology. 
There is good recognition for the terminologies that appeared and addition of 2,864 
hyponym concepts after applying the extraction algorithm proposed in this paper in 
which the average level of the nodes, which existed in the ontology, is 1.8. The ex-
tracted terminologies can be investigated by three specialists by hand and evaluated 
by the precision. The precision of the extraction shows the ratio of the terminologies 
that are related by the correct relation for the extracted terminologies.  

 

Fig. 4. distribution of terminologies 

Fig. 5 shows the precision of the extraction of the terminologies that have a single-
ton term. From these results, the precision of the singleton term is 92.57% that shows 
a relatively good performance compared with the proposed algorithm. Fig. 6 presents 
the extraction precision of the multi-word term terminologies. From the results, the 
average precision of the multi-word term terminologies was 79.96%. In addition, 574 
concepts were added. 
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Fig. 5. precision of the extracted singleton term terminologies 

 
Fig. 6. precision of the extracted multi-word term terminologies 

In order to verify the effectiveness of the built ontology, a keyword based docu-
ment retrieval system that gives weights by using the traditional method of tf idf will 
be compared and analyzed with an ontology based document retrieval system that 
uses a hyponym information that exists in the ontology to a relevant feedback and 
recalculates the weights. 

In order to present the effectiveness for retrieving a document using the proposed 
method, this study compares the two methods. The one is a keyword based retrieval 
method by using the traditional method of, and the other is an ontology based retrieval 
method by using the hierarchical information that exists in the ontology to a relevance 
feedback. 

An experiment reference collection and evaluation scale is used to evaluate an in-
formation retrieval system. An experiment reference collection consists of a set of 
literatures, information query examples, and set of relevant literatures for each infor-
mation query. This paper collects 430 health/disease information documents from the 
home page of Korean Medical Association (http://www.kma.org) in order to config-
ure a reference collection and configures an information query using 10 queries as 
follows. The experiment was carried for the 430 documents extraction. The objective 
of the experiment was to produce the recall and precision for the 10 queries in which 
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a set of correct answers for each inputted question was defined in order of the docu-
ments set by the specialists. 

An index for the texts was produced to increase the retrieval speed. It consists of 
two elements, such as the vocabulary and frequency. The vocabulary is a set of all 
words that exist in the text in which it has an appeared document vector for each 
word. An appeared document vector stores the location of the appeared document 
including the weights considered by the frequency. Fig. 7 and 8 present the compari-
son of the distributions of the precision and recall for the inputted queries using the 
two methods mentioned above. From the results, the ontology based document re-
trieval system that uses a hyponym information existed in the ontology to extend a 
question and grants the weights presented a high recall and precision by 0.78% and 
4.79% respectively compared with the traditional method of  tf idf . This means that a 
hierarchical relation in the ontology that is used as a relevant feedback in a retrieval 
system will not largely affect to the recall but will affect the increase of the precision. 
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Fig. 7. comparison of the precision 
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Fig. 8. comparison of the recall 

5   Conclusions 

The knowledge system, the web widely and easily shared by a plurality of users in 
any place and at any time can be considered a basic target pursued by human beings. 
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The semantic web ontology pursues wide development of a small-scale ontology. In 
this paper, we used the semantic relation information existing in the ontology for 
precisely handling queries when expanding queries for relevance feedback. As a re-
sult of comparing the performance of the keyword based document retrieval and the 
ontology based document retrieval, we could see that there was almost no change in 
the recall ratio and the precision ratio was improved by 4.79%. The medicine ontol-
ogy to be tested is a domain ontology built using text mining technology with the 
result of analyzing terminology forms appearing in a related document in conformity 
to a specific domain.  

Building of an ontology rich in semantics is a key purpose for enhancing retrieval 
efficiency. Accordingly, in addition to the 33 semantic relations established in the 
current medicine ontology, it is required to add necessary semantic relations and to 
expand concepts. It is considered that it is required to study ontology for various do-
mains, not just for a specific domain. 
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Abstract. An novel adaptive filtering method based on the wavelet transform is 
presented for a fiber optical gyroscope (FOG) on the moving base. Considering 
the performance difference of a FOG in different angular velocity, threshold 
values of different scales of wavelet coefficients are adjusted according to 
magnitude of FOG output signal, soft thresholding method is used to evaluate 
the wavelet coefficients, so effects of random signal noise and non-line of 
calibration factors of a FOG are removed at the maximum extent, and 
sensitivity of a FOG can be ensured. Filtering results of actual FOG show the 
proposed method has fine dynamic filtering effect. 

1   Introduction 

The concept of fiber optical gyros (FOG) was first proposed by Pircher and Hepner in 
1967 and was given the first experimental demonstration at Utah University, Utah, 
USA, By Vali and Shorthill in 1976. So far, FOGs have been widely used because of 
its unique advantages such as high rotation-rate resolution, and a high zero-point 
stability, maintainance free usage, reliability, short warming-up time, etc.[1]-[3]. 
After extensive research on inertial navigation systems operating over long time in-
tervals, it was found that noises and biasing drifts  of a FOG represented the major 
error source. Especially the inertial measurement unit (IMU) integrated by inertial 
sensors such as three FOGs and three accelerometers  is directly located under the gun 
base or beside the radar base for the strapdown inertial attitude system without any 
slider. Removing efficiently measurement error of a FOG is the one of key problems 
to ensure the attitude algorithm precision for the developing  strapdown inertial atti-
tude system based on FOGs. Up to the present, the causes of many noises and biasing 
drifts have been discovered and resolved [4]. However the problems of FOG’s sensi-
tivity to the environment still need to be studied further. Among the various factors, 
especially for FOGs in the dynamic environment, de-noising is necessary to remove 
the white noise, to overcdome the disturbance of periodic and non-line calibration 
factors, and to ensure the sensitivity of FOGs to angular velocity. 

Filtering methods based on the wavelet transforms for the FOG signal on the static 
base are studied in [5][6][7]. Ref.[5] applied db5 wavelet base and decomposition 
                                                           
* The work was supported by  the southeast university excellent young teacher foundation 

(4022001002) and the national defense advanced research foundation ( 6922001019 ). 
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scale 5 to filter the FOG output signal. Although the biasing drifts are overcome, this 
method reduced the sensitivity of FOGs to angular velocity. However the sensitivity 
of FOGs to angular velocity is more important in the moving environment than in the 
static environment. Ref.[6] compared the filtering effect of a FOG in the static base 
when wavelet base db1 and db6 are at scale 2,3,4,5 respectively, but wavelet coeffi-
cients thresholding set at a different scale is not demonstrated. Ref.[7] proposed a 
norm maximum value algorithm controlled by noise to obtain fine filtering effect for 
FOGs in the static base. However, because of the complexity of FOG’s dynamic per-
formance,  FOG output signal filtering on the moving base  is still to be  studied fur-
ther and the signal processing strategy still needs to be verified . 

This paper presents an novel adaptive filtering method based on the wavelet trans-
form for a fiber optical gyroscope (FOG) on the moving base. Considering the per-
formance difference of a FOG in different angular velocity, threshold values of differ-
ent scales of wavelet coefficients are adjusted according to the magnitude of the FOG 
output signal, a soft thresholding method is used to evaluate the wavelet coefficients.  

The organization of this paper is as follows: In Section 1, the researching back-
grounds are provided. Section 2 introduces the wavelet filtering theory and de-noising 
method based on thresholding proposed by Donoho. An novel adaptive filtering 
method based on the wavelet transform for a fiber optical gyroscope (FOG) on the 
moving base and actual signal filtering of FOG experiments  are presented in section 
3, and finally, conclusions are given in section 4. 

2   Wavelet Filtering Theory and De-noising Method 

2.1   Wavelet Filtering Theory 

The continuous wavelet transform was developed as a tool to obtain simultaneous, 
high-resolution time and frequency information about a signal using a variable sized 
window. The process of computing the Continuous Wavelet Transform of a signal is 
very similar to that of the Short-Time Fourier Transform. The wavelets are con-
structed by translating in time and dilation with the scale from a mother wavelet func-
tion. A wavelet is compared to a section at the beginning of a signal to calculate the 
time-scale wavelet coefficient that shows the degree of correlation between the wave-
let and signal section. The wavelet is translated in time and the process is repeated 
until the whole signal is covered. The wavelet is scaled again and the previous process 
is repeated for all scales. Low scales correspond to compressed wavelets and high 
scales correspond to stretched wavelet. Since the scale is inversely related to the fre-
quency, the wavelet transform allows the use of narrower wavelets where we require 
more precise high frequency information and stretched wavelets where we require 
low frequency information. We may then obtain the corresponding time-frequency 
wavelet coefficients of a signal. 

In contrast to the continuous wavelet transform, the discrete wavelet transform cal-
culates the wavelet coefficients at discrete intervals of time and scale, instead of at all 
scales. Like the Fast Fourier Transform, a fast algorithm of discrete wavelet transform 
( Dyadic Wavelet Transform) is possible if the scale parameter varies only along the 
dyadic sequence (2j) .If we also want to impose the idea that the translation parameter 
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varies along dyadic sequence (dyadic scales and positions), then more constraints 
must be imposed in order to construct orthogonal wavelets(Daubechies,1988) [8].The 
construction of these orthogonal bases can be related to multi-resolution signal ap-
proximations since orthogonal  wavelets dilated  by 2j  carry  signal variations  at the 
resolution  2-j. Following this link leads us to an unexpected equivalence between  
wavelet bases and conjugate mirror filters used in discrete multirate filter banks. 
These filter banks implement a fast orthogonal wavelet transform and its inverse 
transform. An efficient way to implement this fast pyramid algorithm using filters was 
developed by Mallat (1989) [9]. The signal is passed through low-pass and high-pass 
filters and down-sampled (i.e. throwing away every second data point ) to keep the 
original numbers of data points. Each level of the decomposition algorithm then 
yields low-frequency components of the signal (approximations) and high-frequency 
components (details). The reconstruction algorithm then involves up-sampling (i.e. 
inserting zeros between data points) and filtering with dual filters. By carefully choos-
ing filters for the decomposition and reconstruction phases that are closely related 
(conjugate mirror filters), one can achieve perfect reconstruction of the original signal 
in the inverse orthogonal wavelet transform (Smith and Barnwell,1986 [10]; Daube-
chies,1988[8]). For a general introduction to discrete wavelet transform and filter 
banks, the reader is referred to several recent monographs ( Strang and Nguyen,1997 
[11]; Mallat,1998 [12]). 

The Mallat algorithm is a fast, linear operation that operates on a data vector whose 
length is integer power of two, transforming it into a numerically different vector of 
the same length. Many wavelet families are available. However only orthogonal 
wavelets (such as Haar, Daubechies, Coiflet, and Symmlet wavelets) allow for perfect 
reconstruction of a signal by inverse discrete wavelet transform, i.e. the inverse trans-
form is simply the transpose of the transform. For more detail wavelet filtering proc-
ess, The reader is referred to Ref.[13]. 

Wavelet transform is widely used in filtering and de-nosing with its unique advan-
tages. Many researchers have done convincing work. Fang H.T., Huang D.S. et al. did 
a series of research work in de-noising and digital filtering for lidar signals 
[14,15,16]. Ref.[14] proposed a new de-noising method for lidar signals based on a 
regression model and a wavelet neural network (WNN) that permits the regression 
model not only to have a good wavelet approximation property but also to make a 
neural network that has a self-learning and adaptive capability for increasing the qual-
ity of lidar signals. Specifically, the performance of the WNN for anti-noise approxi-
mation of lidar signals by simultaneously addressing simulated and real lidar signals 
was investigated. To clarify the anti-noise approximation capability of the WNN for 
lidar signals, they calculated the atmosphere temperature profile with the real signal 
processed by the WNN. To show the contrast, they also demonstrated the results of 
the Monte Carlo moving average method and the finite impulse response filter. A new 
method of the lidar signal acquisition based on the wavelet trimmed thresholding 
technique to increase the effective range of lidar measurements is presented [15]. The 
performance of this method is investigated by detecting the real signals in noise. They 
did some experiments to verify the proposed method which is superior to the tradi-
tional Butterworth filter. Ref.[16]  proposed a new method of the Lidar signal acquisi-
tion based on discrete wavelet transform (DWT).This method can significantly im-
prove the SNR so that the effective measured range of Lidar is increased. The per-
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formance for this method is investigated by detecting the simulating and real Lidar 
signals in white noise. To contrast, the results of Butterworth filter, which is a kind of 
finite impulse response (FIR) filter, are also demonstrated. Finally, the experimental 
results show that the proposed approach outperforms the traditional methods[16]. 

Considering the actual demand of the strapdown inertial attitude algorithm, de-
noising  based on wavelet thresholding  is suitable for the FOG output signal because 
of its high real time demand and unique advantages.  

2.2   Wavelet De-noising 

Unlike Fourier basis functions that characterize the entire time interval, wavelets 
employ basis functions whose support is contained within any interval length, no 
matter its duration ( Mallat 1998) [12]. Therefore, compactly supported wavelet basis 
functions can model local signal behavior efficiently because they are not constrained 
by properties of the signal far away from the location of interest. This property makes 
wavelet analysis suitable for signals that have abrupt transitions or localized phenom-
ena (Resnikoff and Wells 1998) [17]. Wavelet de-noising (Stein 1981[22]; Vidakovic 
1999 [18]; Jansen  2001 [19]) is a term used to characterize noise rejection by setting 
thresholds for wavelet coefficients, which form the contribution of each wavelet basis 
to the signal. Wavelet coefficients smaller than the threshold are set to zero and other 
coefficients are shrunk by the threshold or left un-touched, depending on the algo-
rithm used. 

The discrete wavelet transform is linear and orthogonal, thus transforming white 
noise in the time space to white noise in the space of the wavelet coefficients [13]. It 
also enables compact coding, since the wavelet coefficients of the details possess high 
absolute values only in the intervals of rapid time series change. These properties led 
Donoho and Johnstone to propose denoising with thresholding [20]. They present a 
wavelet shrinkage de-noising algorithm used to suppress Gaussian noise and propose 
methods that select wave-let coefficient thresholds depending on the variance of the 
noise components in the signal. The efficiency of this denoising algorithm relies on 
the choice of wavelet basis, estimation of noise level, threshold selection method and 
parameters specific to the application, which consists of the following steps: 

1) Select a wavelet base function ψ , a time series is transformed to the wavelet co-

efficients jd , ,,,1 Jj = of the details. 

2) The wavelet coefficients jd of the details on each scale, ,,,1 Jj = are sepa-

rately thresholded as  

<
≥

=
jj

jjj

j d

dd
d

λ
λ

,0

,ˆ      (1) 

where  the soft thresholding function[20] 
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      removes  wavelet coefficients d of the details, that are absolutely smaller than the 
threshold jλ ,and reduces absolute values of those wavelet coefficients of the de-

tails which exceed the threshold. 

3) From the modified wavelet coefficients jd̂ , ,,,1 Jj = of the details the denoised 

time series is reconstructed. 

Setting the thresholds is the essential part of de-noising. Assuming that most of the 
wavelet coefficients of the details contribute to the Gaussian white noise, Donoho and 
Johnstone set the thresholds to  

)log(2 Njj σλ =    (3) 

where jσ  is the standard deviation of the wavelet coefficients of the details on the 

scale j  and N is the number of all wavelet coefficients. Equation (3) is the basic 

formula to set the thresholds. This method, however, tends to underfit the data[21] 
and was therefore further enhanced by a criterion based on the Stein’s unbiased risk 
estimate [22]. Called the SureShrink, this enhanced method is most widely used in de-
noising with wavelets. Most methods proposed by other authors [23,24] differ from 
the foregoing in the way thresholds are estimated.  

3   Adaptive Filtering Based on the Wavelet Transform for FOG on 
the Moving Base and Experiment Verification 

3.1   Adaptive Filtering Based on the Wavelet Transform for FOG 

According to the above description, how to select wavelet coefficients threshold is the 
key question during the wavelet de-noising process based on the wavelet transform 
for a FOG on the moving base. A new adaptive filtering approach towards threshold 
estimation and selection for FOGs is proposed. 

The steps to determine wavelet coefficient threshold on each scale, ,,,1 Jj =  for 

FOGs in dynamic environment are as follows in detail: 

1) Select a wavelet base function ψ , a time series is transformed to the wavelet 

coefficients jd , ,,,1 Jj = of the details. Here select db4 as wavelet base func-

tion, 6=J ; 
2) Corresponding output domain ],[ max1min11 ssS   and ],[ max2min22 ssS  of FOG are 

obtained according  to ],[ maxmin ΩΩΩ , ]','[' maxmin ΩΩΩ ,which are maximum and 

secondary maximum angular velocity respectively and obtained by non-line 
maximum point detection method proposed in Ref.[25]. Maximum norm 

max
)(mW j and 

max
)(' mW j of corresponding wavelet coefficients in the two do-

main are obtained simultaneously, namely 

1max
)(,)()1( StsmWjj ∈=λ  (4) 
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2max
)(,)(')2( StsmW jj ∈=λ   (5) 

3) Selection output sample data { })(0, nsi  of FOG on static base ,where 

i ( Ni ,,1= )is test group number, 0 represents static base, n  is sample length; 

4) Wavelet coefficients )(,0, nW ji on each scale are obtained after every time series 

)(0, nsi is transformed, so corresponding scale maximum norm of wavelet coeffi-

cient 
max,0, )(mW JI is obtained; 

5) Wavelet coefficients threshold )0(jλ  on each scale j , ,,,1 Jj = ( J =6) can be 

calculated according to equation (6): 

max

1

0
,0, )(

1
)0(

−

=

=
N

i
jij mW

N
λ , 21)( SSts ∉      (6) 

So the detailed steps of adaptive filtering based on wavelet transform for the FOG 
signal on moving base are as follows: 

1) Select a wavelet base function db4, a time series is transformed to the wavelet co-
efficients jd , ,6,,1=j of the details. 

2) The wavelet coefficients jd of the details on each scale, ,,,1 Jj = are sepa-

rately calculated by soft thresholding as  
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≥

=
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       removes  wavelet coefficients d of the details, that are absolutely smaller than the 
threshold jλ ,and reduces absolute values of those wavelet coefficients of the de-

tails which exceed the threshold. 

3) From the modified wavelet coefficients jd̂ , ,,,1 Jj = of the details the denoised 

time series )(ts is reconstructed. 

3.2   Experiment Verification 

According to 3.1description, an experiment for B-215 type FOG (fig.1) is done in the 
3-axises simulation table (Fig.2) in lab. 
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Fig. 1. B-215 type FOG                                    Fig. 2. 3-axises simulation table 

The threshold on each scale can be calculated  as in table1. 

Table 1. Threshold on each scale for B-215 type FOG 

i  )(6 iλ  )(5 iλ  )(4 iλ  )(3 iλ  )(2 iλ  )(2 iλ  
0 22.62 81.81 41.94 24.38 12.38 10.11 
1 191.72 166.35 101.64 128.34 116.6 77.54 
2 40.22 63.95 97.18 91.72 64.65 46.17 

The actual signal of a FOG on the static base is processed by adaptive filtering ac-
cording to above description, the result is shown in Fig.3, the yellow line represents 
the signal filtered. 

�

Fig. 3. the filtering result of actual signal of FOG( blue line represents original signal, yellow 
line represents the filtering signal) 
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Fig. 4. the filtering result of the FOG signal when simulation table is in free pendulous rotation, 
the red scattered points represent the original signal, and the solid line represents the filtered 
signal 

The actual signal of FOG when the simulation table is in free pendulum rotation is 
processed according to above description, the filtering signal is smooth and the adap-
tive filtering has a good effect. For  the convenience of analysis,  Fig.4 shows the 
filtering effect near the maximum odd angular velocity. 

5   Conclusions 

Considering the performance difference of a FOG at the different angular velocities, 
threshold values of different scales of wavelet coefficients are adjusted according to 
the magnitude of FOG output signal, the soft thresholding method is used to evaluate 
the wavelet coefficients, therefore the effects of random signal noise and non-line of 
calibration factors   of FOG are removed at the maximum extent, and the sensitivity 
of FOG can be ensured. Adaptive Filtering results of an actual FOG signal show the 
proposed method has fine dynamic filtering effects.  
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Text Similarity Computing Based on
Standard Deviation
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Telecommunications, Beijing 100876, China,

sdlclt@sohu.com

Abstract. Automatic text categorization is defined as the task to as-
sign free text documents to one or more predefined categories based on
their content. Classical method for computing text similarity is to cal-
culate the cosine value of angle between vectors. In order to improve the
categorization performance, this paper puts forward a new algorithm to
compute the text similarity based on standard deviation. Experiments
on Chinese text documents show the validity and the feasibility of the
standard deviation-based algorithm.

1 Introduction

Text categorization has recently become an active research topic in the area
of information retrieval. The objective of text categorization is to assign free
text documents to one or more predefined categories based on their content.
Traditionally text categorization is performed manually by domain experts. Each
incoming document is read and comprehended by the expert and then it is
assigned a number of categories chosen from the set of prespecified categories.
This process is very time-consuming and costly, thus limiting its applicability.

A promising way to deal with this problem is to learn a categorization
scheme automatically from training collection. Once the categorization scheme
is learned, it can be used for classifying future documents. It involves issues
commonly found in machine learning problems. Since a document may be as-
signed to more than one category, the scheme also requires the assignment
of multiple categories. There is a growing body of research addressing auto-
matic text categorization. A number of statistical classification and machine
learning techniques has been applied to text categorization, including regres-
sion models[1][2], nearest neighbor classifiers[3][4], Bayesian classifiers[5][6], deci-
sion trees[1][6][7], rule learning algorithms[8][9][10], neural networks[1], inductive
learning techniques[11][12], Support Vector Machines[13], relevance feedback[14]
and voted classification[15].

In order to improve the categorization performance, this paper puts forward
a new algorithm to compute the text similarity based on standard deviation.
Experiments show the validity and the feasibility of the standard deviation-
based algorithm.

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 456–464, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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This paper contains 6 sections. In Section 2 we describe the vector space
model; in Section 3 describe several typical methods that have been successfully
applied to text feature selection and categorization; Section 4 introduces the
proposed method applied to text similarity computing and categorization based
on standard deviation and compares it with the classical method based on cosine
similarity; experimental results and evaluation are given in Section 5; finally, we
draw to a conclusion.

2 Vector Space Model

The most commonly used document representation is the so called vector space
model (VSM)[16]. In the vector space model, each document can be represented
by vector v = (w1,w2, . . . ,wm) , where wi represents the corresponding weight
of the ith feature ti of the document and denotes the importance of ti in de-
scribing the document’s content. Therefore, the expression and matching issue
of text information is converted to that of the vector in VSM [17]. Experiment
shows that word is a better candidate for feature than character and phrase.

At present there are several ways of determining the weight wi, Intuitively,
wi should express the two aspects as follows:

– The more often a word occurs in a document, the more effectively it is to
reflect the content of the document.

– The more often the word occurs throughout all documents in the collection,
the more poorly it discriminates between documents.

A well-known approach for computing word weights is the tf*idf weighting,
which assigns the weight to word in document in proportion to the number
of occurrences of the word in the document, and in inverse proportion to the
number of documents in the collection for which the word occurs at least once.

Among several existing tf*idf formulas, we selected a commonly used one in
our system:

W (t, d) =
tf(t, d)× log ( N

nt
+ 0.01)√∑

t∈d [tf(t, d)× log ( N
nt

+ 0.01)]2
(1)

where W (t, d) is the weight of word t in document d, tf(t, d) is the frequency of
word t in document d, N is the number of documents in the training collection
and nt is the number of documents in the whole collection for which word t
occurs at least once.

The main advantage of VSM is in the fact that it simplifies the documents’
content to vectors comprising features and weights, which greatly decreases the
complexity of the problem.

3 Typical Text Feature Selection and Categorization
Methods

A major problem in text categorization is the high dimensionality of the feature
space. Generally the feature space consists of hundreds of thousands words even
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for a moderated-size documents collection. Standard classification techniques
can hardly deal with such a large feature set since processing is extremely costly
in computational terms, and overfitting can not be avoided due to the lack of
sufficient training data. Hence, there is a need for a reduction of the original
feature set without decreasing the categorization accuracy, which is commonly
known as dimensionality reduction in the pattern recognition literature.

Feature selection attempts to remove non-informative words from documents
in order to improve categorization effectiveness and reduce computational com-
plexity. Before feature selection, word segmentation which is necessary for Chi-
nese text categorization has to be made because there is not apparent delimiter
between the character in the text. In [18] a thorough evaluation of the five
known feature selection methods: Document Frequency Thresholding, Informa-
tion Gain, χ2-statistic, Mutual Information and Term Strength is given.

In Document Frequency Thresholding, we computes the document frequency
for each word in the training collection and removes those words whose document
frequency is less than a predetermined threshold. The basic assumption is that
rare words are either non informative for category prediction, or not influential in
global performance. Information Gain is frequently employed as a termgoodness
criterion in the field of machine learning [19][20]. It measures the number of bits
of information obtained for category prediction by knowing the presence or ab-
sence of a word in a document. The information gain of a word t is defined to be:

IG (t) = −
n∑

j=1
P (Cj) log P (Cj) + P (t)

n∑
j=1

P (Cj |t) log P (Cj |t)

+P
(
t
) n∑

j=1
P
(
Cj |t

)
log P

(
Cj |t

) (2)

Wherein, n is the number of the category, P (Cj) is the probability that class
Cj occurs in the total collection and P (t) is that of word t. P (Cj |t) can be
computed as the fraction of documents from class Cj that have at least one
occurrence of word t and P (Cj |t̄) as the fraction of documents from class Cj

that does not contain word t. The information gain is computed for each word
of the training collection, and the words whose information gain is less than
some predetermined threshold are removed. The χ2-statistic measures the lack
of independence between word t and class Cj . It is given by:

χ2(t, Cj) =
N × (AD − CB)2

(A + C)(B + D)(A + B)(C + D)
(3)

A set of tokens with the highest χ2 measures are then selected as keyword
features. A is the number of documents from class Cj that contains word t
and B is the number of documents that contains t but does not belong to class
Cj . C is the number of documents from class Cj that does not contain word t
and D is the number of documents that belongs to class Cj nor contains word
t. Mutual Information is a criterion commonly used in statistical modelling of
word associations and related applications[21][22][23]. Term strength measures
how informative a word is in identifying two related documents. The strength
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of a word t is defined as the probability of finding t in a document which is
related to any document in which t occurs[24]. In our experiments, the method
of χ2-statistic is found to be the most effective.

There exists various text categorization algorithms, such as Rocchio’s al-
gorithm, Naive Bayes, K-nearest neighbor, neural network, support vector ma-
chine etc, wherein the first two are employed in most applications. The proposed
method in this paper is in fact an improved version of Rocchio’s algorithm. Here
we only introduce the Naive Bayes while Rocchio’s algorithm will be described
in detail in the next section. The naive Bayes classifier estimate the probability
of each class based on Bayes theory:

P (Cj |d) =
P (Cj)P (d|Cj)

P (d)
(4)

P (d) is same to all the caterogies and the assumption is made that the features
are conditionally independent. This simplifies the computations yielding:

P (Cj |d) = P (Cj)
m∏

i=1

P (ti|Cj) (5)

P (Cj) is the probability that class Cj occurs in the total collection. An estimate
P̂ (ti|Cj) for P (ti|Cj) is given by:

P̂ (ti|Cj) =
1 + Nij

m +
m∑

l=1
Nlj

(6)

Nij denotes the number of times word ti occurred within documents from class
Cj in the training collection.

4 Proposed Method Based on Standard Deviation

Rocchio’s algorithm is the classical method for document routing or filtering in
information retrieval. In this method, a prototype vector μj=(μj1,μj2,...μjm) is
computed as the average vector over nj training document vectors that be-

long to class Cj , where the feature μji = 1
nj

nj∑
k=1

wj,ki is the mean of wj,ki

and wj,ki is the weight of word i in document dk of category Cj . A docu-
ment dtest is classified by calculating the similarity between document vector
vtest = (wtest1,wtest2, . . . ,wtestm) of dtest and each of the prototype vectors
μj. The similarity can be computed as follows [25]:

Sim (dtest, Cj) =
vtest · μj

‖vtest‖ · ‖μj‖ (7)

Since (7) exactly denotes the cosine function of the angle between the two vec-
tors, the similarity defined in (7) is usually called ’cosine similarity’. Conse-
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quently, the category into which the document dtest falls is determined by the
equation:

c = arg max
j

Sim (dtest, Cj) (8)

As we can see from the analysis above, Rocchio’s method has such advantage
as simple categorization mechanism, rapid process rate while its main defect is
due to the fact that it is difficult to roundly describe the characteristics of the
category with the only information of samples’ mean. A new method is proposed
in this paper to overcome the main defect of classical method by describing the
characteristics of category more precisely with not only the mean vector but also
the standard deviation and classifying documents with new similarity rather than
’cosine similarity’ employed. In our study, it is found that the standard deviation,
which is a common used statistics reflecting the distribution of the samples in
pattern recognition, of each feature in diverse category changes distinctly, while
the fact is not concerned in classical Rocchio’s method leading to degraded
categorization result. The new method in this paper obtains better performance
because of considering of the difference of the standard deviation.

Two vectors, mean vector μj and standard deviation vector σj =
(σj1, σj2, ...σjm), are chosen as the prototype vectors of category Cj , wherein

σji =

√
1

nj−1

nj∑
k=1

(wj,ki − μji)
2. A modified street distance is proposed to be a

new similarity in text categorization to accommodate the two new prototype
vectors,

Sim (dtest, Cj) = −
m∑

i=1

max {|wtesti − μji| − σji, 0}
σ2

ji

(9)

As is shown, any document locates within the sphere determined by μji and σ2
ji

will be classified to category Cj . It is noted that because of the probably of being
zero σ2

ji should be modified before used as denominator in (9).
In categorization experiments, mean vector μj and standard deviation vector

σj, are obtained during the training process according to the training collection.
Consequently, the similarity between document dtest to be categorized and each
category is computed by (9). Finally, the categorization results is obtained by (8).

Compared with classical Rocchio’s method based on ’cosine similarity’, the
advantage of the proposed method is illustrated in Fig.1. For the convenience
of illustrating, we suppose each document has two features. Since in (7) dtest

and Cj have been cosine normalized, the similarity described in (7) reflects the
Euclidean distance between dtest and Cj . vtest is the document vector of the
document dtest to be categorized, μA and μB are mean vectors of category A and
B, respectively. σA1 and σA2 represent the two dimensional standard deviation
of A, and σB1 and σB2 denote that of B. Since the distance DA between vtest
and μA is greater than the distance DB between vtest and μB, DA > DB, the
categorization result is dtest ∈ B based on classical Rocchio’s method. However,
dtest locates in the field of category A not category B, so the probability of
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Fig. 1. Advantage of proposed method

dtest ∈ A is larger than that of dtest ∈ B. It is more likely to put dtest in wrong
category by classical Rocchio’s method than the proposed method.

5 Experiment Results and Evaluation

Text categorization experiment results of 36 categories of Chinese text docu-
ments according to Chinese Library Classification (version 4) based on standard
deviation and ’cosine similarity’ are given in this section. We take Chinese Text
Categorization (TC) Evaluation collection of Chinese Language Processing and
Intelligent Human Machine Interface evaluation of the National High Technology
Research and Development Program(HTRDP) in 2003 as the training collection
and download 3134 text documents (labeled by the experts with reference to
Chinese Library Classification) from the web. The HTRDP Evaluation of Chi-
nese Language Processing and Intelligent Human Machine Interface, also called
the ’863’ Evaluation, is a series of evaluation activities sponsored by China’s
National High Technology Research and Development Program (HTRDP, also
called the ’863’ Program). The purpose of the HTRDP Evaluation is to provide
infrastructural support for research and development on Chinese information
processing and intelligent human-machine interface technology, to enhance inter-
action among industry, academia, and government, and to speed up the transfer
of technology from research labs into commercial products.

Experiment results of 8 categories are shown in Table 1, where a represents
the number of documents correctly assigned to this category; b represents the
number of documents incorrectly assigned to this category; c represents the
number of documents incorrectly rejected from this category. The category label
is with reference to Chinese Library Classification.
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Table 1. Experiment results of 8 categories

category B E J K TU G TD TP
a 94 69 29 55 57 27 70 77
b 7 5 28 25 38 80 18 5
c 26 50 21 20 34 3 14 50

Precision 93.07% 93.24% 50.88% 68.75% 60.00% 25.23% 79.55% 93.90%
Recall 78.33% 57.98% 58.00% 73.33% 62.64% 90.00% 83.33% 60.63%

F1 85.07% 71.50% 54.21% 70.97% 61.29% 39.42% 81.40% 73.68%
F1 Gain 2.12% 1.35% 8.83% 20.97% 22.97% 5.84% 2.91% 13.27%

Categorization effectiveness is measured in terms of the commonly used IR
notions of precision and recall, adapted to the case of text categorization. Preci-
sion is defined as the probability that if a random document dtest is categorized
under Cj , this decision is correct. Analogously, Recall is defined as the probabil-
ity that, if a random document dtest should be categorized under Cj , this deci-
sion is taken. Another evaluation criterion that combines recall and precision is
the F1 measure. The definitions of Precision, Recall and F1 are given below [26]:

Precision = a/(a + b) (10)

Recall = a/(a + c) (11)

F1 = (Precision×Recall× 2)/(Precision + Recall) (12)

Table 2. Measure comparison of two methods

Macro-averaging Precision Macro-averaging Recall Macro-averaging F1
cosine 70.81% 70.71% 70.76%

deviation 74.21% 74.43% 74.32%

For evaluating performance average across categories, Macro-averaging per-
formance scores are determined by first computing the performance measures
per category and then averaging these to compute the global means and are
calculated as follows:

Macro− averaging Precision =
1
n

n∑
j=1

Precisionj (13)

Macro− averaging Recall =
1
n

n∑
j=1

Recallj (14)

Macro− averaging F1 =
1
n

n∑
j=1

F1j (15)
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n is the number of the category. From Table 2, we can see that both the Macro-
averaging Precision and Recall of proposed method is around 74%, which is
greater than that of the traditional one. The validity and the feasibility of the
standard deviation-based algorithm is validated by experiment results.

6 Conclusions

As Chinese text information available on the Internet continues to increase, there
is a growing need for tools helping people better manage the information. Text
categorization, the assignment of free text documents to one or more predefined
categories based on their content, is an important component to achieve such
task and attracts more and more attention.

A number of statistical classification and machine learning techniques has
been applied to text categorization. In order to improve the categorization per-
formance, this paper puts forward a new algorithm to compute the text similarity
based on standard deviation. Experiments show the validity and the feasibility
of the standard deviation-based algorithm.
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Abstract. ISOMap is a popular method for nonlinear dimensionality
reduction in batch mode, but need to run its entirety inefficiently if
the data comes sequentially. In this paper, we present an extension of
ISOMap, namely I-ISOMap, augmenting the existing ISOMap framework
to the situation where additional points become available after initial
manifold is constructed. The MDS step, as a key component in ISOMap,
is adapted by introducing Spring model and sampling strategy. As a
result, it consumes only linear time to obtain a stable layout due to
the Spring model’s iterative nature. The proposed method outperforms
earlier work by Law [1], where their MDS step runs within quadratic
time. Experimental results show that I-ISOMap is a precise and efficient
technique for capturing evolving manifold.

1 Introduction

Recently, one conceptually simple yet powerful method for nonlinear mapping
has been introduced by Tenenbaum et al.: ISOMap [2]. This method basically
operates in a batch mode. When new data points come, it is necessary to repeat
running the batch version. With incremental methods, new data point can be
inserted into the existing manifold directly so that new manifold can be quickly
evolved by slightly adjusting the previous layout.

Other related methods to tackle the nonlinear dimensionality reduction prob-
lem include LLE [3] and Laplacian Eigenmaps [4]. However, similar to ISOMap,
they both need to be repeatedly run whenever new data point is available. In
this paper, we introduce an Incremental ISOMap (I-ISOMap) algorithm to com-
pute evolving manifold with new coming data. The only similar work is done
by Law [1], who proposed an incremental approach for manifold computation.
However, the MDS step in Law’s method is based on a numerical approach,
which takes quadratic time. We introduce Spring model in MDS step for up-
dating co-ordinates instead of the numerical approach adopted by Law. Thanks
to iterative nature of Spring model, the adapted MDS step achieves linear time
complexity, greatly contributing to the speeding up of I-ISOMap algorithm.
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2 ISOMap Algorithm

Firstly, we establish our notation for the rest of the paper. Vectors are columns,
and denoted by a single underline. Matrices are denoted by a double underline.
The size of a vector, or matrix is denoted by subscripts. An example is A

mn
- a

matrix with m rows and n columns. Particular column vectors within a matrix
are denoted by a superscript, and a superscript on a vector denotes a particular
observation from a set of observations. For example, Ai

mn
is the ith column

vector in matrix A. Also, as in convention, aij is a scalar, the element of matrix
A

mn
in row i and column j. Finally, we denote matrices formed by concatenation

using square brackets. Thus [A
mn

b] is an (m × (n + 1)) matrix, with vector b
appended to A

mn
as a last column.

ISOMap belongs to a category of techniques called Local Embeddings [5], and
attempts to preserve topology of data points locally. For data lying on a nonlinear
manifold, the distance between two data points is better described by geodesic
distance on the manifold, i.e. the distance along the surface of the manifold,
rather than the direct Euclidean distance. The main purpose of ISOMap is to find
the intrinsic geometry of the data, as captured in pair-wise geodesic distances.

Formally speaking, consider X
MN

representing N observed data points.
Especially, each observed data points Xi

MN
lies on an unknown manifold M

smoothly embedded in an M-d observation space. Suppose this observation space
is denoted by X , and Y denotes an m-d Euclidean feature space (M > m). The
goal of manifold learning is to recover a mapping f : X → Y, so that the intrinsic
geometric structure of the observed data X

MN
are preserved as well as possible.

The mapping f can be described implicitly in terms of the feature points Y
mN

,
where each column Y i

mN
represents one data points in the feature space Y.

The main steps of ISOMap are summarized in Alg. 1. The ISOMap algorithm
first construct a weighted undirected neighborhood graph G. In Graph G, vertex
i and j is connected if and only if point i is one of the neighbors of point j, or
the other way round. The weight of edge between i and j is equal to distance
dij . Next, the shortest path between point pairs are found. The length of the
path is taken as an estimation of geodesic distance between data pairs. Finally,
MultiDimensional Scaling(MDS) [6] is applied on the geodesic matrix G

NN
to

configure points in low dimensional space.

3 Spring Model

Spring model proposed by Eades [7] is analogous to a system of steel rings
connected by springs. The attractive and repulsive forces exerted by the springs
iteratively improve the layout of objects, and finally the whole system is driven
to a state with a minimal energy. Chalmer [8] presents an improved version
of Spring model achieving higher computational efficiency. Using caching and
stochastic sampling strategies, N iteration is only needed to obtain a stable
configuration of objects in feature space, resulting quadratic time complexity.
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Algorithm 1. ISOMap Algorithm
Input: D

NN
as the pairwise distances between N data points , K as the number of

nearest neighbors , m as the desirable dimensionality of target feature space
Output: Y

NN
as coordinate of each data point in m-d feature space Y

1: Compute the K-nearest neighbors for each data point, and construct neighborhood
graph G

2: Compute the shortest distance G
NN

between point pairs in graph G by Dijkstra’s
algorithm or Floyd’s algorithm.

3: Calculate the data points’ coordinates Y
mN

in feature space Y to describe intrinsic
lower dimensional embedding.

This approach is extended in the MDS step of the proposed I-ISOMap, which
will be described in details in Section 4.3.

4 The Incremental-ISOMap Framework

This section outlines the proposed I-ISOMap algorithm for dimensional reduc-
tion. The goal is to learn mapping f :X → Y incrementally. In other words,
suppose mapping f is already recovered on N points, i.e. observed data X

MN
is

represented in term of coordinates Y
mN

in m-d space. We want to find Y ′
m,N+1

to accommodate one more observed point xN+1 so that the intrinsic structure
for current observed data X ′

M,N+1
= [X

MN
xN+1] still remains best.

As in Alg. 2, the proposed I-ISOMap also consists of three steps. First, neigh-
borhood graph G are updated. Second, based on updated graph G′, geodesic dis-
tance G′

N+1,N+1
is estimated by calculating length of shortest path between each

point pair. Finally, spring model is adapted for updating configuration in feature
space. This MDS step rearranges the coordinates within constant iterations.

Algorithm 2. I-ISOMap Algorithm
Input: The previous coordinates Y

m,N
, pair-wise distance matrix D

N,N
, new data

point xN+1

Output: The updated coordinates Y ′
m,N+1

1: Update neighborhood Graph G due to introduction of new data point xN+1 as in
Alg. 3.

2: Update geodesic distance G
N,N

into G′
N+1,N+1

using modified Dijkstra’s algorithm
as in Alg. 4

3: Update the coordinates in feature space from Y
mN

to Y ′
m,N+1

as in Alg. 5

4.1 Updating Neighborhood Graph

The updating of neighborhood graph is based on previous neighborhood Graph
G and distance vector di, where di is the distance between new point and all
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remaining points. The other output is a set of deleted edges J . This set records
all the edges that are deleted because of the adding of new points. As a result,
only those geodesic distance affected by deleted edges will be recomputed in
following steps. Neighbor lists L

KN
are employed to maintain a list of each

point’s K nearest neighors. Points in Li

KN
are ordered by their distance to point

i. The neighbor lists are maintained when each new point is added.

Algorithm 3. Updating Neighborhood Graph
Input: the distance between new point and remaining points dN+1, previous geodesic
distance G

NN

Output: new geometric distance G′
N+1,N+1

, deleted-edge set J

1: for each neighbor list Li

k,N
do

2: if There are less than K elements in list Li

KN
then

3: Insert point N + 1 into list Li

KN
4: else
5: if point N + 1 should be one of point i’s K nearest neighbors then
6: Insert new point N + 1 into list Li

KN

7: Remove last element p from list Li

KN
8: Add edge related to point p into set J
9: end if

10: end if
11: end for

12: Initialize G′ so that G′
N+1,N+1

=

∣∣∣∣∣ G
N,N

dN+1

(dN+1)′ 0

∣∣∣∣∣
13: for each edge eij ∈ J do
14: if point i is one of the neighbors of point j then
15: Remove edge eij and eji from graph G
16: else
17: Exclude edge eij and eji from set J
18: end if
19: end for
20: LN+1

K,N+1
← Point N + 1’s K nearest neighbors

21: for each u ∈ LN+1
K,N+1

do
22: if point N + 1 is one of the neighbors of point u then
23: Add edge eN+1,u and eu,N+1 to G
24: Weight of edge eN+1,u and eu,N+1 ← dN+1,u

25: else
26: Add edge eN+1,u and eu,N+1 to deleted-edge set J
27: end if
28: end for

Alg. 3 involves two parts: updating neighborhood graph related to point
1, ..., N (Line 1-19 ) , and the updating related to (N + 1)th point (Line 20-28).
First, when (N + 1)th point is added, it is likely that it will take the place of
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some other points as one of K nearest neighbors of some point. Second part of
the Alg. 3 performs updating regarding to (N +1)th point. Neighborhood graph
are updated by adding edges between new point to its K nearest neighbors .
Edges that are connecting new point and other far-away points are put into set
J together with other deleted edges.

By using a proper data structure, such as linked list, to maintain Li

K,N+1
,

the time complexity of Alg. 3 is

T1 = O(N(c1 + c2) + Kc3) (1)

where c1 is the cost of determining whether (N + 1)th point should be included
in list Li

K,N+1
(Line 5), c2 is the cost of re-checking each edge in set J(Line 15)

, and c3 is the cost of finding ith nearest neighbor of point N . Note c1, c2 and
c3 all have upper bound K. As a result, the time complexity of Algorithm 3 is
T1 = O(N).

4.2 Updating Geodesic Distance

The algorithm by [1] is employed in this part for updating geodesic distance based
on neighborhood graph and previous geodesic distance (Alg. 4). At First, the
point pairs whose geodesic distances need to be updated are determined. After
this, geodesic distances between point i and j are computed. Using a modified
Dijkstra’s algorithm, high efficiency can be achieved compared to classic Dijkstra
or Floyd algorithm employed by ISOMap [2]. At last, geodesic distances that are
related to new data points are updated.

As for the time complexity of Alg. 4, the worst case bound for the time of
running Alg. 4 is O(N2 log N +N2K), where N is the number of data point and
K is neighbourhood size [1].

Algorithm 4. Updating Geodesic distance
Input: deleted-edge set V, sec : experiment, neighborhood Graph G′, previous geodesic
distance G

NN

Output: new geodesic distance G′
N+1,N+1

, set of moving data points J

1: Find those point pairs whose geodesic distance need to be updated.
2: Updating geodesic distance between point pairs obtained above.
3: Update geodesic distance related to the (N + 1)th point.

4.3 Incremental MultiDimensional Scaling

Our main contribution is the introduction of incremental MDS step extended
from Spring model. We adopt spring model instead of other statistical dimen-
sional reduction techniques due to spring model’s iterative nature. This na-
ture enables an extra data point to be added onto a trained model by ad-
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Algorithm 5. I-MDS for updating point coordinates in feature space
Input: the set of moving points V , neighbor list L

K,N+1
, geodesic distance G

N+1,N+1
,

the previous coordinates of points in feature space Y
mN

Output: the new coordinates of points in feature space Y ′
m,N+1

1: Initialize Y i

m,N+1

′ as Y i

mN
, i=1..., N

2: Initialize Y N+1
m,N+1

′ as Equation( 2);
3: Initialize velocity of each points as 0;
4: for each v ∈ V do
5: for j= 1 to γ1 do
6: update position of point m according to force exerted
7: end for
8: end for
9: for each point i = 1 to N + 1 do

10: for j= 1 to γ2 do
11: update position of point i according to force exerted
12: end for
13: end for

justing the model with only a few additional iterations. By contrast, other
techniques, such as PCA, would require to be re-run its entirety for ongoing
application.

The incremental MDS utilizes Chalmer’s [8] sampling strategy. We shall
show that the proposed method can compute a stable layout of data points
in feature space with good preservation of current geodesic distance. More im-
portantly, the algorithm can finish within linear time by constant number of
iterations.

Estimating Initial Position of New Point. The position of new point
N + 1 should be initialized at the beginning. The initial position of new point is
calculated according to the distance between the point and its neighbors.Firstly,
a point set of size d out of total N points is constructed. The set construc-
tion depends on neighborhood size K and low dimensionality m. If K > m, m
nearest neighbors from the point’s neighbor list is selected; otherwise, another
(m−K) points are selected randomly from non-neighbor points. Let m selected
points be h1, ..., hm, and yhi be the coordinate of point hi in feature space. y0

denotes desirable initial position of new point. y0 can be determined by solving
the following system of equations:

|y
0
− yh1 | = gN+1,h1

|y
0
− yh2 | = gN+1,h2

...

|y
0
− yhd | = gN+1,hd (2)
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Algorithm 6. update position of each point i

Input: neighbor list Li

K,N+1

′, geodesic distance G′
N+1,N+1

, the current point positions
Y

mN
in feature space

Output: the new position Y ′
m,N+1

of point i in feature space

1: Construct Neighborhood set Q from Li

K,N+1

2: Construct Random set R using point randomly chosen from Q (Q = {1, ..., N}−Q)
3: P ← Q ∪ R
4: Initialize total force Fm as 0;
5: for each p ∈ P do
6: F m ← F m + force exerted by point p on point i
7: end for
8: Update velocity of point i according to total Force F

m
9: update position of point i according to its velocity

Updating Positions Iteratively. After estimating the initial position, the
process of position updating involves two stages. At the first stage(Line 4-8), the
positions of points only from set V are updated for γ1 times. Note that set V
records the points whose geodesic distance with others have changed because of
introduction of new data points. By limiting scope of position updating, error
rate is reduced more efficiently than by updating all data points at the same
time. At the second stage(Line 9- 13), γ2 iterations of further updating are on
whole data set to refine the preliminary configuration. Note γ1 should be to
greater than γ2 for the sake of efficiency.

At the both stages, Alg. 6(Line 6 and Line 11) are applied to update position
of each point. Two sets, namely Neighbour Set and Random Set, are constructed.
Neighbor Set Q includes K nearest neighbors of point i; whereas Random Set
R includes fixed number of points randomly drawn from remaining data points.
The two sets compose a pool P , where the force calculation is limited. The
point’s velocity is updated based on to the total force Fm on each point i,
and positions of the points are in turn adjusted. It is interesting that, with
the sampling strategy by Chalmer, fixed number of iterations (γ1 and γ2 ) for
position updating is sufficient in Alg. 5.

The time complexity of Alg. 5 is

T3 = O((m × γ1 + (N + 1)× γ2)× T ′
3) (3)

where m is the size of moving-point set which have upper bound of N , and T ′
3 is

time for updating position of one data, which is O(K + c4). Here, K is the size
of neighborhood, and c4 is the size of random set. As a result, we obtain

T3 = O((N × γ1 + (N + 1)× γ2)× (K + c4)) (4)

Since γ1, γ2, K, and C4 are all constant, the time complexity for I-MDS is
O(N).



472 Y. Tu, G. Li, and H. Dai

5 Experiment

In this section, we present our experiment results on one synthetic data set and
two image data sets. The neighborhood size is set to K = 7. The two iteration
numbers in Alg. 6 are chosen as γ1 = 20 and γ2 = 3 respectively.

The proposed algorithm is tested on the Swiss roll data set [9]. As a starting
point, a batch ISOMap was run, and an initial manifold with 100 data points
was obtained. The geodesic distances and neighbor lists were all recorded as
a base of incremental algorithm. The remaining 900 data points were added
one by one using the proposed I-ISOMap. The final visualization result of the
proposes method can be seen from Fig. 1(c). Comparing this result with that
obtained using batch ISOMap (Fig. 1(b)), we can see these two layouts are
similar.
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Fig. 1. Swiss roll data and Visualization Result

Accuracy - Residual Variance. We use residual variance to estimate accuracy
of our algorithm [2]. Fig. 2(a) show the residual variance of I-ISOMap when data
points are added in random order from 101st samples until we get 1000 samples.
The X-axis of the figure represents the number of added point ranging from
101 to 1000; its Y-axis represents residual variance, reflecting the goodness of
produced layout. The error rate by I-ISOMap is compared with error of batch
ISOMap (Fig 2(b) and Fig 2(c)). Average residual variance by batch ISOMap
and I-ISOMap are 0.2415 and 0.2175 respectively.

The algorithm was run with a Pentium 2.4 GHz PC with 512M memory. Most
of the code was implemented with Matlab. Average time for accommodating
one new data point is 1.55 minutes. It can be seen from the analysis of time
complexity that proposed I-MDS is bound by linear time complexity, which
contributes largely to the efficiency improvement of I-ISOMap.

Computational Time. For further comparison of time efficiency between the
batch ISOMap and I-ISOMap, experiments were also carried out based on Swiss
Roll data set in larger size. Starting from 1000 and 1500 data points respectively,
10 data points are appended one by one. Both time and residual error with I-
ISOMap and baseline ISOMap are shown in Table 1. In the table, time for the
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Table 1. Comparison of time and residual error on a large data set

1001st ∼ 1010th point 1501st ∼ 1510th point

Time (min) AvgError Time (min) AvgError
Batch 1.8 0.002 9.1 0.001
I-ISOMap 1.2 0.002 2.5 0.001
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(a) Residual variance
for Swiss roll data set
by batch ISOMap
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(b) Residual variance
for Swiss roll data set
by I-ISOMap
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Fig. 2. Error for Swiss roll data set using batch ISOMap and I-ISOMap

batch version is the time for computing configuration of 1000 and 1510 data
points; whereas time for I-ISOMap is average time when 1001st to 1010th and
1501st to 1510th data points are appended. The result shows that I-ISOMap
only spent roughly 1.3 more minutes for adding 1501th point than adding the
1001st point. Meanwhile, both version results in similar residual errors. This
suggests the I-ISOMap is able to incorporate previous configuration efficiently
when more data are available lately.

Image Data. We further test the proposed I-ISOMap using one digit image
set [10], which are typically of high dimensionality. It includes 1000 binary images
of digits from ’0’ to ’9’ at 16× 16 resolution. The dimension of the digit images
is reduced to d = 7 in following experiments.
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Fig. 3. Error for digit images using batch ISOMap and I-ISOMap
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Again, we start with 101th data points based on result of batch version using
100 data points. The residual variance by batch ISOMap, I-ISOMap and compar-
ison of error on digit images are shown in Fig. 3(a), Fig. 3(b) and Fig. 3(c). The
figures reveal that the result with batch and incremental ISOMap are comparable
on accuracy. Average residual variance of 900 points by batch and incremental
algorithm on digit images are 0.0835 and 0.0929 respectively.

6 Conclusion

We have extended ISOMap into an incremental algorithm, I-ISOMap, for di-
mensional reduction and visualization. I-ISOMap can accommodate new coming
data in a few constant number of iterations, and generates a stable layout em-
bedding in a lower dimensional space. Compared with ISOMap, the proposed
I-ISOMap is more efficient, and can produce comparable layout to that by batch
ISOMap. The efficiency of our method is mainly gained from the iterative nature
of Spring model. In comparison to earlier work in [1], our method further reduce
time complexity to O(N) instead of quadratic time complexity in MDS step.
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Abstract. The number of accessible Web pages has been growing fast on the 
Internet. It has become increasingly difficult for users to find information on the 
Internet that satisfies their individual needs. This paper proposes a novel 
approach and presents a prototype system for personalized information retrieval 
based on user profile. In our system, we return different searching results to the 
same query according to each user’s profile. Compared with other personalized 
search systems, we learn the user profile automatically without any effort from 
the user. We use the method of support vector machine to construct user profile. 
A profile ontology is introduced in order to standardize the user profile and the 
raw results returned by the search engine wrapper. Experiments show that the 
precision of the returned web pages is effectively improved. 

1   Introduction 

Web search engine plays an important role in information retrieval on the Internet.  
However most search engines return the same results to the same query not caring 
about whom the query is from. In other words, the existing search engines do not take 
the user’s profile into account, which in some extent cause lower precision in 
information retrieval. In order to solve this problem, several approaches applying data 
mining techniques to extract usage patterns from Web logs are put forward. However, 
most of these approaches ask users to construct their individual profile either 
manually or semi automatically which makes the user profile construction an energy 
consuming task. How to construct the user profile automatically without any effort 
from the user is becoming a significant problem to be solved. Therefore, in this paper, 
we propose a method that can be used to obtain user profile automatically according 
to user’s recently accessed documents. The constructed user profile can then be used 
to adapt the user’s query results to his need. We use the method of Support Vector 
Machine (SVM) to construct the user profile based on the profile ontology. Search 
Engine Wrapper (SEW) collects the user’s queries and passes them to several search 
engines. The Raw Results returned by those search engines are processed according to 
user profile and each result is given a score to form a ranked list. 
                                                           
*  This work was supported by Nature Science Foundation of Anhui Province (No.050420305) 

and National “973” project (No. 2003CB317002). 
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The rest of this paper is organized as follows: In Section 2, we review related work 
focusing on personalized search system. In Section 3, we propose our approach of 
constructing user profile automatically from user’s recently accessed documents 
based on profile ontology. We describe the whole query process of returning different 
results according to user’s individual profile as well. In Section 4, we present the 
experimental results for evaluating our proposed approaches. Finally, we conclude the 
paper with a summary and directions for future work in Section 5. 

2   Related Work 

Standard search engines, Google, Yahoo, for example, do not take the user’s 
individual interest into account. To solve this problem, several types of search 
systems that provide users with information more relevant to their individual needs 
have been developed. A novel approach to enhance the search engines by retrieving 
the semantic content of a page and by comparing it to the one specified by the user 
itself is proposed in [1]. In [3], the integration of agent technology and ontology is 
proposed as a significant impact on the effective use of the web services. But in most 
of these systems, users have to register personal information beforehand or to provide 
feedback on relevant or irrelevant judgments. The OBIWAN system [6], for example, 
asks the user to submit a hierarchical tree of concepts that represents their view of the 
world. These types of registration can become energy consuming for users. Therefore, 
this paper proposes an approach to construct user profile automatically using SVM 
based on user profile ontology. The constructed user profile can be used by SEW to 
analyze the web pages returned by several standard search engines. 

3   System Architecture 

Figure 1 presents a high level view of the proposed architecture for user profile 
constructing, updating and query processing. 

The user is asked to submit keywords to the system by means of a graphical user 
interface the same as the ordinary search engines. His query is submitted to several 
standard search engines by SEW. The returned searching results are collected as Raw 
Results. Then each page is analyzed and scored by Document Processor based on the 
user profile. The user profile is constructed using SVM classifier based on the profile 
ontology. The construction process involves two phases: classifying user’s recently 
accessed documents and constructing user profile vector. Both of these two phases are 
implemented without any effort from the user. 

3.1   Constructing User Profile 

In our system, user only has to provide a directory in which there are some documents 
he is interested in. These documents can be the resources downloaded recently from 
the internet or the materials written by him. We provide a profile ontology organized 
as a hierarchy tree with its leaves as the elementary categories. The documents given 
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Fig. 1. Framework of Personalized Search System with User Profile 

in the user directory are classified into those elementary categories. We do not use the 
method of clustering because using classification we can easily find the relationships 
between every two interest categories in the hierarchy tree during the retrieval process 
and we can obtain a relatively normalized user profile vector. In our system, we aims 
at maximally automating the process of user profile construction to significantly 
reduce the cost of users. So we can not ask users to give us a lot of documents. We 
choose SVM as the classification method to map the document feature space to the 
user profile space because SVM has overwhelming effect in learning from small 
training sets.  

3.1.1   Using Latent Semantic Indexing for Dimension Reduction 
The documents in the user document collection are represented by a term-document 
matrix, which contains the values of the index terms t occurring in each document d. 
We denote m as the number of index terms in a collection of documents and n as the 
total number of documents. Formally, we let M denote a term-document matrix with n 
rows and m columns and let wi,j be an element (i, j) of M. Each wi,j is assigned a 
weight associated with the term-document pair (di, tj), where di (1  i  n) represents 
the i-th document and tj  (1  j  m) represents the j-th term. For example, using a tf-
idf representation, we have wi,j= tf(ti-di)idf(tj). Thus, given the values of wi,j, the term-
document matrix represents the whole document collection. 

Generally the matrix is very sparse because there are so many terms in the 
document collection. We use the method of Latent Semantic Indexing (LSI) [7, 8] to 
delete the terms with lower expressive force. LSI is an approach that maps documents 
as well as terms to a representation in the so-called latent semantic space. It usually 
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takes the high dimensional vector space representation of documents based on term 
frequencies as a starting point and applies a dimension reducing linear projection. The 
specific form of this mapping is determined by a given document collection and is 
based on a Singular Value Decomposition of the corresponding term/document 
matrix. In our system, we use LSI for dimension reduction. We use the dimension 
reduced matrix M’ as the input for SVM method to construct the user profile. 

3.1.2   Using SVM to Construct User Profile Based on Profile Ontology 
In our system, we provide a profile ontology referenced from Yahoo directories to 
standardize user’s interests. It is represented as a hierarchy tree. We use M’ as the 
input of the SVM method and the leaves as the given categories. SVM has shown 
outstanding classification performance in practice. It is based on a solid theoretical 
foundation-structural risk minimization [10]. The decision function of an SVM is f(x) 
= <w•x>, where <w•x> is the dot product between w (the normal vector to the 
hyperplane) and x (the feature vector representing an example). The margin for an 
input vector xi is yif(xi) where yi {-1,1} is the correct class label for xi. Seeking the 
maximum margin can be expressed as a quadratic optimization problem: minimizing 
<w•w> subject to yi(<w•xi>+b) 1, ∀ i. When positive and negative examples are 
linearly inseparable, soft-margin SVM tries to solve a modified optimization problem 
that allows but penalizes the examples falling on the wrong side of the hyperplane.  

We use SVM to classify the documents in the user given document collection into 
the elementary categories. The number of documents in each category is labeled as 
each leave’s weight in the tree data structure. We obtain the other nodes’ weight in 
the tree by making each node’s weight equaling to the sum of its sub nodes’ weight. 
Thus all the nodes in the tree have their weights for describing their relative 
importance in the user profile. We choose the n biggest nodes to be normalized to 
form the user profile vector. 

The algorithm of user profile construction is shown in Fig. 2. In the algorithm, the 
user profile structure is represented as a hierarchy tree. Suppose it has r nodes totally, 
including k leaf nodes, which are sub1, sub2, …, subk  from left to right. Every node 
has the attributes of w and w’, w is the weight, and w’ is the temporary weight for 
updating. The user document collection D has been classified into the elementary 
categories using SVM. For leaf nodes sub1, sub2, …, subk, there are d1, d2, …, dk 
documents respectively. The total number of documents in D is d=d1 + d2 + …+ dk. 

3.4   Processing the User’s Queries 

The user submits a query to our system through graphical user interface. SEW 
submits the user’s query to several standard search engines. The returned pages are 
preprocessed before downloading to form the Raw Results. Then each page is 
classified into the elementary categories and scored according to its similarity to the 
user profile by Document Processor. We present the results to the user in the 
descending order of score. The algorithm of page scoring is as follows: 
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Fig. 2. Algorithm of User Profile Construction 
 

Fig. 3. Algorithm of Scoring a Web Page P Returned by SEW 

3.5   Updating User Profile According to User’s Queries 

During the page scoring process each node’s w’ is calculated. We compare the 
maximum of w’ with the minimum weight of the user profile vector items. The bigger 
one will be included in the user profile vector. The user profile updating algorithm is 
as follows: 
 

Algorithm 1 - User Profile Construction 
Input: Profile Tree T 

Output: User Profile Vector U 

(1)Traverse the profile tree from leaf to root 
(2)for each nodei,1  i  r do begin 
     if (nodei is subj) 
       nodei.w = dj 
     else 

       nodei.w = node
=

ni

j 1

i.childj.w, where ni is the  

       number of child nodes of nodei 
   nodei.w’= nodei.w 
   end 
(3)Sort node1,node2,...,noder in the descending order  
   of weight 
(4)Get (l1,v1),(l2,v2),...,(ln,vn) of the first n  
   nodes from node1,node2,...,noder, li is the  
   category of the node, and vi is the weight 
(5)U={(l1,w1),(l2,w2),...,(ln,wn)},  

   (li,wi)=(li,vi/ ),1  i  n,  

   U is user profile vector. 
=

n

k
kv

1

Algorithm 2 - Scoring Page P Returned by SEW 
Input: Page P 

Output: Score for P 

Use SVM to classify the returned page P. Suppose P 
belongs to lq with the probability probq, lq is the 
category of leaf subq,1  q  k.  
(1)if (lq=li, li is one category in U,1  i  n)  
     Score (P) = wi * probq 
   else if (∃ nodea,la=lj,lj is one category in U,  
   1  j  n(nodea is the ancestor of subq))  
     Score (P) = wj * probq 

   else 
     Score (P) = 0 
(2)From subq to the root, update w’ of each node using 
   the same method as calculating w. 
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Fig. 4. Algorithm of User Profile Updating 

4   Experiment and Results 

We provide an ontology in a tree hierarchy of 5 layers and 16 leaf nodes as the basis 
for user profile construction. We use C-SVC in LIBSVM [11] as the SVM tool and 
choose RBF as the kernel function. Our SVM model is trained by the categories and 
the corresponding documents referenced from yahoo directory. As to the main 
parameters in SVM, we set  = 0.15 and C = 100. 

In this paper we give two users as an example to analyze the performance of our 
system. Their interests are different from each other. User A is a young girl. User B is 
a forty-years-old man. We do not know their interests explicitly. They both are asked 
to provide a directory. User A gave us a directory including 32 documents in her 
interesting field. User B provided us 48 documents. We parse the documents and 
represent User A’s and B’s documents as Matrix A and Matrix B. After dimension 
reduction we use the trained SVM classifier to classify those documents. User A’s 
documents are classified into 6 categories. They are travel, food, TV, movie, digital, 
and animal. We calculate the weight of each node in the hierarchy tree and choose 4 
nodes as her interesting field according to the nodes’ weights. To avoid the profile 
vector being too general, we do not choose the nodes in the first two layers and we 

Algorithm 3 – Updating User Profile 

Input: Initial User Profile Vector, m representing the number of pages we want to use 

for updating 

Output: Updated User Profile Vector 
(1)Sort the returned pages in the descending order of 

Score. 
(2)If there are only m’ pages whose Score>0 and m’<m 
     m = m’. 
(3)Get the first m pages P1...Pm. 
(4)if m > 0 

{ 
for each Pi,1  i  m 
    Suppose Pi’s category is lj in U, update (lj,wj)  
  with (lj,wj’)  

} 
else 
{ 

Suppose w=min{wi|1  i  n},and its corresponding 

     category l {l1,l2,...,ln}, pmax is the page 
             whose weight is maximum, wmax is the weight of  
             pmax, and lmax is the corresponding category.  
  if wmax > w  
       (lmax,wmax) (l,w)  
      } 
(5)U={(l1,w1),(l2,w2),...,(ln,wn)},  

   (li,wi)=(li,wi/ ),1  i  n 
=

n

k
kw

1
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choose the child node instead of the parent node if their weights are equal. The 4 
nodes from user A are TV, food, animal and travel. Her profile vector is constructed 
as {(‘TV’, 0.375), (‘food’, 0.281), (‘animal’, 0.219) (‘travel’, 0.09)} using the 
algorithm above. User B’s documents are classified into 8 categories as automotive, 
plant, travel, painting, tea, god, Internet and photography. His profile vector is 
constructed as {(‘plant’, 0.313), (‘automotive’, 0.188), (‘Internet’, 0.146), 
(‘astronomy’, 0.104)}. Each user enters 5 queries. They are “spider”, “bean”, “mars”, 
“jaguar” and “huang mountain”. Take the query “spider” for an example: Spider is the 
name of a type of arthropods and also a type of search engine. From the two users’ 
interests, we know User A may want to learn some knowledge of the arthropod 
spider, as she is interested in animal. User B may want to learn the knowledge of 
spider search engine. Obviously, they have distinct intent although they enter the 
same query. Using standard search engines, they will obtain the same returned pages. 
As to the last query “huang mountain”, generally we mean the Mountain itself. But 
the ordinary search engines will return various pages such as huang mountain tea as 
the tea from Huang Mountain is as noted as the Mountain itself.It is the same with the 
other queries. 

We give our results comparing with some standard search engines in Table 1 and 
Table 2 (the size of profile vector is 4). Results are reported in the form x1/10 and 
x2/30: x1 represents the number of relevant links found in the first result page and x2 
represents the number of relevant links found in the first three result pages (10 links 
per page). Investigation demonstrates that users only care about the first 30 links.  

The column R reports recall of each query and the column P reports the precision 
of each query in our system. R and P are defined as: 

R = Numc / Numt . (1) 

P = Numc / Numr . (2) 

Where Numc denotes the number of correct pages returned by our system, Numt 
denotes the total number of correct pages in the first 50 links returned by Google and 
Yahoo each, and Numr denotes the number of relevant pages returned by our system. 

BK is a composite measure proposed by Borko. (BK = P+R-1) We use it to reflect 
the influence of the varying size of profile vector to our system. In our experiment, 
the size of profile vector changes from 3 to 5. 

We can see * in the row of the query “huang mountain” of User B. It is because 
huang mountain does not belong to any category in the user profile vector. We can 
not decide whether the returned results are relevant to his interest or not.  

Table 1. Results returned by our system comparing with Google and Yahoo for User A 

Google Yahoo Our System query 
 

X1/30 X2/10 X1/30 X2/10 X1/30 X2/10 

R P BK 

spider 10/30 2/10 7/30 1/10 10/30 4/10 71.4% 76.9% 0.483 
bean 4/30  3/10 4/30 5/10 6/30 6/10 75% 64.5% 0.395 
mars 2/30 2/10 1/30 0/10 2/30 2/10 66.7% 50% 0.167 
Jaguar 5/30 1/10 4/30 2/10 8/30 5/10 66.7% 61.5% 0.282 
Huang 
mountain 

22/30 7/10 19/30 6/10 24/30 8/10 80% 82.8% 0.628 
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Table 2. Results returned by our system comparing with Google and Yahoo for User B 

Google Yahoo Our System query 
 

X1/30 X2/10 X1/30 X2/10 X1/30 X2/10 

R P BK 

spider 2/30 4/10 2/30 2/10 6/30 4/10 40% 66% 0.06 
bean 6/30  3/10 7/30 1/10 8/30 4/10 80% 63.3% 0.433 
mars 8/30 8/10 9/30 10/10 12/30 10/10 66.7% 70.1% 0.368 
Jaguar 5/30 6/10 4/30 6/10 8/30 7/10 80% 70.1% 0.501 
Huang 
mountain 

*         

From Figure 5 and Figure 6 we can see that the results returned by our system have 
higher precision than Google and Yahoo based on a small training set.   

Let us see the difference of the returned results when the size of profile vector n 
changes. If n equals 3, user A’s profile vector is {(‘TV’, 0.375), (‘food’, 0.281), 
(‘animal’, 0.219)}. The results are the same as in table 1 except for the query “huang 
mountain”. The row of “huang mountain” must be remarked as “*” because “travel” 
is not included in the user’s profile. And it is the same with user B’s third query 
“mars” as User B’s profile vector is {(‘plant’, 0.313), (‘automotive’, 0.188), 
(‘Internet’, 0.146)}. If n equals 5, user A’s profile vector is {(‘TV’, 0.375), (‘food’, 
0.281), (‘animal’, 0.219), (‘travel’, 0.093), (‘digital’, 0.031)}. The results do not 
change because all the returned pages have low probability to be categorized to the 
new category “digital”. User B’s profile vector is {(‘plant’, 0.313), (‘automotive’, 
0.188), (‘Internet’, 0.146), (‘astronomy’, 0.104), (‘travel’, 0.083}. Since the 
categorization “travel” is included in his profile, the fifth query “huang mountain” 
will have the same results as in Table 1. 

Each query has a BK value and we calculate the average value in Table 3. We use 
this composite measure to consider the recall and precision change of our system 
while the size of profile vector n changes. From Table 3 we can see that our system 
has better performance with the augment of n. It is because our system has more 
information to be based on to choose the appropriate pages. However n can not be too 
big because it will make the profile too general and the computation too complex. We 
must choose the appropriate n according to the scale of the ontology. 

 

 

Fig. 5. Results returned by our system comparing with Google and Yahoo for User A 
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Fig. 6. Results returned by our system comparing with Google and Yahoo for User B 

Table 3. BK value of our system with different size of profile vector n 

n BK of User A BK of User B 
3 0.348 0.287 
4 0.391 0.341 
5 0.391 0.398 

5   Conclusion and Future Work 

In this paper, we presented the idea of constructing user profile automatically and 
using it for personalized information retrieval on the Internet. This was accomplished 
based on a profile ontology. We use SVM as the method of categorization to process 
the user given document collection and also the web pages returned by the Search 
Engine Wrapper. Compared with other systems, we release the user from building 
personal profile by themselves or spending time interacting with the system. The 
results of our experiment show that the precision of the returned web pages is 
effectively improved. Since this paper focuses on the content-based personalized 
information retrieval, in the future, we can consider about integrating this with 
collaborative methods. We can also combine user’s long-term interest with short-term 
interest to update user profile more effectively.  
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Abstract. In this paper, we propose a taxonomy for knowledge-oriented 
question, and study the machine learning based classification for 
knowledge-oriented Chinese questions. By knowledge-oriented questions, we 
mean questions carrying information or knowledge about something, which 
cannot be well described by previous taxonomies. We build the taxonomy after 
the study of previous work and analysis of 6776 Chinese knowledge-oriented 
questions collected from different realistic sources. Then we investigate the new 
task of knowledge-oriented Chinese questions classification based on this 
taxonomy. In our approach, the popular SVM learning method is employed as 
classification algorithm. We explore different features and their combinations 
and different kernel functions for the classification, and use different 
performance metrics for evaluation. The results demonstrate that the proposed 
approach is desirable and robust. Thorough error analysis is also conduced. 

1   Introduction 

Question classification is a process of identifying the semantic classes of questions and 
assigning labels to them based on expected answer types. It plays an important role in 
Question Answering (QA) system. It would be used to reduce the search space for 
answers, and also can provide the information for downstream processing of answer 
extraction [1, 2, 3].  

Nowadays the question type taxonomies for fact-based and task-oriented [4] 
questions are well studied. However, we find that previous taxonomies can not meet the 
requirements of knowledge-oriented questions. By knowledge-oriented questions, we 
mean questions carrying information or knowledge about something, which are more 
realistic and more comprehensive. For example, "Why can Bill Gates be the richest 
person in the world?" and "What is the difference between face-based questions and 
task-oriented questions?" are knowledge-oriented questions.  As we studied, further 
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researches are needed for question taxonomy for the following three reasons. Firstly, 
previous taxonomies can’t cover nearly 30% realistic questions based on our survey. 
Secondly, the different criterions between taxonomies make question classification 
more difficult. Fact-based questions are distinguished by semantic type. While 
Task-oriented questions usually are classified by their degree of knowledge.  Thirdly, 
these taxonomies overlapped partially. It is worthwhile to work on the construction of a 
uniform taxonomy for knowledge-oriented questions 

Knowledge-Oriented question classification is a new task. Previous work has been 
conducted on the automatic question classification task for fact-based questions in 
English, Japanese, and other kind of languages. But how to conduct the automatic 
classification for knowledge-oriented questions is still a problem. Moreover, 
classification for Chinese questions is more challenge than it in other languages for the 
complexities of Chinese. It is worthwhile to investigate this problem. 

In this paper, we propose a taxonomy consists of 25 coarse classes for 6776 Chinese 
knowledge-oriented questions collected from different realistic sources. Previous 
taxonomies are well organized into this uniform architecture. Then we study the 
automatic classification problem for knowledge-oriented Chinese questions. In our 
approach, we manually annotate training questions in the collected data set and take 
them as training data, train machine learning models, and perform question type 
classification using the trained models. We explore different features and their 
combinations and different kernel functions for the classification, and use different 
performance metrics for evaluation. The results demonstrate that the proposed 
approach is desirable and robust. Thorough error analysis is also conduced. 

The rest of the paper is organized as follows. In Section 2, we introduce related 
work, and in Section 3, we show the building of knowledge-oriented question 
taxonomy. Section 4 describes our method of automatic classification for 
knowledge-oriented questions. Section 5 gives our experimental results and analysis of 
misclassification cases. Section 6 summarizes our work in this paper. 

2   Related Work 

Several question taxonomies for classification have been proposed till now. Wendy 
Lehnert [5] proposed a conceptual taxonomy for questions. ISI built a taxonomy with 
94 classes of questions [6]. Li and Roth [7] simplified the taxonomy of ISI and 
construct a taxonomy for face-based questions in TREC QA system. This taxonomy is 
consists of 6 coarse grained classes and 50 fine grained classes. It’s followed by many 
researchers as standard in the research work. Suzuki, et al [8], proposed a similar 
taxonomy for Japanese fact-based questions. 

The above taxonomies mainly focus on the fact-based questions. For task-oriented 
questions, Bloom’s taxonomy is used [9]. Bloom’s taxonomy consists of six categories 
namely knowledge, comprehension, application, analysis, synthesis and evaluation. 
This taxonomy is to reflect the degree of knowledge that students mastered during their 
study. And questions in this taxonomy are partially overlapped with questions in 
fact-oriented taxonomies.  

Approaches for QC fall into two categories, rule based approach and machine 
learning based approach.  
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Singhal et al. [10], used hand craft rules for questions classification. The rule based 
approach can achieve good performance if the rules were well defined. But 
unfortunately, it has many disadvantages such as it’s difficult to be constructed and 
adapted to new taxonomy or new dataset.  

Li and Roth introduced machine learning algorithm in their question classification 
task and took syntactic and semantic information as features. Zhang et al [11], used 
SVM as algorithm for classification in the same task and a special tree kernel was 
developed to improve the performance. Suzuki et al [8], addressed the Japanese 
question classification problem in the similar way. The main difference is that they 
designed a HDAG kernel to combine syntactic and semantic features. To verify the 
robust of machine learning approaches, Metzler et al [12], investigate the question 
classification problem in different data sets and different questions with different 
question classification standards. They all obtained desirable results of classification. 

Previous work shows that machine learning based approaches works well in 
fact-based question classification. However, to the best of our knowledge, no related 
work on the classification of knowledge-oriented questions has conducted.  

3   Taxonomy Building for Knowledge-Oriented Question  

Based on previous work and analysis of many questions collected from different 
realistic sources, we construct a knowledge oriented question taxonomy. 

In out dataset, 6776 questions were collected from three different realistic sources. 
The first source is the database of our QA system for e-learning [13]. More than 1500 
questions came from this source. The second source is the open Web. More than 1000 
questions were selected from FAQ, forum, mail list, and other Web pages in internet. 
These questions involve various topics, such as government documents, programming 
skills, introduction of products, etc. The third source we used is the large corpus named 
CWT100g (the Chinese Web Test collection with 100 GB web pages). This corpus is 
provided by network group of Peking University in China [14]. The rest questions in 
our data set are all extracted from this corpus by heuristic rules and filtered by hand. 
The questions which carry no information were ignored. For example, question “And 
then?” is the ignored case. 

Table 1. Distribution of 6776 questions in taxonomy for knowledge-oriented questions 

Name Perc. Name Perc. Name Perc. 
degree 0.010 purpose 0.009 choice 0.021 
place 0.021 distinction 0.016 evolution 0.009 

definition 0.063 person 0.049 application 0.007 
method 0.209 time 0.018 theory 0.005 

classification 0.011 entity 0.073 reason 0.162 
relation 0.014 yesno 0.112 attribute 0.026 
attitude 0.018 number 0.026 function 0.013 

structure 0.008 condition 0.024   
description 0.065 position 0.011   
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Table 2. Example of knowledge-oriented questions with question types 

Type Example 
method How to resolve this problem? 
place Where is the capital of China? 

degree How hot is the core of the earth? 
relation What is the relation between TCP and UDP? 
purpose What is her purpose to do this? 

Although many question taxonomies are organized as hierarchy, we only consider 
the coarse grained classes of knowledge-oriented question taxonomy in this paper. The 
taxonomy we build is based on the semantic analysis of questions. The distribution of 
questions in the building taxonomy is shown in table 1 (Perc. means percentage).Table 
2 shows some examples in this taxonomy. 

From table 1 and table 2 we can find more than 20% questions are talking about the 
process of doing something. They called task-oriented questions. And about 50% 
questions are fact-based questions such as type ‘place’. But their distribution is quite 
different from that in TREC. And we can also find that there are nearly 30% questions 
which can be included in neither fact-based nor task-oriented questions taxonomy such 
as ‘relation’. It shows that our work is necessary in some sense. 

The meanings and ranges of question types in our taxonomy are quite different from 
those in other taxonomies. We keep some fact-based questions in our taxonomy the 
same as them in taxonomy proposed by Li and Roth. But some types are redefined. For 
example, we split the ‘number’ classes in Li’s taxonomy into three classes, namely, 
‘time’, ‘number’ and ‘degree’. And some classes in conceptual taxonomy and Bloom’s 
taxonomy are also considered in our taxonomy such as class ‘cause’ and ‘purpose’.  

4   Question Classification for Knowledge-Oriented Chinese 
Questions 

Previous work on question classification can fall into two categories, rule based 
approach and machine learning based approach. We used machine learning approach in 
knowledge-oriented Chinese questions classification in this paper. Machine learning 
approach outperforms rule based approach for several reasons. Firstly, the construction 
of rules is a tedious and time consuming work. Secondly, it’s difficult to weight the 
importance of each rule by hand. Thirdly, the consistence between rules is difficult to 
keep especially while the question taxonomy is expanded. Fourthly but not lastly, the 
rules can not be adapted to new taxonomy or new domain conveniently. Machine 
learning based approach can overcome this difficulty well. 

Question classification is the same as text classification in some sense. Although it’s 
difficult to distinguish the semantic difference between questions, we can consider 
question classification as text classification problem and take advantage of experience 
of them after advance analysis of questions. 
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4.1   Outline 

Question classification based on machine learning consists of training and prediction. 
In learning, the input is sequence of questions with corresponding question type. We 

take labeled questions in the sequences as training data and construct models for 
identifying whether a question has a correct question type. One-against-rest strategy is 
used for model training. 

In prediction, the input is questions with unknown question types. We employ 
models for every specific question types to identify whether a question has such 
semantic type. We can take the type with maximum output score as final result we are 
desired. 

4.2   Features 

4.3   Algorithm 

SVM perform state-of-art in text classification and are confirmed helpful to fact-based 
question classification [11]. So we chose SVM as algorithm in our knowledge-oriented 
question classification scenario.  

A classification task usually involves with training and testing data which consist of 
some data instances. Each instance contains one classes labels and some features. The 
goal of classification is to produce a model which predicts class labels of data instance 
in testing set which are given only the features. Support Vector Machines are such 
discriminative model. The SVM is the form of f(x)=<w·x>, where <w·x> is the inner 

The following are features used in our approach. The former three features are syntactic 
and the later one is semantic. 

SingleWord: This feature consists of bag-of-words. Some words which are taken as 
stop words in some tasks are really helpful for question classification, such as ‘what’, 
‘consist’, ‘reason’, and so on. 

BigramWords: All two continuous word sequences in the question. For example, 
combination of ‘ (definition)’ and ‘ (is)’ will be useful for identifying the 
definition questions. 

WordAndPos: Combination of word and POS (part of speech tag) of two continuous 
words. For example, in sequence ‘ /n /v ( definition/n is/v )’ the WordAndPos 
features are ‘ v’ and ‘n ’. It will be related to ‘ /n /v ( definition/n is/v )’ by 
feature ‘ v’. This is a useful feature in our approach since many Chinese words 
have the similar meaning when they are similar in structure. 

Semantic: WordNet like semantic information.  
Semantic information we used here are derived from HowNet, a Chinese version 

semantic dictionary [15]. The HowNet consists of several categories of semantic 
information such as event, entity, attribute, quantity, and so on. In each category 
meta-semantic elements are organized as a tree. Different word perhaps contains the 
same types of meta-semantic elements. For example, the word ‘definition’ contains the 
semantic of ‘information/ ’ as well as the word ‘concept’ It means that these two 
words are similar in semantic although they are different.  
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product between input feature vector and the weight vector of features. The class label 
will be positive if f(x) > 0 otherwise the label will be negative.  

The main idea of SVM is to map input feature space into a higher dimensional space 
and select a hyperplane that separates the positive and negative examples while 
maximizing the minimum margin. Given a training set of instance-label pairs (xi,yi), 

i=1,…,l in which n
i Rx ∈  and l}{1,-1y i ∈ , the SVM conduct the optimization 

problem as the following [16]:  
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Here training vectors of xi are mapped into a higher dimensional space by the function 
(xi). And the penalty of minimization of structure risk is controlled by parameter C > 
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basic kernels in our experiments. 

linear:  

polynomial: 
 

radial basis function (RBF): 
 

sigmoid:  

Here, γ, r , and d are kernel parameters. 
We used SVM light which is implemented by Joachims[17] in this paper. 

5   Experimental Results and Error Analysis 

5.1   Data Set and Evaluation Measures 

As mentioned in section 3, we used the dataset consists of 6776 Chinese questions 
collected from three different sources. We call the data set as CKOQ (Chinese 
Knowledge-Oriented Questions) in the following. The characteristic of these questions  

 
Table 3. Difference between CKOQ and TREC questions 

Name CKOQ TREC 
Language Chinese English 
Question Style Knowledge-oriented Fact-based 
Length of sentence (count by words) 12.62 9.98 

    Average vocabulary for each question 1.74 1.51 

.),( j
T

iji xxxxK =

.0,)(),( >+= γγ d
j

T
iji rxxxxK

.0),exp(),(
2

>−−= γγ jiji xxxxK

).tanh(),( rxxxxK j
T

iji += γ



 Taxonomy Building and Machine Learning Based Automatic Classification 491 

 

are different from TREC questions. For TREC questions, we mean the 5952 fact-based 
questions used by Li and Roth. Table 3 shows the difference of characteristic between 
questions in CKOQ and TREC. We see that the knowledge-oriented questions are quite 
different from those in TREC. Questions in CKOQ are more complicated than in 
TREC. 

In our experiments, we conducted evaluations in terms of accuracy. Given a set of N 
questions, their corresponding semantic types, and a ranked list of classification results, 
the evaluation measures can be defined as follows: 

 
(2) 

Where δ  is the Kronecker delta function defined by: 

 
(3) 

And irank  means the rank of correct type in the results list returned by classifiers. 

One purpose of question classification is to reduce the search space of answers. 
However, the metric defined above only consider accuracy of the first result. To 
investigate the credit as long as the correct semantic type given by classifier is found 
anywhere in the top n ranked semantic types, we used another less common but 
generalized version of accuracy in this paper. It is defined as: 

 
(4) 

It is the relaxed version of accuracy in top m. A system taking use of the generalized 
accuracy of question classification will improve the performance of answer retrieval in 
some sense. For example, if the accuracy of question classification in one system is 

7.01 =≤P  and 9.02 =≤P  respectively, it’s desirable to consider the top two types of 

question classification. Although more noise answers will be retrieved, it will improve 
the overall performance of the system.  

5.2   Comparison Between Different Features and Feature Combinations 

We investigated how features perform respectively and how their combinations work. 
Table 4 to Table 5 shows the experimental results. The kernels mean kernel function of 
SVM described in section 4.3. In table 4, we can find the feature WordAndPos 
performs better than other features even than BigramWord. This indicates the 
usefulness of combination of continuous words and POS tags. The semantic 
information itself can achieve more than 60 percentage accuracy in question 
classification. And we observed that the accuracy of correct question type in top 2 
returned results is nearly 10 percentages than in top 1.  
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Table 4. Performance of SVM with different features and kernels 

WordAndPos BigramWords SingleWord Semantic Feature 
Kernel 

1≤P 2≤P 1≤P 2≤P 1≤P 2≤P 1≤P 2≤P
Linear 0.703 0.800 0.651 0.755 0.679 0.736 0.625 0.757 

Polynomial 0.700 0.796 0.647 0.749 0.642 0.773 0.626 0.761 

RBF 0.700 0.798 0.649 0.750 0.326 0.469 0.631 0.761 

Sigmoid 0.532 0.634 0.532 0.634 0.448 0.526 0.520 0.652 

Table 5. Performance of SVM with different features combinations and kernels 

WordAndPos +BigramWords + SingleWord +Semantic Features 
Kernel 

1≤P  2≤P 1≤P 2≤P 1≤P 2≤P 1≤P 2≤P
Linear 0.703 0.800 0.753 0.849 0.741 0.832 0.720 0.825 

Polynomial 0.700 0.796 0.752 0.850 0.671 0.787 0.658 0.777 

RBF 0.700 0.798 0.749 0.847 0.274 0.428 0.231 0.390 

Sigmoid 0.532 0.634 0.466 0.544 0.469 0.548 0.457 0.511 

Table 5 shows the performance of features combinations. Each column with ‘+’ 
before the feature means the incremental features based on the former feature 
combination. For example, the last column with features ‘+Semantic’ means the 
features combination of ‘WordAndPos+BigramWord+Word+Semantic’. To our 
surprise, the adding of the last two features, Word and Semantic, will harm the 
performance. We see from table 4 that the top 2 features are WordAndPos and Word. 
But when we conduct the experiment of features combination of these two features, we 
find the experimental result is less than that in the combination of WordAndPos and 
BigramWord. And when we add the feature ‘Word’ based on the former combination, 
the result becomes worse. The reason mainly lies in the comprehension of 
knowledge-oriented questions and the dirty data. Too many unrelated words will harm 
the performance of question classification. 

5.3   Comparison Between Different Kernels of SVM 

We conduct the experiments to show how different kernels of SVM perform. The 
experimental result is shown in table 4 to table 5. All the parameters of SVM are set as 
default. Although the kernel of sigmoid works worst, there are no significant 
differences between the former three kernels. That is to say, the result is consistent and 
machine learning approach we proposed in this paper is robust. 

5.4   Error Analysis and Discussion 

We conduct an error analysis on the results of SVM with linear kernel and feature 
combination of WordAndPos and Bigram, which is the best result in our approach. We 
found that the errors mainly fell into three categories.  
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5.4.1   Ambiguous Labeled Data  
Although we build a taxonomy for knowledge-oriented questions carefully, there are 
still some problems in the data set. Firstly, some questions are difficult to label without 
context information. For question “ (Did you know where is 
Beijing?)”, the type of it will be ‘location’ if it is asked by a traveler. But if this question 
appears in a questionnaire which only want know how people are familiar with Beijing, 
it become a ‘YesNo’ question. Secondly, there are maybe more than one question types 
for a question. Thirdly, questions in our dataset are more realistic than those in TREC. 
Some time it’s even difficult for human to label them. 

5.4.2   Typical Difficulty in Chinese Questions 

5.4.3   The Errors in Segmentation and POS 
Unlike English sentence, Chinese sentence is a continuous character without space to 
separate each word. We should conduct word segmentation during preprocessing. The 
errors in segmentation of questions cause downstream errors. Further more, the 
semantic information extracted from HowNet depends on the word and its POS. Either 
the error of segmentation or the error of POS will cause the semantic information error. 
The simple way we derived the semantic information is another cause of why semantic 
information doesn’t work in our approach. We ignored the structure of meta-semantic 
elements in semantic categories.  

6   Conclusion 

In this paper, we have investigated and built a taxonomy for knowledge-oriented 
questions. And then we have tried using a machine learning approach to address the 
automatic classification problem for Chinese knowledge-oriented questions. The main 
contributions of this paper are as follows. 

(1) A taxonomy consists of 25 coarse classes is built based on 6776 Chinese 
knowledge-oriented questions collected from different realistic sources. Fact-based 
questions, task-oriented questions and other questions are well organized into a 
uniform architecture based on their semantic relations. 

(2) We study the classification problems with different features and features 
combinations, different kernel functions, and different performance metrics in detail. 
The results demonstrated that our approach is desirable and robust. We found that the 

In Chinese some words have many meaning. For example “ (Who)” in Chinese can 
indicate human, organization and other entities. And the word “ (What)” can be 
taken as anything depending on the context it appears. And the omit content in 
questions make the classification of semantic type difficult too. There are three 
examples as the following. 

?(What cause the disappearing of dinosaur?) reason 

?(Which one is cleverer between cat and dog?) choice 

UDP , TCP ? (UDP is a protocol of transfer layer, how 
about TCP?) 

description 
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syntactic structures of questions are really helpful for question classification. Semantic 
information, however, shows no improvement in our approach. 

(3) We conduct the error analysis carefully and the analysis shows the insight into 
ways these problems may be overcome. 

Question classification of knowledge-oriented question classification is a novel task 
and worth to conduct further research. We are planning to use advanced Natural 
Language Processing technologies to conduct deep semantic and syntactic analysis in 
the feature. The effective way to use of semantic information is need to be conducted. 
And the multi-class classification strategy for question classification is also an 
interesting approach to improve the classification performance. 
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Abstract. Tree augmented Naive Bayes (TAN) classifier is a good tradeoff 
between the model complexity and learnability in practice. Since there are few 
complete datasets in real world, in this paper, we develop research on how to 
efficiently learn TAN from incomplete data. We first present an efficient method 
that could estimate conditional Mutual Information directly from incomplete 
data. And then we extend basic TAN learning algorithm to incomplete data using 
our conditional Mutual Information estimation method. Finally, we carry out 
experiments to evaluate the extended TAN and compare it with basic TAN. The 
experimental results show that the accuracy of the extended TAN is much higher 
than that of basic TAN on most of the incomplete datasets. Despite more time 
consumption of the extended TAN compared with basic TAN, it is still 
acceptable. Our conditional Mutual Information estimation method can be easily 
combined with other techniques to improve TAN further.  

1   Introduction 

Classification is a very common and important task in the real-world applications. 
Bayesian classifiers have become very important approaches used for data mining, 
machine learning as well as pattern recognition [6,7,12]. When using MAP (Maximum 
A Posteriori) Principle, Bayesian classifiers are optimal classifiers. 

The early Naive Bayes are very simple, that are surprisingly effective [10]. Many 
research showed that Naive Bayes predicts just as well as C4.5 [10,11]. Domingos 
gives a good explanation why a naive Bayes works surprisingly well despite its strong 
independence assumption [3]. However, the assumption rarely ever holds in real 
applications. One solution to the problem is to add ”augmented edges” among attribute 
variables. Followed this idea, Semi-Naive Bayes, Tree Augmented Naive Bayes (TAN) 
[4], Bayesian Network Augmented Naive Bayes (BAN), and General Bayesian 
Network classifiers (GBN) were proposed successively [1,4,5,9]. Unfortunately, 
learning an optimal Augmented Naive Bayes (ANB) is intractable [4]. TAN is a good 
trade-off between the model complexity and learnability in practice. 

After TAN is proposed, a large number of TAN learning algorithms have been 
developed. However, the above methods mainly focus on learning Bayesian classifiers 
from complete datasets. Unfortunately, in practice datasets are rarely complete: 
unreported, lost and corrupted data are a distinguished feature of the real world 
datasets. Simple solutions to handle missing values are either to ignore the cases 
including unknown entries or to ascribe these entries to an ad hoc dummy state of the 
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respective variables. Both these solutions are known to introduce potentially dangerous 
biases in the estimates [8]. Friedman et al. suggest the use of the EM algorithm, 
gradient descent or Gibbs sampling so as to complete the incomplete datasets, and learn 
Naive Bayes from complete data [4]. Ramoni and Sebastiani introduced a method that 
constructs Naive Bayes directly from the incomplete data [13]. 

Another way to learn a TAN is by the use of the algorithms for learning Bayesian 
networks from incomplete datasets. But it is usually does not work. This is because of 
the following two reasons. First, [4] shows theoretically that the general Bayesian 
network learning methods may result in poor classifiers due to the mismatch between 
the objective function used (likelihood or a function thereof) and the goal of 
classification (maximizing accuracy or conditional likelihood). Second, the existing 
learning algorithms handling missing values are all search & scoring based methods, 
which are often less efficient. Thereafter, how to learn efficiently TAN from 
incomplete data still needs further study.  

In this paper, we will first present an efficient method that could estimate conditional 
Mutual Information directly from incomplete data. And then we will extend basic TAN 
learning algorithm to incomplete data using our conditional Mutual Information 
estimation method. Finally, we carry out experiments to evaluate the extended TAN 
and compare it with basic TAN. 

2   Background 

TAN classifier is an extended tree-like Naive Bayes, in which the class node directly 
points to all attribute nodes and an attribute node can have only one parent from another 
attribute node (in addition to the class node). Learning such structures from complete 
datasets can be easily achieved by using a variation of the Chow-Liu’s tree construction 
algorithm [2]. Given an attribute set nXXX ,,, 21  and a complete dataset D, the 

learning algorithms for TAN can be described as follows: 

1. Compute conditional mutual information )|,( CXXI jiPD
 between each pair of 

attributes iX  and jX , where i ≠ j. 

2. Build a complete undirected graph in which nodes are attributes nXXX ,,, 21 . 

Annotate the weight of an edge connecting iX  to jX  by )|,( CXXI jiPD
. 

3. Build a maximum weighted spanning tree. 
4. Transform the resulting undirected tree to a directed one by choosing a root attribute 

and setting the direction of all edges to be outward from it. 
5. Construct a TAN model by adding a node labeled by C and adding an arc from C to 

each iX . 

In above procedure, conditional mutual information can be defined as follows. 

Definition 1. Let X, Y, Z are three variables, then the conditional mutual information 
between X and Y given Z is defined by the following equation [2]. 

),(),(

)(),,(
log),,()|,(

,, zyPzxP

zPzyxP
zyxPZYXI

zyxP = . (1) 
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Roughly speaking, conditional mutual information measures how much information 
that Y provides about X when the value of Z is known. 

When datasets contains missing values, we have to compute approximately 
conditional mutual information with incomplete data. Based on Equation (1), we define 
conditional mutual information estimate on incomplete datasets as follows. 

Definition 2. Let X, Y, Z are three variables, then the conditional mutual information 
estimate between X and Y given Z is defined by the following equation. 

),('),('

)('),,('
log),,(')|,('

,, zyPzxP

zPzyxP
zyxPZYXI

zyxP = . (2) 

According to Definition 2, to estimate conditional mutual information, we need to 
estimate the joint probabilities P’(x, y, z). This work will be depicted in next section. 

3   Learning TAN from Incomplete Data 

In order to efficiently learn TAN from incomplete data, we must estimate the 
conditional mutual information used in the learning process from incomplete data. For 
this purpose, we present a method for efficiently estimating conditional mutual 
information directly from data with missing values. This method is mainly composed of 
three steps: Interval Estimation, Point estimation and Conditional Mutual Information 
Estimation. We will first discuss how to get a joint probability’s interval estimate, 
whose extreme points are the maximum and minimum Bayes estimates that would be 
inferred from all possible completions of the dataset. Then, we will describe the 
approach to obtain a point estimate using these interval estimates, given the data 
missing mechanism. Next, we can estimate Conditional mutual information using these 
point estimates by Equation (2), and extend basic TAN learning algorithm to 
incomplete data field. 

3.1   Interval Estimation 

Interval estimation computes, for each parameter, a probability interval whose extreme 
points are the minimal and the maximal Bayes estimate that would have been inferred 
from all possible completions of the incomplete dataset.  

Let X  be a variable set, having r possible states rxxx ,,, 21 , and the parameter 

vector },,,{ 21 rθθθ= , which satisfies the assumption of having a prior Dirichlet 

distribution, be associated to the probability riP ii ,,2,1),( === xXθ , so that 

1=
i iθ . Hence the prior distribution of  is as follows: 
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Let N(xi) be the frequency of complete cases with ixX =  in the dataset and N*(xi) be 

the artificial frequency of incomplete cases with ixX = , which can be obtained by 

completing incomplete cases of the variables set X. An illustration of how to compute 
the frequencies of complete cases and artificial frequencies of incomplete cases is given 
in Table 1. In Table 1, as for variable X 1, there are two missing values in the four cases. 
Both of them can be completed as true or false. So the possible maximal numbers of the 
artificially completed cases corresponding to the two values are all 2. Therefore the 
artificial frequencies of variable X 1 are also all 2, i.e. N*(X 1 = true) = 2 and N*(X 1 = 
false) = 2. So are the artificial frequencies of variable X 2. As for variable set X = {X 1, X 

2}, there are 3 incomplete cases all together. The possible maximal numbers of the 
artificially completed cases corresponding to the four values, (true, true), (true, false), 
(false, true) and (false, false) are 2, 1, 3 and 2 respectively. Hence, we can get N *(X 1 = 
true, X 2 = true) = 2, N *(X 1 = true, X 2 = false) = 1, N *(X 1 = false, X 2 = true) = 3 and N 
*(X 1 = false, X 2 = false) = 2, as shown in Table 1. Following the same way, we can 
calculate the frequencies N (xi) of complete cases corresponding to various values xi.  

Table 1. Compute the frequencies and artificial frequencies from an simplified incomplete 
dataset 
 

 X1 X2 

Case1 true true 

Case2 ? true 

Case3 false ? 

Case4 ? ? 

 
 

N(X1=true)=1 
N(X1=false)=1 
N(X2=true)=2 
N(X2=false)=0 
N(X1=true, X2=true)=1 
N(X1=true, X2=false)=0 
N(X1=false, X2=true)=0 
N(X1=false, X2=false)=0 

N*(X1=true)=2 
N*(X1=false)=2 
N*(X2=true)=2 
N*(X2=false)=2 
N*(X1=true, X2=true)=2 
N*(X1=true, X2=false)=1 
N*(X1=false, X2=true)=3 
N*(X1=false, X2=false)=2 

Assume that we have completed the dataset by filling all possible incomplete cases 
of X with value xi, and denote the completed dataset as i

XD . Then given i
XD , the prior 

distribution of  is updated into the posterior distribution using Bayes’ theorem: 
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where )(*)('
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kkk N X+= αα  for all k ≠ i. From Equation (3), 

we obtain the maximal Bayes estimate of )( iP xX = : 

=
++

++
===

r

k ki

iii
ii

NN

NN
P

1
)()(*

)(*)(
)E()(*

xx

xx
xX

α
αθ . (4) 

In fact, Equation (3) also identifies a unique probability for other states of X: 
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where rl ,,2,1=  and il ≠ . Now we can define the minimal Bayes estimate of 
)( iP xX =  as follows: 
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ri ,,2,1= . Note that when the dataset is complete, we will have 
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which is the Bayes estimate of )( iP xX =  that can be obtained from the complete 

dataset. 
The minimal and maximal Bayes estimates of )( iP xX =  comprise the lower and 

upper bounds of its interval estimates. The above calculation does not rely on any 
assumption on the distribution of the missing data because it does not try to infer them: the 
available information can only give rise to constraints on the possible estimates that could be 
learned from the dataset. Furthermore, it provides a new measure of information: the 
width of the interval represents a measure of the quality of the probabilistic information 
conveyed by the dataset about a parameter. In this way, intervals provide an explicit 
representation of the reliability of the estimates. 

3.2   Point Estimation 

Next we will discuss how to compute the point estimates from these interval estimates 
using a convex combination of the lower and upper bounds of this interval. 

Suppose that some information on the pattern of missing data is available, for each 
incomplete case, the probability of a completion is as follows: 

iinci DP λ=== )?,|( XxX , ri ,,2,1= , (7) 

where incD  denotes the original incomplete dataset, ? denotes the incomplete values 

in incD , and 
=

=r

i i1
1λ . Such information can be used to summarize the interval 

estimate into a point estimate via a convex combination of the extreme probabilities: 

≠
=+===

ik ikkiii PPP )()(*)( *
' xXxXxX λλ , (8) 

where ri ,,2,1= . This point estimate is the expected Bayes estimate that would be 
obtained from the complete dataset when the mechanism generating the missing data in 
the dataset is described by Equation (7). When no information on the mechanism 
generating missing data is available and therefore any pattern of missing data is equally 
likely, then 

rk
1=λ  , rk ,,2,1= . (9) 

This case corresponds to the assumption that data is Missing Completely at Random 
(MCAR) [14]. When data is Missing at Random (MAR) [14], we will have: 
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3.3   Extended TAN Learning Algorithm 

Suppose now that we have obtained the Bayes point estimates of the joint probabilities 
interested from Equation (8), we can estimate Conditional mutual information using 
these point estimates by Equation (2). The computation depends only on the 
frequencies of complete entries and artificial frequencies of incomplete entries in the 
dataset, both of which can be obtained after only one dataset scan. Assume that we have 
obtained these frequencies, from Equation (2) we can see that the computation of the 
estimate of conditional mutual information requires at most )( 2rO  basic operations 
(such as logarithm, multiplication, division), where r equals the number of the possible 
states of the variable set of 

Once we have got all the needed conditional mutual information estimates, we can 
extend basic TAN learning algorithm. The extension can be simply achieved just by 
replacing the exact computation of conditional mutual information with our 
approximate estimation of conditional mutual information. 

4   Experiments 

The main aim of the experiments in this section is to evaluate the extended TAN. For 
this aim, we compared the extended TAN with basic TAN through experiments in 
terms of classification accuracy and efficiency. 

4.1   Materials and Methods 

We run our experiments on 27 datasets from the UCI repository, listed in Table 2. 
Where 12 datasets contain missing values, and the other 15 ones do not. As for the 
missing values in the twelve datasets, basic TAN treated them as single particular 
values as if they are normal. If there existed continuous attributes in the datasets, we 
applied a pre-discretization step before learning TAN that was carried out by the 
MLC++ system1. 

As for larger datasets, the holdout method was used to measure the accuracy, while 
for the smaller ones, five-fold cross validation was applied. And the accuracy of each 
classifier is based on the percentage of successful predictions on the test sets of each 
dataset. We used the MLC++ system to estimate the prediction accuracy for each 
classifier, as well as the variance of this accuracy. For the convenience of comparison, 
basic TAN and extended TAN have been implemented in a Java based system. All the 
experiments were conducted on a Pentium 2.4 GHz PC with 512MB of RAM running 
under Windows 2000. The experimental outcome was the average of the results 
running 10 times for each level of missing values of each dataset. 

                                                           
1 http://www.sgi.com/tech/mlc/ 
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Table 2. Datasets used in experiments 

Instances 
No. Datasets Attributes Classes 

train test 

Missing 
values 

1 Car 6 4 1728 CV5 No 
2 Chess 36 2 2130 1066 No 
3 Contact-Lenses 5 3 24 CV5 No 
4 Diabetes 8 2 768 CV5 No 
5 Flare-C 10 8 1389 CV5 No 
6 German 20 2 1000 CV5 No 
7 Iris  4 3 150 CV5 No 
8 LED 10 7 1000 CV5 No 
9 Letter 16 26 15000 5000 No 
10 Nursery 8 5 8640 4320 No 
11 Promoters 57 2 106 CV5 No 
12 Satimage 36 6 4435 2000 No 
13 Segment 19 7 1540 770 No 
14 Tic-Tac-Toe  9 2 958 CV5 No 
15 Zoology 16 7 101 CV5 No 

16 Annealing              38 6 798 CV5 Yes 
17 Australian              14 2 690 CV5 Yes 
18 Breast                    10 2 683 CV5 Yes 
19 Crx                        15 2 653 CV5 Yes 
20 Hepatitis                19 2 80 CV5 Yes 
21 Horse Colic  21 2 300 68 Yes 
22 House Vote 16 2 435 CV5 Yes 
23 Lung Cancer 56 3 32 CV5 Yes 
24 Marine Sponges 45 12 76 CV5 Yes 
25 Mushroom             22 2 5416 2708 Yes 
26 Primary Tumor 17 22 339 CV5 Yes 
27 Soybean Large 35 19 683 CV5 Yes 

4.2   Experimental Results 

To evaluate the mutual information estimation method and the extended TAN based on 
that, we run experiments of the extended TAN in terms of complete datasets and 
incomplete datasets created from the complete ones. We throw away respectively 5%, 
10% and 20% values from each complete dataset at random, thus we get 15 incomplete 
datasets, each contains three percentages of missing values. These incomplete datasets 
follow the assumption that data is Missing Completely at Random. This means that we can 
compute the weights iλ  by Equation (9). Because when running on complete datasets, 
the extended TAN degenerates to basic TAN and the results are exactly as same as that 
of basic TAN, we will not run basic TAN on complete datasets. 

Table 3 shows the experimental results of the extended TAN in terms of complete 
datasets and incomplete datasets with various percentages of missing values. From 
Table 3, it is unsurprising that all the results on complete datasets are better than that on 
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incomplete datasets with various percentages of missing values, and as the percentage 
of missing values increases, the accuracy of extended TAN decline gradually. 
Nevertheless, we find that the classification accuracy on datasets with 5% missing 
values is almost the same as that on the complete ones, the average accuracy on datasets 
with 10% missing values is about 1% lower than that on complete ones, and even as for 
datasets with 20% missing values, compared with that on complete ones, the average 
accuracy declines about 2%. This indicates that our mutual information estimation 
method is quite accurate. 

Table 3. Experimental results of the extended TAN on complete datasets and incomplete datasets 

Extended TAN 
Datasets 

Complete 5% 
missing 

10% 
missing 

20% 
missing 

Car 90.89±0.37 91.41±0.43 91.07±0.73 89.98±0.95 
Chess 93.14±0.58 93.13±0.36 92.72±0.79 91.92±0.88 
Contact-Lenses 66.26±3.14 65.81±3.89 64.65±4.68 63.29±5.72 
Diabetes 75.52±1.11 74.91±1.42 74.39±2.01 72.56±2.63 
Flare-C 82.97±0.73 82.97±0.61 82.45±0.78 81.49±0.92 
German 72.89±1.42 72.67±1.76 71.84±1.93 70.38±2.32 
Iris  91.92±1.83 91.69±1.53 90.58±1.94 89.27±2.07 
LED 73.88±0.56 73.84±0.52 72.83±0.86 71.85±0.81 
Letter 85.67±0.53 85.57±0.63 84.79±0.69 83.61±1.34 
Nursery 92.84±0.41 92.39±0.28 91.62±0.49 90.68±0.94 
Promoter 83.06±3.74 82.88±4.16 82.03±3.98 80.92±3.89 
Satimage 87.13±0.83 87.04±0.79 86.47±0.92 85.01±1.24 
Segment 95.42±0.85 94.88±0.67 94.53±0.96 93.19±1.58 
Tic-Tac-Toe 74.29±1.31 73.93±1.29 73.06±1.42 71.75±1.95 
Zoology 95.38±0.72 95.26±0.59 94.28±0.95 92.82±1.52 

Table 4 shows the experimental results of basic TAN and the extended TAN on the 
twelve incomplete datasets. We run the extended TAN under the assumption that the 
incomplete data follows Missing at Random. This means that we can compute the 
weights iλ  by Equation (10). In Table 4, the boldface items indicate the higher 
accuracy of the two classifiers, from that we could find that the extended TAN 
outperforms basic TAN at an average significance level more than 0.05. The accuracy 
of the extended TAN is much higher than that of basic TAN on ten out of twelve 
datasets, and is less than or almost equal to that of basic TAN only on the other two 
datasets. This result proves that the extended TAN could make exhaustive use of the 
information contained in incomplete data to heighten the classification accuracy. The 
lower accuracy of the extended TAN on the two datasets is because the missing values 
in them are relatively few, and the information supplement of the incomplete data 
probably could not compensate the information loss resulted from the mutual 
information estimate. 
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Table 4. Experimental comparison of basic TAN and the extended TAN on incomplete datasets 

Table 4 also gives out the learning time of the two classifiers on the twelve 
incomplete datasets. From that we could find that the extended TAN learning algorithm 
have to spend much more time than basic TAN learning algorithm. The ratio of the 
learning time of the two classifiers could reach several decades, such as on dataset 
Annealing, Horse Colic and Mushroom. The very low efficiency of the extended TAN on 
these three datasets is because they contain either very large number of missing data 
(Annealing and Horse Colic), or very large number of instances (mushroom). Even so, the 
biggest time consumption of the extended TAN on all datasets is only 15.24 seconds, 
which is far less than what could not be accepted. 

5   Conclusion 

In this paper, we introduce a method that estimates the Conditional Mutual Information 
directly from incomplete datasets. And we extend basic TAN learning algorithm to 
incomplete data field by this method. The experimental results show that not only our 
conditional mutual information estimation method is quite accurate, but also the 
accuracy of the extended TAN is much higher than that of basic TAN on most of the 
incomplete datasets.  

Additionally, it is worth noting that the method in the paper is a general method to 
estimate conditional Mutual Information. On one hand, other techniques for learning 
TAN could be combined with the method easily so as to improve its performance 
further. On the other hand, the method in the paper can be applied to any other tasks 
related to mutual information calculation. 
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Basic TAN Extended TAN 
Datasets 

Accuracy Run Time(s) Accuracy Run Time(s) 
Annealing             92.75±2.62 0.25 96.08±0.54 15.24 
Australian             84.31±1.37 0.23 89.57±1.14 1.19 
Breast                    96.87±1.45 0.24 96.75±1.32 0.37 
Crx                        84.75±1.51 0.21 89.14±1.26 0.85 
Hepatitis                90.28±2.26 0.16 94.21±1.87 0.72 
Horse Colic  79.96±3.72 0.19 87.28±2.49 8.96 
House Vote  91.87±0.64 0.13 94.75±0.73 0.83 
Lung Cancer 46.69±3.21 0.23 45.44±3.26 0.25 
Marine Sponges 67.29±2.94 0.16 76.37±2.39 0.56 
Mushroom            97.41±0.28 0.20 98. 69±0.52 6.58 
Primary Tumor 76.39±1.92 0.18 84.16±1.58 2.48 
Soybean Large 91.36±0.36 0.61 94.27±0.75 4.39 
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Abstract. Increasing the smooth degree of data series is key factor of grey 
model’s precision. In this paper, the more general method is put forward on the 
basis of summarizing several kinds of ways to improve smooth degree of data 
series, and a new transformation is represented. The practical application shows 
the effectiveness and superiority of this method. 

1   Introduction 

The grey system theory has caught great attention of researchers since 1982 and has 
already been widely used in many fields. Theoretically and practically it is proved 
that model’s precision can be increased greatly if the smooth degree of initial data 
series is better. Therefore, improving the smooth degree of initial data series has great 
signification for increasing grey model’s precision. In order to enhance the smooth 
degree of data series, logarithm function transformation, exponent function 
transformation and power function transformation are put forward in papers [2-4] 
respectively, and a great achievement has been made in practical application. 

In this paper, the more general method for improving smooth degree of data series 
is put forward. It is proved that logarithm function transformation, exponent function 
transformation and power function transformation all accord with the more general 
theorem proposed in this paper to improve smooth degree of data series. According to 
the theorem, a new transformation is put forward and practical application shows the 
effectiveness of this method. 

2   The General Method of Improving Smooth Degree of Data 
Series 

Definition[2]  let }{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅  be non-negative data series, for 0ε∀ > , if 
there exists a 0k , when 0k k> , the follow equation(1)  is held, 

(0) (0)
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Then series }{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅ is defined as smooth data series. 

Lemma[2] The necessary and sufficient condition for  
}{ (0) ( ), 1, 2,x k k n= ⋅⋅⋅

to be 

the smooth data series is that the function  −

=

1

1

)0(

)0(

)(

)(
k

i

ix

kx
 is decrement with k . 

Theorem. Let the non-negative original data series be denoted by 
(0) ( )x k , if there 

exists non-negative and decrement function (0)( ( ), )f x k k  with k  and the transfer   

function F that can be written in the following form 

(0) (0) (0)( ( )) ( ) ( ( ), )F x k x k f x k k= ⋅  (2) 

Then the smooth degree   of data series (0)( ( ))F x k is better than that of data 

series (0) ( )x k . 

Proof: Because (0)( ( ), )f x k k  is non-negative and decrement strictly with k , so 

(0) (0)0 ( ( ), ) ( ( ), )f x k k f x i i< < , 1, 2, , 1i k= ⋅⋅⋅ −  

According to the non-negative transfer (0) (0) (0)( ( )) ( ) ( ( ), )F x k x k f x k k= ⋅ , 

we can obtain 

        (0) (0) (0) (0) (0)( (1)) (1) ( (1),1) (1) ( ( ), )F x x f x x f x k k= ⋅ > ⋅  

        (0) (0) (0) (0) (0)( (2)) (2) ( (2), 2) (2) ( ( ), )F x x f x x f x k k= ⋅ > ⋅  

… 
(0) (0) (0) (0) (0)( ( 1)) ( 1) ( ( 1),( 1)) ( 1) ( ( ), )F x k x k f x k k x k f x k k− = − ⋅ − − > − ⋅  

Therefore 

1 1 1
(0) (0) (0) (0) (0)

1 1 1

( ( )) ( ( ) ( ( ), )) ( ( ), ) ( )
k k k

i i i

F x k x i f x i i f x k k x i
− − −

= = =
= ⋅ > ⋅  

While   (0) (0) (0)( ( )) ( ) ( ( ), )F x k x k f x k k= ⋅  

Then       
(0) (0) (0) (0)

1 1 1
(0) (0) (0) (0)

1 1 1

( ( )) ( ) ( ( ), ) ( )

( ( )) ( ( ), ) ( ) ( )
k k k

i i i

F x k x k f x k k x k

F x i f x k k x i x i
− − −

= = =

⋅< =
⋅

 

By deducting the two above equations, the theorem is easily proved completely. 
The general method to improve smooth degree of data series has been put forward 

according to the theorem. In fact, the methods proposed  in papers[2 4] can be 
considered as examples of the theorem . For example: 
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(1) Logarithm function transfer [2]. 

Let )()0( kx be an increment data series with k and ex >)1()0(  

Make transfer (0) (0)( ( )) ln[ ( )]F x k x k= , it is easy to prove that 
(0)( ( ), )f x k k is a non-negative and decrement function strictly with 

(0)
(0)

(0)

ln[ ( )]
( ( ), )

( )

x k
f x k k

x k
= . 

Proof: Because )()0( kx is an increment series with ex >)1()0( , we can obtain 
(0)

(0)
(0)

ln[ ( )]
( ( ), ) 0

( )

x k
f x k k

x k
= > . It is to say, (0)( ( ), )f x k k  is non-negative. 

Because 
(0) (0)

(0) (0)
(0) (0) 2

ln[ ( )] 1 ln[ ( )]
( ( ( ), )) ' ( ) ' ( ( )) ' 0

( ) ( ( ))

x k x k
f x k k x k

x k x k

−= = ⋅ <  

then (0)( ( ), )f x k k  is decreased strictly. 

(2) Exponent function transfer [3]. 

 Let )()0( kx be an increment series and 0)1()0( >x   

Make   transfer (0) (0)( ( )) ( )aF x k x k=  ( 0 1a< < ), it is easy to prove 

that (0)( ( ), )f x k k is a non-negative and decrement function with 
(0)

(0) (0) 1
(0)

( )
( ( ), ) ( )

( )

a
ax k

f x k k x k
x k

−= = .  

Proof: Because )()0( kx is an increment series with 0)1()0( >x and 0 1a< < , we 

can obtain 
(0)

(0) (0) 1
(0)

( )
( ( ), ) ( ) 0

( )

a
ax k

f x k k x k
x k

−= = > . It is to say, (0)( ( ), )f x k k  

is non-negative. 

Because (0) (0) 1 (0) 2 (0)( ( ( ), )) ' ( ( ) ) ' ( 1) ( ) ( ( )) ' 0a af x k k x k a x k x k− −= = − <  

then (0)( ( ), )f x k k  is decreased strictly. 

(3) Power function transfer [4].  

Let )()0( kx be an increment series and (0) (1) 0x >  

Make transfer 
(0)(0) ( )( ( )) x kF x k a−= ( 1a > ), it is easy to prove that 

(0)( ( ), )f x k k is a non-negative and decrement function 

with

(0) ( )
(0)

(0)
( ( ), )

( )

x ka
f x k k

x k

−

= .  
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Proof: Because )()0( kx is an increment series with 0)1()0( >x and 1a > , we can 

obtain 

(0) ( )
(0)

(0)
( ( ), ) 0

( )

x ka
f x k k

x k

−

= > . It is to say, (0)( ( ), )f x k k  is non-negative. 

Because
(0) (0 )( ) (0) ( )

(0) (0)
(0) (0) 2

ln( ) ( ) 1
( ( ( ), )) ' ( ) ' (( ( )) ' 0

( ) ( ( ))

x k x ka a x k a
f x k k x k

x k x k

− −− ⋅ ⋅ −= = ⋅ <

then (0)( ( ), )f x k k  is decreased strictly. 

Only three kinds of transformation functions for improving smooth degree of data 
series have been put out above. It is also has been proved that all these transfer 
functions accord with   theorem proposed in this paper. Here, the author puts forward 

another kind of new transfer function, that is (0) (0)( ( )) ( ) ( 0)dF x k x k k d−= ⋅ > . It 

is easy to prove that (0)( ( ), )f x k k  is a non-negative and decrement function with 
(0)( ( ), ) df x k k k −= . 

Proof: Because of (0) ( ) 0x k > and 0d > , we can obtain 0dk − >  

and (0)( ( ), ) 0df x k k k −= > .   
(0) 1( ( ( ), )) ' ( ) ' 0d df x k k k d k− − −= = − ⋅ <  

It is to say, (0)( ( ), )f x k k  is both non-negative and decrement. 

3   The Modeling Mechanism of Grey Model with a 
Transformation Function ( 0)dy k d−⋅ >  

GM (1,1) is the most frequently used grey model. It is formed by a first order 
differential equation with a single variable. Its modeling course is as follows: 

(1) Let   non-negative and increment original series be denoted by  

)}(),...,2(),1({ 0)0()0()0( nyyyY = , niiy ,...,2,1,1)()0( =>  
(3) 

(2) The original data series are transformed by ( 0)dy k d−⋅ > : 

)}(),...,2(),1({ )0()0()0()0( nxxxX =
(0) (0)( ) [ ( )] , 1, 2,...,dx k y k k i n−= ⋅ =  

(4) 

 
(3) The AGO (accumulated generation operation) of original data series is  
      defined as: 

)}(),...,2(),1({ )1()1()1()1( nxxxX = , (5) 
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(4) The grey model can be constructed by establishing a first order differential 
      equation as following: 

utax
dt

tdx =+ )(
)( )1(

)1(

 
(6) 

The difference equation of GM (1,1) model: 

nkukazkx ,...,3,2,)()( )1()0( ==+  (7) 

Unfolding equation 7 , we can obtain: 
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(8) 

Let         [ ]TnxxxY )(),...,3(),2( )0()0()0(= , [ ]Tua=Φ , 

−

−
−

=

1

1

1

)(

)3(

)2(

)1(

)1(

)1(

nz

z

z

B  

 

(9) 

The background )()1( kz in equation 7 is defined as: 

)]()1([
2

1
)1( )1()1()1( kxkxkz ++=+ , 1,...,2,1 −= nk  

(5) The estimation value of parameter Φ  by using least squares is  

YBBB TT 1)(ˆ −=Φ  

(6) The discrete     solution of equation (6): 

a

u
e

a

u
xkx ak +−=+ −])1([)1(ˆ )1()1(  

(10) 

 (7) Revert )1(ˆ )1( +kx  into  
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( 0 ) (1) (1)

(1)

( 0 ) ( 0 )

ˆ ˆ ˆ( 1) ( 1) ( )

(1 )[ (1) ] ;

ˆ ˆ( ) ( ) /

a ak

d

x k x k x k

u
e x e

a

y k x k k

−

−

+ = + −

= − −

=

 

4   Example 

4.1   Example 1 

The average number of city hospital berth is an important index of the development of 
national health care industry. To build the model of average number of city hospital 
berth and forecast its trend will have great significance. Now let build the model 
based on Statistic almanac of China-2002  from 1990 to 1999 and  predict   berth 
number of  2000 and 2001.   

   The traditional GM (1,1) model of these data is as following: 
0 0.0323

0

ˆ ( 1) 145.1334

(1) 138.7

kx k e

x

+ =
=

   1k >  

The model by using the method proposed in this paper is as following: 
0 0.0017ˆ ( 1) 127.842 /k dy k e k −+ =  

0ˆ1/ 6, 1, (1) 138.7d k y= > =  

Table 1 gives comparison of two modeling methods. Figure 1 is the fitted curve. 

Table 1. Comparison of two modeling methods (Unit: Ten thousand) 

Traditional  
GM (1,1) 
 

Method proposed 
 in this paper 

 
Year 

 
No. 

Number 
of city 
hospital 
berth Model 

values 
Relative 
error( ) 

Model 
values 

Relative 
error( ) 

1990 1 138.7 139.57 0 138.7 0 
1991   2  144.8   149.90 -3.52  143.74 0.73 
1992   3  152.4   154.83 -1.59  154.04 1.08 
1993   4  159.6   159.92 -0.20  161.88 1.43 
1994   5  170.7   165.17 3.23  168.30 1.40 
1995   6 174.0   170.60 1.95  173.78 0.12 
1996   7 179.1   176.21 1.61  178.60 0.27 
1997   8  184.2   182.00 1.19  182.93 0.68 
1998   9  187.2   187.98 -0.42  186.87 0.17 
1999 10 188.7   194.16 -2.89  190.50 -0.95 
2000*   11  191.4   207.04 -8.18  194.23 -1.48 
2001*  12  195.9   213.84 -9.16  197.42 -0.77 

(* Forecasting value  ) 
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Fig. 1. The fitted curve 

From table 1, it is easy to see that the absolute value of the relative error of the 
model proposed by this paper is almost less than 1.5%.  The error inspection of post-
sample method can be used to inspect quantified approach. The post-sample error 

01 / SSc = of the model proposed by this paper where 1S  is variation 

value of the error and 0S variation value of the original series), while the post-

sample error of traditional GM (1,1) model is 0.2002. The probability of the small 

error 16745.0|})({| 0
)0()0( =<−= − Seiep . The post-sample error of this 

model is far less than 0.3640. In a word, it is obvious that the method proposed by this 
paper has improved the fitted precision and prediction precision. 

4.2   Example 2 

The steel and iron industry is one of the basic industries in the country. The per capita 
output of steel is an important index of the development of the country.  To build the 
mode of the per capita output of steel can forecast its trend. Now let build the model 
based on Statistic almanac of China-2002  from 1981 to 1999 and  predict  per 
capita output of  2000 and 2001.   

The traditional GM (1,1) model of these data is as following: 

0 0.0566

0

ˆ ( 1) 36.0458

(1) 35.82

kx k e

x

+ =
=

   1k >  

The model by using the method proposed in this paper is as following: 

0 0.0499ˆ ( 1) 33.1299 /k dy k e k −+ =  

0ˆ1/15, 1, (1) 35.82d k y= > =  

Table 2 is Comparison of two modeling methods.  Figure.2 is the fitted curves. 
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Table 2. Comparison of two modeling methods   (Unit: Kilogram ) 

Traditional  
GM (1,1) 
 

Method proposed 
 in this paper 

 
Year 

 
No. 

 
Per Capita 
output of 
steel Model 

values 
Relative 
error( ) 

Model 
values 

Relative 
error( ) 

1981 1 35.82  35.8200 0 35.8200 0 
1982   2 36.84  38.1463 -3.5458 36.4728 0.9967 
1983   3 39.11  40.3691 -3.2195 39.3902 -0.7165 
1984   4 41.93  42.7216 -1.8878 42.2083 -0.6637 
1985   5  44.52  45.2110 -1.5522 45.0338 -1.1540 
1986   6 48.93  47.8456 2.2162 47.9178 2.0687 
1987   7 51.92  50.6337 2.4775 50.8909 1.9821 
1988   8 53.95  53.5842  0.6780 53.9742 -0.0448 
1989   9 55.50  56.7067 -3.0094 56.6337 -2.8768 
1990 10 58.54  60.0111 -2.6709 59.9505 -2.5671 
1991  11 61.70  63.5081 -2.9305 62.8052 -1.7912 
1992  12 69.74  67.2089 3.2548 67.7088 2.5352 
1993  13 76.00  71.1253 6.4141 73.8354 2.8482 
1994  14 77.70  75.2700 3.1275 75.5906 2.7148 
1995  15 79.15  79.6561 -0.6394 79.8262 -0.8543 
1996  16 83.15  84.2979 -1.3805 84.2740 -1.3518 
1997  17 88.57  89.2101 -0.7227 88.9465 -0.4251 
1998  18 93.05  94.4086 -1.4601 93.8563 -0.8666 
1999  19 99.12  99.9100 -0.7970 99.0168 0.1041 
2000*  20 101.77 105.6562 -3.8186 104.4023 -2.5865 
2001* 21  119.22 111.8088 6.2164 116.0946 -2.6215 

(* Forecasting value ) 

From table 2, it is obvious that the absolute value of the relative error of the model 
proposed by this paper is less than 3 %.  The error inspection of post-sample method 

can be used to inspect   quantified approach. The post-sample error 01 / SSc = of the 

model proposed by this paper where 1S  is variation value of the error 

and 0S variation value of the original series), while the post-sample error of 

traditional GM (1,1) model is 0.0802. The probability of the small error 

16745.0|})({| 0
)0()0( =<−= − Seiep . Then we can come to conclusion that 

the method proposed by this paper has improved the fitted precision and prediction 
precision. 

The two examples above show that the method proposed by this paper has 
increased the smooth degree of data series. Therefore, the method improves the fitted 
precision and prediction precision of models greatly. 
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Fig. 2. The fitted curve 

5   Conclusions 

Increasing the smooth degree of data series is key factor of enhancing grey model’s 
precision. In this paper, the more general method is put forward on the basis of 
summarizing several kinds of ways to improve smooth degree of data series, and a 
new transformation is represented. The practical application shows the effectiveness 
and superiority of this method. 
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Abstract. In this paper, a general Combinatorial Ant System-based fault 
tolerant distributed routing algorithm modeled like a dynamic combinatorial 
optimization problem is presented. In the proposed algorithm, the solution 
space of the dynamic combinatorial optimization problem is mapped into the 
space where the ants will walk, and the transition probability and the 
pheromone update formula of the Ant System is defined according to the 
objective function of the communication problem. 

1   Introduction 

The problem to be solved by any routing system is to direct traffic from sources to 
destinations while maximizing some network performance metric of interest. 
Depending on the type of network, common performance metrics are call rejection 
rate, throughput, delay, distance, and energy, among the most important ones. Routing 
in communication networks is necessary because in real systems not all nodes are 
directly connected. Currently, routing algorithms face important challenges due to the 
increased complexity found in modern networks. The routing function is particularly 
challenging in modern networks because traffic conditions, the structure of the 
network, and the network resources are limited and constantly changing. The lack of 
adaptability of routing algorithms to frequent topological changes, node capacities, 
traffic patterns, load changes, energy availability, and others, reduces the throughput 
of the network. This problem can be defined as a distributed time-variant dynamic 
combinatorial optimization problem [2, 11]. 

Artificial Ant Systems provide a promising alternative to develop routing 
algorithms for modern communication networks. Inherent properties of ant systems 
include massive system scalability, emergent behavior and intelligence from low 
complexity local interactions, autonomy, and stigmergy or communication through 
the environment, which are very desirable features for many types of networks. In 
general, real ants are capable of finding the shortest path from a food source to their 
nest by exploiting pheromone information [1, 3, 4, 5, 6]. While walking, ants deposit 
pheromone trails on the ground and follow pheromone previously deposited by other 
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ants. The above behavior of real ants has inspired the Ants System (AS), an algorithm 
in which a set of artificial ants cooperate to the solution of a problem by exchanging 
information via pheromone deposited on a graph. 

Ants systems have been used in the past to solve other combinatorial optimization 
problems such as the traveling salesman problem and the quadratic assignment 
problem, among others [3, 4, 5, 6, 7]. We have proposed a distributed algorithm based 
on AS concepts, called the Combinatorial Ant System (CAS), to solve static discrete-
state and dynamic combinatorial optimization problems [1,2]. The main novel idea 
introduced by our model is the definition of a general procedure to solve 
combinatorial optimization problems using AS. In our approach, the graph that 
describes the solution space of the combinatorial optimization problem is mapped on 
the AS graph, and the transition function and the pheromone update formula of the 
AS are built according to the objective function of the combinatorial optimization 
problem. In this paper, we present a routing algorithm based on CAS. Our scheme 
provides a model for distributed network data flow organization, which can be used to 
solve difficult problems in today’s communication networks. The remaining of the 
paper is organized as follows. Section 2 presents the Combinatorial Ant System and 
the Routing Problem. Section 3 presents the general distributed routing algorithm 
based on the CAS. Then, Section 4 presents and evaluates the utilization of this 
algorithm on communication networks. Finally, conclusions are presented. 

2   Theoretical Aspects 

2.1   The Combinatorial Ant System (CAS) 

Swarm intelligence appears in biological swarms of certain insect species. It gives rise 
to complex and often intelligent behavior through complex interaction of thousands of 
autonomous swarm members. Interaction is based on primitive instincts with no 
supervision. The end result is the accomplishment of very complex forms of social 
behavior or optimization tasks [1,3,4,5,7]. The main principle behind these 
interactions is the autocatalytic reaction like in the case of Ant Systems where the ants 
attracted by the pheromone will lay more of the same on the same trail, causing even 
more ants to be attracted. 

The Ant System (AS) is the progenitor of all research efforts with ant algorithms, 
and it was first applied to the Traveling Salesman Problem (TSP) [5, 6]. Algorithms 
inspired by AS have manifested as heuristic methods to solve combinatorial 
optimization problems. These algorithms mainly rely on their versatility, robustness 
and operations based on populations. The procedure is based on the search of agents 
called "ants", i.e. agents with very simple capabilities that try to simulate the behavior 
of the ants. 

AS utilizes a graph representation (AS graph) where each edge (r,s) has a 
desirability measure γrs, called pheromone, which is updated at run time by artificial 
ants. Informally, the following procedure illustrates how the AS works. Each ant 
generates a complete tour by choosing the nodes according to a probabilistic state 
transition rule; ants prefer to move to nodes that are connected by short edges, which 
have a high pheromone presence. Once all ants have completed their tours, a global 
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pheromone updating rule is applied. First, a fraction of the pheromone evaporates on 
all edges, and then each ant deposits an amount of pheromone on the edges that 
belong to its tour in proportion to how short this tour was. At his point, we continue 
with a new iteration of the process. 

There are two reasons for using AS on the TSP. First, the TSP graph can be 
directly mapped on the AS graph. Second, the transition function has similar goals to 
the TSP. This is not the case for other combinatorial optimization problems. In [1, 2], 
we proposed a distributed algorithm based on AS concepts, called the CAS, to solve 
any type of combinatorial optimization problems. In this approach, each ant builds a 
solution walking through the AS graph using a transition rule and a pheromone update 
formula defined according to the objective function of the combinatorial optimization 
problem. This approach involves the following steps: 

1. Definition of the graph that describes the solution space of the combinatorial 
optimization problem (COP graph). The solution space is defined by a graph 
where the nodes represent partial possible solutions to the problem, and the 
edges the relationship between the partial solutions.  

2. Building the AS graph. The COP graph is used to define the AS graph, the 
graph where the ants will finally walk through. 

3. Definition of the transition function and the pheromone update formula of 
the CAS. These are built according to the objective function of the 
combinatorial optimization problem.  

4. Executing the AS procedure described before.  

2.1.1   Building the AS Graph 
The first step is to build the COP graph, then we define the AS graph with the same 
structure of the COP graph. The AS graph has two weight matrices. The first matrix is 
defined according to the COP graph and registers the relationship between the 
elements of the solution space (COP matrix). The second one registers the pheromone 
trail accumulated on each edge (pheromone matrix). This weight matrix is 
calculated/updated according to the pheromone update formula. When the incoming 
edge weights of the pheromone matrix for a given node become high, this node has a 
high probability to be visited. On the other hand, if an edge between two nodes of the 
COP matrix is low, then it means that, ideally, if one of these nodes belongs to the 
final solution then the other one must belong too. If the edge is equal to infinite then it 
means that the nodes are incompatible, and therefore, they don't belong to at the same 
final solution. 

We define a data structure to store the solution that every ant k is building. This 
data structure is a vector (Ak) with a length equal to the length of the solution, which 
is given by n, the number of nodes that an ant must visit. For a given ant, the vector 
keeps each node of the AS graph that it visits. 

2.1.2   Defining the Transition Function and the Pheromone Update Formula 
The state transition rule and the pheromone update formula are built using the 
objective function of the combinatorial optimization problem. The transition function 
between nodes is given by: 
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where γrs(t) is the pheromone at iteration t, )(zCf k
sr >− is the cost of the partial solution 

that is being built by ant k when it crosses the edge (r, s) if it is in the position r, z-1 is 
the current length of the partial solution (current length of Ak), and, α and β are two 
adjustable parameters that control the relative weight of trail intensity (γrs(t)) and the 
cost function.  

In the CAS, the transition probability is as follows: an ant positioned at node r 

chooses node s to move to according to a probability ( )tP k
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according to Equation 1: 
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where k
rJ  is the set of nodes connected to r that remain to be visited by ant k 

positioned at node r. When β=0 we exploit previous solutions (only trail intensity is 
used), and when α=0 we explore the solution space (a stochastic greedy algorithm is 
obtained). A tradeoff between quality of partial solutions and trail intensity is 
necessary. Once all ants have built their tours, pheromone, i.e. the trail intensity in the 
pheromone matrix, is updated on all edges according to Equation 2 [1, 2, 3, 4, 5, 6]: 
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where ρ is a coefficient such that (1 – ρ) represents the trail evaporation in one 
iteration (tour), m is the number of ants, and Δγrs

k(t) is the quantity per unit of length 
of trail substance laid on edge (r, s) by the kth ant in that iteration 
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where )(tC k
f is the value of the cost function (objective function) of the solution 

proposed by ant k at iteration t. The general procedure of our approach is summarized 
as follows: 

1. Generation of the AS graph.  
2. Definition of the state transition rule and the pheromone update formula, 

according to the combinatorial optimization problem. 
3. Repeat until system reaches a stable solution 

3.1. Place m ants on different nodes of the AS graph. 
3.2. For i=1, n 
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3.2.1.   For j=1, m 
3.2.1.1. Choose node s to move to, according to the transition 

probability (Equation 1). 
3.2.1.2. Move ant m to the node s. 

3.3. Update the pheromone using the pheromone update formula (Equations 
2 and 3). 

2.2   The Routing Problem 

Routing is the function that allows information to be transmitted over a network from 
a source to a destination through a sequence of intermediate switching/buffering 
stations or nodes. Routing is necessary because in real systems not all nodes are 
directly connected. Routing algorithms can be classified as static or dynamic, and 
centralized or distributed [10]. Centralized algorithms usually have scalability 
problems, and single point of failure problems, or the inability of the network to 
recover in case of a failure in the central controlling station. Static routing assumes 
that network conditions are time-invariant, which is an unrealistic assumption in most 
of the cases. Adaptive routing schemes also have problems, including inconsistencies 
arising from node failures and potential oscillations that lead to circular paths and 
instability. Routing algorithms can also be classified as minimal or non-minimal [10]. 
Minimal routing allows packets to follow only minimal cost paths, while non-minimal 
routing allows more flexibility in choosing the path by utilizing other heuristics. 
Another class of routing algorithms is one where the routing scheme guarantees 
specified QoS requirements pertaining to delay and bandwidth [10].   

Commonly, modern networks utilize dynamic routing schemes in order to cope 
with constant changes in the traffic conditions and the structure or topology of the 
network. This is particularly the case of wireless ad hoc networks where node 
mobility and failures produce frequent unpredictable node/link failures that result in 
topology changes. A vast literature of special routing algorithms for these types of 
networks exist [13, 14], all of them with the main goal of making the network layer 
more reliable and the network fault tolerant and efficient. However, maximizing 
throughput for time-variant load conditions and network topology is a NP-complete 
problem. A routing algorithm for communication networks with these characteristics 
can be defined as a dynamic combinatorial optimization problem, that is, like a 
distributed time-variant problem. In this paper, we are going to use our model to 
propose a routing algorithm for these networks, which support multiple node and link 
failures. 

3   The General CAS-Based Distributed Routing Algorithm 

There are a number of proposed ant-based routing algorithms [3, 9, 12, 13, 14]. The 
most celebrated one is AntNet, an adaptive agent-based routing algorithm that has 
outperformed the best-known routing algorithms on several packet-switched 
communication networks. Ant systems have also been applied to telephone networks. 
The Ant-Based Control (ABC) scheme is an example of a successful application. We 
are going to propose a new routing algorithm based on our CAS that can be used in 
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different networking scenarios, such as networks with static topologies, networks with 
constant topology changes, and network with energy constraints. 

We can use our approach for point to point or point to multipoint requests. In the 
case of point to point, one ant is launched to look for the best path to the destination. 
For a multipoint request with m destinations, m ants are launched. The route where 
intermediate nodes have large pheromone quantities is selected. For this, we use the 
local routing tables of each node like a transition function to its neighbours. Thus, 
according to the destination of the message, the node with highest probability to be 
visited corresponds to the entry in the table with the larger amount of pheromone. 
Then, the local routing table is updated according the route selected. Our algorithm 
can work in combinatorial stable networks (networks where the changes are 
sufficiently slow for the routing updates to be propagate to all the nodes) or not, 
because our approach works with local routing tables and the changes only must be 
propagated to the neighbours.  

3.1   Building the AS Graph 

We use the pheromone matrix of our AS graph like the routing table of each node of 
the network. Remember that this matrix is where the pheromone trail is deposited. 
Particularly, each node i has ki neighbors, is characterized by a capacity Ci, a spare 
capacity Si, and by a routing table Ri=[ri

n,d(t)]ki,N-1. Each row of the routing table 
corresponds to a neighbor node and each column to a destination node. The 
information at each row of node i is stored in the respective place of the pheromone 
matrix (e.g., in position i, j if ki neighbor = j). The value ri

n,d(t) is used as a 
probability. That is, the probability that a given ant, where the destination is node d, 
be routed from node i to neighbor node n. We use the COP matrix of our AS graph to 
describe the network structure. If there are link or node failures, then the COP graph 
is modified to show that. In addition, in each arc of the COP graph, the estimation of 
the trip time from the current node i to its neighbor node j, denoted Γi={μi->j, σ2

i->j} is 
stored, where μi->j is the average estimated trip time from node i to node j, and σ2

i->j is 
its associated variance. Γi provides a local idea of the global network's status at node i. 
Finally, we define a cost function for every node, called Cij(t), that is the cost 
associated with this link. It is a dynamic variable that depends on the link's load, and 
is calculated at time t using Γi. 

3.2   Defining the Transition Function and the Pheromone Update Formula 

We have explained that in our decentralized model each node maintains a routing 
table indicating where the message must go in order to reach the final destination. 
Artificial ants adjust the table entries continually affecting the current network state. 
Thus, routing tables are represented like a pheromone table having the likelihood of 
each path to be followed by artificial ants. Pheromone tables contain the address of 
the destination based on the probabilities for each destination from a source. In our 
network, each ant launched influences the pheromone table by increasing or reducing 
the entry for the proper destination.  

In our model, each node of the network is represented as a class structure 
containing various parameters (identification of the node, adjacent nodes, spare 
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capacity, number of links), and Equation 3 has the following meaning: )(tC k
f is the 

cost of kth ant's route, Δγis
k(t) is the amount of pheromone deposited by ant k if edge (i, 

s) belongs to the kth ant's route (it is used to update the routing table Ri in each node), 
and ( )tP k

ij  is the probability that ant k chooses to hop from node i to node j (it is 
calculated from the routing table Ri). In this way, ants walk according to the 
probabilities given in the pheromone tables and they visit one node every time. Ant k 
updates its route cost each time it traverses a link )(tC k

f = )(tC k
f + Cij(t) if i,j∈ path 

followed by ant k. In this way, an ant collects the experienced queues and traffic load 
that allows it to define information about the state of the network. Once it has reached 
the destination node d, ant k goes all the way back to its source node through all the 
nodes visited during the forward path, and updates the routing tables (pheromone 
concentration) and the set of estimations of trip times of the nodes that belong to its 
path (COP graph), as follows: 

- The times elapsed of the path i->d (Ti->d) in the current kth ant's route is used to 
update the mean and variance values of Γi of the nodes that belong to the route. 
Ti->d gives an idea about the goodness of the followed route because it is 
proportional to its length from a traffic or congestion point of view. 

- The routing table Ri is changed by incrementing the probability ri
j,d(t) associated 

with the neighbor node j that belongs to the kth ant's route and the destination 
node d, and decreasing the probabilities ri

n,d(t) associated with other neighbor 
nodes n, where n ≠ j for the same destination (like a pheromone trail).  

The values stored in Γi are used to score the trip times so that they can be 
transformed in a reinforcement signal r=1/μi>j, r∈[0,1]. r is used by the current node i 
as a positive reinforcement for the node j: 

ri
i-1,d(t+1) = ri

i-1,d(t) (1-r)+r 

and the probabilities ri
n,d(t) for destination d of other neighboring nodes n receive a 

negative reinforcement 

ri
n,d(t+1) = ri

n,d(t) (1-r)   for n ≠j 

In this way, artificial ants are able to follow paths and avoid congestion while 
balancing the network load. Finally, Cij(t) is updated using Γi and considering the 
congestion problem (we must avoid congested nodes): 

2
ji

ji)t(ds
ij

jCe)1t(C
→

→−=+
σ

μ
 

(4) 

where C and d are constants, and sj(t) is the spare capacity of the node j at time t. The 

incorporation of delay (
)t(ds jCe

−
) reduces the ant flow rate to congested nodes, 

permitting other pheromone table entries to be updated and increased rapidly 
(negative backpropagation). In the case of link failures, the algorithm avoid those 
nodes according to the following formula: 

Cij(t+1)= ∞ (node j with failures) (5) 
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4   Performance Evaluation of the CAS Algorithm 

In this section we test our approach considering three cases, networks with static 
topologies (no failures), networks with constant topology changes due to node and 
link failures, and networks with energy constraints with and without failures. 

In this experiment, we evaluate our algorithm in networks with constant topology 
changes introducing link and node failures. Here, if a link failure occurs and the 
node has more than one linkage, then the node can be reached via other path. If the 
node has no other link to any node in the network then a node failure occurs. We 
assume that link failures follow a uniform distribution and do not exceed 10% of 
the total number of links in the network. In the presence of a link failure, the cost of 
a call from source node i to destination node j will be defined as infinite (see Eqn. 
5), and the probability in the proper column and row in the pheromone table is set to 
zero.  

As in [8], we also consider the incorporation of additive noise in order to handle 
the so-called shortcut and blocking problems. The shortcut problem occurs when a 
shorter route becomes suddenly available while the blocking problem occurs when an 
older route becomes unavailable. In both situations, artificial ants have difficulties 
finding new routes, as they work guided by the pheromone tables and don’t have an 
adequate dynamic reaction. With the inclusion of the noise factor f, ants select a 
purely random path with probability f and a path guided by the pheromone table with 
probability (1-f). As shown in [8, 9, 12], the noise factor must not exceed 5%, because 
a noise factor greater that 5% makes the system unstable, reducing the network 
throughput and the performance of the routing method. 

We performed simulations and compared our algorithm with the approach 
presented in [8] using the same partially meshed Synchronous Digital Hierarchy 
(SDH) network. The network has 25 nodes partially connected and all links have a 
capacity of 40 calls. We make random selection of call probabilities, link failure 
random generations, and collect data to evaluate the performance of the schemes in 
terms of throughput and mean delay per node. Figures 1 and 2 show these results. 

In Figure 1, we show that our approach provides better performance than [8] in the 
presence of link failures. The mean delay per node is considerably better because we 
consider the congested node problem. Similarly, Figure 2 shows that the throughput 
response of the proposed system is better, as it handles the incoming call variations 
and simultaneous link failures better than [8]. Link failures essentially form a 
constantly changing network topology to which our agent-based algorithm seems to 
adapt particularly well. This actually means that the proposed routing algorithm is a 
good candidate for networks with constant topology changes such as mobile wireless 
ad hoc networks, where node mobility causes constant link failures. 

We also compared our model with the traditional Link State routing scheme 
described in [10] and the Ant-Based approach proposed in [9] using the same 
network. In Figure 3, it is shown that our CAS scheme provides substantially better 
throughput performance in the presence of multiple link/node failures. 
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5   Conclusions 

In this work we propose a General Combinatorial Ant System-based Distributed 
Routing Algorithm for wired, wireless ad hoc and wireless sensor networks based on 
the Combinatorial Ant System. This work shows the versatility of our routing 
algorithm exemplified by the possibility of using the same model to solve different 
telecommunication problems, like dynamic combinatorial optimization problems of 
various sizes. Our approach can be applied to any routing problem by defining an 
appropriate graph representation of the solution space of the problem considered, the 
dynamic procedure to update that representation, and an objective function that guides 
our heuristic to build feasible solutions. In our approach, the dynamic environment of 
the combinatorial optimization problem is defined through the Combinatorial 
Optimization Problem matrix that forms part of the space through which the ants will 
walk (AS graph). Ants walk through this space according to a set of probabilities 
updated by a state transition and a pheromone update rule defined according to the 
objective function of the combinatorial optimization problem considered. Messages 
between nodes are replaced by ants simultaneously biasing the network parameters by 
laying pheromone on route from source to destination. The results show that our 
approach obtains good performance in the presence of multiple failures (links, nodes), 
contributes to congestion avoidance (load balancing), and keeps the network 
throughput stable.  
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Abstract. The rapid growth of the World-Wide Web poses unprecedented scal-
ing challenges for general-purpose crawlers. Topic-specific web crawler is de-
veloped to collect relevant web pages of interested topics form the Internet. 
Based on the analyses of HITS algorithm, a new P-HITS algorithm is proposed 
for topic-specific web crawler in this paper. Probability is introduced to select 
the URLs to get more global optimality, and the metadata of hyperlinks is ap-
pended in this algorithm to predict the relevance of web pages better. Experi-
mental results indicate that our algorithm has better performance. 

1   Introduction 

The Internet is undoubtedly a huge source of information. We can get multifarious 
information from the World Wide Web on any topic via web pages. Therefore, more 
and more people use the Web for information searching. Generally the popular portals 
or search engines like Yahoo and Google are used for gathering information on the 
World Wide Web. The search engine serves as a tool providing desired web pages. It 
will gather web pages from the Internet by using a web crawler. After collecting web 
pages, search engine will allow users to find what they want from those colleted web 
pages by simply entering the key words and browsing. 

However, with the explosive growth of the Web, searching information on the Web 
is becoming an increasing difficult task. On the one hand the total web in the Internet 
is composed of several billion pages [1]. This leads to a large number of web pages 
being retrieved for most queries, and the returned results are presented as pages of 
scrolled lists. Going through these pages to find the relevant information is tedious. 
On the other hand, the web continues to grow rapidly at a million pages per day [2]. 
The largest crawls cover only 30-40% of the web, and the refreshes take weeks to 
months [2], [3]. During the refreshing time, some new web pages are progressively 
produced, and some are disappeared. It is impossible to collect all of them on time.  

Because of those problems, topic-specific web crawler has been developed to col-
lect web pages from the internet by choosing to gather only particular pages related to 
a specific topic. Being differed from the generic crawlers, this kind of web crawler 
does not need to gather every web page from the Internet. Apparently, the core of 
topic-specific web crawler is the gathering of related information. In this paper, we 
analyze some present algorithms, and propose an improved one. Experimental results 
indicate that the new algorithm has better performance. Here, we categorize some 
knowledge bases of the topic-specific web crawler as follows, and these knowledge 
bases are considered as the experience of the crawler: 
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Topic keywords. As the crawler must compare a topic of interest with the content of 
collected web pages, it should have proper keywords to describe the topic of inter-
est for comparison. Sometimes topic keywords are sent to a search engine in order 
to build an initial set of starting URLs. 

Starting URLs(Seed URLs). As the crawler must collect as many as relevant web 
pages as possible, it needs a set of good URLs, which point to a large number of 
relevant web pages as the starting point. 

URL weight. As the crawler must pre-order the URLs for un-downloaded web pages, 
it should predict the relevancy of those pages before downloading. The crawler 
will calculate the URL weight by using the seen content of web pages obtained 
from previous crawling attempts. 

We organize this paper in the following way. Section 2 reviews related works of 
topic-specific web crawlers. Section 3 gives some necessary techniques that a topic-
specific crawler must have and analyses HITS algorithm for the topic-specific 
crawler. Then we further to the improvement of HITS and propose an improved one. 
Section 4 presents and analyzes our experiences with topic-specific web crawler. 
Finally, section 5 concludes the paper. 

2   Related Works 

A working process of a topic-specific web crawler is composed of two main steps. 
The first step is to determine the starting URLs or the starting point of a crawling 
process. The crawler is unable to traverse the Internet without starting URLs. More-
over, the crawler cannot discover more relevant web pages if starting URLs are not 
good enough to lead to target web pages.  

The second step in a topic-specific web crawling process is the crawling method. 
In theoretical point of view, a topic-specific web crawler smartly selects a direction to 
traverse the Internet. However, the crawler collects web pages from the Internet, ex-
tracts URLs from those web pages, and puts the result into a queue. Therefore, a 
clever route selection method of the crawler is to arrange URLs so that the most rele-
vant ones can be located in the first part of the queue. The queue will then be sorted 
by relevancy in descending order. 

In recent time there has been much interest in topic-specific web crawler. The em-
phasis is the algorithm for collecting web pages related to a particular topic.  

The fish-search algorithm for collecting topic-specific pages is initially proposed 
by P.DeBra et al.[4]. The crawler dynamically maintains a list of uncollected URLs 
that ordered by priority of being gathered and downloads the web pages according to 
the queue. In the processing, these URLs in the relevant web pages are given higher 
priorities than the others in the irrelevant web pages.  

Based on the improvement of fish-search algorithm, M.Hersovici et al. proposed 
the shark-search algorithm [5]. The effects of those characters in the hyperlinks are 
considered when the priority of URLs being calculated in this algorithm. At the same 
time, the vector space model is introduced to calculate the similarity factor of web 
pages. 
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The neural network is adopted in the Info Spider designed by F.Menczer et al.[6]. 
The information in the hyperlinks of web pages is extracted as the input of the neural 
network, and the output is considered as the guidance to farther collection.  

The VTMS (Web Topic Management System) crawler, designed by 
S.Mukherjes[7], downloads the seed URLs that relevant to the topic and creates a 
representative document vector (RDV) based on the frequently occurring keywords in 
these URLs. The crawler then downloads the web pages that are referenced from the 
seed URLs and calculates their similarity to the RDV using the vector space model 
[8]. If the similarity is above a threshold, the links form the pages are added to a 
queue. The crawler continues to follow the out-links until the queue is empty or a 
user-specified limit is reached. Meanwhile, the crawler uses heuristics to improve 
performance. 

All these works present algorithms that enable their crawlers to select web pages 
related to a particular topic. The main purpose of those algorithms is to gather as 
many relevant web pages as possible. Therefore, the efficiency of topic-specific web 
crawling is measured in terms of a proportion of the number of relevant web pages 
and the total number of downloaded web pages. If this proportion is high, it means 
that the crawler can collect more relevant web pages than irrelevant ones. This is a 
result we expect for the web crawler.  

3   Algorithms and Strategy 

The mission for the topic-specific crawler is gathering more related information as 
soon as possible. We must provide the means of justifying the relevancy of a web 
page and the means of finding the best route to go to other relevant items. In this 
section, we first give the necessary techniques that a topic-specific crawler must have 
and analyses HITS algorithm for the topic-specific crawler. Then we further to the 
improvement of HITS and propose an improved one. 

3.1   Authority and Hub 

There are two kinds of important web pages in the Internet. One is authority, and 
another is called hub. An authority is linked by a set of relevant web pages. Generally, 
the authority is an authoritative web page, and its similarity to the topic is high. A hub 
is one or a set of web pages that provides collections of links to authorities. Hub pages 
may not be prominent themselves, or there may exist few links pointing to them; 
however, they provide links to a collection of prominent sites on a common topic. In 
generally, a good hub is a page that points to many good authorities; a good authority 
is a page pointed to by many good hubs. Such a mutual reinforcement relationship 
between hubs and authorities helps the gathering of topic-specific web pages. 

The links of web pages is similar to using citations among journal articles. Based 
on this, J.Kleinberg proposed the concepts of authority and hub for web pages [9]. 
The authority and hub weights are updated based on the following equations: 

=
→ )

)(Hub)(Authority
p(q

qp  .                                                     (1) 
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Equation (1) implies that if a page is pointed by many good hubs, its authority weight 
should increase (i.e., it is the sum of current hub weights of all of the pages pointing 
to it). Equation (2) implies that if a page is pointing to many good authorities, its hub 
weight should increase (i.e., it is the sum of the current authority weights of all of the 
pages it pints to). 

3.2   Topic Similarity 

The analysis of topic similarity is the most important stage for a topic-specific web 
crawling. Since the crawler cannot make a decision that which web page is relevant to 
the topic of interest, a similarity score should be used to determine the relevancy of a 
web page. At the beginning of the first crawling, the crawler dose not know the con-
tent of web pages represented by the starting URLs, it must collect those web pages to 
investigate their contents and extract new URLs inside them. To choose new URLs to 
visit, the crawler should calculate the relevancy of web pages represented by those 
URLs. Normally, authors of most web pages often include some links, as well as 
anchor texts, which relate to page contents. Thus, the crawler can use both combina-
tion of a parent page’s similarity score and an anchor text’s similarity score to calcu-
late the weight of those new URLs, then estimates whether URLs should be crawled. 

There are many ways to compute the topic similarity, but here we only focus on a 
vector space approach. The vector space is widely used in information retrieval re-
search. The main idea of the vector space is to represent a web page as a vector. Each 
distinct word in that page is considered to be an axis of a vector in a multi-
dimensional space. The direction of a vector corresponds to the content of the web 
page. Two web pages are assumed to be relevant, i.e. relating to the same topic, if 
their vectors point the same direction. Mathematically, if two vectors point the same 
direction, this means that they have an angle of zero degree and their cosine value 
becomes 1. Therefore, we define sim(k,d) to be the page similarity function with the 
formula written in Equation (3)[10] 

∈∈

∩∈=

dt tdkt tk

dkt tdtk

ff

ff
k,dsim

22

)(
)( .                                      (3) 

Here, k is a set of keywords describing an interest topic, d is the web page which 
we want to compare, ftk and ftd are the number of terms t in the set of keywords k and a 
web page d, respectively. The range of sim(k,d) value lies between 0 and 1, and the 
similarity increases as  this value increases. 

3.3   HITS (Hyperlink-Induced Topic Search) 

An algorithm using hubs, called HITS (Hyperlink-Induced Topic Search), was dis-
cussed as follows. 

First, HITS uses the query terms to collect a starting set of pages from an index-
based search crawler. These pages form the root set. Since many of these pages are 
presumably relevant to the search topic, some of them should contain links to most of 
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the prominent authorities. Therefore, the root set can be expanded into a base set by 
including all of the pages that the root-set pages link to. 

Second, a weight-propagation phase is initiated. This is an iterative process that de-
termines numerical estimates of authority and hub weights. A nonnegative authority 
weight ap and a nonnegative hub weight hp are associated with each page p in the base 
set, and all a and h values are initialized to a uniform constant. The weights are nor-
malized and an invariant is maintained that the squares of all weights sum to 1. Equa-
tion (1) and equation (2) are used for calculating the weights of authority and hub. 

Finally, the HITS algorithm outputs a short list of the pages with large hub 
weights, and the pages with large authority weights for the given search topic.  

Systems based on the HITS algorithm include Clever and another system, Google, 
based on a similar principle. By analyzing Web links and textual context information, 
it has been reported than such systems can achieve better quality search results than 
those generated by term-index engines such as AltaVista and those created by human 
ontologists such as Yahoo. 

Although many experiments have shown that HITS provides good search results 
for a wide range of queries, the method may encounter some difficulties by ignoring 
textual contexts. Sometimes HITS drifts when hubs contain multiple topics. It may 
also cause “topic hijacking” when many pages from a single web site point to the 
same single popular site. Such problems can be overcome by using metadata of hy-
perlink to adjust the weight of the links at a certain extent. 

3.4   Metadata of Hyperlink 

Hyperlink is the important portion of network information. The designer could organ-
ize the whole frame of web pages by using the hyperlinks. Convenient for the contin-
ued browsing, the text content indicated in hyperlink is concise, which we called 
metadata of hyperlink. Metadata is not only a good guide to browse web pages, but 
also a better clue to topic-specific crawling. So the information in metadata can do 
help to select the searching path in the process of topic-specific crawling.  

Metadata is composed of anchor text and HREF information. The information of 
HREF should be condensed for disposing of the useless segments. For example,  

Table 1. Metadata of Hyperlink 

Hyperlink http://service.symantec.com/subscribe 

Described 
<a href="http://service.symantec.com/subscribe">"How do I 
Purchase and Activate my Definition Subscription?"</a> 

Anchor 
text 

How do I Purchase and Activate my Definition Subscription Meta
-data 

HREF Service   Symantec   Subscribe 

3.5   P-HITS 

The HITS algorithm is a heuristic strategy, and those URLs to be selected are ranked 
on the principle of priority. The priorities are judged by analyzing those web pages 
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that have been collected. So those priorities are local and this algorithm can easily fall 
in the trap of local optimality [11].  

Considering more global optimality, probability is introduced to select the URLs 
based on the HITS. So we call it P-HITS algorithm. In P-HITS, a buffer is added in 
when URLs are selected from the queue for next crawling. If the size of buffer is m, it 
means that the number of anterior URLs with high weight we select form the queue is 
m. The strategy of selecting the next URL to crawl may accord as equation (4) below. 

≠−=
)URL(

)URL(
1)(URL

j

ij j
i W

W
P λ   mji ,...,2,1, = ; 10 ≤≤ λ .                 (4) 

Here, W(URLi) is the weight of URL in the buffer. It can be easily comprehended that 
those URLs with low weight may get more chances to be selected for the next crawl-
ing. The variable m is degressive along with the process of crawling. When m de-
creases to 1 or λ  is null, the corresponding P is equal to 1. It means an ordinal selec-
tion. The P-HITS algorithm is described as below.  

Seed_URLs: = Search Engine (topic_keyword);  
For all URL in Seed_URLs do 
   url_weight := sim(url.page.description, topic_keyword); 
   Enqueue (url, url_weight, url_queue);  
End for 
While url_queue not empty do 
   url_buffer_size := m;  
   enbuffer (url_with_high_weight, m);  
   While m > 1 do 
        url := Select_url(P, enbuffer);  
        page := Download_document (url);  
        page_weight := HITS (page.urls);  
        For all un-crawled link in page.links do 
           link_metadata _weight := sim (link.metadata,  
              topic_keyword);  
           link_weight := merge (page_weight,  
              link_metadata _weight);  
           Enqueue (link, link_weight, url_queue);  
        End for 
        m--; 
   End while 
End while 

First some topic keywords are sent to a search engine in order to build an initial set 
of starting URLs. The crawler computes the weights to pre-order the URLs in that set. 
Then, it will roughly select URL as equation (4) from a url-buffer, download the page 
and compute the page weight, extract un-crawled links and compute the weights. New 
extracted URLs will be ordered by merging page weights and metadata weights. 

4   Evaluation 

In this section we will present our experiences with topic-specific web crawler. In 
contrast, both the HITS and P-HITS are tested. 
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4.1 Experimental Setup 

Our web crawler is implemented by JAVA language. We run the crawler on a win-
dows OS machine equipped with Pentium-  2000 MHz and 512 MB RAM . This 
machine is connected with the public network through an Ethernet network card. We 
illustrate a crawled result on a two-dimension graph where x-axis is the number of 
crawled web pages and y-axis is a relevance ratio calculated from equation (5) below. 

100
crawled pages ofnumber 

 pagesrelevant  ofnumber 
ration Relevance ×=  .                           (5) 

In our experiments, we choose ‘network security’ as the topic to the performance 
of our algorithm. We first assign the initial set of keywords as ‘network’, ‘security’, 
‘antivirus’ and ‘firewall’ to describe the topic ‘network security’. We then perform a 
search on the Google and select the top 100 resulting URLs to be the initial set of 
starting URLs. For easily judging the relevance of the crawl by human inspection, we 
will collect and study only the first 1000 web pages for each crawling attempt. 

4.2 Experimental Results 

In our experiments, the value of m in equation (4) is initially set as 20, and decreases 
by unity after crawling every 100 Web pages till it becomes 1. Some available results 
can be drawn from Fig. 1 and Fig. 2. B-spline curve is adopted to describe the trend-
line in both of these figures. 

 

Fig. 1. The algorithm’s characteristics of HITS and P-HITS 



 Improvement of HITS for Topic-Specific Web Crawler 531 

 

 

Fig. 2. The algorithm’s characteristics of P-HITS with different variable λ  

Fig. 1 shows the algorithm’s characteristics of HITS and P-HITS. The value of λ  
is initially set as 1 in this comparative trial. In early crawling time, the relevance ra-
tion of HITS is a little higher than that of P-HITS. With the running of crawler, the 
relevance ration of P-HITS preponderates over that of HITS and maintains a stabile 
value. It means that P-HITS is superior to HITS in topic-specific crawling. 

Fig. 2 shows the algorithm’s characteristics of P-HITS with different variable λ . 
For distinctly describing the change of relevant ratio, the scale of y-axis begins from 
20. We can see that in early crawling time, the relevance ration is better with 
smaller λ  because smaller λ  means the URL selection is closer to the optimality.  
With the running of crawler, the relevance ration with higher λ  increases rapidly and 
maintains a stabile value. It means that those Web pages with low weights get more 
chance to be gathered in the P-HITS algorithm for topic-specific crawling; so higher 
relevance ration is gained. The value of m may have an effect on the relevance ration, 
but more creditable conclusions could be shown only quite a few Web pages have 
been crawled. 

5   Conclusion 

In this paper, we present a new algorithm to build an effectual topic-specific web 
crawler, which we called P-HITS. Probability is introduced to select the URLs to get 
more global optimality when crawling the Web pages, and the metadata of hyperlinks is 
appended in this algorithm to predict the relevance of web pages better. Our experi-
ments have shown that this algorithm provides good results. However, there are some 
limitations in our study, e.g. the volume of examined web pages is too small. We 
expect to do more extensive test with large volume of web pages, later. Some specifi-
cally automatic classifier would be used to judge the relevance of crawled web pages. 
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Abstract. Elliptical flexure hinges are one of the most widely used flexure 
hinges for its high flexibility. To design elliptical flexure hinges of best per-
formance, the author proposed a modified particle swarm optimization (MPSO) 
search method, where an exponentially decreasing inertia weight is deployed 
instead of a linearly decreasing inertia weight. Simulations indicate that the 
MPSO method is very effective. The optimal design parameters including the 
cutout configuration and the minimum thickness are obtained. 

1   Introduction 

The flexure hinge is a kind of micro transmission mechanism. For its several out-
standing advantages, such as small in dimensions, no mechanical friction, no hystere-
sis, no gap, and high motion sensitivity, the flexure hinge is widely used in many 
fields to achieve higher precision and displacement resolution of the whole system. In 
recent years, it has more applications of using piezoelectric element to drive and flex-
ure hinge to realize fine positioning, such as stability control of light-beam tracking-
pointing [1], micro-robots [2][3], control of the beam line of synchrotron radiation 
[4], laser welding, etc. Nanopositioning technology is the base of the realization of 
nanomachining and nano measurement, the flexure hinge also has momentous appli-
cations in this area. 

Flexure hinges of single-axis can be divided into two main categories: leaf and 
notch type hinges. Because of relative low rotation precision and stress concentration, 
leaf type hinge is seldom adopted. In 1965, Paros and Weisbord [5] introduced the 
first notch hinge  right-circular flexure hinge, which incorporates a circular cutout 
on either side of the blank to form a necked-down section. The common feature of 
these two types is easy to manufacture. With the advent of CNC milling machines and 
particularly CNC wire electrodischarge machining (WEDM), hinges of arbitrary 
shape can now be readily produced. Therefore, researchers turned their attention to 
hinges of other cutout profiles, which could provide precision rotation in an even 
larger angular range. Smith et al. [6] introduced the elliptical flexure hinge, which 
becomes one of the most widely used flexure hinges for its high flexibility. In fact, it 
becomes a right-circular flexure hinge when minor axis equals to major axis. 

It is approved that the elliptical cutout dimensions and the minimum thickness af-
fect the performance of flexure hinges greatly. In this paper, to achieve optimal pro-
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file of elliptical flexure hinge, the author proposed a modified particle swarm optimi-
zation (MPSO) search method. 

The particle swarm optimization (PSO) was introduced by Kennedy and Eberhart 
in 1995 [11] and has been compared favorably to genetic algorithms. Particle Swarm 
Optimization (PSO) is one of the evolutionary computation techniques. It was devel-
oped through simulation of a simplified social system, and has been found to be ro-
bust in solving continuous nonlinear optimization problems. The PSO technique can 
generate high-quality solutions within shorter calculation time and stable convergence 
characteristic than other stochastic methods. 

2   Formal Problem Definition 

The flexibility and maximum stress are two of the most important parameters to assess 
the performance of flexure hinges. The optimization objective is to find the best profile 
that could make an elliptical hinge more flexible while less stress concentration. 

t

x

y

C
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M
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b

D

l w

dx

h(
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Fig. 1. Elliptical flexure hinge and its coordinate system 

2.1   Compliance Model 

Compliance is the most important parameter for flexure hinge design. To calculate the 
compliance of a hinge, the bending theory of Euler-Bernoulli beam is adopted gener-
ally [7] [8].  

From simple bending theory of mechanics of materials, the curvature radius of the 
neutral plane of a flexure hinge can be expressed as: 

( )1
( )

M x
EI x  

(1) 

where, E is the elastic modulus, M(x) is the moment applied on dx, and I(x) is the 
second moment of the cross-section on dx. 
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For the curvature radius of curve ( )y f x  is given by 
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the bending equation of the flexure hinge can be expressed as: 
2

2

3/2
2

d
( )d
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d

y
M xx
EI xy

x  . 

(3) 

Generally, the length of the cutout is far less than other dimensions of the flexure 
hinge. Therefore, the variation of the bending moment along the hinge can be ignored, 

i.e., the M(x) can be considered as a constant. Moreover, d 1d
y
x  for the deflec-

tion of the flexure hinge is very little, so the equation above can be simplified as: 

2

2 ( )
d y M

EI xdx  . 
(4) 

Deflections out of the cutout section can be ignored because most deflections of 

flexure hinge come from the cutout section. Substituting 
3[ ( )]

( )
12

b h x
I x  into 

Equation (5) and integrating it from point O to point D, an approximate expression for 
the angular deflection about the neutral axis can be obtained: 

22 2

2 30 0

d 12
d d
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a ay M
x x

x Eb h x  
(5) 

where, the height ( )h x  at a position x on the hinge is given by: 

2

2

( )
( ) 2 2 1

a x
h x b t b

a  . 
(6) 
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Fig. 2. Diagram of infinitesimal 
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Considering the elliptical cutout profile in Fig. 2. By introducing the centrifugal 
angle  (which is from 0 to ) as the integral variable, to give 

( ) 2 2 sinh b t b  . (7) 

For cosx a a , to give 

d sin dx a  . (8) 

Substituting Equation (4), (5), (6) and (7) into Equation (3), to give 

w 30

12 sin
d

(2 2 sin )
Ma
E b t b  . 

(9) 

Let 

bs t  
(10) 

substitute it into Equation (9) and solve the definite integrals to give 

w 3
24Ma

E t  
(11) 

where, 
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(12) 

Based on Equation (9), the compliance equation of elliptical flexure hinge can be 
expressed as 

w 3
241 a

k E tM  . 
(13) 

2.2   Stress Model 

When a pure bending moment being applied to the flexure hinge, the maximum stress 
will occur at each of the outer surfaces of the thinnest part of the notch. Using Fourier 
integral methods and a technique referred to as promotion of rank, Ling has obtained 
a full solution for the stresses in a notch hinge subject to pure bending in terms of a 
stress concentration factor Kt representing a multiplication so that [6][9][10], for an 
applied bending moment M, the true stress, max , can be calculated from a nominal 
stress using the equation 

w
max 2

6
t
M

K
t  

(14) 
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with the stress concentration factor given by 

9 9120 20(1 ) (1 )
2 2t
t x

K
a

 (15) 

where, 

1 1, (0 4.6)tx xa  . (16) 

2.3   Optimization Model 

Optimization of the profile by any of the optimization techniques corresponds to 
searching for an elliptical cutout and a maximum thickness that could make a hinge 
more flexible while less stress concentration.  

Let 2
bx a , to give 2

1
xs x . Then the mathematical model of the problem 

can be described as the following: 

Subject to : 

max 1
1 2

1 2

Min        ( , )
4

0 4.6  and  0 1

tx K
J x x

E
x x

 (17) 

where  and Kt is expressed by (12) and (15) respectively. 

3   Particle Swarm Optimization 

Similar to other population-based optimization methods such as genetic algorithms, 
the particle swarm algorithm starts with the random initialization of a population of 
individuals (particles) in the search space. The PSO algorithm works on the social 
behavior of particles in the swarm. Therefore, it finds the global best solution by sim-
ply adjusting the trajectory of each individual toward its own best location and toward 
the best particle of the entire swarm at each time step (generation) [12].  

3.1   PSO Algorithm 

In the particle swarm algorithm, the trajectory of each individual in the search space is 
adjusted by dynamically altering the velocity of each particle, according to its own 
flying experience and the flying experience of the other particles in the search space. 

The basic elements of PSO technique are briefly stated and defined as follows [13] 
[14] [15] [16]: 

1. Particle, X(t): It is a candidate solution represented by an m-dimensional vector, 
where m is the number of optimized parameters. At time t, the jth particle Xj(t) 
can be described as Xj(t)=[xj,1(t), …,xj,m(t)], where xs are the optimized parameters 
and xj,k(t) is the position of the jth particle with respect to the kth dimension, i.e. 
the value of the kth optimized parameter in the jth candidate solution. 

2. Population, pop(t): It is a set of n particles at time t, i.e. pop(t) = [X1(t), …, 
Xn(t)]T. 
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3. Swarm: It is an apparently disorganized population of moving particles that tend 
to cluster together while each particle seems to be moving in a random direction. 

4. Particle velocity, V(t): It is the velocity of the moving particles represented by an 
m-dimensional vector. At time t, the jth particle velocity Vj(t) can be described as 
Vj(t) = [vj,1(t), …,vj,m(t)], where vj,k(t) is the velocity component of jth particle 
with respect to the kth dimension. 

5. Inertia weight, w(t): It is a control parameter that is used to control the impact of 
the previous velocities on the current velocity. Hence, it influences the trade-off 
between the global and local exploration abilities of the particles. For initial 
stages of the search process, large inertia weight to enhance the global explora-
tion is recommended while, for last stages, the inertia weight is reduced for better 
local exploration. 

6. Individual best, X*(t): As a particle moves through the search space, it compares 
its fitness value at the current position to the best fitness value it has ever attained 
at any time up to the current time. The best position that is associated with the 
best fitness encountered so far is called the individual best, X*(t). For each parti-
cle in the swarm, X*(t) can be determined and updated during the search. In a 
minimization problem with objective function J, the individual best of the jth par-
ticle Xj

*(t) is determined such that J(Xj
*(t))  J(Xj( )), t. For simplicity, as-

sume that Jj
* = J(Xj

*(t)). For the jth particle, individual best can be expressed as 
Xj

*(t) = [xj
*
,1(t), …,xj

*
,m(t)]. 

7. Global best, X**(t): It is the best position among all individual best positions 
achieved so far. Hence , the global best can be determined such that J(X**(t))  
J(Xj

*(t)), j = 1, …, n. For simplicity, assume that J** = J(X**(t)). 
8. Stopping criteria: These are the conditions under which the search process will 

terminate. In this study, the search will terminate if one of the following criteria is 
satisfied: (i) the number of iterations since the last change of the best solution is 
greater than a prespecified number of (ii) the number of iterations reaches the 
maximum allowable number. 

3.2   Modified PSO Algorithm 

In 1999, Shi and Eberhart [17] have found a significant improvement in the perform-
ance of the PSO method with a linearly varying inertia weight over the generations 
(LPSO). The mathematical representation of this concept is given by (18), (19) and 
(20) 

v w v x x

x x

*
, , 1 1 , ,

**
2 2 , ,

( ) ( ) ( 1) Rand ( ( 1) ( 1))

Rand ( ( 1) ( 1))

j k j k j k j k

j k j k

t t t c t t

c t t
 (18) 

x x v, , ,( ) ( 1) ( )j k j k j kt t t  (19) 

where w(t) is given by 

max min min( )w t w w + w
MAXITER

( )
MAXITER

t
 (20) 
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c1 and c2 are constants known as acceleration coefficients, c3 is constants known as 
velocity coefficient, t is the current iteration number, MAXITER is the maximum 
number of allowable iterations, 1Rand  and 2Rand  are two separately generated 
uniformly distributed random numbers in the range [0, 1].  

The first part of (18) represents the inertia, which provides the necessary momen-
tum for particles to roam across the search space. The second part, known as the 
“cognitive” component, represents the personal thinking of each particle. The cogni-
tive component encourages the particles to move toward their own best positions 
found so far. The third part is known as the “social” component, which represents the 
collaborative effect of the particles, in finding the global optimal solution. The social 
component always pulls the particles toward the global best particle found so far. By 
decreasing the inertia weight gradually from a relative large value (empirically wmax = 
0.9) to a small value (empirically wmin = 0.4) through the course of LPSO run, LPSO 
tends to have more global search ability at the beginning of the run while having more 
local search ability near the end of the run. 

To improve the performance of LPSO, the authors proposed a modification to the 
strategy of decreasing inertia weight. In this modified PSO algorithm (MPSO), in-
stead of a linearly decreasing inertia weight, an exponentially decreasing inertia 
weight is deployed. The mathematical representation of w(t) is given by 

3
1+max

min
min

( ) (
t cw

w t w
w

1
( )

)  . (21) 

Equation (18), (19) and (21) form the MPSO algorithm together. 
In this MPSO algorithm, the population has n particles and each particle is an m-

dimensional vector, where m is the number of optimized parameters. Incorporating 
the above modifications, the computational flow of PSO technique can be described 
in the following steps. 

 Step 1 (Initialization): Set the time counter t = 0 and generate randomly n parti-
cles, {Xj(0), j = 1, …, n}, where Xj(0)=[xj,1(0), …,xj,m(0)]. xj,k(0) is generated by 
randomly selecting a value with uniform probability over the kth optimized pa-
rameter search space [xk

min, xk
max]. Similarly, generate randomly initial velocities 

of all particles, {Vj(0), j = 1, …, n}, where Vj(0)=[vj,1(0), …,vj,m(0)]. vj,k(0) is gen-
erated by randomly selecting a value with uniform probability over the kth di-
mension [-vk

max, vk
max]. Each particle in the initial population is evaluated using 

the objective function, J. For each particle, set Xj
*(0) =Xj(0) and Jj

* = Jj, j = 1, …, 
n. Search for the best value of the objective function Jbest. Set the particle associ-
ated with Jbest as the global best, X**(0), with an objective function of J**. Set the 
initial value of the inertia weight w(0). 

 Step 2 (Time updating): Update the time counter t = t+1. 
 Step 3 (Weight updating): Update the inertia weight w(t) according to (21). 
 Step 4 (velocity updating): Using the global best and individual best of each par-

ticle, the jth particle velocity in the kth dimension is updated according to (18). 
 Step 5 (Position updating): Based on the updated velocities, each particle changes 

its position according to (19). If a particle violates its position limits in any di-
mension, set its position at the proper limit. 
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 Step 6 (Individual best updating): Each particle is evaluated according to its up-
dated position. If Jj < Jj

*, j = 1, …, n, then update individual best as Xj
*(t) = Xj(t) 

and Jj
* =Jj and go to Step 7; else go to Step 7. 

 Step 7 (Global best updating): Search for the minimum value Jmin among Jj
*, 

where min is the index of the particle with minimum objective function, i.e. min 
 {j; j = 1, …, n}. If Jmin < J**, then update global best as X**(t) = Xmin(t) and J** 

= Jmin and go to Step 8; else go to Step 8. 
 Step 8 (Stopping criteria): If one of the stopping criteria is satisfied then stop; 

else go to Step 2. 

3.3   MPSO Implementation 

The performance of the newly developed MPSO method applied to profile optimiza-
tion of elliptical flexure hinges was observed in comparison with the LPSO method. 
In our implementation, the maximum inertia weight wmax = 0.9, and the minimum wmin 
= 0.4. The maximum allowable velocity v1

max = 4.6, and v2
max = 1. Other parameters 

are selected as: number of particles n = 20, accelerate coefficients c1 = c2 = 2.0, 
maximum number of allowable iterations MAXITER = 500, and velocity coefficients 
c3 = 30.  

Fig. 3 shows variation of the average particle fitness of 50 runs with iterations. 
From the results, it is clear that MPSO method can find the optimal solution faster 
than LPSO. The modification of the strategy of decreasing inertia weight significantly 
boost the performance without much added complexity. Fig. 4 shows the optimal 
profile found by MPSO method. 
 

 

Fig. 3. The average particle fitness versus the number of iterations. We observe that the average 
solution quality in terms of the fitness value is significantly improved with the variation of 
iterations, meaning that the particles are resorting to high quality solutions as the swarm con-
verges. 
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Fig. 4. The optimal profile (x1 = 0.0771 and x2 = 0.8626) 

4   Conclusion 

In this paper, we proposed a modified particle swarm optimization (MPSO) search 
method, where an exponentially decreasing inertia weight is deployed instead of a 
linearly decreasing inertia weight. By using this method, optimal design parameters of 
an elliptical flexure hinge including the cutout configuration and the minimum thick-
ness are obtained. The MPSO algorithm is very efficient to solve global optimization 
problems with continuous variables. 
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Abstract. Kernel methods such as support vector machines have been
used extensively for various classification tasks. In this paper, we describe
an entropy based string kernel and a novel logistic kernel partial least
square algorithm for classification of sequential data. Our experiments
with a human chromosome dataset show that the new kernel can be
computed efficiently and the algorithm leads to a high accuracy especially
for the unbalanced training data.

1 Introduction

A fundamental problem in computational biology is the classification of proteins
into different classes based on evolutionary similarity of protein sequences. Pop-
ular algorithms for aligning sequences include the Needleman Wunsch algorithm
for optimal global alignment and the Smith-Waterman algorithm for optimal
local alignment[1]. Both algorithms give natural similarity scores related to the
distance. However, standard pairwise alignment scores are not valid kernels [2].
Many string kernels such as the counting kernel [3,4] came from the text mining
field. These kernels work well for the text mining but may not be appropriate for
biological sequences because of the frequent context changes. [4] has proposed
a marginal kernel through adding hidden contents to the counting kernel and
shown that the Fisher kernel [5] is a special case of the marginalized kernels.
Other kernels such as spectrum kernels, mismatch string kernels, and profile
kernels have been proposed recently [6] and claimed to be successful in protein
sequence classification. For most experiments performed, binary classification is
considered and support vector machines (SVMs) are used for the classification
task. However, SVM, a maximal margin classifier, is not very accurate when data
are completely unbalanced. Unbalanced data often occur for multi-class problems
when using the “one-against-others” scheme. Logistic regression, on the other
hand, performs well for unbalanced data. In this paper, we propose an entropy
kernel and the logistic kernel partial least squares algorithm (LKPLS) for clas-
sification of the multi-class sequences. LKPLS combines the kernel partial least
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squares with logistic regression in a natural way. LKPLS involves three steps: a
kernel computation step, a dimension reduction step, and a classification step.
The proposed entropy kernel and LKPLS have been used to classifying human
chromosomes, and their effectiveness has been demonstrated by the experimental
results.

This paper in organized as follows. In Section 2, we discuss the string kernels.
Partial least squares (PLS) method and LKPLS algorithm are introduced in
Section 3. Computational results are given in Section 4. Conclusions and remarks
are provided in Section 4.

2 Entropy Kernel

Kernel methods including support vector machines have been a hot topic in
machine learning and statistical research. To define a kernel function, we need
to first transform the input into a feature space with a nonlinear transform
function x → Φ(x). A kernel function is then defined as the inner product into
a feature space: K(xi,xj) = Φ(xi)′Φ(xj). The following is a simple example to
illustrate the concept. Suppose we have a two dimensional input x = (x1, x2)′.
Let the nonlinear transform be

x → Φ(x) = (x2
1, x

2
2,
√

2x1x2,
√

2x1,
√

2x2, 1)′. (1)

Then, given two points xi = (xi1, xi2)′ and xj = (xj1, xj2)′, the inner product
(kernel) is

K(xi,xj)
= Φ(xi)′Φ(xj)
= x2

i1x
2
j1 + x2

i2x
2
j2 + 2xi1xi2xj1xj2 + 2xi1xj1 + 2xi2xj2 + 1

= (1 + xi1xj1 + xi2xj2)2 = (1 + x′
ixj)2. (2)

This is a second order polynomial kernel. The above equation (2) shows that the
kernel function is an inner product in the feature space that can be evaluated
even without explicitly knowing the feature vector Φ(x).

In general, a kernel can be defined as a measure of similarity. The value of
the kernel is greater if two samples are more similar and becomes zero if two
samples are independent. Mathematically, given two samples x and y, a kernel
function K(x,y) has to meet the following properties:

1. K(x,y) ≥ 0
2. K(x,y) = K(y,x)
3. K(x,x) ≥ K(x,y)
4. the distance between x and y can be defined as

d(x,y) =
√

K(x,x) + K(y,y) − 2K(x,y). (3)
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Similarity can be evaluated by information measures. An information mea-
sure is a measure of evidence that a data set provides about a parameter in
a parametric family. Fisher information and Kullback-Leibler (KL) information
[7,8] are two such popular measures. In this paper, we concentrate on the KL
mutual information. Mutual information is defined for information between dis-
tributions. It can lead to a kernel function after some revision. In the following,
we define an entropy kernel based on the mutual information between two se-
quences.

Given two sequences x and y, the normalized mutual information is defined as

I(x,y) =

∑
i,j p(xi, yj) log p(xi,yj)

p(xi)p(yj)

min{h(x), h(y)} . (4)

where h(x) = −∑i p(xi) log 1
p(xi)

is the entropy for sequence x, h(y) is the
entropy for sequence y, and 0 ≤ I(x,y) ≤ 1. Using the normalized mutual
information, we define the kernel matrix K by

K(x,y) = e−βd2
. (5)

where β is a free positive parameter and the distance d is such that

d2 = 2− 2I(x,y). (6)

We see that the entropy kernel K meets all the properties of a kernel. For the
sequences of different lengths, we can use a moving forward window and choose
the one with maximal mutual information I.

For a comparison purpose, here we briefly introduce the mismatch kernels
[6]. A mismatch kernel is a string kernel defined in terms of feature maps. For a
fixed k-mer γ = γ1γ2 . . . γk, where γi is a character in an alphabet Σ, the (k, m)
neighborhood, denoted by N(k,m)(γ), is the set of all k-length sequences α from
Σ that differ from γ by at most m mismatches. For a k-mer γ, the feature map
is defined as

Φ(k,m)(γ) = (φα(γ))α∈Σk . (7)

where φα(γ) = 1 if α ∈ N(k,m)(γ) and 0 otherwise. For a sequence x of any
length, the feature map is defined as the sum of Φ(k,m)(γ) over the k-mers con-
tained in x:

Φ(k,m)(x) =
∑

k−mers γ∈x

Φ(k,m)(γ). (8)

The (k, m) mismatch kernel is the inner product:

K(k,m)(x,y) = 〈Φ(k,m)(x), Φ(k,m)(y)〉. (9)

he normalized kernel is then given by

K(x,y) ← K(x,y)√
K(x,x)

√
K(y,y)

. (10)
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3 PLS and LKPLS Algorithms

PLS method is based on linear transition from a number of original descriptors
(independent variables) to a new variable space based on a small number of
orthogonal factors (latent variables). This technique is especially useful in cases
where the number of descriptors is comparable to or greater than the number of
compounds (data points) and/or there exist other factors leading to correlations
between variables. In these cases, the solution of classical least squares method
does not exist or is unstable and unreliable. On the other hand, the PLS ap-
proach leads to stable, correct and highly predictive models even for correlated
descriptors [9]. The latent factors are mutually independent (orthogonal) linear
combinations of original descriptors. Unlike principal component analysis, latent
variables in PLS are chosen in such a way that the maximum correlation with the
dependent variable is obtained. Thus, a PLS model contains the smallest num-
ber of necessary factors. When increasing the number of factors, a PLS model
converges to an ordinary multiple linear regression model (if one exists). In ad-
dition, the PLS approach allows one to detect the relationship between activity
and descriptors even if key descriptors have little contribution to the first few
principal components. Figure 1 provides an example to illustrate the concept.
Given two independent variables x1 and x2 and one dependent variable y, the
first latent component given by PCA and PLS is the line in the left and right
panel of the figure, respectively.
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Fig. 1. The first latent component given by PCA (left) and PLS (right)

Figure1 shows that for this simple problem, PCA selects the poor latent vari-
able which can not be used to separate the two classes, while the PLS component
can be used to separate the two class efficiently.

Kernel partial least squares (KPLS) method is a generalization and nonlin-
ear version of the partial least squares method. Only recently PLS has been
extended to nonlinear regression through the use of kernels [10]. The general
approach for KPLS is first to map each point nonlinearly to a higher dimen-
sional feature space with a transform x → Φ(x), and then to perform a linear
PLS in the mapped space, which corresponds to a nonlinear PLS in the original
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input space. Kernel partial least squares method was mainly designed for the
regression task originally. Recently, Liu and Chen have combined the KPLS and
logistic regression to obtain LKPLS for classification of microarray data [11].
The algorithm is given as follows.

LKPLS Algorithm:

Given the training sequence data {xi}n
i=1 with class labels {yi}n

i=1 and the test
sequence data {xt}nt

t=1 with labels {yt}nt
t=1

1. Compute the kernel matrix, for the training data, K = [Kij ]n×n, where
Kij = K(xi,xj). Compute the kernel matrix, for the test data, Kte =
[Kti]nt×n, where Kti = K(xt,xi).

2. Centralize K and Kte using

K =
(
In − 1

n
1n1′

n

)
K
(
In − 1

n
1n1′

n

)
. (11)

and
Kte =

(
Kte − 1

n
1nt1

′
nK
)(

In − 1
n
1n1′

n

)
. (12)

where 1n is the vector of n 1’s.
3. Call KPLS algorithm to find k component directions [10]:

(a) for i = 1, . . . , k
(b) initialize ui

(c) ti = Φ′Φui = Kui, ti ← ti/||ti||
(d) ci = yiti

(e) ui = yci, ui ← ui/||ui||
(f) repeat steps (b) -(e) until convergence
(g) deflate K, y by K ← (I − titi′)K(I − titi′) and y ← y − titi′y
(h) obtain the component matrix U = [u1, . . . ,uk]

4. Find the projections V = KU and Vte = KteU for the training and test
data, respectively.

5. Build a logistic regression model using V and {yi}n
i=1 and test the model

performance using Vte and {yt}nt
t=1.

We can show that the above LKPLS classification algorithm is a nonlinear
version of the logistic regression. In fact, from our LKPLS classification algo-
rithm, we see that the probability of the label y given the projection v may be
expressed as

P (y|w,v) = g
(
b +

k∑
i=1

wivi

)
. (13)

where the coefficients w are adjustable parameters and g is the logistic function

g(u) = (1 + exp(−u))−1. (14)
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Given a data point Φ(x) in the transformed feature space, its projection vi

(i = 1, ..., k) can be written as

vi = Φ(x)Φ′ui =
n∑

j=1

ui
jK(xj ,x). (15)

Therefore,

P (y|w,v) = g
(
b +

n∑
j=1

cjK(xj ,x)
)
. (16)

where

cj =
k∑

i=1

wiu
i
j , j = 1, · · · , n.

When K(xi,xj) = x′
ixj , equation (16) becomes a logistic regression. Therefore,

LKPLS classification algorithm is a generalization of logistic regression.
Similar to support vector machines, LKPLS algorithm was originally designed

for two class classification. However, we can deal with the multi-class classifica-
tion problem through the popular “one against all others” scheme. What we do
is first to classify each class against all others, and then send each sequence to
the class with the highest probability.

Computational Issues: LKPLS algorithm requires that the user specify the
number of latent variables. The number of latent variables can be determined
by either tuning with the validation sets or using Akaike’s information criteria
(AIC):

AIC = −2 log(L̂) + 2(k + 1), (17)

where k is the dimension of the projection and L̂ is the maximum likelihood
calculated according to

L̂ =
n∏

i=1

(
p(y|w,v)

)y(
1− p(y|w,v)

)1−y

(18)

The k that minimizes AIC should be selected. Our experience shows that for
certain types of chromosome data, the prediction performance is not extremely
sensitive to the choice of the number of latent variables.

4 Computational Results

Chromosome analysis is important in many applications such as detecting ma-
lignant diseases. In this section, we present the experimental results on clas-
sification of humane chromosomes when using LKPLS and the entropy kernel
described previously. The data used in the experiments were extracted from a
database of approximately 7,000 chromosomes classified by experts [12]. Each
digitized chromosome image was automatically transformed into a string. The
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initial string composed of symbols from the alphabet {1, 2, 3, 4, 5, 6}. The string
is the difference coded to represent signed differences of successive symbols, with
the alphabet Σ = {e, d, c, b, a,=, A, B, C, D,E}, where “=” is used for a differ-
ence of 0, “A” for +1, “a” for -1, and so on. Totally, there are 22 homologous
pairs or ‘autosomes’ and one pair of sex chromosomes. Only the 22 autosomes
were considered. The dataset contains 200 string samples from each of the 22
non-sex chromosome types, providing a total of 4400 samples. Samples of raw
chromosome data pieces are given in Table 1.

Table 1. Samples of chromosome pieces

A=A=a===B==a====D==d====D==e======B==b====B==b
A=B===a==A==a==D==d=====D==d======C==b===A===c
A===B==a==C==a==A==c===D===d======C===b==B===d
A==B==a=A===a===B===b===D===e====A===a==A==a=Aa=A
A=B=aB==a=A==a==C===c==C====d=====C==b===A===c===A
A==B==a==A==a====B==b==D====c=====B==b==A==c====A
A=A=a==A==a====A==a====E===d====B====b==A===b==A
A===C==a==A==a==A==a===C===c====A===a===A===c===A

Table 2. Error rates and their corresponding 95% intervals

Methods Error (%) 95% Interval
LKPLS(entropy) 3.1 (2.4-3.9)

LKPLS(mismatch) 2.9 (2.5-3.7)
SVM(entropy) 4.3 (3.8-4.9)

SVM(mismatch) 3.8 (3.4-4.3)
k-NN 3.9 (3.3-4.5)

Constrained Markov Nets 7.3 (6.5-8.1)
ECGI Algorithm 7.5 (6.7-8.3)

Multilayer Perceptron 9.1 (8.3-10)
Hidden Markov Model 9.3 (8.5-10.2)

An additional piece of information contained in the data is the location of
the centromere in each chromosome string. However, we decided not to use this
information in this work. The task of chromosome classification is to detect
deviations from the standard Karyotype, through labelling each chromosome
with its type in order to identify missing, extra, or distorted chromosomes. Much
work has been done with this dataset [13,14].

Our experiments were focused on demonstration of the performance of the
LKPLS algorithm and the proposed entropy kernel. We randomly partitioned the
data into two equally sized groups. Each group was composed of 2200 samples
with 100 samples from each of the chromosome classes. With the cross-validation
framework, we needed two runs: training the model with one group and testing
using the other. The average error rates were computed. Our results and those
reported in the literature are presented in Table 2.
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In Table 2, β = 4 and 25 components were used for the combination of
LKPLS and the entropy kernel , and (k, m) = (5, 1) and 30 components were
used for the combination of LKPLS and the mismatch kernel. The results on
k-NN, constrained Markov nett, multilayer perceptron, and HMM are from the
work in [13], [14], and [15]. It is seen that the performance of the entropy kernel
and LKPLS is comparable to the best performance from the mismatch kernel
and LKPLS.

Figure 2 is the plot for the error rate (%) and number of components used
in the LKPLS algorithm. The plot shows that we need at least 20 components
to achieve a better performance.
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Fig. 2. Number of components and error rates of LKPLS algorithm

5 Conclusions and Discussion

The results of the experiments carried out in this paper demonstrate that our al-
gorithm LKPLS and the entropy kernel performed very well for the given dataset.
It is expected that LKPLS should work well when dealing with sequential and
time series classification problems, as it is based solely on a kernel matrix. Usu-
ally, the design of kernels influences the performance of kernel related algorithms.
How to design new kernel functions is a hot topic in the machine learning com-
munity. The entropy based kernel function proposed in this paper measures the
similarity between sequences without requiring any alignment. Our experiments
provided in this paper indicate that calculation of the entropy based kernel is
faster than other kernels and that the performance of the entropy based kernel
is comparable to those of some popular string kernels. To generalize these, one
may need to conduct more experiments on different datasets and make thorough
comparisons. It is also expected that the use of LKPLS in conjunction with the
entropy kernel would be promising in classification tasks such as protein and
DNA sequence classification. These are our future works.
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Abstract. This paper introduces an adaptive algorithm determining
the measurement-track association problem in multi-target tracking. We
model the target and measurement relationships and then define a MAP
estimate for the optimal association. Based on this model, we introduce
an energy function defined over the measurement space, that incorpo-
rates the natural constraints for target tracking. To find the minimizer
of the energy function, we derived a new adaptive algorithm by introduc-
ing the Lagrange multipliers and local dual theory. Through the exper-
iments, we show that this algorithm is stable and works well in general
environments.

1 Introduction

The primary purpose of a multi-target tracking(MTT) system is to provide an
accurate estimate of the target position and velocity from the measurement
data in a field of view. Naturally, the performance of this system is inherently
limited by the measurement inaccuracy and source uncertainty which arises from
the presence of missed detection, false alarms, emergence of new targets into the
surveillance region and disappearance of old targets from the surveillance region.
Therefore, it is difficult to determine precisely which target corresponds to each
of the closely spaced measurements. Although trajectory estimation problems
have been well studied in the past, much of this previous work assumes that the
particular target corresponding to each observation is known. Recently, with the
proliferation of surveillance systems and their increased sophistication, the tools
for designing algorithms for data association have been announced.

Generally, there are three approaches in data association for MTT : non-
Bayesian approach based on likelihood function [1], Bayesian approach [2,3],
and neural network approach [4,5]. The major difference of the first two ap-
proaches is how to treat the false alarms. The non-Bayesian approach calculates
all the likelihood functions of all the possible tracks with given measurements
and selects the track which gives the maximum value of the likelihood function.
Meanwhile, the tracking filter using Bayesian approach predicts the location of
interest using a posteriori probability. The two approaches are inadequate for
real time applications because the computational complexity is overwhelming
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even for relatively large targets and measurements and a computationally effi-
cient substitute based on a careful understanding of its properties is lacking.

As an alternative approach, Sengupta and Iltis [4] suggested a Hopfield neural
probabilistic data association (HNPDA) network to approximately compute a
posteriori probability in the joint probabilistic data association filter(JPDAF)[6]
as a constrained minimization problem. It might be a good alternative to reduce
the computation comparing with ad hoc association rules [7]. However, the neu-
ral network developed in [4] has been shown to have improper energy functions.
Since the value of a posteriori probability in the original JPDAF are not consis-
tent with association matrix of [4], these dual assumptions of no two returns from
the same target and no single return from two targets should be used only in
the generation of the feasible data association hypotheses, as pointed out in [8].
This resulted from misinterpretations of the properties of the JPDAF which the
network was supposed to emulate. Furthermore, heuristic choices of the con-
stant coefficients in the energy function in [4] didn’t guarantee the optimal data
association.

In contrast to the HNPDA, the MTT investigated here is a nonlinear com-
binational optimization problem irrespective of JPDAF. Its objective function
consists of the distance measure based on the nearest neighbor weighted by
target trajectory and matching factor which is getting from the validation and
feasible matrix. We derived a method to solve the nonlinear MTT by converting
the derived objective function with constraints into the minimization problem
of energy function by MAP estimator [9]. The constrained energy function is
also converted by an unconstrained energy equation using the Lagrange mul-
tipliers [10] and local dual theory [11]. To compute the feasible matrix from
the energy function, we introduced a parallel relaxation scheme which can be
realized on an array processor.

2 Problem Formulation and Energy Function

2.1 Representing Measurement-Target Relationship

Fig. 1 shows the overall scheme. This system consists of three blocks: acquisi-
tion, association, and prediction. The purpose of the acquisition is to determine
the initial starting position of the tracking. After this stage, the association and
prediction interactively determine the tracks. Our primary concern is the associ-
ation part that must determine the actual measurement and target pairs, given
the measurements and the predicted gate centers.

Let m and n be the number of measurements and targets, respectively, in
a surveillance region. Then, the relationships between the targets and measure-
ments are efficiently represented by the validation matrix ω [6]:

ω = {ωjt|j ∈ [1, m], t ∈ [0, n]}, (1)

where the first column denotes clutter and always ωj0 = 1. For the other columns,
ωjt = 1 (j ∈ [1, m], t ∈ [1, n]), if the validation gate of target t contains the
measurement j and ωjt = 0, otherwise.
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w(k)

Prediction

AssociationAcquisition

y(k)

z(k-1)

D

z(k)

x(k)

Fig. 1. An overall scheme for target tracking

Based on the validation matrix, we must find hypothesis matrix [6] ω̂(=
{ω̂jt|j ∈ [1, m], t ∈ [0, n]}) that must obey the data association hypothesis(or
feasible events [6]): {∑n

t=0 ŵjt = 1 for (j ∈ [1, m]),∑m
j=1 ŵjt ≤ 1 for (t ∈ [1, n]). (2)

Here, ω̂jt = 1 only if the measurement j is associated with clutter (t = 0) or
target (t �= 0). Generating all the hypothesis matrices leads to a combinatorial
problem, where the number of data association hypothesis increases exponen-
tially with the number of targets and measurements.

2.2 Constraining Target Trajectories

To reduce the search space further, one must take advantage of additional con-
straints. Let’s consider a particular situation of radar scan like Fig. 2.

In this figure, the position of the gate center of target t at time k is represented
by xt(k). Also, yj(k) means the coordinate of the measurement j at time k.
Among the measurements included in this gate, at most one must be chosen as
an actual target return. Note that the gate center is simply an estimate of this
actual target position obtained by a Kalman filter [15].

Since the target must change its direction smoothly, a possible candidate
must be positioned on the gate which is as close to the trajectory as possible.

Target Direction

Gate of Target  t

Gate Center  

Measurementers

X t(k)

Yj(k)

Fig. 2. Target trajectory and the measurements
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As a measure of this distance, one can define the distance measure rjt from the
target trajectory line to the measurement point,yj = (xj, yj) as

r2
jt

Δ=
(xjdyt − yjdxt )2

(d2
xt

+ d2
yt

)
. (3)

where dxt and dyt are target’s x, y axis directional distance over times k and
k + 1 which is calculated by using the estimation and prediction filter and xj

and yj are relative positions from the gate center to the measurement position.
Notice that this is the normal from the observation to the target trajectory.

As shown in Fig. 2, the distance from the target to the measurement is
weighted by (3). In this case, the system tries to associate the target with the
measurement which is located near the estimated point and target trajectory
line within the gate. This will make one-to-one association decisions for track
updating. But the JPDA [8] approach does not perform one-to-one associations
of returns to tracks since the essence of the JPDA method is the computation of
association probabilities for every track with every measurement in the present
scan, and the subsequent use of those probabilities as weighting coefficients in
the formation of a weighted average measurement for updating each track.

2.3 MAP Estimates for Data Association

The ultimate goal of this problem is to find the hypothesis matrix ω̂ = {ω̂jt|j ∈
[1, m], t ∈ [0 ,n]}, given the observation y and x, which must satisfy (2). From
now on, let’s associate the realizations- the gate center x, the measurement y,
the validation matrix ω, and ω̂- to the random processes-X , Y , Ω, and Ω̂.

Next, consider that Ω̂ is a parameter space and (Ω, Y, X) is an observation
space. Then,a posteriori can be derived by the Bayes rule:

P (ω̂|ω,y,x) =
P (ω|ω̂)P (y,x|ω̂)P (ω̂)

P (ω,y,x)
. (4)

Here, we assumed that P (ω,y,x|ω̂) = P (ω|ω̂)P (y,x|ω̂), since the two variables
ω and (x,y) are separately observed. This assumption makes the problem more
tractable as we shall see later. This relationship is illustrated in Fig. 3.

Given the parameter Ω̂, Ω and (X, Y ) are observed. If the conditional prob-
abilities describing the relationships between the parameter space and the ob-
servation spaces are available, one can obtain the MAP estimator:

ω∗ = argmax
ω̂

P (ω̂|ω,y,x). (5)

2.4 Representing Constraints by Energy Function

As a system model, we assume that the conditional probabilities are all Gibbs
distributions: ⎧⎪⎪⎨⎪⎪⎩

P (y,x|ω̂) Δ= 1
Z1

exp{−E(y,x|ω̂)},
P (ω|ω̂) Δ= 1

Z2
exp{−E(ω|ω̂)},

P (ω̂) Δ= 1
Z3

exp{−E(ω̂)},
(6)
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Ω (X,Y)

Ω̂

Fig. 3. The parameter space and the observation space

where Zs (s ∈ [1, 2, 3]) is called partition function:

Zs =
∫

ω̂∈E
exp{−E(ω̂)}dω̂. (7)

Here, E denotes the energy function. Substituting (6) into (4), (5) becomes

ω̂∗ = argmin
ω̂

[E(y,x|ω̂) + E(ω|ω̂) + E(ω̂)]. (8)

Since the optimization is executed with respect to ω̂, the denominator in (4) is
independent of ω̂ and therefore irrelevant for its minimization.

The energy functions are realizations of the constraints both for the tar-
get trajectories and the measurement-target relationships. For instance, the first
term in (8) represents the distance between measurement and target and could be
minimized approximately using the constraints in (3). The second term intends
to suppress the measurements which are uncorrelated with the valid measure-
ments. The third term denotes constraints of the validation matrix and it can be
designed to represent the two restrictions as shown in (2). The energy equations
of each term are defined respectively:⎧⎪⎪⎨⎪⎪⎩

E(y,x|ω̂) Δ=
∑n

t=1
∑m

j=1 rjtŵjt,

E(ω|ω̂) Δ=
∑n

t=1
∑m

j=1(ŵjt − wjt)2,

E(ω̂) Δ=
∑n

t=1(
∑m

j=1 ŵjt − 1) +
∑m

j=1(
∑n

t=0ŵjt − 1).

(9)

Putting (9) into (8), one gets

ω̂∗ = argmin
ω̂

[
α

n∑
t=1

m∑
j=1

r2
jtŵjt +

β

2

n∑
t=1

m∑
j=1

(ŵjt − wjt)2

+
n∑

t=1

(
m∑

j=1

ŵjt − 1) +
m∑

j=1

(
n∑

t=0

ŵjt − 1)
]
, (10)

where α and β are a coefficient of the weighted distance measure and the match-
ing term respectively.
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Using this scheme, the optimal solution is obtained by assigning observations
to tracks in order to minimize the weighted total summed distance from all
observations to the tracks to which they are assigned. This is thought of as a
version of the well-known assignment problem for which optimal solutions have
been developed with constraints [12][16].

3 Relaxation Scheme

The optimal solution for (10) is hard to find by any deterministic method. So,
we convert the present constrained optimization problem to an unconstrained
problem by introducing the Lagrange multipliers and local dual theory [11,10].
In this case, the problem is to find ω̂∗ such that ω̂∗ = argminω̂ L(ω̂, λ, ε) where

L(ω̂, λ, ε) = α

n∑
t=1

m∑
j=1

r2
jtω̂jt +

β

2

n∑
t=1

m∑
j=1

(ω̂jt − ωjt)2

+
n∑

t=1

λt(
m∑

j=1

ω̂jt − 1) +
m∑

j=1

εj(
n∑

t=0

ω̂jt − 1), (11)

Here, λt and εj are the Lagrange multipliers. Note that (11) includes the effect
of the first column of the association matrix, which represents the clutter as well
as newly appearing targets. In general setting, we assume m > n, since most of
the multitarget problem is characterized by many confusing measurements that
exceed far over the number of original targets.

Let’s modify (11) so that each term has equal elements:

L(ω̂, λ, ε) = α

n∑
t=0

m∑
j=1

r2
jtω̂jt(1 − δt) +

β

2

n∑
t=0

m∑
j=1

(ω̂jt − ωjt)2

+
n∑

t=0

λt

{ m∑
j=1

ω̂jt − 1− dmnδt

}
+

m∑
j=1

εj(
n∑

t=0

ω̂jt − 1), (12)

where dmn � m− n− 1 .
We now look for a dynamical system of ordinary differential equations. The

state of this system is defined by ω̂ = {ω̂jt} and the energy equation L is
continuously differentiable with respect to ω̂jt,(j = 1, · · · , m and t = 0, · · · , n).
Since we are dealing with a continuous state problem, it is logical to use the
Lagrange multipliers in the differential approach:⎧⎪⎨⎪⎩

dω̂
dt = −η(ω̂)∂L(ω̂,λ,ε)

∂ω̂
dλt

dt = ∂L(ω̂,λ,ε)
∂λt

dεj

dt = ∂L(ω̂,λ,ε)
∂εt

,

(13)

where η(ω̂) is a modulation function that ensures that the trajectories of (13) are
in a state space contained in Euclidean nm-space. Performing gradient ascent on
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λ and ε have been shown [16] to be very effective in the resolution of constrained
optimization problems.

To find a minimum of this equation by iterative calculations, we can use the
gradient descent method :⎧⎨⎩

ω̂n+1 = ω̂n − η(ω̂)∇ω̂L(ω̂, λ, ε)Δt,
λn+1 = λn +∇λL(ω̂, λ, ε)Δt,
εn+1 = εn +∇εL(ω̂, λ, ε)Δt,

(14)

where ω̂0, λ0, and ε0 are initial states, Δt is the unit step size for each iteration,
and ∇ω̂ , ∇λ, ∇ε are gradients. The trajectory of this dynamical equation is
chosen in such a way that the energy L(ω̂, λ, ε) decreases steadily along the
path. Hence, L(ω̂, λ, ε) is a Lyapunov function for this dynamical equation. Note
that this algorithm converges to a minimum point nearest to the initial state.
In general, the gradient search method has the property of converging to one of
the local minima depending on the initial states.

We assume that the energy is analytic and also that the energy is bounded
below, i.e., L ≥ 0. A complete form of the relaxation equations are given by⎧⎪⎪⎪⎨⎪⎪⎪⎩

ω̂n+1
jt = ω̂n

jt −Δt
[
αr2

jt(1 − δt) + β(ω̂n
jt − ωjt) + λn

t + εn
j

]
,

λn+1
t = λn

t + Δt
[∑m

j=1 ω̂n
jt − 1− dmnδt

]
,

εn+1
j = εn

j + Δt
[∑n

t=0 ω̂n
jt − 1

]
.

(15)

This equation can be computed by an array processor. A processing element
in this array stores and updates the states by using information coming from
nearby processors, together with their previous states. To terminate the iteration,
we can define in advance either the maximum number of iterations or a lower
bound of the change of ω̂, ε and λ in successive steps.

The MAP estimate adaptive data association scheme’s computational com-
plexity of basic routine per iteration require O(nm) computations. When we as-
sume the average iteration number as k̄, the total data association calculations
require O(k̄nm) computations. Therefore, even if the tracks and measurements
are increased , the required computations are not increasing exponentially . How-
ever JPDAF as estimated in [4] requires the computational complexity O(2nm) ,
so its computational complexity increases exponentially depending on the num-
ber of tracks and measurements.

4 Experimental Results

In this section, we present some results of the experiments comparing the per-
formance of the proposed MAP estimate adaptive data association(MAPADA)
with that of the JPDA [6]. We just used the standard Kalman filter [15] for
the estimation part once feasible matrix ω̂ is computed. The performance of the
MAPADA is tested in two separate cases in the simulation. In the first case,
we consider two crossing and parallel targets for testing the track maintenance
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Table 1. Initial Positions and Velocities of 10 targets

Target Position (km) Velocity (km/s)
i x y ẋ ẏ
1 -4.0 1.0 0.2 -0.05
2 -4.0 1.0 0.2 0.05
3 -6.0 -5.0 0.0 0.3
4 -5.5 -5.0 0.0 0.3
5 8.0 -7.0 -0.4 0.0
6 -8.0 -8.0 0.4 0.0
7 -5.0 9.0 0.25 0.0
8 -5.0 8.9 0.25 0.0
9 0.5 -3.0 0.1 0.2
10 9.0 -9.0 0.01 0.2

Table 2. The track performance based on the crossing and parallel targets

Clutter Position error Velocity error Track maintenance
density (km) (km/s) (%)
(/km2 ) JPDA MAPADA JPDA MAPADA JPDA MAPADA

0.2 0.040 0.043 0.018 0.019 100 100
0.4 0.056 0.059 0.033 0.034 80 80
0.6 0.079 0.061 0.047 0.045 48 63
0.8 0.117 0.063 0.072 0.059 35 53

Average 0.073 0.057 0.043 0.039 66 74

and accuracy in view of clutter density. In the second case, all the targets as
listed in Table 1 are used for testing the multi-target tracking performance. The
dynamic models for the targets have been used by the Singer model developed in
[14]. Target 8 and 9 in Table 1 were given acceleration 20m/sec2 and 10m/sec2

between 15 and 35 turn period, respectively.
The crossing and parallel targets whose initial parameters are taken from

target 1,2,3,and 4, respectively in Table 1 are tested. The rms estimation errors
and track maintenance capability from the filtering based on the crossing and
parallel targets are listed in Table 2. We note that an obvious trend in the results
is making it harder to maintain tracks by increasing the clutter density. We also
note that, although we have simulated just two scenarios: parallel and crossing
targets, the performance of the MAPADA is almost same as that of the HNPDA
in view of both tracking accuracy and maintenance.

Table 3 summarizes the rms position and velocity errors for each target
in the second test. From Table 3, we note that MAPADA’s track maintenance
capability is higher than JPDA, even if the rms error of each track is a little
larger than the JPDA. This result comes from the choosing the course weighted
distance measure. We also note that the general performance of the MAPADA is
almost equivalent to that of JPDA. The MAPADA appears to be a alternative to
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Table 3. RMS Errors in the case of ten targets

target Position error Velocity error Track maintenance
i (km) (km/s) (%)

JPDA MAPADA JPDA MAPADA JPDA MAPADA
1 0.039 0.042 0.017 0.018 100 100
2 0.038 0.043 0.021 0.019 100 100
3 0.039 0.042 0.016 0.018 100 100
4 0.044 0.042 0.021 0.018 93 100
5 0.040 0.044 0.016 0.019 100 100
6 0.040 0.042 0.011 0.045 100 100
7 0.040 0.042 0.011 0.045 100 100
8 0.251 0.295 0.072 0.118 65 53
9 0.056 0.052 0.024 0.020 85 93
10 0.040 0.044 0.017 0.018 100 98

the JPDA instead of HNPDA. Also, It could replace the sequential computations
required for the JPDA with a parallel scheme. But the difficulty in adjusting the
parameters still exist.

5 Conclusion

The purpose of this paper was to explore an adaptive data association method
as a tool for applying multi-target tracking. It was shown that it always yields
consistent data association, in contrast to the HNPDA, and that these associ-
ated data measurements are very effective for multi-target filters. Although the
MAPADA finds the convergence recursively, the MAPADA is a general method
for solving the data association problems in multi-target tracking. A feature of
our algorithm is that it requires only O(nm) storage, where m is the number of
candidate measurement associations and n is the number of trajectories, com-
pared to some branch and bound techniques, where the memory requirements
grow exponentially with the number of targets. The experimental results show
that the MAPADA outperforms the HNPDA and is almost equivalent to the
JPDA in terms of both rms errors and track maintenance rate. This algorithm
has several applications and can be effectively used in long range multitarget
tracking systems using surveillance radar.
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Abstract. In this paper, we propose a novel approach to DNA computing- 
inspired semantic model. The model is theoretically proposed and constructed 
with DNA molecules. The preliminary experiment on construction of the small 
test model was successfully done by using very simple techniques: parallel 
overlap assembly (POA) method, polymerase chain reaction (PCR), and gel 
electrophoresis. This model, referred to as ‘semantic model based on molecular 
computing’ (SMC) has the structure of a graph formed by the set of all (attribute, 
attribute values) pairs contained in the set of represented objects, plus a tag node 
for each object. Each path in the network, from an initial object-representing tag 
node to a terminal node represents the object named on the tag. Input of a set of 
input strands will result in the formation of object-representing dsDNAs via 
parallel self-assembly, from encoded ssDNAs representing both attributes and 
attribute values (nodes), as directed by ssDNA splinting strands representing 
relations (edges) in the network. The proposed model is very suitable for 
knowledge representation in order to store vast amount of information with high 
density.  

1   Introduction 

In 1994, L. Adleman’s [7] ground-breaking work demonstrated the way to use DNA 
molecules for computational purposes. This experience also contributed into a better 
understanding where to go with DNA machines, namely, to try to develop memory 
machines that are machines with very large memory that implements rather simple 
search operations. Such computation with DNA is, what is called, DNA computing or 
biomolecular computing. DNA computing has showed its potential by solving several 
mathematical problems, such as a graph and satisfiability problems [7, 11]. It appears, 
however, that current technology is not capable of the level of control of biomolecules 
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that is required for large, complex computations [8]. One of the DNA’s most attractive 
applications is a memory unit, using its advantages such as the vast parallelism, 
exceptional energy efficiency and extraordinary information density. Baum [1] 
proposed an idea of constructing DNA-based memory, and then some experimental 
work on this has been reported. In their reports, instead of encoding data into {0, 1} bit 
in case of conventional memory, the data is encoded as {A, T, C, G} base sequences 
then it is stored in DNA strands. Reif [5] reported these characteristics of DNA-based 
computing as follows. The extreme compactness of DNA as data storage is nothing 
short of incredible. Since a mole contains 6.02×1023 DNA base monomers, and the 
mean molecular weight of a monomer is approximately 350 grams/mole, then 1 gram 
of DNA contains 2.1×1021 DNA bases. Since there are 4 DNA bases can encode 2 bits, 
and it follows that 1 gram of DNA can store approximately 4.2×1021 bits. In contrast, 
conventional storage technologies can store at most roughly 109 bits per gram, so DNA 
has the potential of storing data on the order of 1012 more compactly than conventional 
storage technologies. However, they never sufficiently compensate for the way to 
arrange knowledge information for representing an object in DNA strands, which 
makes it difficult for human to understand any information instinctively.  

Semantic networks are graphic notations for representing knowledge in patterns of 
interconnected nodes and edges. Computer implementations of semantic networks 
were first developed for artificial intelligence (AI) and machine translation, but earlier 
versions have long been used in philosophy, psychology, and linguistics. Brain 
information processing often involves comparing concepts. There are various ways of 
assessing concept similarity, which vary depending on adopted models of knowledge 
representation. In featural representations, concepts are represented by sets of features. 
In Quillian’s model of semantic memory [10], concepts are represented by the 
relationship name via links. Links are labeled by the name of the relationship and are 
assigned criteriality tags that attest to the importance of link. In artificial computer 
implementations, criteriality tags are numerical values the represent the degree of 
association between concept pairs (i.e., how often the link is traversed), and the nature 
of the association. There are many variations of semantic networks, but all can be 
categorize into either one of the six categories: definitional, assertional, implicational, 
executable, learning, and hybrid [3]. The detail of such categories is not covered in this 
paper. The point of our study is in the structure of semantic networks.  

In semantic networks, a basic structure of relations between two objects is described 
with nodes, directed edges and labels as shown in Figure 1. The nodes denote “object” 
and the directed edge denotes the relations. Semantic network is a set of objects 
described by such structures. The nodes and edges are changeable under the situations 
of various representations. It is easy for human to intuitively understand meanings of 
the object with network structures. The graph of the semantic network potentially 
realizes reasonable knowledge representation. 

It is considered that one method of approaching a memory with power near to that of 
human is to construct a semantic network model based on molecular computing. 
However it is difficult to apply existing semantic networks when we build DNA based 
semantic memory because duplex DNA structures forced them to limit knowledge 
representation abilities. It seems a new semantic model like a network will be required 
for DNA computing approach. 
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Fig. 1. A standard structure of a semantic network: the nodes denote object and the directed edge 
denote relation between the two objects 

In this paper, we propose a novel semantic model derived from existing semantic 
networks for implementation with DNA. A set of semantic information is stored in 
single-stranded (ss) or double-stranded (ds) DNAs. These strands will form linear 
dsDNA by using parallel overlap assembly (POA) method. POA has some advantages 
over the hybridization/ligation method by Adleman [7] in terms of generation speed 
and material consumption [6]. At the POA process, DNA strands were overlapped 
during an annealing step in the assembly process while the remaining parts of the DNA 
strands were extended by dNTP incorporation by polymerase chain reaction (PCR) in 
that it repeats the denaturation, annealing, and extension. 

2   Semantic Model Based on Molecular Computing 

2.1   Model 

A number of researches have engaged in solving simple problems on semantic 
networks using AI technique. Therefore it was conceivable that early semantic network 
was done using papers and pencils. When researchers realize the need to represent 
bigger problem domain, computers software were designed to overcome the limitation 
inherent in the conventional methods. These graphical notions were ultimately 
transferred on to computers using software specific data structures to represent nodes 
and edges. We produce another way by using DNA-based computers to implement 
such semantic networks. 

In our consideration, however, it is almost impossible to implement existing 
semantic networks by using DNA computing techniques, because DNA’s duplex 
structure limits representations of them heavily. Thus, instead of using the standard 
existing semantic network described in the previous section, we create a new semantic 
model such a network in order to enable to use the DNA computing techniques. Such a 
model has to be created to maintain the concept of an existing semantic network as 
much as possible. The way to make the semantic model is described as follows.  

First, a tag as a name of an object is set to an initial node in the graph. After we 
determine the number and the kinds of the attribute of the object, both the attribute and 
attribute value are sequentially set to another node following by the tag node. Second, a 
directed edge is connected between (attribute, attribute value) pair nodes. Figure 2 
shows a basic structure of this. It is imperative to transform complicated graphs into 
simpler ones. An AND/OR graph enables the reduction of graph size, and facilitates 
easy understanding. The relation between the nodes and edges is represented using a 
new defined AND/OR graph. A directed edge in the terminal direction is sequentially 
connected between the nodes except for the following case (AND). If there are two 
nodes which have same attributes but different attribute values, each of directive edges 
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Fig. 2. A basic structure of the semantic model proposed: the nodes except for the tag node 
denote both attributes and attribute values. The directed edge merely is connected between the 
two nodes.  

 

Fig. 3. A simple object model of X; the three determind attributes are A1, A2, and A3 

is connected in parallel (OR). Each edge denotes only connection between the nodes in 
the directive graph. Finally, labels are attached to the nodes, such as ‘(Tag: O)’ and 
‘(Attribute: A, Attribute Value: V)’.  

The nodes denote either a name of the object or both the attribute and the attribute 
values. In short, one path from an initial node to a terminal node means one object 
named on the tag. We define this graph as a knowledge representation model. The 
model represents an object, as reasoned out by the combinations between the nodes 
connected by the edges. For example, Figure 3 illustrates this object representation in 
the context of object X (named via the tag). An overall graph is then formed by the 
union of a set of such basic objects, each of which is described in similar, simple 
fashion. Figure 4 shows an example of such a network. We name such a graph a 
semantic model based on molecular computing (SMC). An SMC contains all attributes 
common to every object as well as each attribute value. Attribute layers consist of 
attribute values, lined up. If an object has no value of a certain attribute, the attribute 
value is assigned ‘no value’, such a question of ‘What is water’s shape?’ An object is 
expressed by the list representation style as follows, 

{<O, Ai, Vji> |i=1, 2,…, m; j=1,2,…, n} 

Although an attribute generally corresponds to an attribute value with one to one, in 
the SMC the attribute is allowed to have one or more attribute values.   

For example, object X such as Figure 3 is, 

<Object X, A1, V11> 
< Object X, A2, V12> 
< Object X, A2, V22> 
< Object X, A3, V13> 
<Object X, A3, V23> 
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Fig. 4. A semantic model based on molecular computing (SMC), which collectively models a set 
of objects, given a total number of attribute layers, m. 

A2 has two attribute values, V12 and V22. And also, A3 has two attribute values,V13 
and V23.  

2.2   DNA Representation 

Each of the nodes and edges within an SMC may be represented by a DNA strand, as 
follows. First, each node is mapped onto a unique, ssDNA oligonucleotide, in a DNA 
library of strands. In the DNA library, a row shows attributes, a column shows attribute 
values and each DNA sequence is designed. The DNA sequences are assigned by 20 
oligonucleotides. Here, an important thing is that every sequence is designed according 
to these relations to prevent mishybiridization via other unmatching sequences. The 
sequences used are designed by DNA Sequence Generator [2] that is a program for the 
design of DNA sequences useful for DNA computing, nanotechnology and the design 
of DNA Arrays. Second, each edge is mapped by following the Adleman [7] scheme. 
Finally, the overall strands are respectively represented by the size which suits the end 
of the DNA pieces of the initial or the terminal exactly. In this way, the semantic model 
of each object is represented by DNA strands. Figure 5 shows one of paths shown for 
object X model in Figure 3, as represented by a set of ssDNA ((Object X) (A1, 
V11) (A2, V12) (A3, V13)).  

(Object X) 

(A1, V11)→(A2, V12) (A2, V12)→(A3, V13) (Object X)→(A1, V11) 

(A1, V11) (A2, V12) (A3, V13) 

 

Fig. 5. One of the DNA paths of the graph (Object X) in Figure 3. The arrowhead indicates the 3’ 
hydroxyl end. 
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3   Experimental Construction with POA 

The SMC is theoretically described in the section 2. It is essential to demonstrate SMC 
with DNA molecules to experimentally verify our theory. The target model is Figure 3, 
a small SMC graph. Every path from the initial node to the terminal node in this model  

 
Mixture of knowledge based molecules and input molecules 

Extension 

Denaturation 

Annealing

Repeat cycle: annealing; extension; and denaturation 

1 cycle 

 

Fig. 6. Schematic diagram of POA steps. The thick arrows denote the ssDNA which participate 
in each step of the reaction. The thin arrows denote elongated part by dNTPs incorporation. 
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is represented by a set of ssDNA. The ssDNAs of tag node and the edges within the set 
are synthesized as knowledge based molecules. The ssDNAs representing label (A1, 
V11), (A2, V12), and (A3, V13) is synthesized as an input molecule to be combined with 
the DNA library.  

Knowledge based molecules are first inserted into a test tube, followed by addition of 
the input molecules, were mixed. The schematic diagram of POA steps is shown in 
Figure 6. The mixture contained each 1μl DNA oligonucletoides, 67.5 μl distilled 
water, 10μl dNTP (TOYOBO, Japan), 10μl 10×KOD dash buffer (TOYOBO, Japan), 
0.5μl KOD dash (TOYOBO, Japan). The total reaction volumes was 99μl .The POA 
was processed for 25 cycle at 94 for 30 seconds, at 55 for 30 seconds, and at 74 seconds 
for 10 seconds.  

4   Experimental Result 

POA product in the test tube was checked to confirm whether our necessary dsDNAs 
exist, with two methods, PCR and Gel electrophoresis. The only DNAs representing 
the test model are efficiently amplified with PCR to surely obtain correct dsDNA 
length for a next operation, gel electrophoresis. Although the PCR needs two primers of 
sequences properly designed for the template DNAs, it is possible to design them by the 
sequences assigned by the initial node and the terminal node. As for this experiment the 
sequences used as primers are designed based on the sequences assigned by the two 
nodes, (object X) and (A3, V13). The PCR is performed in a 25μl solution including 
13.875μl distilled water, 2.5μl for each primers, 1μl template, 2.5μl 10×KOD dash 
buffer (TOYOBO, Japan), 0.125μl KOD dash (TOYOBO, Japan), and 2.5μl dNTP 
(TOYOBO, Japan) for 25 cycle at 94 for 30 seconds, at 55 for 30 seconds, and at 74 
seconds for 10 seconds.  

The PCR products are subjected to gel electrophoresis to determine the presence of 
the correct dsDNAs, which then appear as discrete bands on the gel. The correct 
dsDNA length, denoted as L_S, is given by the simple relation: 

L_S =L_D (m+1) 

where L_D is the length of each synthesized DNA fragment. Now L_D is length of 
20-mer assigned by the DNA library, and m = 3, then L_D is 80 bp (base pair). The gel 
is stained by SYBR GOLD (Molecular probes). After gel electrophoresis was executed 
for 35 minutes, the gel image was captured as shown in Figure 6. In the lane 1 the 
dsDNAs of 80 bp clearly appeared as band on the gel. The result explains that the small 
test model is successfully constructed with DNA molecules.  

5   Discussion 

It would be essential to reduce overall experimental steps whenever any DNA-based 
computers are performed. In this experiment only the three primitive techniques: POA, 
PCR, and Gel electrophoresis for genetic engineering were used to form and check 
necessary dsDNAs. It is very simple experiment for implementation of DNA-based 
model. The total of the experiment time is approximately 3 hours.  
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Fig. 7. The result of the gel electrophoresis on 10% polyacrylamide gel. The POA product 
amplified by PCR is in lane 1. Lane M denotes 20 bp ladder. 

In AI research fields, some work has been focusing on how to arrange and store a set 
of knowledge in memories. By semantic models composed of nodes and edges, not 
logical rules, a certain object is administered by a tag node linking (attribute, attribute 
value) pair nodes. It might have difficulties treating complicated representation only by 
(attribute, attribute value) pairs. However, the proposed model has much advantage 
over the logical rule approaches. By picking the nodes up, it is possible to reach for the 
object at a stretch. Human can understand and recognize the context of the object 
smoothly compared with other models [1, 4, 5, 9] when he sees the model. If individual 
objects have common (attribute, attribute value) pair nodes, they can share them, which 
enable to avoid the synthesis of such overlap sequences. Moreover, knowledge 
representation abilities of this model are very higher, because the SMC is represented 
by both attributes and attribute values with a concept of AND/OR graph. Therefore, we 
believe that the proposed one is very suitable for semantic memories with DNA 
molecules. In the future work, the optimization of some parameters, such as 
reaction-temperature, oligonucleotide concentrations, reaction time, etc. will be 
experimentally tested to achieve reliable performance, when a large complex model is 
tread. The proposed model will appears as an interaction between AI and biomolecular 
computing research fields, and will be further extend for several AI applications. 
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Abstract. Particle swarm optimization is a computational intelligence method 
of solving the multiobjective optimization problems. But for a given particle, 
there is no effective way to select its globally optimal particle and locally opti-
mal particle. The particle angle is defined by the particle’s objective vector. The 
globally optimal particle is selected according to the minimal particle angle. 
Updating the locally optimal particle and particle swarm is based on the Pareto 
dominance relationship between the locally optimal particle and the offspring 
particles and the particle’s density. A multiobjective particle swarm optimiza-
tion based on the minimal particle angle is proposed. The algorithm proposed is 
compared with sigma method ,NSPSO method and NSGA- method on four 
complicated benchmark multiobjective function optimization problems. It is 
shown from the results that the Pareto front obtained with the algorithm pro-
posed in this paper has good distribution, approach and extension properties.

1   Introduction 

Particle swarm optimization (PSO) is a population-based stochastic optimization 
technique proposed by Kennedy et al which imitates the social behavior of a bird 
flock flying around and sitting down on a pylon [1]. PSO was initially proposed to 
deal with single objective optimization problems. The traditional PSO is not suitable 
for  multi-objective optimization problems whose objective functions may conflict 
with each other and so it needs an improvement in the following two aspects: select-
ing the globally optimal particle and selecting the locally optimal particle. 

On selecting the globally optimal particle, Hu presented a multi-objective particle 
swarm optimization in which dynamic neighborhood strategy is adopted to select the 
globally optimal particle [2]. Selecting globally optimal particles depends on just one 
of the objectives in nature. Coello presented a method based on dividing the objective 
space [3], which is a variant of the roulette wheel selection in nature. Fieldsend et al 
applied the archive to selecting the globally optimal particle, which selects the glob-
ally optimal particle from the archive by comparing with the composite points in a 
structure tree [4]. Although this method can find the globally optimal particle favor-
able for particle evolution, it may make most particles only point to some special ones 

,
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of the archive, hence producing local convergence. Mostaghim et al put forward a 
sigma method to select the globally optimal particle[5]. Although the method can 
avoid the deficiencies existed in the method proposed by Fieldsend et al, there still ex-
ist the following deficiencies: (1) It requires all the values of the objective functions 
to be positive. (2) The convergence property of the method is not good when it is ap-
plied in optimizing functions with 3 objectives or more. 

Multi-objective particle swarm optimization selects the locally optimal particle via 
simple comparison [1]. However in the method , when the new generated particle may 
be better than other particles or other locally optimal particles, it is easy to lose the 
obtained optimal information, thereby resulting in low evolutionary efficiency. In 
NSPSO[6],Li presented a new method of selecting the locally optimal particle which 
selects among the locally optimal particles and the offspring particles of the N parti-
cles. The method avoids the deficiency of the traditional selection operators effec-
tively, however there also exists a deficiency:  the computation is very complicated.  

In this paper the particle angle is defined and the globally optimal particle is cho-
sen according to the minimal particle angle. Updating the locally optimal particle and 
particle swarm is determined according to the Pareto dominance relationship between 
the locally optimal particle and the offspring particles and the particle’s density. A 
multi-objective particle swarm optimization based on the minimal particle angle is 
proposed. Finally the algorithm proposed in this paper is compared with sigma 
method ,NSPSO method and NSGA- method on benchmark functions  

In the remainder of the paper, particle swarm optimization is simply introduced in 
section 2. In section 3, the particle angle is defined and a novel method of selecting 
the globally optimal particle based on the above definition is put forward. In section 
4, the particle’s density are defined and subsequently a novel strategy for updating the 
locally optimal particle based on the above definitions is proposed. In section 5, a 
multi-objective particle swarm optimization based on the minimal particle angle is 
presented. In section 6, the algorithm proposed in this paper is compared with other 
three methods. Finally, the conclusions for this paper are drawn. 

2   Particle Swarm Optimization 

Particle swarm optimization searches for the solution space by using a particle swarm, 
each particle represents a solution of the optimized problem, and each particle has a 

velocity corresponding to its flying direction and distance. Each particle ix  updates 

itself by tracking two optima, the one is its locally optimal particle 

( ) d
idiii RpppP ∈= ,,, 21

, which is the best position that ix  has visited so far, the 

other is the globally optimal particle ( ) d
gdggg RpppP ∈= ,,, 21

, which is the best 

position that the whole swarm has visited so far. Each particle updates itself according 
to the following formula: 
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 where j=1,2……d, i=1,2,…,N, N is the swarm size, 1 2,c c  are two positive constants, 

1 2,r r  are two random numbers within [0 ,1], w is an inertia weight to control explora-

tion in the search space, [ ]maxmax vvvij −∈ , where maxv  is set by the user. 

3   Selecting Globally Optimal Particle 

In order to give how to select the globally optimal particle based on the minimal  
particle angle, the concept of the particle angle is firstly defined. 

Considering two particles ji xx ,  in a swarm, define 

( ) ( )
( , ) arccos

( ) ( )
i j

ij i j

i j

f x f x
x x

f x f x
δ δ

⋅
= =

⋅

(2)

as the particle angle between ix  and jx  in objective space, namely, the particle angle 

for short, where ( )if x  and ( )jf x  are vector values of the objective function of ix

and jx .

The following is the method of selecting the globally optimal particle of ix  from 

archive A. Firstly compute the particle angle ),( ji axδ  between ix  and particle ja
in A, where Aj ,,2,1=  and | |A  is the number of the elements in A . Secondly look 

for a particle ka in A satisfying 
{ }

),(min),(
,,2,1

ji
Aj

ki axax δδ
∈

= . Then ka  is the globally op-

timal particle of ix . The geometric explanation is shown as Fig. 1.  It can be seen 

from Fig. 1 that selecting the globally optimal particle of ix based on the minimal 
particle angle actually selects the particle such that the particle angle between it and 

ix  is minimal. 
It can be seen from formula (2) that the method doesn’t require the objective vec-

tors to be positive and the computation is more direct. 

f1

f2

Fig. 1. Geometric explanation of selecting globally optimal particle, where  stands for one 
particle in A ;  stands for one particle in particle swarm  
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4   Updating Particle and Its Locally Optimal Particle 

4.1   Sub-particle Swarm and Particle’s Density

According to the above method of selecting the globally optimal particle based on the 
minimal particle angle, each particle in the swarm can find its globally optimal  
particle in A. In other words, each particle in A can find a certain number of corre-
sponding particles from the particle swarm. If it is not, let the number of correspond-
ing particles be zero. 

For an arbitrary
ja A∈ , 1, 2, ,j A=  , the set composed of the particles whose 

globally optimal particle is ja  is called the sub-particle swarm of ja
The number of particles in a sub-particle swarm is called the particle’s density of 

the sub-particle swarm or called the particle’s density for short. 
According to the above definition, the number of the sub-particle swarm is | |A . It is 

known from the definition of the particle’s density that the more particles a sub-
particle swarm has, the bigger the particle’s density is and vice versa. The maximum 
and the minimum of the particle’s density are N and 0 respectively. 

4.2   Updating the Particle and Its Locally Optimal Particle 

The methodology of updating the particle and its locally optimal particle is as follows. 
If there exists the Pareto dominance relationship between a particle’s locally optimal 
particle and its offspring particle, then the particle’s locally optimal particle is deter-
mined according to the Pareto dominance relationship, otherwise update the particle 
and its locally optimal particle according to the Pareto dominance relationship and the 
particle’s density.  

Now let’s discuss the following two cases according to the above methodology. 
The first case is that the locally optimal particle )(tPi

 of particle )(txi  is non-

dominated to its offspring particle )1( +txi  and vice versa. 

Step 1 Save )(tPi
 to the particle swarm and initialize the locally optimal particles 

of )(tPi
 and )1( +txi

 as themselves. 

Step 2  Find the globally optimal particles of )(tPi
and )1( +txi  according to the 

method mentioned in section 3 and determine which sub-particle swarm they belong 
to respectively and update their densities. 

Step 3  Find the sub-particle swarm whose particle’s density is maximal. If the 
number of such sub-particle swarms is more than 1, then randomly select one of them 
and update it according to the following method. 

Step3.1 Select a particle )(txr from the sub-particle swarm randomly. 

Step3.2 Compare )(txr ’s locally optimal particle )(tPr
 with other particles’ lo-

cally optimal particles, if )(tPr
 dominates to the latter, then delete the latter and its 

corresponding particles, otherwise delete )(txr , )(tPr
.
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The second case is that there exists the Pareto dominance relationship between 

)(tPi
 and )1( +txi .

 If )(tPi
 dominates to )1( +txi , then still select )(tPi

 as )(txi ’s locally optimal 

particle, otherwise select )1( +txi  as )(txi ’s locally optimal particle.�

4 3   Further Explanation 

Further explanation for the above strategy is given in this subsection. The process of 
updating the particle and its locally optimal particle according to the above strategy is 
depicted as Fig. 2.  

Fig. 2. Updating particle and its locally optimal particle when ( )P ti and ( 1)x ti +  are not domi-

nated to each other 

When )(tPi
 and )1( +txi  are not dominated to each other, it can be seen from fig-

ure 2(a) that the number of   particles whose globally optimal particles are 

1 2,a a and 3a  is 3,4 and 2, respectively, hence the densities of the sub-particle swarms 

determined by  1 2,a a and 3a are 3,4 and 2 ,respectively. According to the above strat-

egy for updating the particle and its locally optimal particle, )(tPi
 and )1( +txi  are 

saved to the particle swarm and the density of each sub-particle swarm is updated. 

Consequently the densities of the sub-particle swarms determined by  1 2,a a and 3a  are 

changed into 3,4 and 3, respectively. The sub-particle swarm whose particle’s density 

is maximal is chosen, which is the sub-particle swarm determined by 2a , from which 

the worst particle as well as its locally optimal particle are deleted. Finally the densi-

ties of the sub-particle swarms determined by 1 2,a a and 3a  become 3,3 and 3, respec-

tively, which is shown as the figure 2(b).
From the above process of updating the particle and its locally optimal particle, it 

can be seen that the strategy mentioned in subsection 4.2 makes the particles have 
good distribution in objective space, sequentially obtaining the Pareto front with good 
distribution. Furthermore, the better offspring particles have more chances to be con-
served by deleting bad particles and their locally optimal particles, which makes the 

)(tPi

)(txi

)1(txi

3a

(a)

1f

2f

3a

2a

1a

(b)2f

2a

1a

.
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particle swarm approach to the Pareto front further, hence improving the quality of 
the Pareto optimal solutions. 

For a particle swarm whose swarm size is N, the archive size is |A|, O(|A|+mN) 
computations are required for updating each particle when its locally optimal particle 
and its offspring particle are not dominated to each other . In the worst case when each 
particle’s locally optimal particle and its offspring particle are not dominated to each 
other, the computational complexity of updating the particle swarm is O(|A|N+mN2).

5   Multi-objective Particle Swarm Based on Minimal Particle 
Angle 

A novel multi-objective particle swarm optimization, namely, multi-objective particle 
swarm optimization based on the minimal particle angle is proposed when the method 
of selecting the globally optimal particle given in section3 and the strategy for updat-
ing the particle and its locally optimal particle given in section 4 are applied to multi-
objective particle swarm optimization, whose steps are described as follows. 

Table 1. Test functions 

Test functions Description of  objective functions Number of  vari-
ables

Variables’ 
range

function 1 
(ZDT1) 2 3 2

1 1

1 1 1

2 2 3 1

( , , , ) 1 9( ) / 5

( , ) 1 / ( )

( )

( ) ( , , , ) ( , )

n

n ii

n

g x x x x

h f g f g x

f x x

f x g x x x h f g

=
= +

= −
=
= ⋅

30 [0,1]

function 2 
(ZDT2) 2 3 2

2
1 1

1 1 1

2 2 3 1

( , , , ) 1 9( ) /5

( , ) 1 ( / ( ))

( )

( ) ( , , , ) ( , )

n

n ii

n

g x x x x

h f g f g x

f x x

f x g x x x h f g

=
= +

= −
=
= ⋅

30 [0,1]

function 3 
(ZDT3) 

2

1 1

1 1
2 1

( ) 1 9( ) /( 1)

( )

( ) ( )[1 sin(10 )]
( ) ( )

n

i
i

g x x n

f x x

x x
f x g x x

g x g x
π

=

= + −

=

= − −

30 [0,1]

function 4 
(DTLZ2)

1 1 2

2 1 2

3 1

12
2

3

( ) (1 ( )) cos( / 2) cos( / 2)

( ) (1 ( )) cos( / 2) sin( / 2)

( ) (1 ( )) sin( / 2)

( ) ( 0.5)i
i

f x g x x x

f x g x x x

f x g x x

g x x

π π
π π
π

=

= +
= +
= +

= −

12 [0,1]

Step1 Initialize the position, velocity and locally optimal particle of each particle in 
the particle swarm and the archive. 

Step2 Update the archive by comparing the dominance relationship between each 
pair of the locally optimal particles. 

Step3 Select the globally optimal particle of each particle according to the method 
given in section 3. 
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Step4  Generate offspring particles via formula (1). 
Step5 Update the locally optimal particles and the particle swarm according to the 

method given in section 4. 
Step6 Judge whether the termination condition is satisfied or not, if yes, stop the 

algorithm, otherwise go to step 2. 
Notation: In the above method, the crowded degree method proposed by Deb et al 

is applied to update the archive in order to guarantee the particles in the archive hav-
ing good distribution and extension properties [7]. 

Table 2. Parameters Setting 

Parameters Values of  parameters
N 100 in function1, 2 and  3, 200 in function4

maxT 100 in function1, 2,3 and  4

w 0.4

6   Experiments and Analysis 

6.1   Test Functions and Parameter Settings 

The test functions from literature[8],[9]  listed in table 1  are used to test the performance of the 
algorithm, the values of the pertinent parameters are set as table 2. 

6.2   Experimental Results and Comparison 

The algorithm proposed in this paper, for short MAPSO method, is compared with 
sigma method, NSPSO method and NSGA-II method on optimizing the functions 
listed in Table. 1. For equitable comparison, NSPSO method and sigma method are 
set the same parameter as MAPSO method. However, for NSGA-II method, popula-
tion size and running generations are set the same as MAPSO method, the crossover 
probability is set to 0.8 and the mutation probability is set to 0.05. 

Fig 3 and 4 show the results of four methods optimizing the test functions ZDT1 
and ZDT2. It is shown from the figures that MAPSO method, sigma method and 
NSPSO method have   better convergence than NSGA-II method. For sigma method, 
the strategy of updating the particle and its locally optimal particle reduces the com-
putational complexity, but its results’ diversity is not better than MAPSO method and 
NSPSO method. For NSPSO method, MAPSO method isn’t able to get better conver-
gence than NSPSO method, but the diversity of its results is slightly better than that of 
NSPSO method and its computation (O(|A|N+mN2) ) is less complicated  than 
NSPSO method(O(mN3)). Although the C metric[10] is not a proper quantitative met-
ric for comparing [11],we try to use this metric to make Figure 3 and 4 more clear . 
The average C-metric of 30 times runs is listed in table 3,where M,S,NP and NG 
stand for MAPSO method, sigma method, NSPSO method and NSGA-II method. It 
can be seen from table 3 that the solutions  obtained with MAPSO method is good. 
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Fig. 3. Results of different method optimizing ZDT1 
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Fig. 4. Results of different method optimizing ZDT2 

Table 3. Average C-metric of four methods on ZDT1 and ZDT2 

Functions C(M,S)  (C(S,M)) C(M,NP)(C(NP,M)) C(M,NG) (C(NG,M)) C(NS,S)  (C(S,NS)) 

ZDT1 
ZDT2 

0.2500 (0.0000) 
0.9000 (0.00000) 

0.2000 (0.0000) 
0.0500 (0.0000) 

1.0000 (0.0000) 
1.0000 (0.0000) 

0.1500 (0.0750) 
0.8750 (0.0000) 
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Fig. 5. Results of different method optimizing ZDT3,where·, , ,  stand   for   MAPSO 
method ,sigma method, NSPSO method and NSGA-II. 

Fig 5 shows the results of function ZDT3. It can be seen from Fig 5 that MAPSO 
method and NSPSO method have better convergence than the other two methods. 
However the faults of sigma method is that it can’t deal with   objective functions of 
positive value , make it only obtain several solutions which have negative y-axis val-
ues, and effect its convergence. NSGA-II method is able to get solutions with better 
diversity, but its convergence is worse than MAPSO method and NSPSO method. 

Fig 6 shows the results of optimizing DTLZ2.  It is shown from the figure, 
MAPSO method and NSPSO method have better diversity than the other two meth-

ods. For DTLZ2, 2 2 2
1 2 3( ) ( ) ( ) 1i i if x f x f x+ + =  means that particles ix  is on the Pareto 

front. So the performance in convergence of the methods is evaluated as follows: 
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Fig. 6. Results of different methods optimizing DTLZ2

Table 4. Number  of particles in different err values of  four methods

Err 0 0.1 0.2 0.3 0.4     0.5 1.0 
MAPSO 0 43 79 85 89 93 97 
Sigma 0 12 41 71 76 80 91 
NSPSO 0 39 73 87 89 93 95 
NSGA2 0 35 70 81 91 92 99 

2 2 2
1 2 31 ( ) ( ) ( ),i i i ierr f x f x f x x A= − + + ∀ ∈ (3)

The particles which have an 0err =  are on the Pareto optimal front. Table 4 lists the 
number of particles in different err values of four methods. When 0err = , four 
methods can not find the corresponding particles, namely, all the four methods can’t 
find Pareto optimal solutions. However when 0.1err < , MAPSO method, NSPSO 
method and NSGA-II method can find more particles than sigma method. In other 
words, for sigma method, although it take less time than the other three methods in 
the same individual evaluation, its convergence is worse than the other three methods. 

7   Conclusion 

In this paper ,a multi-objective particle swarm optimization based on the minimal par- 
ticle angle is proposed. The performance of the algorithm proposed in this paper is 
compared with the other three methods. It can be shown from the results that: 
(1)Selecting the globally optimal particle based on the minimal particle angle not only 
avoids the deficiency of concentratively selecting the globally optimal particle, but 
also the value of the particle’s objective function is not required to be positive. 
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(2)Updating the particle and its locally optimal particle proposed in this paper not 
only reduces the algorithms computational complexity, increases the convergence of 
solutions, but also makes particles have good distribution and gets the Pareto front 
with good distribution, making the particles of swarm have good distribution. 
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Abstract. An information fusion algorithm based on the quantum neural 
networks is presented for fault diagnosis in an integrated circuit. By measuring 
the temperature and voltages of circuit components of mate changing circuit 
board of photovoltaic radar, the fault membership functional assignment of two 
sensors to circuit components is calculated, and the fusion fault membership 
functional assignment is obtained by using the 5-level transfer function 
quantum neural network (QNN). Then the fault component is precisely found 
according to the fusion data. Comparing the diagnosis results based on separate 
original data DS fusion data BP fusion data with the ones based on QNN 
fused data, it is shown that the quantum fusion fault diagnosis method is more 
accurate. 

1   Introduction 

The analog circuit fault diagnosis can be divided into two types. One is called pre-test 
simulation [1] method and the other is post-test simulation [2] method. In these 
methods, no matter pre-test simulation diagnosis or post-test simulation method, 
generally, we must analyze the working principle and detailed circuit structure, and 
know some information about the circuit, then undergo the diagnosis. However, in 
many cases, it’s very difficult for us to get such information, and the effectiveness of 
these diagnosis methods is limited; On the other hand, when a fault in an analog 
circuit occurs, both the fault component’s output signal and the neighboring 
components corresponding signals will be distorted, due to the mutual interaction 
between the neighboring components. So it’s still difficult to find precisely fault 
components by using normal fault diagnosis methods. 

In this paper the multi-sensor information fusion technique [3-5] based on 
QNN(Quantum neural network) is introduced for integrated circuit fault diagnosis. By 

* This project is supported by JiangSu Province Nature Science Foundation (NO. BK 
2004021) and the Key Project of Chinese Ministry of Education.( NO.105088). 
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using multi-dimension signal processing method of information fusion and the 
inherently fuzzy architecture of quantum neural network [6], it can reduce the 
uncertainty of analog electronic components fault diagnosis, and exactly recognize the 
fault components. Moreover, it’s unnecessary to know the principle and structure of 
the circuit. This is a blind diagnosis method. 

This paper is organized as follows. The algorithm of multi-sensor information 
fusion based on the quantum neural networks is introduced in section 2, followed by 
its application to certain type plane photovoltaic radar electronic components fault 
diagnosis system in section 3. In order to demonstrate and illustrate the capability of 
our proposed fault detection approach, the comparison of diagnosis results by single 
sensor DS fusion  BP and QNN fusion is performed. Finally, conclusions are 
provided in section 4. 

2   Quantum Neural Networks Information Fusion Fault Diagnosis 

Figure 1 shows the block diagram of a multi-sensor information fusion system. Two 
sensors measure voltage and temperature respectively. The voltage of each circuit 
component is obtained by using probes, the temperature of each component is 
measured by using thermal image instrument. According to fuzzy logic theory, for 
each sensor, the possibility of fault on tested component can be described by a set of 
fault membership function values. Then two fuzzy sets of fault membership function 
values can be gathered. Two cases may occur. The first one is for the mutual 
interference among components in an electric circuit, which may cause misjudgment 
when using a signal sensor fault membership function values to distinguish a fault 
component. The second one is when two sensors give different fault membership 
function values for the same component. This case makes it very difficult to find the 
fault component. To solve the problems in the two cases described above, this paper 
presents an approach that uses a fuzzy neural network information fusion fault 
classification model. This model combines fuzzy logic with quantum neural network, 
and the input and output data of the neural network are the meaningful fault 
membership function values. During fault diagnosis, the fault membership function 
values of voltage and temperature are taken as the input data of quantum neural 
network, and output data of the network are the fusion fault membership function 
values. By using the fusion fault membership function values, the fault component can 

be determined on certain fault determination criteria. In Figure 1, n11211 ,...,, μμμ   

 

n11211 ,,,

n22221 ,,,

n,,, 21

n11211 ,,,

n22221 ,,,

n,,, 21

 

Fig. 1. Fault diagnosis based on quantum neural network information fusion 
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are fault membership function values of tested components n,...,2,1  respectively by 

sensor 1, n22221 ,...,, μμμ are fault membership function values of tested components 

n,...,2,1  respectively by sensor 2, nμμμ ,...,, 21  are fault membership function 

values of tested components n,...,2,1  respectively by the quantum neural network 

information fusion. 

2.1   Forms of Fault Membership Function 

Fault membership function is designed by the working characteristics of the sensors 
and the measured parameters. For a certain component in the electronic system, when 
the system is working properly, the voltages of components should be stable and the 
temperature should be fixed value relatively. If there are some fault components in the 
system, generally the voltage and temperature values will deviate from the normal 
range. The more deviation is, the higher possibility of fault is. For convenience, the 

distribution of fault membership function ijμ is defined as shown in Figure 2, where 

ijx0  is the standard parameter value of the tested component when the electronic 

circuit is working properly; ije is the normal changing range of the tested component 

parameters; ijt is the maximum deviation of the parameter of the component to be 

tested; ijμ  is the fault membership function of the component j  tested by the 

sensor i ; ix is the real measured value of the sensor i ; α is correction coefficient. 

The formula (1) is the distribution of fault membership function ijμ .
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2.2   Quantum Neural Network Model 

The multi-transfer function quantum neural network [7-9] was presented by 
Karayiannis N.B. in 1997, and it’s widely used in data classification, pattern 
recognition and so on [11-13]. In this paper, the quantum neural network was used in 
information fusion to recognize the fault components. The quantum neural network 
has an inherently fuzzy architecture which can encode the sample information into 
discrete levels of certainty/uncertainty [10]. The goal is accomplished by using 
quantum neurons in the hidden layer of the neural network. The transfer function 
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Fig. 2. Fault membership function distribution 

(activation function) of quantum neuron has the ability to form graded partitions 
instead of crisp linear partitions of the feature space. One possibility of obtaining this 
kind of transfer function is to take the superposition of ns  sigmoidal functions, each 

shifted by quantum interval sθ ( nss ,...,2,1= ), where ns is called the total number 

of quantum levels. The output of quantum neuron can be written as: 

=

−∗
ns

s
s

T XWsig
ns 1

))((
1 θβ

(2)

where ))exp(1(
1)( xxsig −+= ,W  is weight vector, X is the input vector. β  is 

a slope factor. The quantum intervals of QNN will be determined by training. No a 
priori fuzzy measure needs to be pre-defined. Given a suitable training algorithm, the 
uncertainty in the sample data will be adaptively learned and quantified. If the feature 
vector lies at the boundary between overlapping classes, the quantum neural network 
will assign it partially to all related classes. If no uncertainty exists, QNN will assign 
it to the corresponding class. 

QNN has three layer neurons. When applying the quantum neural network 
information fusion to recognize the fault pattern, the input and output of QNN are 
values that have certain physical meanings. In the paper, the input layer corresponds 
to the fault feature (the fault membership function value of voltages and temperature), 
and the output layer corresponds to fault reasons (i.e., fault component). In practical 
information fusion fault diagnosis of electric system, the applied network model has 

n∗2  input nodes to represent fault membership function values of the components 
tested by the two sensors. There are 1+n  nodes in the output layer to represent the 
membership function values of the fusion data. There is one hidden layer. 

2.3   Training Algorithms 

The gradient-descent-based algorithm is used to train the quantum neural network. In 
each training epoch. The training algorithm updates both connectivity weights among 
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different layers and quantum intervals of the hidden layer. Weight updating is carried 
out by the standard back-propagation algorithm. Once the synaptic weights have been 
obtained, quantum intervals can be learned by minimizing the class-conditional 
variances [14] at the outputs of the hidden units. 

The variance of the output of the i -th hidden unit for class mC  is

2
,,

2
, )( ki

Cx
mimi OO

mk

−><=
∈

σ (3)

where kiO ,  is the output of the i -th hidden unit with input vector kx ,

∈
>=<

mk Cx
ki

m
mi O

C
O ,,

1
, mC denotes the cardinality of mC .

By minimizing 2
,miσ , we can get the update equation for si,θ as follows[8], for 

each hidden unit i  and its s -th quantum level ( nss ,...,2,1= ): 

= ∈
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n

m Cx
skismikimisi
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Where η  is the learning rate, n is the number of output notes, i.e. the number of 

classes. 
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(5)

skiO ,, is the output of the s -th quantum level of the i -th hidden unit with input 

vector kx .

2.4   Fault Component Judge Criterion 

To each fused component fault membership function value, the following rules can be 
used to identify the fault pattern: 

Object patterns to be judged should have maximal fault membership function 
value; moreover, it should be larger than a certain value. Generally, this value 

should be at least more than 
n

1
, where n  stands for the number of components to 

be tested. The larger the threshold value is, the more precise the judgment should 
be. However, if the threshold value is too large, fault membership function value 
from testing will not satisfy the requirement. Therefore, we should, according to 
the real situation, choose a moderate one, such as 0.80 in the diagnosis example 
given in this paper. 



586 D. Zhu, E. Chen, and Y. Yang 

 

The difference of the fault membership function value between object patterns 
with other patterns should be larger than a certain threshold value, such as 0.60 in 
the example of this paper. 

3   The Fault Diagnosis for Integrated Circuit 

In a certain type plane photovoltaic radar electronic components fault diagnosis 
system, the “fault tree analysis” method is adopted to search fault components [15]. 
By measuring the voltage of components on the specific circuit board and comparing 
it with the normal signals, we can make a proper judgment. Although this method is 
simple and convenient, the diagnosis accuracy is poor. The reason lies in two aspects: 
when a fault in an analog circuit occurs, both the fault component’s output signal and 
the neighboring components corresponding signals will be distorted, due to the 
mutual interaction between the neighboring components, in other words, the fault 
feature vector lies at the boundary between overlapping fault classes; On the other 
hand, for some components, we don’t know their circuit structure, the “fault tree” 
may not be well rationalized.  

So we introduce the quantum neural network to fault components hunting. By using 
multi-dimension signal processing method of information fusion and the inherently 
fuzzy architecture of quantum neural network, it can reduce the uncertainty of analog 
electronic components fault diagnosis, and exactly identify the fault components. The 
fault diagnosis example is a mate changing circuit board of photovoltaic radar 
electronic components in the paper, Figure 3 is its theory circuit chart. 

Its major function is to change analog voltage into a digital signal. There are four 

electric components ( 4321 ,,, AAAA ) for diagnosis.. 321 ,, VVV  and 4V  are the 

voltages of the component 1,2,3 and 4 respectively. Firstly, the temperature of each 
component is measured by a thermal image instrument (inframetrics 600) when the 
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Fig. 3. The mate changing circuit of photovoltaic radar diagnosed 
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circuit is working properly. Secondly, if there is a fault in the circuit, the fault 
component’s temperature will change (increase or decrease), so the new temperature 
of each component is measured, and the temperature fault membership function value 
to all suspected fault components can be calculated using the formula given before. In 
addition, the voltage of each component can be measured by using probes, and the 
voltage fault membership function values can be obtained with same calculating 
method. 

3.1   Structure of Quantum Neural Network and Its Training Sample 

In this fusion experiment, there are four object components and two sensors, so the 
network has 8 input neurons, 5 output neurons(four outputs stand for four fault 
components, the fifth output is fault uncertainty), and 12 neurons in the middle hidden 
layer. The total number of quantum levels is 4=ns ; the initialized weights and 

quantum interval ( sθ ) are normalized random values. Fault membership function is 

defined mainly by the characteristics of sensors and object parameters. The 

distribution of fault membership function ijμ can be illustrated by formula (1). To 

simplify the problem, while keeping the fault characteristics unchanged, we 

choose 0=ije , ijij xt 0= , voltage sensorα =1/3, temperature sensorα =2.8, and set 

fault location on different components, under different input voltage of A/D 
conditions, calculate the fault membership function value of each component tested 
by the two sensors. Each group of sensor membership function value is normalized 
and then used as the input vector of network training sample; the output vector is 
defined by the fault components. That is, for the real fault component, its 
corresponding neuron output is 1, and the outputs for other components and the 
uncertainty are 0s. In the example, 15 samples are used. These 15 samples are typical 
cases for all kinds of fault instances, in fact, under different input voltage of A/D 
conditions, a lot of samples can be gotten by the same computation method.  

3.2   Discussion of Fault Diagnosis Results  

According to the above fusion algorithm and fault judgment rules, by using BP 
network and the multi-transfer function quantum neural network information fusion, 
the fault diagnosis result of the circuit is shown in Table 1. The first and the second 
groups of the table are respectively the fault membership function values of 
components tested by temperature sensor and voltage sensors. The third the fourth 
and fifth group show the fault membership function values of each components after 
DS evidence theory [16] BP and QNN fusion. Fusion fault membership function 
values are respectively the outputs of BP and QNN trained by samples, when the 
inputs of BP and QNN are respectively fault membership function values of 
components tested by temperature sensor and voltage sensors (table 1). 

Table 1 shows distinctly that fault membership function values obtained by the two 
sensors respectively are sometimes very close for the four components diagnosed in 
photovoltaic radar electric circuit system, the single sensor can not identify the fault 
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Table 1. comparison of diagnosis results by single sensor and DS  QNN fusion 

component correctly using the judgment criterion given before, but quantum neural 
network fusion membership function values can identify the fault component exactly. 

In the example, component 3( 3A ) is the real fault component, the fault membership 

function values of component 2,4 and ones of component 3 from voltage sensor are 
very close, so we can not decide the fault component. If simply taking the single 
maximum for a fault indicator, the component 3 would be regarded as the fault 
component, it is a wrong result. But after QNN fusion, the fault membership function 
value of component 3 increases significantly and is much larger than the ones of the 
other components, and therefore we can point out the fault component correctly. In 
other words, the QNN information fusion algorithm increases the objective 
membership function value assignment and decreases the membership function values 
of the other components. This makes the uncertainty of the diagnosis system decrease 
effectively, and error diagnosis has been removed from the inadequacy of single 
sensor information. In the example, the correction rate of fault diagnosis of quantum 
neural network information fusion can reach 100%. So multi-sensor information 
fusion based on quantum neural network and fuzzy logic theory improves the 
analyzability of the system and the identification ability of fault models, and greatly 
increases the correction rate of fault component decision. 

Comparing DS evidence theory BP network with the multi-transfer function 
quantum neural network, it can be found that quantum neural network fusion is more 
effective than BP and DS evidence theory fusion. For example, when maximal fault 
membership function threshold value is 0.35, both information fusion results of BP 
network DS evidence theory and the multi-transfer function quantum neural network 
can all find the fault component correctly. But when the maximal fault membership 
function threshold value is 0.7, the DS fusion can not always identify the fault 
component correctly. BP network can not always identify the fault component 
correctly, when the maximal fault membership function threshold value is 0.8.  

The larger the threshold value is, the more precise the judgment should be. 
However, if the threshold value is too large, fault membership function value from 
testing will not satisfy the requirement. Therefore, according to the real situation, we 

Fault membership function value real

fault

comp.

sensor

A1 A2 A3 A4 uncertainty

Diagnosis

results

voltage .0327 .2172 .3022 .2943 .1536 uncertain 

temperature .1647 .1957 .2771 .1565 .2060 uncertain 

DS fusion .0740 .2320 .3729 .2585 .0626 uncertain 

BP fusion .0634 .0111 .7280 .1531 .0446 uncertain 

A3

QNN fusion .0524 .0221 .8481 .0732 .0044 A3 failure
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choose a moderate one, such as 0.80 in the diagnosis example given in this paper. In 
this fusion experiment, the correction rate of fault diagnosis can reach 100% for QNN 
fusion 

It can be seen that the accuracy of multi-sensor information fusion is the highest 
grades. The quantum neural network information fusion is more effective than BP 
network fusion and DS fusion. 

4   Conclusion 

We can see from the experiment results that, as long as the components under 
diagnosis are properly chosen, and the measured signals are precise, then the fault 
components can be precisely recognized by using the multi-sensor quantum neural 
network information fusion method. In addition, the quantum neural network 
information fusion is more effective than BP network fusion and DS fusion. 
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Abstract. Performance of speech emotion recognition largely depends on the 
acoustic features used in a classifier. This paper studies the statistical feature se-
lection problem in Mandarin speech emotion recognition. This study was based 
on a speaker dependent emotional mandarin database. Pitch, energy, duration, 
formant related features and some velocity information were selected as base 
features. Some statistics of them consisted of original feature set and full step-
wise discriminant analysis (SDA) was employed to select extracted features. 
The results of feature selection were evaluated through a LDA based classifier. 
Experiment results indicate that pitch, log energy, speed and 1st formant are the 
most important factors and the accuracy rate increases from 63.1 % to 76.5 % 
after feature selection. Meanwhile, the features selected by SDA are better than 
the results of other feature selection methods in a LDA based classifier and 
SVM. The best performance is achieved when the feature number is in the 
range of 9 to 12. 

1   Introduction 

If a computer can recognize emotion, it could respond to user differently according to 
his / her emotional state. Emotion recognition in speech is one research field for emo-
tional human-computer interaction or affective computing [1]. Performance of emo-
tion recognition largely depends on acoustic features used in a classifier. Murray [2] 
summarized the relationship between emotion and acoustic features including pitch, 
intensity, rate and voice quality etc. Later researchers added formants, LPC and 
MFCC etc. to combine phonetic and prosodic features together in emotion recogni-
tion. For a fixed-length feature vector, researchers computed derived features and 
statistics including range, mean, standard deviation, and so on. But such large number 
of features is not suitable for classification. Because the accuracy rate will not in-
crease along with the feature number and the generalization of the classifier will de-
crease while in high dimension space, feature selection is necessary to achieve high 
recognition performance. In addition, emotion expressed in speech will change with 
language, culture and territory, so the feature selection results of one language will 
not suit others. 

The commonly used feature selection methods for speech emotion recognition are: 
promising first selection (PFS); sequential forward selection (SFS); sequential back-
ward selection (SBS). Frank and Polzin [3] firstly used PFS and SFS for emotion 
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recognition. They selected 5 features from 17, and error rate decreased by 3.5 %. It 
was reported that the most salient features which represent the acoustical correlates of 
emotion are maximum, minimum and median of fundamental frequency and the mean 
positive derivative of the regions where the F0 curve is increasing. Lee [4] used those 
two methods, and error rate decreased by 10 % on average. Kwon [5] selected fea-
tures according to a two dimensional ranking figure result from SFS and SBS meth-
ods. Because mandarin speech is a tonal language and its characteristics are different 
from English, feature selection should be carried out for it separately. Wang [6] used 
fuzzy entropy theory to measure the effectiveness of emotional features of mandarin. 
To our knowledge, there are no other results about feature selection for mandarin 
speech emotion recognition. 

This paper studied the statistical feature selection problem in mandarin speech 
emotion recognition. This study was based on a speaker dependent emotional manda-
rin database. Pitch, energy, duration, formant related features and some velocity in-
formation were selected as base features. Some statistics of them consisted of original 
feature set. Because full stepwise discriminant analysis (SDA) can track the previous 
selected feature using F test for the distinguish ability of it might reduce while new 
feature added, it was used to select features. And the results of feature selection were 
evaluated through a LDA based classifier. In addition, the SDA method was com-
pared with PFS, SFS and SBS methods with varying feature number using a LDA 
based classifier and support vector machine (SVM). 

The contribution of our work is to extend feature selection study for speech emo-
tion recognition into three aspects: used statistical feature selection to search for effi-
cient features for mandarin speech emotion recognition; studied the effect of feature 
number variety in feature selection; compared SDA with other popular feature selec-
tion methods in LDA based classifier and SVM. 

2   Feature Extraction and Selection 

Emotional feature selection and analysis described in this paper has four stages: build-
ing an emotional speech database; feature extraction; feature selection and analysis; 
performance evaluation. 

2.1   Emotional Mandarin Speech Database  

Emotional mandarin speech was collected through studio recording. This speech was 
speaker dependent corpus recorded from 10 Chinese professional actors of different 
gender (five male and five female). There were five text scripts used in the recording 
and actors were asked to speak every script with all five emotions: angry; fear; happy; 
sad and neutral. The emotional mandarin speech database used in our research con-
sisted of 696 utterances and the recording format is mono, 16-bit, 16 KHz. 

2.2   Feature Extraction 

We selected the pitch, log energy, energy and formant as the base features based on 
the previous study results [8, 9] and our preliminary result. The frame shift in feature 
extraction was 5ms. We first segmented only speech parts from an input utterance by 
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using an endpoint detector based on zero crossing rate (ZCR) and frame energy. For 
each frame of speech signal, we estimated F0, energy, three formant frequencies and 
bandwidth. PRAAT tools [10] were used to estimate F0 and formant. We also added 
velocity information for pitch and energy, respectively, to take the rate of speaking 
into account and model the dynamics of the corresponding temporal change of pitch 
and energy. Hence we have 12 feature streams (including velocity components). 
These streams were the base of feature selection and analysis. 

Because emotion was expressed mainly at the utterance-level, it is crucial to nor-
malize the feature. Although a back-end classifier working with a fixed-length feature 
vector is used for classification, it is also important to convert feature streams into a 
representative fixed-length feature vector. Therefore, some statistics (including mean, 
max, min, range and standard deviation) of above feature streams were calculated to 
get a fixed-length feature vector. We also add speed information for duration that 
concerned about how many words were pronounced in one second. The dimension of 
the feature vector, the input vector of the feature selection, was 31 for each utterance. 
Tab. 1 shows the base features of emotion speech. Each feature has its own unit and 
samples must be normalized (mean is 0 and standard deviations is 1). 

Table 1. Base features of emotion speech 

Category Streams (abbreviation) Statistics (abbreviation) 
Pitch Pitch (F0) 

Pitch velocity (F0Vel) 
Mean (Mean)�Maximum (Max) 
Minimum (Min) 
Range (Range) (except velocity) 
Standard deviation (Sd) (except velocity) 

Energy Log energy (LogEng) 
Log energy velocity (LogEngVel) 
Energy (Eng) 
Energy velocity (EngVel) 

Mean (Mean)�Maximum (Max) 
Minimum (Min) 
Range (Range) (except velocity) 
Standard deviation (Sd) (except velocity) 

Voice 
quality 

The first formant (F1) 
The second formant (F2) 
The third formant (F3) 

Mean (Mean) 
Bandwidth mean (bwMean) 

Duration  Speed (Speed) 

2.3   Feature Selection 

The purpose of feature selection is to identify features that contribute the most in 
classification. The results would tell us what features and properties of the speech are 
important in distinguishing emotion. We could then add more relevant features ac-
cordingly to improve classification accuracy. However, it is prohibitively time con-
suming to perform exhaustive search for the subset of features that give the best clas-
sification. Instead, we use SDA to rank the features and identify the subset that 
contributes the most in classification. 

SDA used Wilks’ lambda and F ratio as a measure of effectiveness. Wilks’ lambda 
is a basic quantity in testing the significance of the overall difference among several 
class centroids. It is a ratio of the determinants of the within-classes and the total 
sums of squares and cross product (SSCP) matrices. Wilks’ lambda Λ  is given by:  
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where W, B and T are within, between and total SSCP matrix respectively. In emotion 
speech recognition, Wilks’ lambda Λ  can be used to identify the emotion distin-
guishing ability of a feature set. The more Wilks’ lambda decreases, the more the 
distinguishing ability of feature set increases. 

The following is the procedure of SDA feature selection:  

(1) Select one feature from the original feature set that minimizes the Wilks’ lambda 
value. 

(2) Select the next feature, suppose the r th feature, from unselected original feature 
set, which combines the selected features, and minimizes the Wilks’ lambda value. 
Perform a F test to show significance of the new selected feature. If significant 
then go to (3), else go to (4). 

(3) Perform a F test to show significant of the previous r  selected features one by 
one after the ( 1+r )th feature was selected. If the previous r  selected features are 
not significant, select a feature whose F ratio is minimum, and remove it from the 
selected feature set, until all the selected features are significant. 

(4) If no one feature can be selected from original feature set, and no one feature can 
be removed from selected feature set, the feature selection procedure is finishes. 

The procedure that minimizes Wilks’ lambda will maximize the total spread of the 
data while minimizing the spread of individual classes. Thus, the procedure increases 
the class separability. 

3   Experiment and Results 

We used LDA classifier to evaluate the performance of SDA within the emotional 
mandarin speech database mentioned in section 2.1. SDA and LDA were imple-
mented with SPSS software. After setting the minimum / maximum partial F to enter / 
remove, we perform SDA for every speaker’s original feature set.  Tab. 2 shows the 
feature selection results for a female speaker. Wilks’ lambda value indicates that the 
distinguishing ability increased step by step. 

After feature selection, the selected feature set of each speaker had about 7 - 15 
features. LDA was used as classifier for emotion recognition. For each speaker we 
divided the corpus into training and testing sample data with a 7 : 3 ratio. Fig. 1 gives 
a scatter plot where the x - y coordinate is two discriminant functions (LDA uses four 
discriminant functions in this case) for a female speaker.  

Tab. 3 shows the confusion matrix of LDA. It achieved an overall accuracy of 76.5 
% after feature selection for 10-speaker average. While using the original feature set, 
LDA gets an overall accuracy of 63.1%. Therefore, LDA could efficiently classify 
emotional speech. 

Fig. 2 shows mean accuracy rate over 5 – class emotion. The mean accuracy rate of 
the selected feature set and the original feature set was compared and SDA based 
feature selection increased mean accuracy rate by 13 points. 
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Table 2. Stepwise discriminant procedure, F to enter is 3.84, F to remove is 2.71 

Step Entered Wilks’Lambda 
1 F0Mean .172 

2 EngMean .036 

3 LogEngMean .022 

4 LogEngSd .016 

5 LogEngRange .010 

6 F3Mean .007 

7 F2Mean .005 

8 EngSd .004 

9 F0VelMean .003 

10 F2bwMean .003 

11 F3bwMean .002 

12 F0VelMax .002 

13 LogEngVelMean .002 

14 LogEngVelMax .001 
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Fig. 1. Scatter plot of discriminant function 1&2 
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Table 3. Confusion matrix of 5-class emotion recognition using LDA after SDA feature 
selection 

 Angry Fear Happy Neutral Sad 

Angry 70.0 2.8 24.4 0.0 2.8 

Fear 0.0 78.9 11.9 0.0 9.3 

Happy 17.4 5.6 73.5 2.8 0.8 

Neutral 2.8 5.0 0.0 89.4 2.8 

Sad 3.7 19.0 5.3 0.8 71.2 
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Fig. 2. Mean accuracy rate over 5 - class emotion 

Table 4. Feature selected times 

Times Features 
8 F0Mean, F1Mean 
6 LogEngMean, Speed 
5 F0VelMean, F1bwMean, F2Mean, 

F3Mean,EngMean,LogEngVelMax 
4 EngSd, LogEngSd 
3 F2bwMean,F3bwMean, LogEngMax 
2 F0Min,F0Sd, EngMin, EngVelMean, EngVelMax, EngVelMin 
1 F0VelMin, F0Range, LogEngVelMin 

In order to identify what features of speech are important in generic emotion 
speech recognition and the relationship between features and speaker, SDA was used 
to select the first 10 features from the original feature set for each speaker. There are 
24 selected features and Tab. 4 gives the selected times of them. F0 mean and F1 
mean are selected 8 times; log energy mean and speed are selected 6 times. 

The results showed that F0 mean, F1 mean, log energy mean and speed got high 
selection times than others, and were the effective features in generic emotion speech 
recognition. Meanwhile, the selected features covered 77.4% of the original feature 
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set, and they were related to different speakers. So the different speakers express 
emotion using both common acoustic features and their own styles. 

4   Discussion 

As a reference for comparing the results of our feature selection method using SDA, 
we studied PFS, SFS and SBS methods. There are a large variety of measures that can 
be used to evaluate the goodness of a feature subset. KNN classification and leave-
one-out cross validation error rate were used to select features by these methods. In 
PFS, original features were ordered by increasing error rate, thus adding a new feature 
from the original feature set to the selected feature set successively each time. SFS 
adds one feature at a time by choosing the next one that least decreases error rate, 
while SBS starts with all original features and sequentially deletes the next feature 
that least increases error rate. 

SDA and these three methods were used to perform feature selection for each 
speaker with feature number ranging from 1 to 28. Fig. 3 shows the mean accuracy 
rate of the four feature selection methods using LDA based classifier. As shown in 
Fig. 3, SDA achieved best performance while feature number is in the range of 9 to 
12 and it exceeded other methods in most cases. When the feature number exceeds a 
given value (e.g. 12 for SDA), the generalization accuracy is hurt. 
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Fig. 3. Mean accuracy rate change with feature number using LDA for speaker dependent 

For the text and speaker-independent task, the performance of those feature selec-
tion methods is shown in Fig. 4. The SDA still achieved top performance in those four 
feature selection methods with the feature number range from 3 to 25, but the gener-
alization accuracy always increases with the feature number. Compared with Fig. 3 
the original feature set is not good enough to get optimum generalization accuracy, 
while the original feature set is redundancy for the speaker-dependent task, there are 
exist optimum feature number less than 31.  

To verify that the feature selection methods are independent with the classifier, we 
also employed support vector machine (SVM) as a classifier to evaluate the perform- 
ance of those 4 feature selection methods. As the Fig. 5 and 6 shown, the SDA still 
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Fig. 4. Mean accuracy rate change with feature number using LDA for text and speaker-
independent 

has better performance than the other 3 methods and the curve of the accuracy rate is 
similar to the LDA one. 

The reason that SDA gets the best performance in classification maybe result from 
two aspects: (1) SDA can track the selected features using F test. It is crucial to track 
the previous selected feature, because the distinguishing ability of selected feature 
might reduce while new feature added; (2) Differing from KNN and leave-one-out 
cross validation error rate, Wilks’ lambda is based on an assumption of multivariate 
normal distributions in samples. In the SDA feature selection experiment, a few 
speakers encountered feature removal because of non-significance. Therefore, the 
performance of SDA mainly results from Wilks’ lambda criterion. 

According to statistical learning theory, the complexity of classifier can hurt the 
generalization ability of pattern recognition for small samples. It can be seen from the 
experimental results that the feature selection procedure has the same rule. The train-
ing accuracy would increase along with the number of features added all the time, 
while generalization accuracy has a maximum and it would decrease when feature 
number exceed the value that achieves the maximum. 
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Fig. 5. Mean accuracy rate change with feature number using SVM for speaker-dependent 
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Fig. 6. Mean accuracy rate change with feature number using SVM for text and speaker-
independent 

5   Conclusions 

This paper studied the effects of SDA based feature selection on mandarin speech 
emotion recognition. Experiment results indicate that F0, F1 mean, energy and speed 
play a major role in recognizing emotion and the importance of other features would 
change with different speakers. A LDA based classifier was used to evaluate the se-
lection results of SDA with speaker dependent emotional mandarin speech. Recogni-
tion results show that the classification accuracy of LDA significantly increased in all 
5 - class emotion while SDA feature selection was used. In addition, the comparison 
of feature selection methods showed SDA to perform better than PFS, SFS and SBS, 
and the best performance is achieved while feature number is in the range of 9 to 12. 

We propose some future directions in this area: (1) explore new features better repre-
senting emotion; (2) develop a set of new statistics of feature to reduce the variability in 
F0, energy, formant and duration due to speaker, gender and phonetic dependency. 

References 

1. Picard, R.W.: Affective Computing. The MIT Press (1997) 
2. Murray, I.R., Arnott, J.L.: Toward the Simulation of Emotion in Synthetic Speech: A Re-

view of the Literature on Human Vocal Emotion. Journal of the Acousttcal Society of 
America, Vol. 93, No. 2, (1933) 1097-1108 

3. Dellaert, F., Polzin, T., Waibel, A.: Recognizing Emotion in Speech. Proceedings of Inter-
national Conference on Spoken Language Processing (1996) 1970-1973 

4. Lee, C.M., Narayanan, S., Pieraccini, R.: Recognition of Negative Emotions from the 
Speech Signal. Proceedings of IEEE Workshop on Automatic Speech Recognition and 
Understanding (2001) 240-243 

5. Kwon, O.W., Chan, K., Hao, J., Lee, T.W.: Emotion Recognition by Speech Signals. Pro-
ceedings of EUROSPEECH (2003) 125-128 

6. Wang, Z.P., Zhao, L., Zou, C.R.: Emotion Recognition of Speech using Fuzzy Entropy Ef-
fectiveness Analysis. Journal of circuits and systems, Vol. 8, No. 3 (2003) 109-112 



600 B. Xie et al. 

 

7. James, M.: Classification Algorithms. John Wiley & Sons, London (1985) 
8. Cowie, R., Douglas-Cowie, E., Tsapatsoulis, N., et al.: Emotion Recognition in Human-

computer Interaction. IEEE Signal Processing Magazine, Vol. 18, No. 1 (2001) 32-80 
9. Cai, L.L., Jiang, C.H., Wang, Z.P.: A Method Combining the Global and Time Series 

Structure Features for Emotion Recognition in Speech. Proceedings of International Con-
ference on Neural Networks and Signal Processing (2003) 904–907 

10. Boersma, P., Weenink, D.: Praat Speech Processing Software. Institute of Phonetics Sci-
ences of the University of Amsterdam. http://www.praat.org 



 

D.S. Huang, X.-P. Zhang, G.-B. Huang  (Eds.):  ICIC 2005, Part I, LNCS 3644, pp. 601 – 610, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Reconstruction of 3D Human Body Pose Based on  
Top-Down Learning 

Hee-Deok Yang1, Sung-Kee Park2, and Seong-Whan Lee1 

1 Department of Computer Science and Engineering, Korea University, 
Anam-dong, Seongbuk-gu, Seoul 136-713, Korea 
{hdyang, swlee}@image.korea.ac.kr 

2 Intelligent Robotics Research Center, Korea Institute of Science and Technology, 
P.O. Box 131, Cheongryang, Seoul 130-650, Korea 

skee @kist.re.kr 

Abstract. This paper presents a novel method for reconstructing 3D human 
body pose from monocular image sequences based on top-down learning. 
Human body pose is represented by a linear combination of prototypes of 2D 
silhouette images and their corresponding 3D body models in terms of the 
position of a predetermined set of joints. With a 2D silhouette image, we can 
estimate optimal coefficients for a linear combination of prototypes of the 2D 
silhouette images by solving least square minimization. The 3D body model of 
the input silhouette image is obtained by applying the estimated coefficients to 
the corresponding 3D body model of prototypes. In the learning stage, the 
proposed method is hierarchically constructed by classifying the training data 
into several clusters recursively. Also, in the reconstructing stage, the proposed 
method hierarchically reconstructs 3D human body pose with a silhouette 
image or a silhouette history image. We use a silhouette history image and a 
blurring silhouette image as the spatio-temporal features for reducing noise due 
to extraction of silhouette image and for extending the search area of current 
body pose to related body pose. The experimental results show that our method 
can be efficient and effective for reconstructing 3D human body pose. 

1   Introduction 

There has been a growing interest in improving the interaction between humans and 
computers. It is argued that to achieve comfortable human-computer interaction(HCI), 
there is a need for the computer to be able to interact naturally with the human, 
similar to the way where human-human interaction takes place. Humans interact with 
each other through gesture, speech, etc. 

Recognizing body gesture by estimating human body pose is one of the most 
difficult and commonly occurring problems in computer vision system. A number of 
researches have been developed for estimating and reconstructing 2D or 3D body 
pose [3, 6, 7, 8, 9, 10]. Bowden et al. [4] used a non-linear statistical model consisting 
of the positions of 2D shape contour and its corresponding 3D skeleton vertices. The 
2D features are fused with the 3D model and learnt using hierarchical PCA(Principal 
Component Analysis). They used position of head and hands and body contour to 
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reconstruct upper body pose. Song et al. [10] modeled the manifold of human body 
pose by a hidden Markov model and learnt by entropy minimization. They used 
dynamic programming to calculate the global labeling of the joint probability density 
function of the position and velocity of body features. It was assumed that it is 
possible to track these features for continuous frames. Rosales et al. [9] used the 
Specialized Mapping Architecture(SMA). The SMA's fundamental components are a 
set of specialized mapping functions and a single feedback matching function. All of 
these functions are estimated directly from training data. Howe et al. [5] used a 
learning based approach for estimating human body pose, where a statistical approach 
was used to estimate the three-dimensional motions of human body pose.  

In this paper, we solve the problem of reconstructing 3D human body pose using a 
hierarchical linear learning method [4]. The proposed method is related to machine 
learning models [3, 8] that use a hierarchical method to reduce the complexity of the 
learning problem by splitting it into several simpler ones. The differences of our 
approach are: the 2D silhouette images and their corresponding 3D positions of body 
components are used to learn; the spatio-temporal features are used to reduce noise 
which occurs in the extraction of silhouette images; the training and testing data are 
normalized by an appropriate method. 

2   3D Human Model 

The 3D human modeling includes human body representation and kinematics. For 
human body representing, we build a 3D human model consists of body segments, 
joints, and a perfect coordination among them. It has 17 body parts with 17 joints and 
37 DOF(Degree of Freedom) and has 5 additional joints which are end-effectors used 
to calculate angle of each body segment in inverse kinematics [1]. Our 3D human 
model and the corresponding tree structure are shown in Fig. 1. Each component of 
3D human model built from super-quadric ellipsoids with 3 parameters. In Eq. (1). An 
is the angular joint parameter consisted of three values, abduction, flexion and 
rotation of a body segment, Sh is the deformable shape parameter consisted of two 
values, volume and height of a body segment and Po is the position of a body 
segment used to calculate angle of each body segment in inverse kinematics. 3D 
human model is represented such as: 

)),,(),...,,,(( 111 nnn PoShAnPoShAnM =  (1) 

where n is the number of human body segments. 
Although this 3D human model is far from real human body shape, it suffices to 

represent human body pose and to detect the collision of body segments. 
For human body kinematics, we build simple forward and inverse kinematics. 

Transformation created in one joint spreads to all child segments and joints. Forward 
kinematics gets the position and orientation of last segment in a kinematics chain by 
calculating angles for every joint. The forward transformation of the segment is 
calculated by Eq. (2). 

),...,( 1 ii RRRf ××=  (2) 
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where 
1R  is the local transformation of the upper torso of the human model and 

iR  is 

the local transformation of ith joint of the 3D human model in a kinematics chain.   
On the other hand, inverse kinematics computes the joint angles of a kinematics 

chain based on the position and orientation of last kinematics segment.  
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Fig. 1. 3D human model 

3   Top-Down Learning 

3D human body pose can be defined as a collection of a 2D silhouette image with a 
3D body model. A silhouette image is represented by a linear combination of 
prototypes of 2D silhouette images. We estimate optimal coefficients for a linear 
combination of prototypes of 2D silhouette images and their corresponding 3D body 
models by solving least square minimization. The proposed method is constructed 
with top-down learning by classifying the training data into several clusters 
recursively. The silhouette images used in this paper are normalized by the method 
described in Section 3.1. 

 3.1   Data Normalization 

We generate silhouette images and their corresponding 3D body models using 3D 
human model described in Section 2. The generated silhouette images have various 
human body poses. For each silhouette image, we apply PCA for the foreground 
pixels to obtain two eigenvectors. To calculate the mean of foreground region, a set of 
foreground pixels is created. Let X is the foreground pixels: 

T
nn yxyxX )),(),...,,(( 11=  (3) 

where x, y are a position of a pixel in the 2D world and n is the number of foreground 
pixels in the silhouette image.  
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To normalize data, a distance between the pixels in a set X and the longest 
eigenvector is calculated. The pixels in range of threshold are selected. And the 
silhouette image is rotated by the longest eigenvector to have same angle in all data.  

3.2   3D Gesture Representation 

In order to reconstruct 3D human body pose from continuous silhouette images, we 
used a learning based approach. If we have sufficiently large amount of pairs of a 
silhouette image and its 3D body model as prototypes of human gesture, we can 
reconstruct an input 2D silhouette image by a linear combination of prototypes of 2D 
silhouette images. Then we can obtain its reconstructed 3D body model by applying 
the estimated coefficients to the corresponding 3D body model of prototypes as 
shown in Fig. 2. Our goal is to find an optimal parameter set α  which best 
reconstructs a given silhouette image. To make various prototypes of 2D silhouette 
images and theirs 3D body models, we generate data using the 3D human model 
described in Section 2. The parameters of An in Eq. (1) are randomly changed. As a 
result, many different D human body poses are generated.  
 

Linear combination of prototypes

Prototype 
silhouette image 1

Prototype 
silhouette image m

Prototype 
3D human model 1

Prototype 
3D human model m

+… + 

=

+… + 

1α mα

1α mα

silhouette
image

3D human
model

Prototype 
silhouette image 2

Prototype 
3D human model 2

2α

2α

+ 

+ 

 

Fig. 2. Basic idea of the proposed method 

The proposed method is based on the statistical analysis of a number of prototypes 
of the 2D images are projected from 3D human model. The silhouette image is 
represented by a vector T

nsss ),...,( 1 ′′= , where n is the number of pixels in the image 

and s′ is the intensity value of a pixel in the silhouette image. The 3D body model is 
represented by a vector T

qqq zyxzyxp )),,(),...,,,(( 111= , where x, y and z are the position of 

body joint in the 3D world and q is the number of joints in 3D human model. Eq. (4) 
explains training data. 

),...,(  ),,...,( 11 mm ppPssS ==  (4) 
where m is the number of prototypes. 
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A 2D silhouette image is represented by a linear combination of a number of 
prototypes of 2D silhouette images and its 3D body model represented by estimated 
coefficients to the corresponding 3D body model of prototypes by such as: 

=

=
m

i
ii sS

1

~ α ,  
=

=
m

i
ii pP

1

~ α  (5) 

3.3   Hierarchical Statistical Model 

In order to reduce search area, we construct our algorithm hierarchically. Given a set 
of silhouette images and their 3D body models for training, we classify them into 
several clusters. A set of cluster is built in which each has similar shape in 2D 
silhouette image space. Then, for each of the cluster, we divide it into several sub-
clusters recursively. To divide training data into sub-clusters, we apply K-means 
algorithm. Our hierarchical model has three-levels as shown in Fig. 3.  
 

… …

… ……

… …

… … …

…

… … …

…

… … …

Lower Level

Higher Level

Level 1, K=10

Level 2, K =20

Level 3, K=20

Leaf Nodes
(10~60)…

 

Fig. 3. Building a hierarchical statistical model 

The lower level is the mean value of the data in higher-cluster. In our model, the 
value of the first level is the mean value of each cluster in the second level, the values 
of the second and third level are the mean value of each cluster in the higher level 
respectively, and all leaf nodes are about 100,000 and each cluster in the third level 
has about 10~60 leaf nodes. Each cluster in the hierarchical model is presented by one 
gesture representation described by Eq. (5). In other words, the element of S  is the 
mean values of its each sub-cluster, so the number of elements of S  is the number of 
its sub-clusters. Also, a matrix P  of each cluster is the 3D body models in terms of 
the position of body joints which are the mean values of its each sub-cluster, so the 
number of elements of P  is the number of its sub-clusters. The clusters in level three 
are presented by a linear combination of the leaf nodes instead of the mean values of 
their sub-clusters. 
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4   Reconstruction of 3D Human Body Pose 

To reconstruct 3D human body pose, we use three-level hierarchical model. In the 
first level, we estimate 3D human body with a silhouette history image(SHI) applied 
spatio-temporal features which include continuous silhouette information. We 
compare the silhouette image reconstructed by a linear combination of prototypes of 
2D silhouette images with the prototypes of 2D silhouette images, and select the 
prototype has the min distance. We use template matching to compare two silhouette 
images. After the first level, we reconstruct 3D human body with a silhouette image 
in the sub-cluster of current level. Our reconstruction process consists of five-steps. 

Step 1. Make a SHI applied spatio-temporal features from continuous silhouette 
images and normalize input data. 

Step 2. Estimate a parameter set α  to reconstruct silhouette image from the given 
silhouette image. 

Step 3.  Reconstruct a 3D human model with the parameter set α estimated at Step 
2. 

Step 4. Compare the reconstructed 3D human model with the training data. 
Step 5. Repeat Step 2, 3 and 4 for all levels of the hierarchical statistical model from 

top to bottom level. 

4.1   Spatio-temporal Features 

To reduce noise which occurs in extraction of silhouette image, we use temporal 
feature. The current human body pose is related to the previous one, so we use a SHI 
as temporal feature. We make a SHI use the method of MHI [2]. We use silhouette 
images instead of motion images making a SHI such as:  

=
−

=
          

1),,( 

))1,,(,0max(
),,(

otherwise

tyxDif

tyxH
tyxH

t
t

τ  
(6) 

where τ is the duration of temporal extension to  previous silhouette image and 
D(x,y,t) is a silhouette image indicating the region of human at time t. 

By accumulating silhouette image, the weight of noise data is reduced and the 
search area of current human body pose is expanded to related human body pose.  

Another feature used to reduce noise is spatial information. The contour of 
silhouette image has noise such as a steep line, an unexpected concave or curvature. 
By blurring silhouette image, the weight of noise is reduced. 

4.2   Estimating Reconstruction Parameter Set  

To reconstruct 3D human body pose, we calculate the inverse matrix of S  in Eq. (5). 
The inverse 1−S of a matrix S  exists only if S  is square. However, a matrix S  is not 
square. In this case, we apply least square minimization. The pseudo inverse +S  is a 
generation of the inverse for a matrix S . The pseudo inverse is defined such as: 

TT SSSS 1)( −+ =  (7) 
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eAnd, the solution SS
~=α can be rewritten such as: 

SS
~+=α  (8) 

After calculating SS
~=α , we solve a set of coefficients of prototypes by Eq. (8). 

The silhouette image is calculated such as: 

=

=
m

k
kki sS

1

~ α  (9) 

Then, the position of each segment of 3D human model is calculated by Eq. (10). 

=

=
m

k
kki pP

1

~ α
 

(10) 

5   Experimental Results and Analysis 

5.1   Experimental Environment 

For training the proposed method, we generated approximately 100,000 pairs of 
silhouette images and their 3D human models. The silhouette images are 170 x 190 
pixels and their 3D human models are 17 joints in the 3D world. Fig. 4 shows examples 
generated by 3D human model. We use a perspective projection transform to achieve 
silhouette images. Fig. 4(a) is the silhouette image projected from 3D human model at 
front view, and Fig. 4(b) is front, left side and right side view of 3D human model.  
 

(a) Silhouette 
images      

(b) 3D human models

 

Fig. 4. Examples of 3D human body pose generated by 3D human model 

For testing the performance of our method, we use two data sets. One is synthetic 
human bodies generated by 3D human model. The other is real data such as walking, 
sitting on chair, hand raising and bending captured with digital camera, Sony PC-100 
with the resolution of 320 x 240. The real data were captured for 2 humans at front 
and right side view at the same time. The sequence lengths of data are about 120~180 
frames for each sequence.  



608 H.-D. Yang, S.-K. Park, and S.-W. Lee 

 

5.2   Experimental Results 

Fig. 5 shows the reconstructed results obtained in several images come from video 
sequences at front view. Even though the characteristics of the human body different 
from the ones used for testing, good result is achieved. In Fig. 5, the input image is 
silhouette image at front view and Fig. 5(a) is side view of Fig. 5(b). Fig. 5(c) 
represents the reconstructed 3D human model of Fig. 5(b). The images in Fig. 5(c) 
represents silhouette image, front view, left side view and right side view of 
reconstructed 3D human body respectively. Fig. 6 shows the reconstructed 3D human 
body pose with a sitting on chair sequence. 

(b) Input

images

(c) Reconstructed 3D human bodies(a) Side view of

input images
 

Fig. 5. Examples of the reconstructed 3D human body pose with a hand raising sequence 

(b) Input

images

(c) Reconstructed 3D human bodies(a) Side view of

input images
 

Fig. 6. Examples of the reconstructed 3D human body pose with a sitting on chair sequence 

Fig. 7 shows examples containing errors. The second row shows one example of 
ambiguity of hand position. The hand of the input image is located at the front part of 
the body, but the reconstructed 3D human body shows that one is at front part of the 
body, the other is at back of the body. It stems from that a silhouette image is related 
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to different human body poses. In other words, a silhouette image is generated by 
different human's pose each other. 

Fig. 8 shows the reconstructed results obtained in test set generated by 3D human 
model described in Section 2. We generated 1,000 pairs of silhouette images and 
theirs 3D human models for testing.  

 

(b) Input

images

(c) Reconstructed 3D human bodies(a) Side view of

input images
 

Fig. 7. Examples of the reconstructed 3D human body pose containing errors 

(b) Input

images

(c) Reconstructed 3D human bodies(a) Side view of

input images
 

Fig. 8. Examples of the reconstructed 3D human body pose using silhouette images generated 
by 3D human model 

6   Conclusion and Further Research 

In this paper, we proposed an efficient method for reconstructing 3D human body pose 
from monocular image sequence using top-down learning. Human body pose is 
represented by a linear combination of prototypes of 2D silhouette images and their 
corresponding 3D body models in terms of the position of a predetermined set of joints. 
With the 2D silhouette images and their corresponding 3D body models, we can 
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estimate optimal coefficients for a linear combination of prototypes of the 2D silhouette 
images and their corresponding 3D body models by solving least square minimization. 

The performance of the presented method shows that reconstructing 3D human 
body pose from visual features obtained from a single image is possible. But, a 
silhouette image is related to different human body poses. Because a silhouette image 
is generated by different human's pose each other. The depth of human body 
components is a problem. In order to overcome the confusion of ill-posed problem, 
we use low-level information extracted from continuous stereo images. Using additive 
low-level information such as depth, color information, we can analyze the 
relationship of human body components. 
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Abstract. This paper presents a database of 14 representative gestures in daily 
life of 20 subjects. We call this database the 2D and 3D Full-Body Gesture 
(FBG) database. Using 12 sets of 3D motion cameras and 3 sets of stereo 
cameras, we captured 3D motion data and 3 pairs of stereo-video data at 3 
different directions for each gesture. In addition to these, the 2D silhouette data 
is synthesized by separating a subject and background in 2D stereo-video data 
and saved as binary mask images. In this paper, we describe the gesture capture 
system, the organization of database, the potential usages of the database and 
the way of obtaining the FBG database. We expect that this database would be 
very useful for the study of 2D/3D human gestures. 

1   Introduction 

Human gesture recognition has been an interesting topic in the research of human 
behavior understanding, human-machine interaction, machine control, surveillance, 
etc. For the efficient and reliable study in these fields, gesture database is desperately 
required for observing or analyzing the characteristics of human gesture and verifying 
or evaluating the developed algorithms. Several gesture databases have been 
constructed for these purposes[1][2][3][7][9]. They can be classified according to the 
target components of human body and the dimension of obtained data. In the 
classification of target component, hand gesture database is commonly collected and 
used for studying algorithm and developing system for hand gesture and sign 
language recognition[10][13]. The gesture data of upper-body including hands, arms, 
shoulders and head is exploited for the research of tracking the human body parts and 
reconstructing human pose[6][11]. However, there are few databases, in which upper 
body gestures are systematically collected. Capturing lower-body data mainly focuses 
on human gait for individual identification[5][8]. Gait data are carefully captured at 
different directions under indoor or outdoor environments[2][7][9][12]. In this case, 
the motion and appearance of not only lower body, but also full-body are often 
captured as simple ‘waking’ gesture. 

In spite of many restrictions such as view dependency and self occlusion among 
body components, many studies of gesture have been performed on 2 dimensional 
data due to the low complexity and the easiness of data acquisition[5][8][13]. The 2D 
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gesture data is commonly captured with video cameras on blue screen or plain 
background for extracting body parts of subjects from background. Although some 
3D full-body gesture databases are constructed for studying 3D pose estimation and 
gesture recognition[1][3], they rarely contain gestures which are performed by many 
subjects. In the ‘Motion Capture Database’ at CMU Graphics Lab, although a subject 
performs same gesture in many times (2~15 times), gestures that more than 5 subjects 
perform seldom exist except ‘walk’ gesture[1]. In the ‘ICS Action Database’ at 
University of Tokyo, 3D motion data of 25 gestures for 5 subjects are opened in 
public[3]. Anyway, there has been no database that tried to contain various full-body 
gestures performed by many subjects and obtained by 2D and 3D capture system at 
the same time. 

This paper presents the 2D and 3D Full-Body Gesture (FBG) database for 
analyzing 2D and 3D gesture and its related studies. In the FBG database, each of 14 
gestures is performed by 20 subjects and captured by 3D motion capture system and 3 
sets of stereo camera systems, simultaneously. In this paper, we describe the gesture 
capture system, the organization of database, the potential usages of the database and 
the way of obtaining the FBG database. 

 

Fig. 1. Studio for capturing 2D and 3D gesture data 

2   Database Overview 

The FBG database contains 14 representative full-body gestures in daily life for 10 
male and 10 female subjects of 60~80 ages. Table 1 shows the distribution of subjects 
by sex and age. This database consists of major three parts: (1) 3D motion data, (2) 
2D stereo-video data and (3) 2D silhouette data. Using 12 sets of 3D motion cameras 
and 3 sets of stereo cameras, the 3D motion data and three pairs of 2D stereo-video 
data are obtained for each gesture in a capture studio(Figure 1). After capturing, we 
manually construct the correspondence between 3D motion data and 2D video data by 
using a synchronization program. An program operator finds the matched one among 
rendered skeleton images from 3D motion data to each 2D gesture image in 2D video 
data. The frame number of the matched image is recorded as synchronization data for 
2D video data. The 2D silhouette data is synthesized by separating a subject and 
background from the 2D stereo-video data. All data are saved according to the file 
naming rule(Table 2) in order that user can easily recognize information of subject, 
capture condition and file.  
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Table 1. Distribution of subjects by age and sex 

Age 
Sex 60~69(50%) 70~79(35%) More than 80(15%) 

Male (10 subjects) 5 4 1 

Female (10 subjects) 5 3 2 

3   Capture System 

3.1   3D Gesture Capture System 

In order to obtain 3D motion data of various gestures, we exploit the Eagle Digital 
System of Motion Analysis Co. The Eagle Digital System consists of Eagle Digital 
Cameras, the EagleHub, and EVaRT software, which can capture subject’s motion 
with high accuracy(Figure 2). The motion capture camera, Eagle Digital Camera 
supports a resolution of 1280 x 1024 pixels at up to 500 frames per second. The 3 sets 
of Digital Cameras are located in each side of the studio, the volume of which is 
10.1m (width) x 11.1m (length) x 5.1m (height). We totally positioned the 12 cameras 
at 4.6m heights(Figure 4). The hub system, EagleHub consists of multi-port Ethernet 
switch (100 Mbps) and provides power for the 12 digital cameras by connecting with 
them. Using real-time motion capture software, EVaRT, we can install system, 
calibrate cameras, capture motion in real-time, edit and save data in the various 
formats. All subjects wear a black and blue color suit, on which 33 markers reflecting 
 

Fig. 2. 3D motion capture system of Motion Analysis Co.: Digital camera (left), Hub system 
(center) and real-time motion capture software (right) 

 

   

Fig. 3. Body suit for motion capture 
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light from LED of 3D cameras are attached(Figure 4). All 3D cameras are 
synchronized and the 3D position of makers is obtained at 60 frames per second. 
Figure 3 shows a body suit with makers. 

3.2   2D Gesture Capture System 

In contrary to the previous gesture databases, we captured 2D and 3D gesture data, 
simultaneously. Especially, 2D video data is captured with stereo camera system 
(STH-MDCS2) made by Videre Design. 2D stereo camera systems are 4m away from 
a subject and placed at +45, -45, 0 degrees for obtaining gestures at 3 different 
directions. This system includes 6.0mm, F 1.4, C mount lenses and the stereo baseline 
of camera is 9cm. It captures uncompressed video at 320 x 240 resolution, color and 
30 frames per second. The 3 pairs of stereo-video data are captured by progressive 
scan mode and saved in uncompressed ‘AVI’ file format. Before capturing gestures 
images, each camera is calibrated with black and white pattern, which is usually 
exploited for calibration process. In order to easily separate subject from background, 
several pieces of white fabric are used.  Those cover right, left and rear sides of 
studio, which appear in views of 3 stereo cameras(Figure 4).  

 
 

 

°

 

Fig. 4. Studio overview 

4   Database Organization 

4.1   Captured Gestures 

Although the human gestures in everyday life are a wide variety, we define the most 
common 14 gestures: (1) sitting on a chair, (2) standing up from a chair, (3) walking 
at a place, (4) touching a knee and a waist, (5) raising a right hand, (6) sticking out a 
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hand, (7) bending a waist, (8) sitting on the floor, (9) getting down on the floor, (10) 
lying down on the floor, (11) waving a hand, (12) running at a place, (13) walking 
forward, and (14) walking circularly. We ask a subject to behavior with his/her own 
style and captured 14 gestures with 3D motion capture cameras and 3 sets of stereo 
cameras at 3 different directions. Figure 5 shows the examples of each gesture.  

Gesture Examples of 14 gestures Gesture Examples of 14 gestures 

Sitting  
on a 
chair 

 

Sitting  
on the 
floor

Standing 
up from 
a chair 

 

Getting 
down on 
the floor

Walking  
at a place

Lying 
down on 
the floor

Touching  
a knee 

and  
a waist

Waving  
a hand

Raising 
a right 
hand

Running  
at a place

Sticking 
out a 
hand

Walking 
forward

Bending  
a waist

Walking 
circularly

Fig. 5. Examples of 14 gestures 
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4.2   3D Motion Data  

For representing the captured 3D motion data, we need a 3D human body model. Our 
3D human body model consists of 21 segments, which are shown in Figure 6[4]. 3D 
motion data is saved in Motion Analysis ‘HTR (Hierarchical Translation Rotation)’ 
format, which contains the hierarchy of 3D human body model, the base position of 
each segment and 3D translation and rotation difference between adjacent frames at 
each segment. The storage required per subject is approximately 20MB. Thus, the 
total storage requirement for 20 subjects is about 400MB. Figure 7 represents front 
and side views of 3D motion data of ‘lying down on the floor’ gesture. 

 

Fig. 6. 3D human body model 
 
 

    

Fig. 7. Example of 3D motion data: front view(left) and side view(right) 

4.3   2D Stereo-Video Data 

We captured 14 gestures from 3 sets of stereo cameras at different directions. Thus, 6 
sets of 320 x 240 color video data from stereo cameras are generated for each gesture. 
The storage required per subject for uncompressed ‘AVI’ files is approximately 
4.5GB. The total storage requirement for 2D stereo-video data of 20 subjects is about 
90GB. Figure 8 shows the example of 2D stereo-video data for ‘Bending a waist’ 
gesture.  From a pair of 2D stereo-video data captured with stereo cameras, we can 
synthesize depth images (Figure 9). This depth image can be easily converted to 3D 
data in x, y, z space.  
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Direction 
/View 

Examples of 2D stereo-video data 

L 

 

0° 

R 

 

L 

 

+45° 

R 

 

L 

 

-45° 

R 

 

Fig. 8. Examples of 2D stereo-video data captured with 3 sets of stereo cameras 

 

Direction Examples of depth images  

0° 

 

+45° 

 

-45° 

 

Fig. 9. Examples of synthesized depth images from 2D stereo-video data 
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4.4   2D Silhouette Data

2D silhouette data is not captured from cameras, but synthesized from 2D stereo-
video data. Therefore, the number, size and frame rate of the synthesized data are 
same to those of the 2D stereo-video data. When the 2D stereo-video data is captured, 
more than 500 frames of background video data without a subject are saved for each 
subject. For separating a subject who performs ‘sitting on a chair’ and ‘standing up 
from a chair’ gestures, the background video data with only a chair and without a 
subject is also captured. The 2D stereo-video data and the background video data are 
converted to 8 bit gray-level images. From Equation 1, we synthesize 2D silhouette 
data, )( ixS , in which the region of background is ‘0’ and the region of a subject is ‘1’, 

and save them as binary ‘BMP’ format(Figure 10).

Direction 
/View 

Examples of 2D silhouette image 

0° R 

 

+45° R 

 

-45° R 

 

Fig. 10. Examples of 2D silhouette images synthesized from 2D stereo-video data 
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where N is the number of pixels in 2D video image. )( ixI , )( i
M xB  and )( i

Std xB  

represent the gray-level image of 2D video data, the mean of background data and the 
standard deviation of background data, respectively.  

4.5   File Naming Rule

For user’s convenience, we define a simple file naming rule for the 3D motion data, 
the 2D stereo-video data and the 2D silhouette data. From only file name, user can 
realize the information of a subject such as subject index, sex and age; that of capture 
condition such as captured gesture index, camera direction and camera view; that of 
file such as frame number, type and extension. Table 2 shows symbols and their 
meaning in the file naming rule of FBG database. 
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Table 2. File naming rule for gesture data 

Inx-E-SAg_Gi_CdV_TFram.Ext

Symbol Meaning

Inx Index {000, …, 999} 

E sEssion {1, 2, …, 9} 

S Sex {M, F} 

Ag Age {00,…, 99} 

Gi Gesture index {00,…, 99} 

Cd
Camera direction:
{00: 3D motion data, 01(0˚), 02(45˚), 03(-45˚): 2D stereo-video data,  
04: synchronization data }  

V
camera View
{D: 3D motion data, L: left view, R: right view, C: synchronization data} 

T
file Type
{D: 3D motion data, V: 2D stereo-video data, S: 2D silhouette data,
C: synchronization data}  

Fram
Frame number  
{dddd: 3D motion data, vvvv: video data, 0000, …, 9999: image data, 
cccc: synchronization data }

Ext file Extension {HTR, AVI, BMP} 
 

5   Potential Usages of the Database  

At present, this database is used in human gesture studies such as 3D gesture 
recognition and 3D body components estimation at the Center for Artificial Vision 
Research, Korea University. Including these, we present some of the potential usages 
of the 2D and 3D FBG database:  

 Development of 3D gesture recognition algorithms that use depth information 
from stereo cameras.  

 Evaluation of 2D/3D body components estimation algorithms from color, gray 
or silhouette images of various gestures. 

 Evaluation of 2D gesture recognition algorithms under pose variations: i.e. 
algorithms for which the gallery and probe images have different poses.  

 Evaluation of 2D gesture recognition algorithms that use multiple images 
across pose. 

 Evaluation of 3D gesture recognition algorithms from position or angle of 
body components.  
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6   Obtaining the FBG Database

Anyone who is interested in downloading the database must contact the third author 
by e-mail at swlee@image.korea.ac.kr or visit the FBG database web site at 
http://image.korea.ac.kr/projects/gesture.html. 
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Abstract. The capabilities and robustness of a new spiking neural network
(SNN) learning algorithm are demonstrated with sound classification and func-
tion approximation applications. The proposed SNN learning algorithm and the
radial basis function (RBF) learning method for function approximation are com-
pared. The complexity of the learning algorithm is analyzed.

1 Introduction

Spiking neural networks (SNNs) model biologically inspired neural networks [1]. An
SNN is composed of spiking neurons as processing elements which utilize inter-
connection synapses to exchange information with each other [10]. A spiking neuron
receives spikes at its inputs and fires an output spike at a time dependent on the inter-
spike times of the input spikes. Thus, SNNs use temporally coded input for information
processing. A sequence of spikes with various inter-spike interval (ISI) times forms a
spike train.

In this paper, the usefulness and practicality of a new proposed learning algorithm
for SNN which process spike trains are shown with two applications. The spike train
mapping scheme described in [3] is used in conjunction with the proposed SNN learning
algorithm.

2 Spiking Neuron Model

The spiking neuron model employed in this paper is based on the Spike Response Model
(SRM) [6] with some modifications. Input spikes come at times {t1...tn} into the input
synapse(s) of a neuron. The neuron outputs a spike when the internal neuron membrane
potential xj(t) crosses the threshold potential ϑ from below at firing time tj = min{t :
xj(t) ≥ ϑ}. The threshold potential ϑ is assumed to be constant for the neuron.

The relationship between input spike times and the internal potential of neuron j
(or Post Synaptic Potential (PSP)) xj(t) can be described as follows:

xj(t) =
n∑

i=1

Wi.α(t− ti), α(t) =
t

τ
e1− t

τ . (1)

Wi is the ith synaptic weight variable which can change the amplitude of the neuron
potential xj(t), ti is the ith input spike arrival-time, α(t) is the spike response function,
and τ represents the membrane potential decay time constant.
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In this paper, the α(t) function is approximated as a linear function for t << τ . It
then follows that the internal neuron potential Equation 1, can be re-written as:

xj(t) =
t

τ1

n∑
i=1

Wi.u(t− ti); t � τ1 . (2)

u(t) is the Heaviside function and τ1 = e
τ .

3 Mapping-Learning Scheme for Spiking Neural Networks

A one-to-one correspondence between input spike trains and output spike firing times is
necessary for the learning algorithm proposed in this paper. By selecting an appropriate
set of synaptic weights for a neuron, a particular spike train or a set of spike trains which
belong to the same class can be distinguished by the output firing time of the neuron
because of the one-to-one correspondence between the input and output. The combined
mapping-learning organization is shown in Figure 1.

Input Spike Trains Spatio-temporal
Pattens

Output terminals 

Mapping stage Learning stage

Final outputLU

MU

MU

MU

LU

LU

CD

CD

CD

Fig. 1. Combined mapping-learning organization

Learning is performed in two stages: (1) The mapping stage is composed of neural
mapping units (MUs) as shown in Figure 1. This stage was described in [2],[3] and it
is used for mapping the input spike train(s) into unique spatio-temporal output patterns.
The one-to-one relationship between the inputs and outputs of the mapping stage was
proved in Appendix A of [3]. (2) The learning stage consists of several learning units
(LUs) as shown in Figure 1. The learning stage receives the spatio-temporal output pat-
tern produced by the mapping stage. Each learning unit is composed of sub-learning
units as shown in Figure 2(A). Each sub-learning unit (e.g LUA1) takes inputs from
one mapping unit (MU) as shown in Figure 2(B). As shown in Figure 2(B), the outputs
t1 and t2 from the mapping unit are input into the sub-learning unit ISI blocks. The ISI
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block performs the same function as the ISI block used in the mapping units used in
[2],[3]; the learning unit ISI block input synaptic weights are assigned using Wi = β.ti
and Wi = β

ti
for the ISI1 and ISI2 blocks respectively. It should be noted that in a

learning unit there are 2n ISI blocks where n is the number of input spike trains.The
tr reference time input shown in Figure 2(A) is used as a local reference signal for the
combined mapping-learning organization shown in Figure 1. The coincidence genera-
tion (CG) neurons in a sub-learning unit perform the function of aligning their output
spike times. When all CG neurons in an LU fire simultaneously, the coincidence detec-
tion (CD) neuron fires.
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Fig. 2. (A) Details of Learning Unit (LU) (B) MU and sub-learning unit

Past learning algorithms for spiking neural networks such as back-propagation
(SpikeProp) [5], self-organizing map (SOM) [12], and radial basis function (RBF) [11]
used synaptic weights and delays as well as multiple sub-synapses as the learning pa-
rameters. The learning algorithm proposed in this paper can perform learning in one
step and utilizes only synaptic weights for learning. Hence, the proposed algorithm is
simpler than past approaches and more practical to implement in hardware.

3.1 The Learning Algorithm

The spatio-temporal patterns generated by the ISI1 and ISI2 blocks in the mapping
stage, described in [2],[3], are used as inputs for the learning stage where a supervised
learning method is used to classify input patterns. Clustering of input patterns which
belong to the same class is achieved by setting the synaptic weights for a learning unit
(LU) so that its output fires at approximately the same time for as many input spike
trains as possible that belong to the same class. In this learning scheme, all input spike
train samples used for learning must be known a priori.
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The supervised learning algorithm works as follows:

1. Choose an input pattern vector (say PA) at random from the set of Pl = (PA,
PB, ....) pattern vectors to be used for the learning phase. The randomly chosen
pattern PA is used to assign weights to all the ISI blocks in a learning unit. This
learning unit will represent the class to which pattern PA belongs. Once the weights
have been assigned, they are temporarily fixed. The weights selected for the initial
input pattern works as a center vector which can later be modified slightly to ac-
commodate more than one input pattern.

2. Another input pattern (PB) belonging to the same class as pattern PA is selected.
This new pattern is applied to the learning unit for PA and the output of the ISI
blocks times for PB{tout1, tout2, ..., tout2n} are compared against the output times
for PA {t∗out1, t

∗
out2, ....t

∗
out2n}. This new pattern (PB) is assigned to the learning

unit (e.g. PA) with which each of the output times differ by less than ε.

|t∗out1−tout1| ≤ ε , |t∗out2−tout2| ≤ ε , ..... and |t∗out2n−tout2n| ≤ ε . (3)

ε is a small error value determined empirically. If the error is larger than ε for any
one of the error conditions in Equation 3 , a new learning unit is added.

3. Steps 1 and 2 are repeated for all input patterns in the learning set Pl.

3.2 Learning Unit Input-Output Time Relationship

A one-to-one relationship between inputs and outputs for each of the learning units
must be achieved in order to guarantee that each learning unit outputs a spike at a time
which is different from the output times corresponding to other inputs. This one-to-
one relationship will be shown using one MU and one sub-learning unit. When a new
pattern (e.g. pattern PB with MU output times tB1 and tB2 ) is input into a sub-learning
unit within an LU which had its synaptic weights fixed during the learning of pattern
PA,the following will result: ({tAout1, t

A
out2} �= {tBout1, t

B
out2}, where tout is the output

firing time of an ISI block. This can be proved by contradiction:
Assume that PB produces the same tout1 or tout2 as PA. For the moment, tout1 and

tout2 will not be distinguished and they will simply be referred to as tout.
Then the internal neuron potentials xj(t) (Equation 2) for PA and PB at time tout can
be written as follows:

2∑
i=1

WA
i .u(t− tAi ) =

2∑
i=1

WA
i .u(t− tBi ) . (4)

WA
i ’s are the synaptic weights which have been fixed for the learning unit PA. It can

be shown from Equation 4, if the ISI1 block outputs a spike at the same tout time for
both PA and PB , the ISI2 output times will be not equal and vice versa.

3.3 Firing of Only One Learning Unit

Assume that patten PA was learned by the learning unit A(LUA) and that patten PB

was learned by the learning unit B (LUB). Assume that the sub-learning units LUA1
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and LUB1 get inputs from the same mapping unit (MU). If pattern PA is input into both
LUA1 and LUB1, the neuron internal potentials for LUA’s ISI1 or ISI2 and LUB’s ISI1
or ISI2 will increase according to equation 2. If tAout1 = tBout1 = tout1 and tAout2 =
tBout2 = tout2 are assumed, the only way for LUA1 and LUB1 to produce an output
spike at the same tout1(tout2) time is to have the following condition satisfied:

2∑
i=1

WA
i =

2∑
i=1

WB
i . (5)

Thus, if the condition specified by Equation 5 is not satisfied by any one of the sub-
learning units, only one of the learning units will respond to an input pattern.
In order to have only one learning unit fire for a given input pattern, output times of
the CG neurons in the sub-learning units (Figure 2(A)) have to be made coincident by
changing the input synaptic weight values of the coincidence generation (CG) neurons.
The coincidence detection neuron (CD), shown in Figure 2(A), uses the exponential
response function (Equation 1) of a spiking neuron.

The outputs of the ISI1 and ISI2 blocks of each sub-learning unit (Figure 2(A)) fire
at certain times according to the assigned synaptic weight centers. The other patterns
which have been joined to the same learning unit cause the outputs to fire at times which
are close to the ones corresponding to the center pattern. The coincidence detection
neuron threshold value ϑ is adjusted so as to allow some fuzziness in the input spike
times.

3.4 Local Reference Time

In section 3.2 it was proved that the output combination {tout1, tout2} for the ISI1 and
ISI2 blocks will be unique for each sub-learning unit; however, the relative time |tout1−
tout2| should also be considered for all the sub-learning units of different learning units
(LUs). In other words, two different sub-learning units in two different learning units
can fire at different output times, tout1 and tout2, but the relative time |tout1 − tout2|
may be the same; this would lead to two (or more) learning units firing outputs for the
same input pattern. Thus, a reference time (bias) tr input is necessary to differentiate
these outputs as shown in Figure 2(A). This reference time tr is the time when the first
input spike arrives at one of the mapping stage inputs.

4 Complexity of the Learning Algorithm

The complexity of the proposed learning algorithm is calculated for a sequential ma-
chine. The learning algorithm complexity is O(4nkp + kp2) where k is the number of
input spike trains, n is the number of spikes per spike train, and p is the number of learn-
ing samples. The complexity order was calculated for the worst case number of clusters
needed for classification which occurs when the number of the clusters is equal to the
number of learning samples p. If the number of learning patterns p is assumed to be the
dominant factor in this learning algorithm, then the learning algorithm complexity can
be approximated to O(kp2).
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5 SNN Applications

Two applications were used to evaluate the classification capability and robustness of
the proposed learning algorithm. First, a spatio-temporal input application example for
a non-linear function approximation was carried out; in this case, the input mapping
stage (described in [2],[3]) was not used. Instead a different pre-processing method
which can encode a continuous input value into a spatio-temporal outputs described
in section 5.1 below, was used. Second, the classification of sounds produced when a
glass ball struck different materials of various shapes and sizes was carried out. In this
case, spike trains were generated by a sound signal pre-processing unit described in [9]
and then the spike trains were mapped by the mapping stage described in [3] into a
spatio-temporal pattern; the learning stage was used to classify the different materials.
All application simulations were carried out using Matlab R© version 7.0.

5.1 Non-linear Function Approximation

An encoding scheme [5] based on an array of overlapped basis functions was employed
for transforming a continuous input variable x into spike times {t1, t2, ...., tn} as shown
in Figure 3. In this encoding scheme a number of gaussian functions are used to rep-
resent an input value. For the simulations, the input variable x was encoded using 8
gaussian functions. Improved representation accuracy for a particular variable can be
achieved by making the width of each basis function narrower and increasing the num-
ber of basis functions. This encoding scheme has been applied successfully in unsuper-
vised and supervised learning [4],[5].

The proposed SNN learning algorithm was used to approximate the following non-
linear function f(x) = e−xsin(3x) in the interval [0, 4] as shown on Figure 4. The
interval [0, 4] was sampled at 41 points with an interval spacing of 0.1. The learning
algorithm, described in section 3.1, was used to train the neural network to assign cluster
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Fig. 3. Input variable x encoded into 8 spike times using 8 gaussian basis functions
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centers using the PSP xj(t) function variables set to ϑ = 0.3, β = 0.5, and τ = 5.0 in
the simulations.

To test the generalization capability of the network after training, the same interval
was sampled at 401 points, at intervals of 0.01, in order to generate the test data for the
neural network.

Table 1 shows the proposed SNN learning results together with the radial basis
function (RBF) [7] based learning results. It can be observed from these results that as
the number of clusters increases (achieved by decreasing the learning tolerance ε value
in the proposed learning algorithm described in section 3.1) the learning accuracy is
improved. It can also be observed that RBF learning produces a smaller maximum fit

Table 1. Comparison of the proposed SNN and RBF learning algorithms for function approxi-
mation

The Proposed SNN RBF Algorithm
Learning Algorithm (the same number of clusters)

ε No. of Mean squared Max fit Mean squared Max fit
learning clusters error error error error

0 41 0 0 0 0
0.003 36 0.0012 0.0320 0.0002 0.0227
0.007 28 0.0059 0.0453 0.0022 0.0415
0.010 23 0.0118 0.0867 0.0103 0.0490
0.020 17 0.0332 0.1656 0.0368 0.0789
0.030 14 0.0530 0.2700 0.0752 0.0281
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error (MFE)1 than the proposed learning algorithm for the same ε values. However,
for ε ≥ 0.02 the SNN learning algorithm had a lower mean squared error (MSE) than
the RBF based learning method. RBF learning needed many iterations to achieve equal
MSE values while the proposed learning algorithm only requires a one step learning.
The RBF Learning method is used as a comparison because it employs supervised learn-
ing as in the proposed spiking neural learning algorithm and the number of RBF hidden
layer neurons (basis function neurons) can be made equal to the number of learning
units (clusters) used in the proposed SNN learning algorithm. The RBF algorithm ad-
justs the hidden layer neuron weights (basis function neurons) so that the summation of
the basis function outputs for a certain input value produces the desired output. For the
proposed SNN learning algorithm the coincidence detection neuron (CD) makes only
one learning unit fire for a set of appropriate inputs belonging to the same class.

5.2 Classification of Materials Based on Impact Sounds

A sound classification experiment using actual sounds produced when a small glass
ball struck different materials was performed. Sounds were recorded and then classified
using the proposed SNN learning algorithm. The impacted materials were of different
sizes and shapes. The materials consisted of sheets of steel (S), sheets of copper (C),
and pieces of wood (D). For example C1, C2 in Table 2 represent two sheets of copper
of different thicknesses and sizes.

Table 2. Impact sound based material classification accuracy

Material type No. of No. of No. of Classification
learning patterns clusters testing patterns accuracy

S 30 18 10 70%
C1 15 11 5 80%
C2 15 10 5 80%
D1 45 8 15 87%
D2 30 13 10 70%

To encode each sound into spike trains, the method used in [8],[9] was employed. The
method used in [8],[9] utilized a frequency tuned bank of filters and signal processing
which produced three features for each of the filters: onset, offset, and peak times.
In this experiment, all onset, offset, and peak output times of each filter belonging to
the filter bank consisting of 20 band-pass filters were used as shown in Figure 5. The
20 spike trains generated by the outputs of the filter bank were mapped into a spatio-
temporal pattern containing 40 spikes (two output spikes for each mapping unit) using
the mapping stage described in [3]. The filter bank center frequencies ranged from
100Hz to 4000 Hz, with each filter having a bandwidth of 200 Hz. The spatio-temporal
patterns for the various impact impact sounds were then used as input patterns for the
learning stage as shown in Figure 1.

1 MFE measures the maximum absolute error between the desired and actual outputs of the
trained function.
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Fig. 5. Steel plate impact sound waveform and its corresponding 20 spike trains

As can be seen in Table 2, each material could be correctly classified with relatively
good accuracy in the testing phase. It should be noted that the learning phase can achieve
100% learning of the learning set because learning units can be added incrementally as
needed. Better classification accuracy during the testing phase may require a better way
to pre-process sound signals as well as a larger learning set.

6 Conclusions

The effectiveness of a new spiking neural network learning algorithm was shown with
two applications: function approximation and sound classification.

For both applications, reduction of the number of input pattern clusters needs to be
addressed in order to optimize neural network size.



630 H.H. Amin and R.H. Fujii

References

1. Abeles, M., Bergman, H., Margalit, E., Vaadia, E. : Spatiotemporal Firing Patterns in the
Frontal Cortex of Behaving Monkeys. J. Neurophysiol. 70 (1993) 1629–1658

2. Hesham H. Amin, Robert H. Fujii: Input Arrival-Time-Dependent Decoding Scheme for a
Spiking Neural Network. Proceeding of the 12th European Symosium of Artificial Neural
Networks (ESANN’2004). (2004) 355–360

3. Hesham H. Amin, Robert H. Fujii: Spike Train Decoding Scheme for a Spiking Neural Net-
work. Proceedings of the 2004 International Joint Conference on Neural Networks. IEEE.
(2004) 477–482
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Abstract. Writing forces are important dynamics of online signatures
and they are harder to be imitated by forgers than signature shape.
An improved DTW (Dynamic Time Warping) algorithm is put forward
to verify online signatures based on writing forces. Compared to the
general DTW algorithm, this one deals with the varying consistency of
signature point, signing duration and the different weights of writing
forces in different direction. The iterative dexperiment is introduced to
decide weights for writing forces in different direction and the classifica-
tion threshold. A signature database is constructed with F Tablet and
the equal error rate of 1.4% is realized with the improved algorithm.

1 Introduction

When a person signs his name, he writes not only the characters, but also his
identity, which is implied in the dynamic writing process and the static signature
image. Computer based online and offline signature verification approaches have
been developed to extract the identity. Compared to the static handwriting
image of offline approach, online one uses those dynamics during signing and
has relatively higher classification rate [1], [2], [3].

The signature is the trajectory of the writing pen’s contact movement on the
writing surface driven by writing forces. So writing forces are one of the most
important information of writing dynamics and many researches have been done
on them. Crane and Ostrem developed a three-dimension force-sensitive pen
to get the writing forces [4]. With input device of the SmartPen, Martens and
Claesen devised an online signature verification system based on three-dimension
forces [5]. Tanabe studied signature verification based on the pressure with digital
pen device [6]. Sakamoto did research on signature verification incorporating pen
position, pen pressure and pen inclination with WACOM Tablet [7]. Shimizu
developed an electrical pen using two-dimensional optical angle sensor to get
writing forces [8].
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Although all kinds of writing pen devices are used to get the writing forces,
they can’t get the forces accurately, because a writing pen may be rotated during
writing which would change the measure coordination. And WACOM Tablets
can only get the writing pressure. A new writing tablet, named F Tablet, is
used here to capture the three-dimension writing forces. And an improved DTW
algorithm is used to verify those signatures. Compared to the general DTW al-
gorithm, this one deals with the varying consistency of signature point, signing
duration and weights of writing forces in different direction. The F Tablet sig-
nature capturing device and the signature database are introduced in the next
chapter. Chapter 3 discusses the improved DTW algorithm and iterative experi-
ment in detail. The experimental dresults are given in chapter 4 and conclusions
are made in the last chapter.

2 Signature Acquisition

2.1 The F Tablet

This F-Tablet is capable of capturing three perpendicular forces of the pen-tip to
the contacting plane and two dimension torques directly because of the core part
of a multi-dimension force/torque sensor. With the specially designed structure,
the static trajectory of the pen-tip and other dynamic signals such as velocities,
accelerations and writing angles can also be calculated indirectly [9]. The input
tablet of 70×70mm2 is on the up-left side of the F Tablet, as shown in Fig.1(a).
The device is connected to computer via USB interface with a maximum sample
rate of 120Hz. And there is no special requirement on the writing pen. Fig.1(b)
explains the coordinate of the F Tablet. The coordinate is fixed during design
and it won’t change no matter how the writing pen is rotated. Here the device
is used to get the three-dimension writing forces Fx, Fy and Fz.

Fig. 1. (a)Photo of the F Tablet;(b)Coordinate of the F Tablet
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2.2 Signature Database Construction

The database is constructed with 30 persons involved over a one-month period.
Each subject donated 40 signatures with 10 ones every week. At the same time,
each subject is told to practice and imitate other subject’s signature after the
static signature images as simple forgeries. And 10 persons are recruited to make
skilled forgeries. Before the skilled forgeries were collected, each subject can view
the signing process of the signature to be imitated with a special program and
practice for a period of time what ever long he wants. And a signature database
with 1200 genuine signatures, 600 simple forgeries and 300 skilled forgeries is
constructed.

2.3 Signature Preprocessing

To improve the classification result, signatures are preprocessed before calcula-
tion. The preprocessing methods taken here are filtering, direction adjustment
and dehooking.

1) Filtering To remove the noise in the signature data, the Gaussian filter is
applied to filter the three dimension forces respectively.

2) Direction Adjustment The posing of the writer or the position of the
F Tablet may change when the signatures are collected in several batches, which
results in the inconsistency of the signature direction. So force direction adjust-
ment is introduced to adjust the force direction in X and Y direction.

3) Dehooking As the writing surface of the F Tablet is a little smoother than
the general paper, so a jerk may occur when a pen collide with the tablet, which
will cause the wrong judgement of the pen-down or pen-up status. So dehooking
is taken to remove the jerk.

3 Improved DTW Algorithm

Compared to the general DTW algorithm, this improved one takes the varying
consistency of different signature point, the signing duration and weights of writ-
ing forces in different direction into account. First, multiple signature templates
are generated with general DTW algorithm. Then weights of different template
points are calculated. The weights of writing forces in different and classification
threshold are decided with iterative experiment.

3.1 Multiple Templates Generation

Concerned to the fact that even genuine signatures from the same subject may
have different stroke numbers, multiple templates are generated for signature
verification. The templates can be generated with the following 6 steps:
Step 1 Segmented the registered signatures into strokes according to Fz , and
classified them into different groups according to stroke number;
Step 2 Take one group and calculate each corresponding stroke’s average length
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as the its template’s stroke length, including pen-up strokes and pen-down
strokes;
Step 3 Take one signature from the group and resample each pen-down stroke
according to the template’s corresponding stroke’s length, and the result is taken
as template T ;
Step 4 Take another signature from the group and resample it as step 3, then
aligned every pen-down stroke to the corresponding stroke of T with general
DTW algorithm , and update the aligned signature point’s writing force value
of T . The DTW alignment is calculated with (1).

Dk(Ti, Sj) = min

⎧⎨⎩Dk(Ti−2,Sj−1)+ 1
2 [d(Ti−1,Sj)+d(Ti,Sj)]

Dk(Ti−1,Sj−1)+d(Ti,Sj)
Dk(Ti−1,Sj−2)+ 1

2 [d(Ti,Sj−1)+d(Ti,Sj)]

. (1)

d(Ti, Sj) =
[
wx(F (i)

x − F (j)
x )2 + wy(F (i)

y − F (j)
y )2 + wz(F (i)

z − F (j)
z )2

]1/2
. (2)

where wx, wy and wz are weights of Fx , Fy and Fz respectively, and d(Ti, Sj) is
the distance between signature point of template and that of sample. When the
distance Dk(Ti, Sj) between two corresponding strokes are calculated, then the
alignment path is decided at the same time. The value of the signature point is
updated as (3).

T
(j)
i =

r
(j−1)
i ∗ T

(j−1)
i + Si,1 + Si,2 + · · ·+ Si,k

r
(j−1)
i + k

. (3)

r
(j)
i = r

(j−1)
i + k . (4)

where T
(j)
i is the ith template point value which has been updated with j sam-

ples; r
(j)
i is the number of times of the ith template point being aligned with j

samples;Si,k is the kth sample point that has been aligned to the ith template
point. The three dimension forces are updated respectively with (3) and (4).
Step 5 Repeat step 4 until all signatures in the group have been used and the
result is the template of the group;
Step 6 Repeat step 2 ˜ 5 calculation on all groups.

The calculated results are the multiple signature templates [10].

3.2 Template Signature Point Weight Calculation

Different subject has different signature consistency. And the signature points
of the same subject also have different consistency. Put more weight on the
points with better consistency can be sure to improve the classification result,
so different weight is set for each signature point of the templates according to
its consistency.

The consistency of each signature point can be described with the distribution
of the corresponding aligned sample points to the template signature point. As
the signature template is generated from the samples with DTW algorithm, it
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can be viewed as made up of the average value of the sample signature points.
So for a specific signature point, if the corresponding aligned sample signature
points fall far from the template point, then its signature point consistency is
bad; otherwise, the specific signature point has a good consistency. That is, the
consistency of a specific signature point is inverse proportion to the distances
between the corresponding aligned sample points and the template signature
point. The average value of the distances will be calculated to decide the template
signature point weight. After the multiple templates are generated, each template
and the samples of the corresponding group are used to decide each template
signature point weight. First, each sample signature is aligned to the template
with DTW algorithm with (1) and (2). From (1), we can see that every template
signature point may have one or two aligned point pairs for each sample in the
group.

After every sample of the group is calculated, we can get the following point
pairs for every template point as (5).

(Ti, S1,1), [(Ti, S1,2)], (Ti, S2,1), [(Ti, S2,2)], · · · (Ti, Sn,1), [(Ti, Sn,2)] . (5)

where Ti denotes the ith template point; Sn,1 and Sn,2 denote the first and
second aligned point of the nth sample; and the point pairs in the brackets may
not exist. The distance between every point pair can be calculated with (2). And
the average value of the distances can be expressed as (6).

avgdi =
n∑

j=1

(d(Ti,Sj,1) + [d(Ti,Sj,2)])

/
M . (6)

where M denotes the number of the aligned point pairs; and still the content in
the bracket may not exist. Then the point weight can be set as inverse proportion
to the average distance.

3.3 Distance Calculation

The difference between the general DTW algorithm and this improved one lies
on the distance calculation. This one takes weight of writing forces in different
direction, weight of different signature point and signing duration into account.

A sample signature is first segmented into strokes. If the number of strokes
is different from any of the multiple templates’, the distance between the sample
and templates is considered to be infinite, and the sample is rejected as a forgery
directly. Otherwise, a template with the same number of strokes is selected to
calculate the distance between the sample and the multiple templates. First,
each of the sample’s pen-down stroke is resampled according to the length of the
template’s corresponding stroke. Then, the distance between the corresponding
stroke of template and that of the sample is calculated with (7). The difference
between (1) and (7) is that template point weight is used in (7). And Euclidean
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distance is used to measure the difference between the point pair as (2).

Dk(Ti, Sj) = min

⎧⎨⎩ Dk(Ti−2,Sj−1)+ 1
2 [wi−1d(Ti−1,Sj)+wid(Ti,Sj)]

Dk(Ti−1,Sj−1)+wid(Ti,Sj)
Dk(Ti−1,Sj−2)+ 1

2 [wid(Ti,Sj−1)+wid(Ti,Sj)]

. (7)

Compared to the image of a signature, the writing velocity is sure to be more
difficult to imitate. So the signing duration is taken into distance calculation.
Signing duration can be divided into two parts, the pen-down stroke time and
the pen-up stroke time. The pen-up stroke time is used to think about how to
write the next stroke and adjust the pen tip position, so the pen-up stroke time
and the following pen-down stroke time can be viewed as a whole stroke time.
For the first pen-down stroke of a signature, the foregoing pen-up stroke time is
zero. Two kinds of signing durations can be used to update the distance between
the corresponding strokes. One is that only the pen-down stroke time is used,
expressed as (8); the other is that both the pen-up and the following pen-down
stroke time are considered as the stroke time, expressed as (9).

D
′
k(T, S) = Dk(T, S)(1 +

|ts,down − tt,down|
tt,down

) . (8)

D
′
k(T, S) = Dk(T, S)(1 +

|ts,down + ts,up − tt,down − tt,up|
tt,down + tt,up

) . (9)

where Dk(T, S) is the kth stroke distance between the sample and the weighted
template and D

′
k(T, S) is the distance which take signing duration into account;

ts,down and ts,up are the pen-down stroke point number and pen-up stroke point
number of the sample before being resampled ; tt,down and tt,up are those of the
template.

So the final distance between the sample signature and templates is the sum
of the distances between the corresponding strokes, expressed as (10).

D(T, S) =
∑

k

D
′
k(T, S) . (10)

3.4 Threshold Setting

Because the consistencies of signing of different subjects are sure to be different,
so the threshold is set to reflect both personal and global signing characteristics.
The threshold Dth

i of subject i is expressed as (11).

Dth
i = μi + fσi . (11)

where μi and σi are the average value and standard deviation of the distances
between the registered signatures and templates respectively; while f is the
global coefficient to make sure to get an optimistic classification performance for
all subjects.
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3.5 Iterative Experiment

Iterative experiment is introduced to decide the global threshold coefficient f and
the ratio between force weight in different direction, that is the ration between
wx,wy and wz in (2). Fig.2 gives the charts of writing force Fx, Fy and Fz of
two different Chinese characters. As Fx and Fy are forces parallel to the writing
tablet, and we can see that their amplitudes are comparable, while that of Fz

is much more bigger. So Fx and Fy are set to have same weight in distance
calculation. In the experiment, the ratio between wx, wy and wz is set to be
w : w : (3 − 2× w) . Then the goal of the experiment is to decide the values of
f and w to get an optimum signature classification result.

Fig. 2. The three-dimension writing forces of two different characters

First initial values are set for f and w, the three dimension writing forces
are set to have the same weight. Then, let f changes from 1.0 to 3.0 and record
the classification result. It is sure there is a value of f where FAR equals FRR.
Then fix the value of f , change w from 0.1 to 1.5, and find the value of w
where FAR equals FRR. Parameters f and w are alternatively changed to do
signature classification experiments on the signature database to find the other
one where FAR equals FRR, until the difference between the values of parameter
f of two successive experiments is small enough. The flow chart of the iterative
experiment is explained with Fig.3.

4 Experimental Results

Experiments are carried out on the constructed signature database. Four kinds
of algorithms are used to compare their effects. They are the general DTW
algorithm, weighted DTW algorithm, and the two improved DTW algorithm,
which takes the pen-down stroke time and pen-down/pen-up stroke time together
into account respectively. First the iterative experiments are carried out to get
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Fig. 3. Flow chart of the iterative experiment

the optimum ratio between wx, wy and wz , and the optimum ratio is found
to be 7 : 7 : 1. With the same force direction weight ratio, the global threshold
coefficients are found to be different from each other,the main reason is that with
different kinds of algorithms, different distribution of the distance are calculated.
And the experimental results of the four kinds of algorithms are depicted in Fig.4.
The equal error rate of the general DTW algorithm is 2.6%, not good as that
of the weighted one, 2.1%.This reveals that put more weight on those signature
points with better consistency can improve the classification results. But they
are obviously inferior to those of the two improved DTW algorithms, 1.6% and
1.4% respectively. And the one which takes both the pen-up stroke time and pen-
up stroke time gives better result. This is because it is very difficult to imitate
a signature’s shape, writing forces and writing velocity at the same time. And
the pen-up stroke time, which is used to adjust the nib position and think about
how to write the following stroke, is even harder to imitate.

Therefore, with the improved DTW algorithm, we get the optimum equal
error classification rate of 1.4% where the global threshold coefficient f is 2.30
and the ratio between wx, wy and wz is 7 : 7 : 1.

5 Conclusion

An improved DTW algorithm is put forward to verify online signature based on
writing forces. The F Tablet is used to capture the three perpendicular writing
forces. Compared to the general DTW algorithm, this one deals with the vary-
ing consistency of signature point, signing duration and the different weights
of writing forces in different direction. And iterative experiment is introduced
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Fig. 4. Classification error rate to the varying threshold coefficient f. (a)the general
DTW algorithm; (b)the weighted DTW algorithm; (c)the improved DTW algorithm
(pen-down time); (d)the improved DTW algorithm (pen-down/pen-up time).

to decide weights for writing forces in different direction and the classification
threshold. With this algorithm, the optimum equal error classification rate of
1.4% is realized based on the constructed signature database, where the ratio
between wx, wy and wz is 7 : 7 : 1.

Although this improved DTW algorithm has better performance, it does have
its deficiency. This algorithm consumes more computation time and memory
space and these problems are left for the future work.
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Abstract. Projective reconstruction is known to be an important step for 3D re-
construction in Euclidean space. In this paper, we present a new projective re-
construction algorithm based on invariant properties of the line segments in pro-
jective space: collinearity, order of contact, intersection. Points on each line 
segment in the image are reconstructed in projective space, and we determine 
the best-fit 3D line from them by Least-Median-Squares (LMedS). Our method 
regards the points unsatisfying collinearity as outliers, which are caused by 
false feature detection and tracking. In addition, both order of contact and inter-
section in projective space are considered. By using the points that are the or-
thogonal projection of outliers onto the 3D line, we iteratively obtain more 
precise projective matrix than the previous method.  

1   Introduction 

The seamless integration of virtual objects with an image of a real scene has long 
been one of the central topics in computer vision and computer graphics. To generate 
a high quality synthesized image, consistency of geometry, illumination, and time has 
to be taken into account [1]. Reliable 3D reconstruction and camera recovery from 
images can guarantee geometric consistency to add synthetic objects into a real-world 
scene. In addition, building 3D models of outdoor scenes is widely used for virtual 
environment and augmented reality, but has always been a difficult problem.  

Since 3D modeling from un-calibrated images has little calibration constraints and 
may be applied to various images, many researches have been presented up to now 
[2~7]. These are mainly focused on improving auto-calibration algorithm, applying to 
long sequence with key frame selection, and using user’s knowledge for complete 3D 
model. However, there were few studies on more precise projective reconstruction, 
which is needed as a preceding step for 3D reconstruction in metric space.  

This paper presents a new projective reconstruction algorithm based on invariant 
properties of the linear components in projective space: collinearity, order of contact, 
intersection. Collinearity means any points located on the 2D imaged line should lie 
on the reconstructed projective line. Therefore, we regard the points unsatisfying 
collinearity as outliers caused by false feature detection and tracking. In addition, the 
order of contact and the intersection points of the line segments in projective space 
are considered.  



642 B.-R. Seok, Y.-H. Hwang, and H.-K. Hong 

 

First, we establish correspondence over images and estimate a fundamental matrix 
(F-matrix) to determine the set of inlying feature tracks. After the points on each line 
segment in the image are transformed into projective space, we examine whether they 
satisfy linear properties in projective. More specifically, after a new 3D line is deter-
mined from the reconstructed points by Least-Median-Squares (LMedS), we itera-
tively obtain more precise projective matrix by using the points that are the orthogo-
nal projection of outliers onto the line. Our method can alleviate the effect of false 
correspondences. This work is targeted on architectural scenes with a polyhedral 
shape. Because many man-made objects are constructed by using predefined rules, 
they often have many line segments. 

 

Fig. 1. Proposed 3D reconstruction algorithm 

The remainder of this paper is structured as follows: Sec. 2 presents how to detect 
and match the line segments over views. Sec. 3 discusses projective reconstruction, 
and the proposed algorithm is detailed in Sec. 4. After comparisons of the experimen-
tal results are given in Sec. 5, the conclusion is described in Sec. 6. 

2   Detecting and Matching Line Segments 

When the points consisting of the line segment are transformed into projective space, 
those linear invariant properties are preserved. This paper uses the line segments for 
more precise calibration, so we have to detect and match them over two views.  

The lines are obtained by Hough transform, which is a very popular algorithm to 
detect lines [8]. Since Hough transform finds the lines on a parametric space, they 
always do not coincide with the edges in the image. Therefore, our method applies 
Canny edge operator to extract the line candidates from the images. By comparing a 
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distance between the lines and the edges, we can select the line segments located on 
the edges in the image.  

Given a line l in one image and a corresponding line l  in the second image, we can 
find a correspondence on the epipolar line (l e ). Epipolar geometry is a fundamental 
constraint used whenever two images of a static scene are to be registered. In Fig. 2, 
the epipolar line, F-matrix (F) and two points (x, x ) are satisfying [9, 10]:   

)('''' Fxlllx e ×=×=   (1) 

The corresponding points satisfying Eq. (1) on two views are located on two lines 
(l and l ), and we can obtain the corresponding lines. Fig. 3 shows the corresponding 
line segments over two views of the cube.    

 
Fig. 2. Relation of lines and points on two views 

 
 

Fig. 3. Corresponding line segments over two views 

3   Projective Camera and Reconstruction 

Projective reconstruction is necessary for auto-calibration and 3D reconstruction from 
un-calibrated images [2]. Without some knowledge of a scene’s placement with re-
spect to 3D coordinate frame, it is impossible to reconstruct the absolute position or 
orientation of a scene from a pair of views. Therefore, the first camera is assumed to  
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be located at the origin of a Euclidean coordinate system, and the projective matrix of 
the second in the camera coordinate is derived from F-matrix as follows:  

[ ] [ ][ ]''
21 |,0| eFePIP ×==  , (2) 

where 'e  and Pn are the epipole of the second image and the projection matrix of the 
nth camera, respectively.  

The image points are inversely projected from each camera center, and then the 
point in Euclidean 3D space is reconstructed using the intersection point on the epipo-
lar plane. We can derive the linear equations for the camera projective matrices, the 
image points (x), and the points in 3D space (X). In each image we have a measure-
ment x = PX, x  = P X in homogeneous, and these equations can be combined into a 
form AX = 0, which is an equation linear in X.  

The homogeneous scale factor is eliminated by a cross product to give three equa-
tions for each image point, of which two are linearly independent. For the first image, 
x×(PX) = 0 and writing this out gives:  

0)()()()()()( 122313 =−=−=− XpyXpxXpXpyXpXpx TTTTTT , (3) 

where  pnT represent the transposed nth row of P. These equations are linear in the 
components of the world point X.  

An equation of the form AX = 0 can then be composed as follows:  

−
−
−
−

=

TT

TT

TT

TT

ppy

ppx

pyp

pxp

A

2'3''

1'3''

23

13

 ,   (4) 

where two equations have been included from each image, giving a total of four equa-
tions in four homogeneous unknowns. This is a redundant set of equations, since the 
solution is determined only up to scale. After setting up the linear equation for the 
camera matrices and the corresponding points in two views, we can determine 3D 
points by linear method such as Singular Value Decomposition (SVD). 

4   Proposed Algorithm 

4.1   Determining 3D Lines in Projective Space 

Fig. 4 presents the linear segments on a plane of the cube and the transformed lines in 
projective space. Though the shape of the plane and the slopes of the line segments 
are distorted, their linear properties are preserved as shown in Fig. 4. For example, 
any points located on the 2D imaged line must be on the reconstructed projective line 
because of collinearity. In general, since it is difficult to establish correspondences 
between two views, some segments may get disappeared as (b).   
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(a)                                                                (b)  

Fig. 4. Line segments (a) on a plane and (b) in projective space 

Reconstruction of the points in the projective space is followed by refinement of the 
projective matrix. In order to refine the projective matrix, we determine 3D lines accu-
rately in projective by LMedS based on random sampling. After the image points on 
each linear segment are transformed into projective space, we select any two points, 

),,( 111 zyxp and ),,( 222 zyxq , among them. Our method examines the distances 

between 3D line and other projective points by the vector operations as follows: 
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(5) 

The threshold value to discriminate the points with high errors is computed as follows: 

median
n

r
−

+××=
2

0.51
4826.15.2 ,   (6) 

where median and n are a minimal median value, and the number of points consisting 
in the 2D line segment, respectively. As removing the outliers by false feature detec-
tion and tracking, LMeds based method determines iteratively an optimal 3D line 
accurately. Then, the outliers within some distances are orthogonally projected onto 
the 3D line. That means the points on the lines in projective space are moved so that 
they satisfy linear invariance.  

As described in the previous, both 3D points on the lines in projective space and 
2D image points are used to estimate the camera projective matrix. The 3D points are 
back-projected to 2D images, and compute each residual as follows:      

( ) ( ) 22 )()( ysyxsx QPqQPqresidual −+−= ,         (7) 

where Ps, q, and Q are the camera projective matrix by 6 points pair, the image point, 
and 3D points, respectively. LMedS based method obtains an optimal projective ma-
trix that minimizes residual (Eq. 7). The threshold for rejecting the camera that causes 
projective matrix estimation to fail can be computed as follows:  
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median
n

r
−

+××=
6

0.51
4826.10.2 ,                     (8) 

where n is the number of correspondence pairs between the image points and 3D 
points. In final, we can determine a precise camera projective matrix iteratively.  

4.2   Reconstruction of Planes Based on Linear Invariance 

It is difficult to establish correspondences of every points and lines over views. This 
paper presents that the linear invariant properties can be effectively used to cope with 
missing correspondences.  

The surface equation of a 3D plane is obtained from the cross product of the direc-
tion vectors of 3D lines, and we can classify 3D lines on the same plane. By examin-
ing iteratively whether two lines are located on a plane, 3D planes in projective space 
are reconstructed. Our method makes 3D lines longer on a plane, and hypothesizes the 
intersection points based on linear invariance to ascertain if they are the missing cor-
respondences through views. This verification process can be used for more precise 
feature detection and tracking in the image sequence.  

5   Experimental Results  

We have experimented on 2 synthetic images (640×480) of the barn with a checkered 
pattern. The internal parameters of the projective cameras by the proposed algorithm 
and the previous are compared in table 1. The previous method uses only the corre-
sponding points to obtain the projective matrix. On the contrary, our algorithm re-
estimates the projective matrix based on linear invariance. 

In order to evaluate an accuracy of the camera matrix, 3D points are back-projected 
into 2D images, and we compute the squared average errors that are the distances 
between the projected points and the real image points. The distance errors by the 
proposed algorithm and the previous are 0.65001 and 0.65432, respectively.  

In addition, we have experimented on three real images (640×480) of the cube 
with a checkered pattern. The internal parameters of the projective cameras by the 
proposed algorithm and the previous are compared in table 2.  

The distance errors by the proposed algorithm and the previous are 2.4978 and 
2.5776, respectively. Fig. 7 shows the reconstructed cube with 3D lines, planes, and 
textured surfaces. The results showed that the proposed method can estimate precisely 
the camera parameters and reconstruct 3D model from un-calibrated images. 

Fig. 8 and 9 show the input sequence and an accumulation error of the internal 
camera parameters, respectively. Merging-based projective method estimates the 
projective matrix of the second camera from that of the first by using F-matrix. Merg-
ing methods successively obtain the projective matrices and combine them over im-
age sequences [11]. Comparing the squared average errors of the internal parameters - 
focal length ratio, the principal point, and the skew - by the previous merging-based 
method, we ascertain that a reduction of 84, 77, and 85% percent of their averaged 
errors is achieved, respectively. 
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Table 1. Internal parameters of the projective camera 

 
1st camera 

(Ideal) 
Previous method (error) Proposed method (error) 

Focal length ratio 1.00 0.858 (-0.142) 0.872 (-0.128) 

Principal point 0.00 0.413 (+0.413) 0.395 (+0.395) 

Skew 0.00 0.344  (+0.344) 0.322 (+0.322) 

Table 2. Internal parameters of the projective camera 

Previous method  Proposed method 
 1st camera 

2nd camera  3rd camera  2nd camera  3rd camera  

Focal length ratio 
(error) 

1.00 
1.0056 

(+0.0056) 
0.7320       

(-0.2680) 
1.0048 

(+0.0048) 
0.943        

(-0.057) 
Principal point 

(error) 
0.00 

0.0053 
(+0.0053) 

0.6150       
+0.6150) 

0.0050 
(+0.0050) 

0.411 (+0.411) 

Skew 
(error) 

0.00 
-0.040        

(-0.040) 
-0.040        

(-0.040) 
-0.02219      

(-0.02219) 
0.040 (+0.040) 

 

 

(a) Previous method (340 corresponding points)  

 

 

(b) Proposed method (36 corresponding lines)  

Fig. 5. Input synthetic images (modeling by 3D Max) at 2-view 
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Fig. 6. Input images 

 
(a)                                      (b)                                     (c) 

Fig. 7. Reconstructed (a) lines, (b) planes, and (c) textured surfaces 

 

Fig. 8. Input sequence: 1, 3, 6 frames 
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Fig. 9. Accumulation error graph of the focal length ratio 
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6   Conclusion 

This paper presents a new projective reconstruction algorithm based on linear invari-
ance. In order to evaluate the performance of the method, we estimate the internal 
parameters of the projective camera. In addition, after 3D points in projective space 
are back-projected to the image, their squared average errors are computed. By com-
paring the proposed method with the previous, we ascertained that our method can 
cope with the effects of outliers and recover the camera parameters precisely. Our 
method is a suitable for architectural scenes with many line segments and planes.  

Further study will include more performance evaluations on various images, and 
build lighting representation from the reconstructed scene structure for generating 
photo-realistic rendering images.  
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Abstract. In this paper, we present an ANN hybrid ensemble scheme for 
simultaneous object recognition and pose estimation from 2D multiple-view 
image sequence, and realized human vision simulation within an intelligent 
machine. Based on the notion of similarity measure at various metrics, the 
paradox between information simplicity and accuracy is balanced by a model 
view generation procedure. An ANN hierarchical hybrid ensemble framework, 
much like a decision tree, is then set up, with multiple weights and radial basis 
function neural networks respectively employed for different tasks. The strategy 
adopted not only determines object identity by spatial geometrical cognition and 
omnidirectional accumulation through connectivity, but also assigns an initial 
pose estimation on a viewing sphere in a coarse to fine process. Simulation 
experiment has achieved encouraging results, proved the approach effective, 
superior and feasible in large-scale database and parallel computation. 

1   Introduction 

Object recognition, the course of classification, description, judgment, estimation, 
recognition and comprehension, plays a main role in computer vision system, which 
is the most enhancements to an intelligent machine [1]. Most approaches developed 
so far can be categorized as geometry-based or appearance-based [1]. The former 
explicitly stores volume or surface representation relying on 3D geometry, either by 
complete specification or by description in form of certain features, invariants, parts, 
ridges and surface patches [1]. The latter directly compares and matches 2D images 
rather than 3D objects by similarity measure based on intensity, geometry, topology 
or their combination, results in significant reduction in dimensionality [1-4]. Recently, 
Artificial Neural Networks (ANN), with merits of robustness, fault tolerance, and 
powerful capacities in function approximation and data fitting [5, 6], is increasingly 
widely used in object recognition and pose estimation [3, 6-9]. 

Human vision system is inherently 2D, but is exceptionally adept at 3D object 
recognition and pose estimation [10]. The usual way that humans recognize objects is 
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to observe from some distinct angles, which can be seen as selecting strategic 
locations on the spherical viewing surface. When taking cues from relatively intricate 
knowledge in 3D objects, only a few distinct views could usually suffice for humans 
to get the whole picture. If any kind of 3D structural information could not be utilized, 
all possible images needs to learn for reliable object recognition and pose estimation. 
With proper incorporated 3D hints, it is reasonable to implement human vision 
simulation on 2D multiple-view sequence in an intelligent machine [7, 8].  

In this paper, a general framework for object recognition and pose estimation in 
parallel computation and large-scale database is constructed. Based on the notion of 
similarity measure at various metrics [11-13], a model view generation procedure is 
involved to balance the paradox between information simplicity and accuracy so that 
model views as few as possible are utilized for learning. The hierarchical hybrid ANN 
ensemble scheme, not only determines object identity in optimal spatial coverage 
cognition or omnidirectional accumulation through connectivity [6, 9, 14], but also 
assigns an initial pose estimation on a viewing sphere in a coarse to fine process, with 
three layers respectively employing multiple weights [15] and radial basis function 
neural networks. The approach adopted imposes a local constraint on images while 
maintaining a global structure. Spatial relationships or correlation feature among view 
points are iteratively fitted to images, obtaining a mapping from images to poses.  

2   Similarity Measure for Simplicity and Accuracy Tradeoff 

2D multiple-angle views give us overall and thorough information for appearance-
based cognition on 3D object. However, information simplicity and accuracy is a pair 
of paradox. On the one hand, we try to acquire adequate information, include nearly 
all conditions, to construct spatial coverage. On the other hand, we pursue concise and 
efficient learning without redundancy, in a size as small as possible. So high quality 
recognition, together with a low quantity of samples, is all we want to accomplish.  

Let there be N 3D objects },,,,,,{ 121 NNn OOOOO − , each composed of M 2D 

images sampling the viewing sphere, },,,,{ 1
1

N
M

n
m III , with n

mI  denoting the m th 

image of object nO , so the whole image database consists of MN • images. 

2.1   Model View Generation 

In order to balance the competing aims, we prefer to employ relatively few views, 
each representing a moderate range of possible appearances. Instead of learning the 
full set of images, a model view generation procedure is introduced to improve 
economy and accuracy tradeoff, minimize view set required for objects, and reduce 
complexity in matching process, shown in Fig.1. Preprocessed images are clustered 
into groups. Members in each group are then generalized to form a model view, 
characteristic of neighboring images. In the meantime, a hierarchical image 
representation system, vital for object recognition and pose estimation, is also 
established. Model view learning procedure keeps spatial relationships intact, and 
training sets were formed with different similarity distances between every two 



652 R. Nian et al. 

 

adjoining model views. View acquisition frequency is an important parameter which 
in conjunction to shape complexity determines the overall recognition accuracy. 

Let n
mC  be a cluster of object nO , with a collection of images ranging from n

km
I −−  to 

n
km

I ++   represented by characteristic view n
mI  , where ),( +− kk are left and right radius, 

},,,,,,{ 11
n

km
n
m

n
m

n
m

n
km

n
m IIIIIC +− ++−−= . The dissimilarity is denoted as the distance 

between two images n
mI  and j

iI , i.e., ),( j
i

n
m IId . 

While forming model views, several criteria are imposed to maintain successful 
object recognition and pose estimation [4, 6, 9]. A pair of cluster boundaries could be 
derived from those criteria. An iterative scheme, much like ‘seed region growing’ 
method, determines cluster segmentation and model view shape. Each image is 
initially considered a distinct model view, and then two images with the lowest global 
distance are chosen as the candidates to be merged as long as the boundaries are not 
violated. Model view is what minimizes the distance to all others in a cluster. Cluster 
number depends on object complexity as well as dissimilarity metric sensitivity.  

 

Fig. 1. Model view learning procedure in one object 

Homologous Continuity Law. Suppose that the difference between two images from 
identical object is changing gradually or not determined by quantum, then there must 
be at least one course, where all the images in transition belong to the same object. 
Topology nature is used as pre-acquired knowledge [6, 9]. Let I  be a set including all 

images of an object. Given I∈yx,  and 0>ε , there must be a set J , 

IJ ⊂∈−∈∀<=== +− }],1,1[,),(,,{ 1121 Nmnmxxyxxxxx mmnn ερ  (1) 

Local Monotonicity. Images monotonically change within each cluster starting from 

model view [4]. For each characteristic view n
mI , there exists an integer 0>a such that 

ajiIIdIId n
jm

n
m

n
im

n
m ≤<∀≤ ±±   ),(),(  (2) 
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As relative visual angle increases, the dissimilarity increases for some range of 
angles. It relies on the sampling sufficiency assumption that a sampling rate must be 
high enough so that the monotonicity condition still holds, or satisfies for the 
unsampled images between samples.  

Cluster Distinctiveness. The distance from the model view to images in the same 
cluster must be smaller than any distance to the images outside the cluster [4]. For 

each cluster n
mC  with model view n

mI , 

  ),(min),(max k
j

n
m

CI

n
i

n
m

CI
IIdIId

n
m

k
j

n
m

n
i ∉∈

≤  (3) 

Cluster Separability. For any pair of model views n
mI  and p

qI  from distinct clusters, 

)(2),( n
m

p
q

n
m IRIId  >  (4) 

where cluster radius is defined as 

  ),(maxarg),(maxarg)( n
m

n
k

n
m

n
i

CI

n
m IIdIIdIR

n
m

n
i

±
±∈

==  (5) 

Given any image j
iI conformable to cluster separability, object identity j and cluster 

i could be correctly identified by the model view with minimum distance to j
iI [4]. 

 ),(minarg n
m

j
i

I
IIdj

n
m

=  (6) 

2.2   Similarity Metric 

The feature of similarity, or correlation among view points is the key in separability. 
Different similarity metrics are employed to measure distance [11-13], such as 
Euclidean metric, Chamfer metric, Hausdorff metric, generalized Mahalanobis 
distance, Cityblock and Chessboard distance, Curve and Shock metric [12]. Due to 
each metric nature and relative shape weighting, model view generation course results 
in different selection of prototypes or characteristic views. Similarity metric is also 
essential to the knowledge expansion course on how to effectively combine newly 
increased untrained samples with already cognized data.  The selection or 
combination of proper similarity metrics still need to pay more attention to in the 
future. We simply made some primary attempts at distance metrics for verification. 

3   ANN Hybrid Ensemble Learning Strategy 

An ANN hybrid ensemble, with three layers or more, is set up for object recognition 
and pose estimation. The first layer is assigned to recognize objects, the second to 
determine the cluster inside each object by model views, and the third or more to 
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decide detailed and subtle inner relationship by images belonging to the same cluster. 
A hierarchical hybrid ensemble framework, much like a decision tree [16] is then 
shaped, with layers respectively employing various neural networks such as multiple 
weights (MWNN) [15] and radial basis function (RBF) neural networks. An input 
image flows from image database to object nodes in MWNN ensemble, then to model 
view node and at last to image node in RBF ensemble. Fig.2 is the spatial geometrical 
coverage in one object. Let there be )3( ≥PP  layers },,,{ 21 PLLL  in the hybrid 

ensemble, each layer composed of a number of neural networks, p
qNN  and )(IE p

q  

respectively denoting the q th neural networks and the output from input I in layer pL .  

 
Fig. 2. Spatial geometrical coverage for one object in MWNN and RBF ensemble 

3.1   Object Recognition 

Object recognition emphasizes most on knowledge cognition one by one, rather than 
optimal interface classification simultaneously [9]. With high dimensional manifold 
as topology nature and homologous connectivity law as pre-acquired knowledge, an 
optimal spatial geometrical coverage is intended to establish for each object [6, 9, 14]. 
So an MWNN [15] ensemble is selected for object geometrical shape formation.  

General neuron models [6, 17] with m weights in MWNN [15] can be denoted as 

]),,,,([
1

21
=

−⋅⋅⋅Φ=
n

i
iimii XWWWfY θ  (7) 

From the perspective of geometry analysis in high dimensional space, neurons can be 
considered to be an (n-1)-dimensional hyper plane or curved surface in an n-
dimensional space [6]. One kind of neurons like hyper sausages is chosen here. Let 

( )
[ ]

( )( )21
1,0

21 1,min, xxxdxxxd αα
α

−+=
∈

 (8) 

be the distance of x and line segment 21 xx , and hyper sausage set is 

}),({);,( 2
21

2
21 rxxxdxrxxS <=  (9) 

The input-output transfer function is  

)),((),;( 2121 xxxdxxxf φ=  (10) 
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where )(⋅φ  is the nonlinear threshold function, a variant of MWNN, nRx ∈ is input 

vector and nRxx ∈21,  are two centers. The neural networks consist of three layers: an 

input layer, a single hidden layer and an output layer of linear weights. 
An MWNN ensemble is set up, every object an individual neural network. Training 

set with transition in explicitly temporal order, is reasonably selected to learn object 
geometrical shape. During test, Input images will be judged as the class with the 

maximal MWNN output, denoting corresponding 3D object. If )(maxarg 1

1
IEn q

N

q=
=   , 

then nOI ∈ . A series of comparison are made to validate recognition correctness, and 

decision on whether spatial coverage needs to be improved and adjusted also could be 
made. If untrained images can be justified as their counterparts by existing system, 
there is no need to modify anything. Otherwise, complicated training set will be 
adopted. Recognition results of multiple images from the same object were input into 
a working memory for evidence accumulation over time so that ultimate prediction 
could be achieved. In this way, an entire information representation, or enclosed 
coverage set will eventually be constructed in space. The course for knowledge 
expansion goes without affecting pre-acquired knowledge coming from other classes.  

In fact, a ii ϖω /  problem is solved here. With )(xd  the decision function and N  

the class number, when ijNjxdxd ji ≠=≤>      ,,,2,1,0)(,0)( , then ix ω∈ . We construct a 

spatial geometrical coverage inclusive of embedding set I in feature space, nearly 
close to the combination of all with arbitrary point in multiple dimension manifold in 
set I as the center and the constant k as the radius, i.e., topological product between 
set I and n dimension hyper sphere[14]. In practice, topological covering set V  

formed by set I is defined mathematically below, iI is one of the samples in set I . 

}]1,0[,)1({},,,),({, 1 =−+==∈∈≤== + αααρ iii
n

ii
i

i IIxxJRxJykyxxVVV    
(11) 

When indefinite superposition region encounters, more detailed training set is needed 
in order to subdivide. 

3.2   Pose Estimation 

3D Objects are two degrees of freedom on the viewing sphere, corresponding to 
elevation and azimuth angles respectively. Each 2D image can be thought of being 
generated by a visual sensor, aimed towards the sphere center and traveling along the 
longitudes and latitudes. Pose estimation means to determine viewing parameters or 
relative position and orientation of 3D objects from unknown 2D images with respect 
to a reference camera system [7, 8].  

The iterative hierarchical hybrid ensemble framework present here not only 
determines object identity, but also gives an initial pose estimation by identifying 
cluster as the focus region that images belong to in each object. The viability of pose 
estimation is created in a coarse to fine process, much like a decision tree. Two or 
more layers, employing RBF neural networks, are shaped in the ANN ensemble, 
which are assigned to determine concrete pose information from clusters as well as 
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subtle inner relationship inside clusters. The viewing sphere is initially coarsely 
located in the second layer, at big increments in virtue of model views. Further pose 
estimation is gradually acquired in the following layers, where a higher level match is 
conducted at each stage. Further subdivision could be carried out by repeating this 
process, until accuracy determined by metric is reached at last.  The advantage of this 
method is that it avoids initialization difficulty in 2D-3D registration methods by an 
efficient global search based on similarity. However, similarity metrics are not 
uniformly distributed on the viewing sphere, which implies the hierarchical approach 
should be further improved. Fig.3 shows pose estimation in a coarse to fine process 
with two degrees of freedom. 

.  then  and   If

.  then   If

n
m

n
k

p
q

q

n
mq

q

CIIPpIEk

CIIEm

∈∈≤≤=

∈=

2)(maxarg

)(maxarg 2

 (12) 

 

Fig. 3. Pose estimation in a coarse to fine process with two degrees of freedom 

4   Simulation Experiment 

Image database consists of multiple video images of sorts of objects. With camera 
fixed, each object model was mounted onto a precise revolver against a common light 
background for the benefit of figure-ground segmentation, rotated in increments of 5o 
through 360o in the horizontal plane. For each visual angle, camera was spun and 
frames resulted in many images. The images were 128×128 pixel color photos 
originally, and then transferred to gray ones, thresholded and binarized. Both noise-
free and noisy images introduced by an additive noise process, were collected, 
covering a sphere surrounding object. Based on global similarity with overall quality 
to guide decisions and on the assumption of sampling sufficiency, several criteria 
were imposed to a clustering and generalization procedure to form model views and 
maintain successful cognition. With different distances between adjoining model 
views, training sets were formed. Images from both trained and untrained objects 
were taken for error test, with trained ones also for correct rate calculation. Fig.4 
shows some example images in database.  

Some preprocessing, such as illuminant discounts, noise suppressing, boundary 
segmentation, invariance, coarse coding and so on, was done in advance before 
formal operation for feature extraction. Smoothed edges, delineating natural outline of 
interest were completed with the help of dilation and erosion in morphography. 
View information was transformed into an invariant presentation by log-polar. With 
shift parameters exactly recorded down, an optional inverse transform could be taken 
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to revert into initial state. Coarse coding or dimension reduction, necessary to speed 
up calculation and compensate for modest 3D foreshortening, was also carried out. 
Fig.5 shows an invariance example of four edge views identical except for translation, 
rotation and scale, images become much similar in centered log-polar domain.  

Object recognition and pose estimation was performed in aid of ANN hierarchical 
hybrid ensemble architecture with MWNN and RBF neural networks respectively 
employed. Several parallel neural networks denoting different categories, were set up 
to organize images into object nodes, view clusters and subtle inner relationship. 
Their outputs combine into or converge at a clear response to the geometrical shape 
that certain kind of category occupies or covers in space. For object recognition, 
multiple images from the same object were input into a working memory for evidence 
accumulation over time to improve effect, where each occurrence (nonoccurrence) of 
an image increases (decreases) the corresponding object node’s activity and the 
maximally active object node is used for prediction or judgement. For pose 
estimation, every image needed to go deep through the ensemble to the second, the 
third or more layers to acquire exact pose information, much like decision tree theory. 

 

Fig. 4. Example images 

 

     

     

Fig. 5. Invariance example. At the top, preprocessed results of one kangaroo image; in the 
middle and at the bottom, Column 1,2,3,4 respectively edge, centered, log-polar transformed, 
centered log-polar images from left to right. 

5   Result Analysis  

At object recognition stage, input images were recognized as different object classes 
via MWNN ensemble. Training recognition rates were all 100%. With properly varied 
parameters, error rate (mistaken recognition) for images from unlearned objects could 
be 0%, i.e., unknown objects were all rejected without incorrect recognition. Besides 
MWNN ensemble, BP, RBF ensemble were also adopted as options. For images from 
learned objects, the performance contributed to average correct recognition rate is 
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compared in Fig. 6, and various fractions between images at trained visual angles and 
all are listed. Training time in MWNN ensemble is much faster than the others.  

At pose estimation stage, input images entered the second and the third layers in 
ANN ensemble with RBF neural networks, which were first classified into a cluster 
by model views, and then further located into concrete position inside that cluster. A 
series of object recognition and pose estimation results are shown in Fig. 7.  

 

Fig. 6. Performance comparison to recognition rate in BP, RBF and MWNN ensemble 

 

Fig. 7. A series of object recognition and pose estimation results to one kangaroo input. From 
input image, object node, cluster node and model view, to concrete position inside cluster. 

6   Conclusions 

In this paper, in aid of ANN hybrid ensemble, we present a novel scheme for 
simultaneous object recognition and pose estimation from 2D multiple-angle image 
sequence with proper embedded 3D hints, as much as the way that human being 
does. Correlation feature among view points is the key in human vision simulation. 
Based on the notion of similarity measure at various metrics, the paradox between 
information simplicity and accuracy is balanced by a model view generation 
procedure in an iterative method like ‘seed region growing’. A hierarchical hybrid 
ensemble architecture, similar to a decision tree, imposes a local constraint on 
images close to each other, while maintaining a global structure, with three layers 
employing various neurons like multiple weights and radial basis function for 
different tasks. The strategy adopted not only determines object identity by optimal 
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spatial coverage cognition and omnidirectional accumulation through connectivity, 
but also assigns an initial pose estimation on a viewing sphere in a coarse to fine 
process, with as few model views as possible learned. A clear response to the 
optimal geometrical coverage and overall information representation is gradually 
constructed and cognized one by one. Ensemble framework makes time cost 
lessened and accuracy improved in parallel computation, not affecting what has 
been acquired before in other objects in knowledge expansion course. Encouraging 
results have been achieved in simulation experiment and proved effective, superior 
and feasible in the approach proposed.  
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Abstract. Intensity degradations are a familiar problem for fluores-
cein angiogram sequences. In this paper, we attempt to super-resolve
a fluorescein angiogram, and to keep the high intensity pixels from de-
grading. To this end, we incorporate a new constraint, called intensity
constraint, to Miller’s regularization formulation with a smoothness con-
straint. Considering the specified requirement for fluorescein angiograms,
we also modify the Q-th order converging algorithm for implementation
purpose. In our scheme, including its formulation and implementation,
super-resolution reconstruction can not only handle the traditional prob-
lems, such as blur, decimation, and noise, but also achieve an important
feature, intensity preservation. The experiments show that our approach
has satisfactory results in the two aspects.

1 Introduction

Super-resolution (SR) reconstruction is the process of combining a sequence of
undersampled and degraded low resolution (LR) images in order to produce a
still image at a higher resolution. The technique aims to overcome the inherent
hardware limitations of a camera system, i.e., to increase image resolution by
capturing the additional new detail revealed in each frame of the sequence of
images portraying the same scene.

Tsai and Huang [1] were the first to demonstrate that unique information
in a sequence of translated and aliased images can be exploited to produce an
enhanced resolution image. In their early work, the LR images were neither
blurred nor noisy, and they assumed that the shifts between the LR images were
known. Since then, several other approaches have been proposed in the litera-
ture, and the formulation has been extended to include noise, blur, and more
complex motion models. These approaches include weighted least-squares [2][3],
an iterative technique similar to back-projection [4], projection onto convex sets
(POCS) [5]-[8], and MAP and least squares regularization formulations solved
iteratively using gradient-decent optimization [9][10].
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Fluorescein angiography is used as a physiological assay for retinal function
since the dye-dilution technique with fluorescein angiography allows the char-
acterization of retinal blood flow from all the major retinal vessels in the field
of view simultaneously. Fluorescein angiograms are taken using a scanning laser
ophthalmoscope (SLO) [11][12] after the injection of fluorescein. The angiograms
can record the process of the flowing of fluorescent dye and the changing of the
fluorescence intensity. There are two fluorescence intensity peaks appearing in
artery and vein of the fundus of eyes, respectively. The interval between two
peaks is relatively short, and most of time is in the phases when dye is arriving
or exhausting. In this case, the locations where dye has not arrived or has ex-
hausted appear dark and beyond recognition. In medical practice, the locations
of vasculature bed full of fluorescent dye in the angiograms are the ones that
clinicians are interested in. Clinicians expect to obtain a single higher resolution
image, showing finer vasculature details taken from the angiogram sequence at
different time. The resulting image may be a warrant for the correct diagnosis.

In this paper, considering the specified requirement for fluorescein
angiograms, we propose an improved SR reconstruction scheme. In order to
preserve high intensity in the resulting reconstruction for medical analysis and
diagnosis, our scheme imposes a novel constraint, called intensity constraint, on
the traditional minimization problem for SR reconstruction. With the definition
of the constant vector, called intensity template, we can guide the minimization
process to our desirable goal. This goal is just intensity preservation. For the
same purpose, we employ a bilateral filter as a pre-filtering process. In addi-
tion to noise suppression, the filter can provide us with the intensity template
mentioned above for the reconstruction process. Correspondingly, we make the
modification to the Q-th order converging algorithm for our specified require-
ment. The algorithm with a high convergence rate incorporates the projection
operator, resulting in considerable generality. Prior to experiments, a novel crite-
rion of the performance estimation for intensity contrast, called mean gray level
(MGL) ratio is introduced, and will be used in the subsequent experiments. The
experimental results present a comparison among the intensity constraints with
different regularization parameters, and shows better applicability and robust-
ness in intensity preservation.

In Section 2, we first model the SR reconstruction problem as a minimization
problem, and present a new constraint for the minimization problem. In Section
3, we describe the method used to implement the solution of the minimization
problem, including the preprocessing, the modified algorithm and the assessment
criterions of intensity. Experiments and results are presented in Section 4 for test
purposes. Conclusions are drawn in Section 5.

2 Modeling

In many practical situations image degradations may be modeled by a distortion
and an additive noise term which is uncorrelated with the signal. The distorted
LR image can then be described by the following algebraic model:
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g = Af + n . (1)

where the distortion operator A is known or can be satisfactory identified, com-
bining the effect of the warp, the decimation and the blur. The original and
distorted images are denoted by the lexicographically ordered vectors f and g,
respectively. The characteristics of the noise term n are only partially known in
practice; hence the exact original image cannot be computed from the distorted
version. SR reconstruction concentrates on removing the degradations caused
by the blur, decimation and the noise to obtain an improved image f which is
an acceptable approximation to the original image. Since the inverse problem
formulated in Eq. (1) is ill-posed, the solution method has to be regularized in
order to obtain physically meaningful solutions. To this end we require the re-
constructed image f̂ to satisfy the following conditions in which adaptivity and
a deterministic constraint are introduced to achieve both noise suppression and
ringing reduction [13][14]:∥∥∥g −Af̂

∥∥∥2
S

= (g −Af̂)T S(g−Af̂ ) ≤ ε2 . (2)

where S is a diagonal weight matrix which locally regulates the restoration
process. ∥∥∥Lf̂

∥∥∥2
V

= (Lf̂ )T V(Lf̂ ) ≤ E2 . (3)

where L represents a high-pass filter. Eq. (3) imposes a smoothness condition on
the reconstructed image f̂ which is locally regulated by the weight matrix V.

Besides, we impose a new constraint specified for fluorescein angiograms. Be-
cause of low gray level and liability to noise interference, the dark frames cannot
be analyzed as reliable data, and their information is relatively secondary in
importance. For the bright frames, it is just the reverse. Therefore, it is desir-
able that the resulting image after reconstructing can preserve high intensity
pixels, which are regions of interest, and reduce or remove the influence of dark
pixels on bright ones at the identical spatial location. Therefore, considering the
above reasons, the following constraint related to fluorescence intensity is a more
intuitive and reasonable choice.∥∥∥f̂ − f̂t

∥∥∥2
U

= (̂f − f̂t)TU(̂f − f̂t) ≤ δ2 . (4)

Eq. (4) imposes an intensity constraint (or intensity penalty in regularization
theory) on the reconstructed image f̂ which is locally regulated by the weight
matrix U. f̂t is a constant vector, called intensity template, representing an
estimated image with desirable intensities. The intuition behind this constraint
is to determine the upper and the lower bound of the resulting image intensities.
Clearly, when the constant vector is a zero vector, the above intensity constraint
reduces to an amplitude constraint.

In addition to Eq. (2), (3) and (4), the reconstructed image f̂ satisfies the
constraints C, representing certain deterministic a priori information about the
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original image f . The nonexpansive projection onto the closed convex sets de-
scribed by C is denoted by P.

To compute a solution f̂ satisfying the above conditions, there exist two
alternative approaches. The first approach is to add the constraint in Eq. (4)
to convex sets C, and then combine Eq. (2) and (3) into a single quadrature
formula to form Miller’s regularization formulation [21]

Φ(̂f) =
∥∥∥g−Af̂

∥∥∥2
S

+ α
∥∥∥Lf̂
∥∥∥2
V

. (5)

where the regularization parameter has the fixed value α = (ε/E)2. The solution
to the SR problem is given by the vector f̂ which minimizes the functional Φ(̂f)
subject to the deterministic constraints C.

The second option is to compute the following minimization problem subject
to the deterministic constraints C, which excludes the constraint in Eq. (4):

Φ(̂f ) =
∥∥∥g −Af̂

∥∥∥2
S

+ α
∥∥∥Lf̂
∥∥∥2
V

+ γ
∥∥∥f̂ − f̂t

∥∥∥2

U
. (6)

where the regularization parameter has the fixed value γ = (δ/E)2. The pa-
rameter γ and α play an important part in the relationship of the smoothness,
the faithfulness to the data and the intensity preservation. γ has the ability to
control and adjust the strength of the three aspects. Especially, when γ = 0, the
resulting image reduces to a direct reconstruction without intensity constraint
as Miller’s regularization formulation in Eq. (5).

3 Implementation

3.1 Preprocessing

In the stage of preprocessing, the most important step is to determine the inten-
sity template f̂t in Eq. (4) according to the specified requirement of fluorescein
angiograms. To this end, we employ the bilateral filter. The idea of the bilateral
filter was first proposed in [15] as a very effective one pass filter for denoising
purposes while keeping sharp edges. The bilateral filter defines the closeness of
two pixels not only based on geometric distance but also based on photometric
distance. Considering 2-D case, the result of applying bilateral filter in estimating
pixel ĝ(i, j) is:

ĝ(i, j) =

⎛⎝ ∑
(m,n,k)∈Ω

w(i,j)(m, n, k)gk(m, n)

⎞⎠/⎛⎝ ∑
(m,n,k)∈Ω

w(i,j)(m, n, k)

⎞⎠ .

(7)
where gk(m, n) is the gray level value of degraded pixel (i, j) in the kth LR
frame, Ω is a 3-D support centered at pixel (i, j). ĝ(i, j) is an output after
weighting the pixels within the support Ω. The weights of the bilateral filter
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consider both photometric and spatial difference of pixel (i, j) in LR frame gk

from its neighbors to define the value of the estimated vector ĝ , given by

w(i,j)(m, n, k) = wS(i,j)(m, n, k) ·wP (i,j)(m, n, k) . (8)

where the spatial and photometric difference weights were defined for m =
−q, . . . , q; n = −q, . . . , q; k = 1, . . . , N as

wS(i,j)(m, n, k) = exp
(
−1

2
(m− u)2 + (n− v)2

c2σ2
d

)
. (9)

wP (i,j)(m, n, k) = exp

(
−1

2
(gk(i + m, j + n)− gt(i + u, j + v))2

c1σ2
r

)
. (10)

The quantity c1(c1 > 0), c2(c2 > 0) and q(q ≥ 0) is the parameters of the
filter. gt denotes the gray level value of the pixel of interest (POI) within the
support Ω. Which pixel is defined as the POI within the support can reflect what
kind of values of signal (or pixels) is desirable to be preserved after filtering. q
controls the bilateral kernel size. Parameters σ2

r and σ2
d control the strength of

spatial and photometric property of the filter.
The bilateral filter enhances the ability to control the weights of pixels within

the support Ω. The filter allows us to adjust the parameters c1, c2 and q to
control the weight distribution as we require. If we limit window radius q = 0,
then the filter reduces to a temporal filter. If c1 is large enough, then the weights
of wp obtain almost the same value, and the filter becomes an averaging filter.
In contrast, when c1 approaches to zero, the filter turns out to be an impulse
filter, whose output is the predefined POI gt. Clearly, c2 is the same situation
for ws.

Besides the similarity to parameter c1, the use of parameter c2 lends itself
to supporting motion compensation. It is well known that there is a trade-off
between the amount of noise removal and blurring in noise filtering. At relatively
high SNR levels, motion-compensated adaptive temporal filters can provide ef-
fective noise reduction without introducing spatial blurring if the estimated mo-
tion trajectories are sufficiently accurate. At low SNR levels, however, the num-
ber of image points within the temporal support may not be large enough to
achieve sufficient noise reduction. By adjusting parameter c2, we can control the
number of image points within the filter support and the strength of motion
compensation.

On the other hand, by allowing defining POI gt, the bilateral filter extends
the ability of controlling the output. As mentioned above, when the filter cor-
responding to ws is an impulse one, the result is just gt, a predefined POI. The
procedure of selecting the POI can be considered as a pre-filtering stage. This
property can be utilized when we design desirable gt according to the specified
requirements. If we change the POI, actually we also alter the center of the
weight distribution. Therefore, the use of the POI makes it more flexible for
the bilateral filter to achieve a controlled output. In the case of fluorescein an-
giogram sequences, in order to achieve the two goals, suppressing noise as well
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as preventing the high intensities from being degraded, we define the POI using
aggregate functions, given by

gt(i + u, j + v) = max{gk(i + m, j + n)} . (11)

for m = −q, . . . , q; n = −q, . . . , q; k = 1, . . . , N , where max{·} is a maximum
operator, (u, v) is the offset of the pixel with the highest intensity within the
support relative to the current pixel (i, j). Through the definition, we see more
high-intensity values can be preserved after filtering. After appropriate interpo-
lations, we obtain f̂t from the estimated vector ĝ, and the resulting intensity
template is used in Eq. (6).

Summarily, the bilateral filter supplies some possibilities to adjust itself. The
following factors strengthened the flexibility and the generality of the filter: (1)
the parameters c1 and c2 to control the distribution of the weights and the ability
of motion compensation; (2) the POI to position the center of weight distribution
and define a desirable output value; (3) the parameters q to limit the size of the
support.

3.2 A Q-th Order Converging Algorithm

Because the minimization problem in Eq. (6) is nonlinear and space-variant,
an iterative solution method called Q-th order converging algorithm is used. In
[16] Singh et al. proposed this iterative technique with a quadratic convergence
rate, which Morris et al. [17] generalize and extend to a regularized iterative
SR reconstruction algorithm with a Q-th order convergence rate (Q = 2, 3, ...).
Consider the minimization of the functional Φ(̂f ) in Eq. (6). The solution f̂ of
this problem can formulated as(

ATSA + αLT VL + γU
)
f̂ = ATSg + γUf̂ t . (12)

In this case, the Q-th order converging algorithm is written as follows

f0 = β(AT Sg + γUf̂ t),B0 = I− β(AT SA + αLT VL + γU) . (13)

fk+1 =
Qk−1∑
j=0

Bj
kfk . (14)

Bk+1 = BQk

k (Qk ≥ 2) . (15)

where f0 is an initial guess, Qk determines the degree of convergence at iteration
step k. The efficiency of the algorithm depends on the choice of the convergence
rate parameter Q. To ensure the convergence of the iterations to the solution of
the minimization of Eq. (6), Bk has to be a contraction mapping, yielding the
below conditions for β.

0 < β < 2
∥∥ATSA + αLT VL + γU

∥∥−1
. (16)
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In order to incorporate the projection operator P in the Q-th order converg-
ing algorithm, the simplest and most direct method is to project the iterates as
was proposed in [16]

fk+1 = P

⎡⎣Qk−1∑
j=0

Bj
kfk

⎤⎦ . (17)

This extension will, however, inevitably lead to diverging iterations and erro-
neous results since the unaltered iterations on the matrix Bk in Eq. (15) would
progress independently of the projection operator. Consequently, the incorpora-
tion of the projection operator in Eq. (17) must be followed by a modification
of Eq. (15) as well, as follows.

P(I −BQk

k )f = (I−Bk+1)f . (18)

For a linear projection operator Eq. (18) reduces to

Bk+1 = PBQk

k + (I−P) . (19)

which includes Eq. (15) as a special case. Eq.(18) cannot be solved for a nonlinear
projection operator, therefore the extension in Eq. (17) holds merely for linear
projections. In practice, most projections can satisfy this condition.

3.3 Assessment Criterions of Intensity

In order to obtain a quantified index of the intensities of images, the assessment
criterions of intensity are introduced here. MGL [18] is one of the criterions to
assess the intensities of images, given by

MGL(G) =
IOD(G)

A(G)
=
(∫ ∞

G

DH(D)dD

)/(∫ ∞

G

H(D)dD

)
. (20)

where G is a threshold of gray level, A(G) is an area where the intensities are
not less than the threshold G; IOD(G) is the integral of the product of the gray
level and its probability density with respect to the gray level from the threshold
G to infinite, called integrated optical density; H(D) is the histogram value of
the gray level D. IOD(0) and A(0) can be simply denoted as IOD and A.

We introduce a novel assessment criterion used in the experiments later,
called MGL Ratio, to assess the intensity contrast, given by

MGLR(G) =
MGL(G) ·A− IOD(G)

IOD − IOD(G)
. (21)

where MGLR(G) is a ratio of the average gray level of the pixels, whose in-
tensities are not less than the threshold G, to that less than the threshold G.
When the threshold G is an optimal threshold, which results in that the small-
est number of pixels in the object and the background is missegmented [19],
MGL Ratio can be considered as the intensity contrast of the object and the
background if the object is brighter than the background as is shown in the
fluorescein angiograms; and vice versa. Obviously, MGL Ratio is always greater
than 1.
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4 Experiments

In this section, we present the results of experiments using real images. For
comparison, the resulting images are reconstructed based on the minimization
of Eq. (6) with different regularization parameters γ. A 2-D Laplacian filter [20]
is then used as a high-pass filter L, and the regularization parameter α of the
smoothness constraint is set to 0.01. The other parameters include β = 1.9,
Q = 4, S = V = U = Identity.

We use fluorescein angiographic video sequences as our data source. The
SLO took 1208 frames in 40 seconds. Fig. 1 (a) and (d) show 2 frames out of the
sequences, to be exact, 2 original image fragments with 128×128 pixel resolution.
The resulting reconstructions are presented in Fig. 1. Fig. 1 (b) and (e) show the
reconstructions from 65 frames and 216 frames, respectively, when γ = 0; Fig. 1
(c) and (f) are the reconstructions from 65 frames and 216 frames, respectively,
when γ = 1.

In Fig. 1 (b) and (d), we note that when the number of the LR frames required
for reconstruction increases, the intensities of the resulting images using Miller’s
regularization approach (i.e. γ = 0) degrade to a great degree. The reason causing
the phenomenon is primarily that the intensities of images are not constant
along temporal axis, i.e., not temporally homogeneous. In the most of time, the
fluorescence intensity is dark. In the process of reconstruction with the increase
of frames, the intensities are inevitably influenced by more ”dark” frames, even
degraded obviously if excessive frames are used. In contrast, visual inspections

(a) (b) (c)

(d) (e) (f)

Fig. 1. Experimental results. (a) and (d) are two original image fragments (128 × 128
pixel resolution); (b) and (c) are two reconstructed images from 65 frames with the
parameters γ = 0 and γ = 1, respectively (256 × 256 pixel resolution); (e) and (f)
are two reconstructed images from 216 frames with the parameters γ = 0 and γ = 1,
respectively (256 × 256 pixel resolution).
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Table 1. Experimental results of PSNR and MGL Ratio of the reconstructed images
with different regularization parameters γ

γ 0 0.0625 0.125 0.25 0.5 1

PSNR 30.792 30.442 29.039 28.971 28.906 26.918
MGL Ratio 1.4182 1.5597 1.5639 1.5644 1.5748 1.5859

show that the reconstruction with intensity constraint is obviously superior to the
direct reconstruction from the aspect of high-intensity preservation. In addition,
the proposed scheme is comparable to the direct one in noise suppression, and
produces a satisfactory result.

We also quantitatively measure PSNR and MGL Ratio among the different
resulting images, with results summarized in Table 1. Note that when γ increases,
MGL Ratio increases, whereas PSNR decreases. It means that the ability of
keeping the intensities from degrading increases, at the expense of reducing the
ability of noise suppression. The closer to the desirable intensity template is the
enhanced image, the weaker is the ability to control data faithfulness and solution
smoothness. Since we set regularization parameters α to a fixed value (α = 0.01),
the control capability for α isn’t considered and discussed in this paper. When
γ approaches zero, the situation is just the reverse. Generally, Table 1 supports
the following conclusion that the proposed scheme can rival the direct scheme
in respect of SR reconstruction, and shows better applicability and robustness
in intensity preservation.

5 Conclusions

In this paper, we propose a SR reconstruction scheme for fluorescein angiogram
sequence, which combine the new intensity constraint to Miller’s regularization
formulation to achieve the ability of preserving high-intensity. In implementa-
tion, we use a modified Q-th order converging algorithm to solve the minimiza-
tion problem subject to both the smoothness and the intensity constraint. An
intensity template derived from a pre-filtering process is employed in the inten-
sity constraint, representing an image with the desirable intensities. The esti-
mated SR reconstruction may be influenced by the regularization parameter of
the intensity constraint as does the regularization parameter of the smoothness
constraint. We also introduce a novel assessment criterion used in experiments,
called MGL Ratio, to assess the performance of high-intensity preservation. In
the experiments, we show that the proposed scheme obtain the good results in
high-intensity preservation and SR reconstruction.
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Abstract. In this paper, we propose a novel on-line handwritten signature 
verification method. Firstly, the pen-position parameters of the on-line signature 
are decomposed into multiscale signals by wavelet transform technique. For each 
signal at different scales, we can get a corresponding zero-crossing 
representation. Then the distances between the input signature and the reference 
signature of the corresponding zero-crossing representations are computed as the 
features. Finally, we build a binary Support Vector Machine (SVM) classifier to 
demonstrate the advantages of the multiscale zero-crossing representation 
approach over the previous methods. Based on a common benchmark database, 
the experimental results show that the average False Rejection Rate (FRR) and 
False Acceptance Rate (FAR) are 5.25% and 5%, respectively, which illustrates 
such new approach to be quite effective and reliable. 

1   Introduction 

Handwritten signature verification, as one type of biometrics technology, has been 
extensively studied and now become more and more important in authorizing 
electronic transaction and authenticating a person’s identity due to its availability and 
acceptability [1-3].  

In general, handwritten signature verification can be divided into two main areas 
depending on the data acquisition method: off-line and on-line signature verification. 
Off-line signature verification deals with the digital images which are acquired by 
scanning a document into the computer, while on-line signature verification uses a 
digitizing tablet and a pressure-sensitive pen to capture the dynamic signature 
information, such as pen-position, pen-pressure and pen-orientation. A variety of 
advanced methods has been developed in recent years [4-9]. Many techniques have 
been used for signature verification, such as Regional Correlation, Dynamic Time 
Warping and Skeletal Tree Matching, etc.. In 1990, Parizeau and Plamondon [10] 
reported a comparative study of the above three different matching algorithms in the 
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context of signature verification. Verification errors showed that no algorithm 
consistently outperformed the others in all circumstances. Hidden Markov Models 
(HMMs), well known for their success in speech recognition, have also been applied to 
signature verification [11]. 

Recently, Wavelet Transform (WT), due to its capability of multiresolution analysis, 
has been successfully applied to signature verification [12-15]. This paper proposes a 
novel on-line signature verification method based on the multiscale zero-crossing 
representation of wavelet transforms. This approach can take full advantage of 
multiscale zero-crossings of wavelet transforms. Firstly, the pen-position parameters 
(X-coordinate function and Y-coordinate function) of the on-line signature are 
decomposed into multiscale signals by wavelet transform technique. For each signal at 
significant scales, we can obtain a corresponding zero-crossing representation 
described by a sequence of integral values. Then the distances between the input 
signature and the reference signature of the corresponding zero-crossing 
representations are computed using Dynamic Time Warping [9]. Taking these 
distances as the features, we build a binary Support Vector Machine (SVM) classifier to 
demonstrate the advantages of the multiscale zero-crossing representation approach 
over the previous methods. Based on a common benchmark database, the experimental 
results show that the average False Rejection Rate (FRR) and False Acceptance Rate 
(FAR) are 5.25% and 5%, respectively, which illustrates such new approach to be quite 
effective and reliable. 

The remainder of this paper is organized as follows. Section 2 describes and 
discusses in detail the feature extraction method based on the zero-crossing 
representation of wavelet transforms. In Section 3, a binary SVM classifier is employed 
to verify the signature. Experimental results are reported in Section 4 and Section 5 
concludes this paper. 

2   Feature Extraction of Signatures Based on the Multiscale 
Zero-Crossing Representation of Wavelet Transforms 

2.1   Preprocessing 

Considering that only the pen-position information can be acquired by small pen-based 
input devices such as Personal Digital Assistants (PDA), we just use the coordinate 
information contained in the signature. In order to decrease the personal fluctuation, we 
must normalize the pen-position parameters. The normalized pen-position parameters 
can be defined as 

min

max min

( )
'( )

x t x
x t

x x

−=
−

 min max( ( ) )x x t x≤ ≤  . (1) 

min

max min

( )
'( )

y t y
y t

y y

−=
−

 min max( ( ) )y y t y≤ ≤  . 
(2) 
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where ( )x t  and ( )y t  are the original X-coordinate function and Y-coordinate 

function, respectively. An example of the handwritten signature and its corresponding 
normalized pen-position parameters are shown in Fig. 1. 

 

a An example of the handwritten signature 

 

b The normalized X-coordinate function '( )x t  

 

c The normalized Y-coordinate function '( )y t  

Fig. 1. An example of the handwritten signature and its corresponding normalized pen-position 
parameters 

2.2   Feature Extraction 

Since WT has the capability of multiresolution analysis [16], we here apply WT to 
build the signature verification system. The mother wavelet employed in this paper is 
the second derivative of the Gaussian function. For one dimensional signal, the mother 
wavelet can be written as 

22
2 2

2

( )
( ) (1 )

td g t
t t e

dt
ψ

−
= = −  . (3) 
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where ( )g t  is a Gaussian function. We denote the dilation of ( )tψ  by ( )s tψ : 

1
( ) ( )s

t
t

s s
ψ ψ=  . (4) 

where s  is the scale factor. The wavelet transform of a function ( )f t  at the scale s  is 

given by the convolution product 

( ) * ( )s sW f t f tψ=  . (5) 

For practical applications the scale factor must be discretized. Here we define 2 js = , 

therefore the wavelet transform at the scale 2 j  can be represented as 

2 2
( ) * ( )j jW f t f tψ=  . (6) 

After the preprocessing step, the normalized pen-position parameters (X-coordinate 
function '( )x t  and Y-coordinate function '( )y t ) are then decomposed into multiscale 

signals by wavelet transforms given in Eqn.(6). For each signal at different scales, we 

extract two sets of attributes: the positions of the zero-crossings 0 1( , ,..., )nz z z  and the 

integral values between two consecutive zero-crossings 0 1( , ,..., )ne e e , where ne  is 

defined by 

1
2

( )
n

j
n

z

n z
e W f t dt

−

=  . 
 

(7) 

The two sets of attributes constitute the stabilized zero-crossing representation 
explained by Mallat [17]. Fig. 2 shows Mallat’s stabilized zero-crossing representation 
of a wavelet transform. 

 

Fig. 2. Mallat’s stabilized zero-crossing representation of a wavelet transform 
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In fact, Mallat has proven that the original signal can be reconstructed from its 
stabilized zero-crossing representation of wavelet transforms [17]. Furthermore, we 
normalize the integral values with the following equation: 

1

' n
n

n n

e
e

z z −

=
−

 . (8) 

So, for each signal at different scales, we can obtain a corresponding zero-crossing 

representation described by a sequence of normalized integral values 0 1( ' , ' ,..., ' )ne e e . 

Here we only utilize the normalized integral sequences at scales of 21,22,23,24. The reason 
for doing so is that when the scale is larger than 24, the number of the zero-crossings is 
close to zero, thus it is meaningless for the zero-crossing representation. Since two 
functions (X-coordinate function '( )x t  and Y-coordinate function '( )y t ) are 

decomposed by wavelet transforms, total eight sequences of normalized integral values 
are acquired. Then Dynamic Time Warping (DTW) [9] is employed to compute the 
distances between the input signature and the reference signature of the corresponding 
normalized integral sequences. DTW is a pattern matching technique, which can compare 
two sequences of different lengths. For more details about DTW, readers can refer to the 
work of Sakoe and Chiba [9]. We take these distances as the features. Eventually, total 
eight features are extracted for signature verification. 

3   Signature Verification Using SVM 

In this section, a binary SVM classifier is employed to verify the signature. SVM is a new 
and promising classification technique developed by Vapnik [18]. It has a good 
generalization performance even under the conditions of small training set. For signature 
verification problem, both genuine signatures and forgeries used for training are very 
limited, so we choose SVM to distinguish the genuine signature from its forgery.  

Usually, SVM is to solve the following optimization problem: 

, ,
1

1
min  

2

l
T

i
w b

i

w w C
ξ

ξ
=

+   

subject to ( ) 1T
i i iy w x bφ ξ( ) + ≥ − , 0C > , iξ ≥ 0  . 

(9) 

where the original input space is mapped into a higher dimensional feature space by the 
function φ . Then SVM can find an optimal linear separating hyperplane with the 

maximal margin in this higher dimensional feature space. C  is the penalty parameter 
of the error term. For a two-class problem, the nonlinear decision function derived from 
the SVM classifier can be formulated as 

1

( ) ( ( , ) )
l

i i i
i

f x sign y K x x bλ
=

= +  . (10) 

where ( , ) T
i iK x x x xφ φ= ( ) ( )  is called the kernel function. 
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Thus, the whole training and verification procedure using SVM for signature 
verification can be described by the following steps: 

Step 1: For the signatures used for training, the features are extracted using the method 
described in Section 2. 

Step 2: Consider the Gaussian kernel 2( , ) exp( || || ),  0i iK x x x xγ γ= − − > . 

Step 3: Cross-validation [19] based on subsets of the training feature set is employed 
to find the best SVM parameters C  and γ . 

Step 4: The SVM classifier is trained using the whole training feature set. 
Step 5: During the verification phase, the feature vector of an input signature is 

submitted to the well-trained SVM classifier to determine whether the 
signature is genuine or forged. 

4   Experimental Results 

The common benchmark signature database used in this paper is obtained from the 
First International Signature Verification Competition (SVC2004) held in Hong Kong 
[20]. This database has 40 sets of signature data which belong to 40 users, respectively. 
Each set contains 20 genuine signatures from one signature contributor and 20 skilled 
forgeries from five other contributors. For each set of signature data, we randomly 
selected 10 genuine signatures and 10 skilled forgeries for training, and the others for 
testing.  

Firstly, the pen-position parameters of all the signatures were decomposed into 
multiscale signals by wavelet transforms. For each signature, eight sequences of 
normalized integral values were obtained from its multiscale zero-crossing 
representation of wavelet transforms. Next, the distances between the input signature 
and the reference signature of the corresponding integral sequences are computed as the 
features (Among the training signatures, the genuine signature which has a moderate 
number of zero-crossings at different scales, is regarded as the reference signature). For 
each user, a binary SVM classifier was then trained on the training feature set. Finally 
we applied the SVM classifier on the testing feature set. 

In order to demonstrate the advantages of our multiscale method, we compared it 
with the single scale method (only using the features obtained from a certain scale). 
Table 1 shows the detailed experimental results. 

From Table 1, it can be found that our multiscale method, which achieves 5.25% 
FRR and 5% FAR, obviously outperforms the single scale method. Therefore, the 
average error rate we achieved is 5.125%. In SVC2004, total 12 teams submitted their 
programs for Task 1. The average error rates obtained by the top five teams are 5.50%, 

 
Table 1. Experimental results based on the common benchmark signature database from SVC2004 

Scale 21 22 23 24 Multiscale 
FRR 25% 8.25% 18.25% 5.75% 5.25% 
FAR 18.25% 21.75% 15% 31.75% 5% 
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6.45%, 7.33%, 9.80% and 11.10%, respectively. Compared with these results, we are 
ranked 1st, which illustrates that our approach is quite satisfying. 

5   Conclusions 

In this paper, a novel on-line signature verification method based on the multiscale 
zero-crossing representation of wavelet transforms was proposed. Experimental results 
based on a common benchmark signature database showed that our approach is quite 
effective and reliable. In the future works, we shall combine the features extracted by 
the proposed wavelet-based method with the global statistical or geometrical features, 
to improve the overall verification performance and build a more powerful on-line 
handwritten signature verification system for practical applications. 
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Abstract. Hand tracking is a challenging problem due to the complexity of 
searching in a 20+ degrees of freedom space for an optimal estimate. This paper 
develops a statistical method for robust visual hand tracking, in which graphical 
model decoupling different hand joints is performed to represent the hand con-
straints. Each node of the graphical model represents the position and the orien-
tation of each hand joint in world coordinate. Then, the problem of hand track-
ing is transformed into an inference of graphical model. We extend Nonpara-
metric Belief Propagation to a sequential process to track hand motion. The Ex-
periment results show that this approach is robust for 3D hand motion tracking. 

1   Introduction 

Gesture is one of the most common and natural communication means among human 
beings. Rather than the mouse and the keyboard, hand gesture should be used as a 
more natural and convenient way for human-computer interaction. Cyber-glove was 
firstly used to capture hand motion in real time, but it is not natural and friendly. Re-
cent years, many researchers in computer vision try to seek more effective methods to 
solve these problems. However, highly articulated human hand motion always pre-
sents complex rotation, translation and self-occlusion, which make hand hard to be 
tracked. Robust tracking of human hands is difficult in general for three reasons. 
Firstly, hand is deformable, self-occlusion and highly articulated with 20+ degrees of 
freedom. Secondly, many applications require hands to be tracked in cluttered scenes 
and under poorly controlled varying lighting conditions. Thirdly, tracking hands re-
quires a solution to the temporal problem.  

A strategy way to address the high dimensionality of articulated tracking problem 
is bottom-up approaches, and graphical model is a good choice. Because the articu-
lated objects consist of a number of articulated parts, the increase of dimensionality 
will incur exponential increase of computation. The advantage of graphical model is 
that it decouples different hand joints, and simplifies some tracking problem. Thus the 
problem of hand tracking is transformed into an inference of graph model. And Belief 
Propagation (BP) has been used to perform inference in graphical model. Recently, 
two approaches have been used widely in computer vision to perform inference of 
graphical model: loopy belief propagation [6] and particle filter [2] [4]. When there is 
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no loop in the graph model, BP could obtain the exact inference more efficiently 
through a local message passing process. The Nonparametric BP [2] and the 
PAMPAS algorithm [4] combine the BP algorithm with MCMC technique to imple-
ment the inference. Also, a mean field Monte Carlo algorithm (MFMC) has been 
proposed in [3] for tracking articulated body by integrating sequential Monte Carlo 
technique with the mean field variational method. 

In this paper, we represent the hand by graphical model including kinematics con-
straints and structure constraints. Then the problem of hand tracking is performed by 
graphical model inference. We extend Nonparametric Belief Propagation to a sequen-
tial process to track hand motion. Like Monte Carlo, NSBP (nonparametric sequential 
belief propagation) approximates the posterior distribution of hand configurations as a 
collection of samples. In Section 2 we describe the hand model represented by graphi-
cal model. Observation model is presented in Section 3. Section 4 gives an outline of 
the nonparametric sequential belief propagation with particle filter to perform the 
inference. Finally, experiment results are shown in Section 5 and conclusion are 
drawn in Section 6. 

2   Hand Modeling 

In this paper, hand is represented by graphical model in which each node associated 
with a configuration vector defining the joint’s position and orientation in word coor-
dinates. Placing each joint in a global coordinate enables the joints observation to 
operate independently while the whole hand is assembled by the process of graphical 
model inference. Edges in the graphical model correspond to constraints between 
adjacent joints, as illustrated in Fig.1. Just as standard graphical models, we assume 
the variables in a node are independent of those in non-neighboring nodes. 

In this paper, each hand joint is modeled by a cylinder with 2 fixed (person spe-
cific) and 6 estimated parameters. The fixed parameters are denoted as ),( iii WLf = , 

where
iL and

iW are the joint’s length and width, respectively, and the estimated pa-

rameters are written as ),( iii Xe θ= representing the position and orientation of joint i  

in word coordinates, where 3RX i ∈ and )3(SOi ∈θ . Then the configuration of the 

whole hand is written as },,{ 161 eeE ⋅⋅⋅= . It is obviously that the representation is 

redundant and there are dependencies among the elements of ie . Each edge between 

parts i and j has an associated potential function ),(, jiji eeψ that encodes the compati-

bility between pairs of part configurations and intuitively can be thought of as the 
probability of configuration je of part j conditioned on the part i . Fig.1 shows the 

structure constraints and the kinematics constraints. The structure constraints 

),(, ji
S

ji eeψ are defined by Eq.(1) as described in [8]. 

,
,

1 || ( ) ( ) ||
( , )

0
i j i jS

i j i j

e X e X
e e

otherwise

δ
ψ

− >
=  

(1) 
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Fig. 1. Hand model represented by graphical model (a) kinematics constraints (b)structure 
constraints 

where ,i jδ  is a threshold determined by fixed parameters if  and jf . And the kinemat-

ics constraints , ( , ) 1K
i j i je eψ =  if the pair ( , )i je e is valid rigid body configurations asso-

ciated with some setting of the angles of joint ( , )i j and zero otherwise. For notational 

convenience, we define an order: from the fingertip to the palm is ‘forward’ and from 
the palm to the fingertip is ‘backward’. 

Most of the typical tracking methods are based on Bayesian system that the state of 
the object at time t is denoted by tx , and its history is 1{ , , }t tX x x= ⋅⋅ ⋅ . Similarly the 

set of image features at time t is tz with history 1{ , , }t tZ z z= ⋅⋅ ⋅ . All these methods 

estimate 1tx +  at time t+1 through Bayesian formulation shown by Eq. (2). 

1 1 1 1 1( | ) ( | ) ( | )t t t t t tp x Z p z x p x Z+ + + + +∝ . (2) 

Where 1 1( | ) ( | ) ( | )
t

t t t t t t tx
p x Z p x x p x Z dx+ += .A general assumption is made for the 

probabilistic framework that the object dynamics form a temporal Markov chain so 
the new state is conditioned directly only on the immediately preceding state
independent of the earlier history. And we assume that our dynamical model obey the 
Gaussian distribution for each component at time t. 

3   Observe Model 

The observation process is defined by ( | )t tp z x  and tz  represents the set of entire 
image features at time t. In this paper, we employ edges and foreground silhouette to 
construct the observation model. The cylinder model of each joint with the hypotheti-
cal configuration is projected in the real image plan, then a gradient based edge detec-
tion mask is used to detect edges of the real image and the result is thresholded to 
eliminate spurious edges, smoothed with Gaussian mask and remapped between 0 and 
1 as shown in Fig.2(b). This method produces a pixel map which each pixel is as 
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(a)                                      (b)                                     (c) 

Fig. 2. Feature extraction. A gradient based edge detection mask is used to find edges. (a) is the 
real image. The result is thresholded to eliminate spurious edges and smoothed using a Gaus-
sian mask to produce map (b) in which the value of each pixel is related to it’s proximity to an 
edge. The foreground is segmented using thresholded background subtraction to produce the 
pixel map (c) used in the weighting function. 

signed a value related to proximity to an edge. At last, a SSD (Sum-Squared Differ-
ence) function is computed using Eq.(3). 

2

1

1
( , ) (1 ( , ))

N
e e

i
i

X Z p X Z
N =

= − . 
(3) 

Where X is the model’s configuration vector and Z is the image from which the 
pixel map is derived. ( , )ip X Z is the values of the edge pixel map at the N sampling 

points taken along the model’s edge. So the edges observe model is written as 
Eq.(4). 

( | ) exp ( , )
e

t tp z x X Z∝ − . (4) 

Thresholds background subtraction is used here to separate the hand from the back-
ground and the result is shown in Fig.2(c).And a SSD is computed as Eq.(5). 

2

1

1
( , ) (1 ( , ))

N
s s

i
i

X Z p X Z
N =

= − . 
(5) 

where ( , )ip X Z are the values of the foreground pixel map at the N sampling points 

taken from the interior of the cylinder sections. So the foreground silhouette observe 
model is written as Eq.(6). 

( | ) exp ( , )
s

S t tp z x X Z∝ − . (6) 

For the means of graphical model representation, each hand component is pro-
jected to a disjoint part, so the likelihoods are estimated independently for each joint 
by projecting the 3D model into the corresponding image projection plane. And the 
observe model will be decomposed as Eq.(7) and (8) respectively. 

16

,
1

( | ) ( | )E t t E t t i
i

p z x p z x
=

∝ ∏ . 
(7) 
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16

,
1

( | ) ( | )S t t S t t i
i

p z x p z x
=

∝ ∏ . (8) 

4   Sequential Belief Propagation with Particle Filter 

Hand tracking could be considered as a graphical model inference problem. In this 
paper, we perform sequential belief propagation (SBP) via message passing between 
the nodes of the graph to handle the inference problem which is extended from stan-
dard BP [1]. 

4.1   Sequential Belief Propagation 

An undirected graph ξ  is defined by a set of nodes v  and a corresponding set of 

edges ε . The neighborhood of a node j v∈  is defined as ( ) { | ( , ) }j i j i εΓ = ∈  with 

each node j v∈  associatting with an observation jz . For continuous valued marginal 

distributions, the message ( )ij jm x which is sent to each neighboring 

nodes ( )j i∈ Γ from each i v∈ is written as: 

1

( )\

( ) ( , ) ( ) ( )n n
ij j ji j i i i ui i i

u i j

m x x x x m x dxϕ φ −

∈Γ

← ∏ . (9) 

where ( , )ji j ix xϕ is the correlation function between i and j , and ( )i ixφ  is the observa-

tion at node i .The message, which is a vector with the same dimensionality as jx , is 

proportional to how likely node i considers it is that node j will be in the corresponding 

state. The marginal distribution (belief) at node j is approximated by combining all the 

messages coming into node j with the local observation which is shown in Eq.(10). 

( )

( ) ( ) ( )n
j j j ij j

i j

b x x m xφ
∈Γ

∝ ∏ . (10) 

For the sequential hand tracking, the BP method is extended by rewritten Eq.(9) of 
the message update process at time t as Eq.(11). 

, , , , , ,( ) ( , ) ( )n
t ij t j j i t j t i i t im x x x xϕ φ←  

                
1,

1
, 1, 1, 1 1, , ,

( )\

[ ( | ) ( | ) ] ( )
t i

n
t i t i t i t t i ui t i t ix

u i j

p x x p x Z dx m x dx
−

−
− − − −

∈Γ
∏  

(11) 

 
 

And the marginal distribution at time t is given by: 

1,
, , , , 1, 1, 1 1,

( )

( ) ( ) ( ) ( | ) ( | )
t j

n
t j j t j ij t j t j t j t i t t jx

i j

b x x m x p x x p x Z dxφ
−

− − − −
∈Γ

∝ ∏ . (12) 

For hand tracking, the variables jx take continuous values. Just as most computer 

vision problems, accurate discretization of the multiple degrees of freedom at each 
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For each node 1 16j = ⋅⋅ ⋅ , generate ( ) ( , )
, , 1{ , }n i n N

t j t j ns ω =  and ( ) ( )
, , 1{ , }n n N

t j t j ns π = at time t. 

1.  Initialization 
     For 1 16j = ⋅⋅ ⋅  

1.1  Resampling: Resample from ( ) ( )
1, 1, 1{ , }n n N

t j t j ns π− − = according to the weights  

( )
1,

n
t jπ −  and set ( )

1,

1n
t j N

π − = , then get ( )
1,

1

1
,

N

n
t j

n

s
N−

=

 

1.2 Prediction: For each sample in ( )
1,

1

1
,

N
n

t j
n

s
N−

=

, sampling to get new sam-

ples { }( )
, . 1

Nn
t j k n

s
=

 based on , 1,( | )t j t jp x x −  

1.3 Initialization: Assign weight ( , )
, ,

1i n
t j k N

ω = , ( ) ( ) ( )
, , , , , ,( | )n n n

t j k j t j k t j kp z sπ = and  

normalize them. 
2.  Message update  

1k k← +  

      2.1 Importance Sampling: Sample ( )
, , 1{ }n N

t j k ns =  from , 1,( | )t j t jp x x −  

2.2 Re-weight: For each sample ( )
, , 1{ }n N
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1

1
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N
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t j t j k t j k t j
r

I s p s s
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=  

2.3 Normalization: Normalize ( , )
, ,
i n

t j kω , and set 

           ( ) ( ) ( ) ( , ) ( ) ( )
, , , , , , , , , 1,

( )

( | ) ( | )n n n l n n r
t j k j t j k t j k t j t j k t j

rl j

p z s s sπ ω −
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= ×∏ and normalize it. 

Then, ( ) ( , )
, , , , 1{ , }n i n N

t j k t j k ns ω =  and ( ) ( , )
, , , , 1{ , }n i n N

t j k t j k ns π =  are obtained. 

2.4 Iterate 2.1-2.3 until convergence. 

Fig. 3. Nonparametric sequential Belief Propagation message update with Monte Carlo in hand 
tracking 

joint is intractable. So the generalization of particle filtering method is adopted. This 
generalization is achieved by treating the weighted particles set which is propagated 
in a standard particle filter as an approximation to the “message” used in the belief 
propagation algorithm, and replacing the conditional distribution from the previous 
time step by a product of incoming message sets. In Section 4.2, belief propagation 
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with Monte Carlo method is extended to a sequential process to perform the inference 
of graphical model. 

4.2   Message Propagation 

Using particle sets to perform belief propagation concentrates on how to approximate 
the integral with Monte Carlo. Different from NBP [8] and PAMPAS [9] modeling 
the message in BP as Gaussian mixtures and using complex MCMC to sample the 
new Gaussian mixture kernels of the updated messages, we take SBPMC (Sequential 
Belief Propagation with Monte Carlo) avoiding complex MCMC samplers to update 
the messages. In fact, NBP and PAMPAS are semi-parametric, for assuming that the 
message is a mixture of Gaussian. For hand tracking, there is no loop in the model, so 
BP can get exact inference result better than MFMC only getting an approximate 
result. On the other hand, the method of SBPMC takes sequential into account.In this 
paper, each message and belief are represented by a set of weighted samples respec-
tively: 

( ) ( , )
, , 1( ) ~ {( , )}n i n N

ij j t j t j nm x s ω = . (13) 

where ( )i j∈ Γ and j v∈ .And 

( ) ( )
, , , 1( ) ~ {( , )}n n N

t j t j t j nb x s π = . (14) 

)(n
js and ),( ni

jω in Eq.(13) denote the samples drawn from ijm and their weights respec-

tively. )(n
js in Eq.(14) is the same as Eq.(13) and )(n

jπ is the belief. The message update 

process is shown in Fig. 3.  
Both step 2.2 and 2.3 in Fig.3 sample from the message product. When the num-

bers of the message are more than 2, Gibbs sampler described in [7] is used to form 
the message products. 

5   Experiment Results 

Although for hand tracking with bottom-up algorithm, the state dimension has increased 
from 26 DOF to 96 DOF at first glance, local encoding of the model state greatly sim-
plifies many other aspects of the tracking problem. Each hand joint placed in global 
coordinate frame enables the joints observation to operate independently while the 
whole hand is assembled by the process of graphical model inference. For nonparamet-
ric sequential belief propagation, the message update order influences the tracking re-
sults. We have defined backward and forward order in Section 2. In this paper, we per-
form message update forward and then backward. The temporal constraints of the hand 
tracking in sequential images are modeled by Gaussian distribution. 

We take a group of image sequence by calibrated camera and all experiments are 
performed in a cluttered background. Messages are represented by 200 samples and 
Fig. 4 shows the iteration of the message update. Instead of showing all the samples in 
the image, we only give the estimation result of each iteration for clarity. Fig. 5 shows 
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0                                              2                                            4 

Fig. 4. An example nonparametric sequential belief propagation message update. We show the 
results of 0,2 and 4 iterations. 

      
 

      

Fig. 5. Hand motion configurations from sequential belief propagation 

the result of the sequential belief propagation. Sudderth et al [8] also performed Non-
parametric Belief Propagation (NBP) to track hand. But in fact, it is a semi-parametric 
because it models the message as Gaussian mixtures and using complex MCMC sam-
plers to update the messages. The advantage of our method is obviously that it avoids 
complex MCMC samplers. On the other hand, the method is sequential. 

6   Conclusions 

Human hand consists of a number of articulated parts and the high dimensionality 
incurs exponential increase of computation. In this paper, graphical model is used to 
represent the hand, which decoupling different parts and simplifying some tracking 
problem. Each node of the graphical model represents the position and the orientation 
of each hand joint in world coordinate. The problem of hand tracking is then trans-
formed into an inference of graphical model. We extend Belief Propagation to a  
sequential process to track hand motion. In our tracking method, the message and 
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belief are both represented by a set of weighted particles. And the advantage is obvi-
ous that it is nonparametric and sequential. Furthermore, our method allows edges and 
foreground silhouette as likelihood measures. 
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Abstract. Identifying centerlines of vessels in the retinal image is help-
ful to provide useful information in diagnosis of eye diseases and early
signs of systemic disease. This paper presents a novel thinning method
based on the wavelet transform with a multilevel scheme. The develop-
ment of the method is inspired by the favorable characteristics of wavelet
transform moduli. Mathematical analysis is given to show that the vessel
edge and centerline can be detected efficiently by computing the max-
ima and minima of wavelet transform moduli. The implementation is
performed by applying various scale sizes of the wavelet transform to
thin the multiple-pixel-wide ribbon-like vessel gradually to be one-pixel-
wide centerline. Experiment results show that the identified centerline of
vascular trees are accurate by visual inspection and are useful for further
applications.

1 Introduction

Ocular fundus image can provide useful information on pathological changes
caused by eye diseases and on early signs of systemic diseases, such as diabetes
and hypertension [3,7,14]. Identifying vascular tree features of blood vessels has
been an important processing step in diagnosis of eye diseases because these
features can be used to reveal status of relative diseases in terms of abnormal-
ities in diameter and formulate the basis for registration. Much effort has been
devoted to automate this process and different types of detectors have been ex-
plored for vessel identification [3,7,13,10]. However, existing methods suffer from
computation complexity due to multiple operations of the detector at various
directions to suit with the topology of vascular tree. In addition, the centerline
of the vascular tree instead of the core body of vessels is more favorable in some
special applications such as registration.

Different approaches are used to extract the centerline structure. They can
be classified in the following categories: (i) thresholding and then object con-
nectivity, (ii) thresholding followed by a thinning procedure, and (iii) extraction
based on graph description. An interesting overview and several references on

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 688–696, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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different definitions of centerline using paradigms from geometry and mechanics
can be found in [1,9].

An interesting overview and several references on different definitions of cen-
terline (or skeleton) using paradigms from geometry and mechanics can be found
in [9]. Relation between evolutes and centerlines are presented in [1]. A theo-
retical mathematical discussion of the medial axis transform in the context of
differential geogmetry can be found in [8]. There exists a wide variety of se-
quential and parallel thinning algorithms for continuous and discrete 2D and 3D
data applying one or more of the definitions in [2] on given data. Algorithms
are classified by method (topological thinning, distance map based, or based on
Voronoi doagrams) or by input data (continuous, polygonal, discrete).

As we focus on techniques for digital retinal fundus images, only thinning
algorithms for discrete data will be discussed here. Nytrom and Chen et al. [4]
list some criteria for a good thinning approximation in discrete data: preserve
the topology of the original shape, approximate the central axis, centerline is
thin, smooth, and continuous. In general, the direct application of the defini-
tions mentioned above on discrete data leads to problems: noisy data produces
centerline with too many branches, and quality and shape of the approximated
centerline depends highly on the chosen discrete metric. In addition, the center-
line is not uniquely defined due to the finite resolution of the underlying grid
and special care has to be taken to preserve connectivity.

The recently proposed technique based on maximum modulus symmetry of
wavelet transform (MMSWT) [17,16] Improved greatly in these respects. Any-
way, it has a poor performance with wide-structure objects, such as, centerline
extraction of blood vessels in retinal image. As mentioned in [16], the MMSWT-
based algorithm is not applicable for computing centerline of object with fairly
contrast of wide structure, such as blood vessels in the retinal image, which some
small branches of the vessel tree are much thinner than the main vessels. Thus,
structure widths of objects in the same image have the strong difference the
ideal scale of wavelet transform which is suitable for thinning objects with vari-
ous different width is not decided easily even does not exists at all. As a result,
some natural centerline points of the shape can not be extracted completely. In
addition, as we mentioned in our previous discussion [16], it is still puzzled how
to choose proper scale for wavelet transform according to the width of shape
in practice. To overcome the above problems, a novel wavelet-based method is
presented in this paper. In this way, a new wavelet function which has been con-
structed in our previous works [16] is applied. Some significant characteristics of
the local minima of wavelet transform modulus are mathematically investigated.
A novel algorithm which is capable of extracting centerlines of blood vessels in
the retina images benefited from some significant characteristics of the local
minima of wavelet transform is developed.

The rest of the paper is organized as follows: In Section 2, thinning analy-
sis based on wavelet transform moduli of images is presented. In Section 3, a
multilevel-based thinning algorithm is developed. Several experiments are illus-
trated in Section 4 and demonstrate that the centerline produced by the algo-
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rithm can be used for representing blood vessels in the retina image efficiently.
Finally, the conclusions and remarks are made in Section 5.

2 Thinning Analysis Based on Wavelet Transform
Modulus

Let L2(R2) be the Hilbert space of all square-integrable 2-D functions on plane
R2, ψ ∈ L2(R2) is called a wavelet function, if∫

R

∫
R

ψ(x, y)dxdy = 0, (1)

For f ∈ L2(R2) and scale s > 0, the scale wavelet transform of f(x, y) is de-
fined by

Wsf(x, y) := (f ∗ ψs)(x, y) =
∫

R

∫
R

f(u, v)
1
s2 ψ(

x− u

s
,
y − v

s
)dudv, (2)

where * denotes the convolution operator, and ψs(u, v) := 1
s2 ψ(u

s , v
s ).

The general theory of the scale wavelet transform can be found in [5,6].
The centerline of blood vessels in the retinal image can be viewed as tran-

sient components with low frequencies. They are highly localized in the space,
which makes their analysis and processing with the classical Fourier transforms
ineffective. Wavelet analysis is used to alleviate this deficiency.

As well known, edge points of shape in the image are often located in such a
region, where the image intensity has sharp transition. The local maxima of the
absolute value of the first derivative of f ∗θs(x) are the sharp variation points of
f(x)). Where, θ(x) is a real smoothing function, and it satisfiies θ(x) = O( 1

(1+x2))
and whose integral is nonzero. It can be viewed as the impulse response of a low-
pass filter. Let θs(x) = (1

s )θ(x
s ) andf(x) ∈ L2(R). Singular points (such as the

edges in images) at the scale s are defined as the local sharp variation points of
f(x) smoothed by θs(x). Whereas the skeleton point of underlying shape should
be midpoint between the two edge points along the gradient and where the image
intensity of shape has the slowest transition.

Hence the skeleton points of the underlying shape correspond to the local
minima of the wavelet transform modulus |∇Wf(s, x)| which is called “wavelet
maxima”. From a viewpoint of the mathematical analysis, there should be a lo-
cal minimum locating between the two consecutive local maxima of |∇Wf(s, x)|.
Namely, the wavelet maxima may provide a localized information on f(x)
[11,12,15,16]. Therefore, the description of underlying shape by using the wavelet
transform modulus minima also preserve most of the structural information in
an image. Thus, for the fixed scale s and some “fine” wavelet, , the wavelet
transform modulus minima point may locate at the center between two consec-
utive modulus maxima points and is independent of the scale. Further, all these
minima points form the centerline of the underlying shape. Hence, the centerline
of the underlying shape in an gray image can be measured by computing wavelet
transform modulus minima.
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On the other hand, there exist many different wavelet functions. Hence, it is
very important to select a suitable one for this particular application. It is easy
to see that the partial derivatives of a low-pass function can be the candidates
for wavelet functions. In this paper, we use a novel wavelet constructed in our
previous work [17,16] below:

Let the function φ(x) :=
∫ x

0 ψ(u)du is an even function, and compactly sup-
ported on [−1, 1]. The wavelet function ψ(x) is defined as follows:
Let

ψ+(x) :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

2
π (4x ln (1−8x2+2

√
1−16x2)(1+

√
1−x2)

9x−8x2+3
√

9−16x2

− 1
2x(

√
1− 16x2 − 3

√
9− 16x2 + 8

√
1− x2)) x ∈ (0, 1

4 )
2
π (4x ln 8x(1+

√
1−x2)

9+3
√

9−16x2−8x2 + 1
2x (3

√
9− 16x2 − 8

√
1− x2)) x ∈ [14 , 3

4 )
2
π (4x ln 1+

√
1−x2

x − 4
x

√
1− x2) x ∈ [ 34 , 1),

0 x ∈ [1,∞),

Set ψ−(x) := −ψ+(−x), then we have

ψ(x) := ψ+(x) + ψ−(x).

The 2D wavelets are defined by⎧⎨⎩ψ1(x, y) := φ′(
√

x2 + y2) x√
x2+y2

,

ψ2(x, y) := φ′(
√

x2 + y2) y√
x2+y2

.
(3)

With the wavelets ψ1(x, y) and ψ2(x, y) defined as above, the scale wavelet
transforms become {

W 1
s f(x, y) = (f ∗ ψ1

s)(x, y),
W 2

s f(x, y) = (f ∗ ψ2
s)(x, y). (4)

The gradient direction and the amplitude of the 2D wavelet transform are defined
as in our previous work [17,16].

We prove mathematically the fact that it particularly suitable to character-
ize Dirac-structure edges in an image and its corresponding wavelet transform
modulus provides with the four significant characteristics below:

– Symmetry: For different scales of the wavelet transform, if the scale of the
wavelet transform is much larger than the width of the tubular object, the
local minimum points exist uniquely and can form the skeleton lines of the
tubular object. Further, the two contours obtained from the wavelet min-
ima are symmetric with respect to this local centerline along the gradient
direction.

– Slope invariant: the local maximum modulus of the wavelet transform of a
Dirac-structure edge is independent on the slope of the edge.

– Grey-level invariant: the local maximum modulus of the wavelet transforms
with respect to a Dirac-structure edge takes place at the same points when
the images with different grey-levels are to be processed.
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The above properties imply that the locations of wavelet minima cover exactly
the inherent central line of the shape. Meanwhile, the location of maxima of the
wavelet transform moduli, which are located nearly at the points of the original
boundary, form the two new lines and they are symmetrical with respect to the
inherent central line of the blood vessel, which can be identified by the local
minima points. Therefore, the connective curve of all minimum points of the
wavelet transform modulus is defined as the primary centerline of the blood
vessel. Thus, a simple and direct strategy for extracting the centerline of the
blood vessel will be developed.

3 Multilevel-Based Thinning Algorithm to Vessel
Extraction

In practice, the detection of the wavelet minima in the discrete domain can be
implemented analogously as the local maxima of the wavelet transform moduli
[17,16]. Ideally, the centerlines of the blood vessels in the retina images are repre-
sented by a set of thin curves which consist of single pixels rather than a tubular
object. As we previously mentioned [16], if and only if the scale of the wavelet
transform matches well with the width of the blood vessel, namely, its value is
much bigger than the width of the blood vessel, the modulus minimum points
between two homologous modulus maximum points exist uniquely. Otherwise,
there maybe exist numerous modulus minimum points and resulting centerline
is more than one pixel wide.

In practice, it is difficult to choose the suitable scale of the wavelet trans-
form according to the width of the blood vessel structure so that the center-
line obtained from the wavelet minima contains single pixels. For most cases,
the primary centerline obtained from the modulus-minimum-based algorithm is
generally the bandwidth ribbon consisting of multiple pixels than the perfect
centerline containing a single pixel. Although a relatively large scale is favorable
to process on wide blood vessel and a single pixel centerline may be produced,
but it usually suffers from much heavy computational cost.

To solve this problem, the following mulitilevel-based approach is proposed.
Our basic idea is as follows: For each input image, we choose a reasonable scale
of the wavelet transform and extract the corresponding center ribbon of the
underlying blood vessels in the retina image by computing all wavelet minima.
As a result, all these local minimum points produce a primary center ribbon of
the underlying blood vessel, which may be multiple pixels wide. Obviously, these
primary center ribbons are apparently thinner than the original blood vessel and
preserve exactly the topological properties of the original blood vessel. Then, we
choose a smaller scale than the prior one to perform the second wavelet transform
on the image, which contains generated center ribbons, and compute the second
level center ribbon. The above procedure is iterated until the central curves,
which consist of single pixels, is eventually extracted from the underlying blood
vessels in the retina image. This procedure is called Multilevel-based Algorithm
(MA).
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It has been observed that distribution of the gray level throughout the whole
image is not balanced. Intensity contrast at one location may be rather weak
than others. In order to deal with the problem, we come up with the idea to
segment the image into a number of blocks for wavelet transform. The detail is
as follows. We divide the image into blocks of size W ×W . By computing the
modulus maxima of wavelet transform, we detect all edge points of blood vessels
and record their intensity value. Next, we compute the mean of the intensity
value of all edge point for every block as threshold value. By comparing the
intensity of every pixel in the block with this threshold, we may segment the
foreground from the background in the block. In summary, the algorithm is
designed as follows:

Algorithm 1 (Multilevel Thinning Algorithm)

Step 1. Input a retina image, and select randomly a scale for wavelet tranform

Step 2. Perform WT with the wavelets defined by Eq. (3) on the input image.

Step 3. Calculate the moduli of wavelet transforms |∇Wsf(x, y)|.
Step 4. Detect edge points by computing the modulus maxima of the wavelet
transform.

Step 5. Compute the mean of edge points in the block as threshold Tmean and
segment the foreground and background points based on the threshold.

Step 6. Extract the candidates of primary center ribbon points by computing
the modulus minima of wavelet transform.

Step 7. Select all points which are those foreground points with modulus min-
ima in the modulus image as the initial centerline points.

REPEAT { the obtained the image which contained center ribbon }
If {the obtained centerline consist of multiple pixels }
Then { Perform the second wavelet with new scale for the previous center rib-
bon image, and compute modulus minima as new centerline; }
Otherwise { the obtained centerline consist of single pixels }
Exit loop
UNTIL { The obtained centerline consist of single pixels. }
END

4 Experiments

We use a number of gray level fundus images of both left and right eyes of
patients to evaluate the performance of the proposed method. The image size
is 1096× 960× 8 bits. In the experiment, one result is illustrated in Fig. 1 and
2 to show the full procedure of the proposed thinning algorithm step by step.
An original grey scale retina image consisting of the distracting background is
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(a) (b)

(c) (d)

Fig. 1. (a) The original retina image; (b) the raw output of modulus obtained from
WT with scale s = 6; (c) the modulus maxima image; (d) the primary center ribbon
from the first WT

shown in Fig. 1(a). As mentioned previously, most of existing algorithms often
fail to directly process these gray images. The modulus image obtained from
the WT with scale s = 6 is presented in Figs. 1(b) to segment the foreground
from the back-ground, detect the edge by computing the modulus maxima. The
corresponding modulus image is illustrated in Fig. 1(c). The primary center
ribbon from the modulus minima of the first WT is shown in Fig. 1(d). Obviously,
these center ribbon consists multiple pixels. Next, for the primary center ribbon
from Fig. 1(d), we perform the second WT with scale s = 6. By computing the
modulus minima of the wavelet transform in Fig. 2(a), the final centerlines of
blood vessels are obtained, as shown in Fig. 2(b) and it meets the requirements
for centerline detection of blood vessels in the retina image. It is clear by visual
in-spection that the extracted vascular trees are accurate, practical and ready
for further applications.
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(a) (b)

Fig. 2. (a) The raw output of modulus obtained from the second WT with scale s = 6;
(b) the final skeleton from the second WT with scale s = 6

5 Conclusions

In this paper, a new wavelet-based method for extracting centerline of blood
vessels in the retina fundus images is proposed. It is based on the favorable
properties of a new constructed wavelet function which allow us to solve the
problem of computing centerlines of tubular objects from a unique point of view.
By applying the wavelet transform and finding corresponding minima, we are
able to directly extract centerlines of blood vessels with a multilevel scheme. The
skeletonization method can be implemented very efficiently with relatively lower
computational time compared with existing methods. The identified centerline of
vascular trees are accurate and helpful to form the basis for further applications
such as feature based registration.
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Abstract. To describe the complicated neural dynamics of cerebra with time 
delays, a new type of model called generalized cellular neutral neural networks 
(GCNNNs) is studied in this paper. It is noted that the GCNNNs reduce to gen-
eralized cellular neural networks (GCNNs) in the absence of the neutral term in 
systems. Some criteria for mean square exponential stability and asymptotic 
stability of GCNNNs are established and the relationship between the neutral 
item and the whole system is analyzed. Simulation results are given to show the 
effectiveness of the proposed analysis algorithms. 

1   Introduction 

During the past two decades, artificial neural networks theory has been received con-
siderable attention since the Hopfield neural network (NN) was introduced in [1] (see 
[2], [3] for surveys). Along with the rapid development of the neutron sciences, some 
new type neural network models have been established to study different modes of the 
neural dynamic such as the Bolzmann machines model bases on simulated annealing 
(SA) algorithm [5], the adaptive resonance theory (ART) model bases on adaptive 
resonance theory [6], and the cellular neural network in case that all of the neural cells 
are not connected entirely [7], et al. The above neural network models have been 
successfully used in various practical processes.  

On the other hand, based on the neurological theory and experiments, it can be 
seen that most single neural network should be a dynamic system with time delay, 
which has been focused on by most of researchers (see [3], [4], [8]). It is well known 
that the time delay may result in complicated system dynamic. Since the system dy-
namic is related with states in the past, it should be certainly related with the change 
rate of states in the past, which can result a more complicated neutral system dy-
namic. Basing on such ideal, the complicated dynamic of the neural cells can be far-
ther researched, which leads to the motivation of this paper, where a new type of NN 
models named neutral neural network (NNN) is set up and analyzed.  

Three reasons for us to introduce the neutral-type operation into the conventional 
NN models. First, based on biochemistry experiments, neural information may trans-
fer across chemical reactivity, which results in a neutral-type process [9]. Then, in 
view of electronics, it has been shown that neutral phenomena exist in large-scale 
integrated (LSI) circuits [10], [11], [12]. Last, the key point is that cerebra can be 
considered as a super LSI circuit with chemical reactivity, which reasonably implies 
that the neutral dynamic behaviors should be included in neural dynamic systems. 
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However, to our best knowledge, there is only a few research up to date concentrat-
ing on neural network models using neutral dynamics, [14] begins to initiate the study 
on NNN models and gives one stable criteria of stochastic Hopfield NNN.  Due to 
that the (generalized) cellular neural networks can be realized by electronic circuits 
(see [7], [13]), the generalized cellular NNN (GCNNN) will be analyzed in this paper. 
The remainder of this paper is organized as follows: In Section 2, the GCNNN model 
is given to characterize the neutral dynamic behavior of cerebra and the stability crite-
ria are proposed. Simulation example is given in Section 3 to illustrate our results and 
conclusion is given in section 4. 

2   Stability Analysis for Stochastic GCNNN 

Consider a special case of system (2) as follows, 

( )( ) ( ) ( ) ( ) ( )
( ) ( )

, ,

, 0

t t td x G x Ax Wf x W f x dt t x x dw t

x s s s

τ σ

ξ τ

− = − + + +

= − ≤ ≤
   (1) 

where ( )diag n n
i n n

A a R ×
×

= ∈ , ( ) n n
ij n n

W w R ×

×
= ∈ , ( ) n n

ij n n
W w Rτ

τ
×

×
= ∈  are 

weighted matrices. Let { }( )0
, , t t
F F P

≥
Ω  be a complete probability space with a 

filtration { } 0t t
F

≥
 (i.e. ( ){ }: 0tF w s s tσ= ≤ ≤ ). It is suppose that { } 0t t

F
≥

 is 

right continuous and 0F  contains all P-null sets (see [4], [12]]). And 

( ) ( ) ( ) ( )( )1 2, , ,
T

mw t w t w t w t= ⋅⋅⋅  is a m − dimension Brownian motion. As-

sume that [ ]( ),0 ; nC Rξ τ∈ −  is 0F − measurable and satisfies 

( )
20

E s ds
τ

ξ
−

< ∞  (or [ ]( )
0

2 ,0 ; n
FL Rξ τ∈ − ). Denote ( )x t ( ) ( )( 1 2, ,x t x t= , 

( )),
T

nx t⋅ ⋅ ⋅ and ( )( 1 1 ,tx x t τ= − ( )2 2 ,x t τ− ⋅⋅⋅ ( )),
T

n nx t τ−  

( 0iτ τ− ≤ − ≤ ,), 

where , 1, 2, ,i i nτ =  are time delays. The related nonlinear mappings are denoted 

as follows: :σ n nt R R× × n mR ×→ , ( ), , tt x xσ  ( )( )( ), ,ij i i i n m
t x x tσ τ

×
= −  

( )( )f x t =  ( )( )( 1 1 ,f x t  ( )( )2 2 ,f x t  ,  ( )( ))T

n nf x t , 

( )tf x =  ( )( )( 1 1 1 ,f x t τ−  ( )( )2 2 2 ,f x t τ−  ( )( )),
T

n n nf x t τ−  
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In this paper, ( )( )if x t  ( ) ( )( )0.5 1 1i iM x t x t= + − − ( )1, 2, ,i n=  are not 

differentiable, where M N∈  is a finite constant. Then, system (1) can be rewritten into 
the following stochastic generalized cellular neutral neural network (GCNNN) model 

( )( ) ( ) ( ) ( ) ( )
( ) ( )

, ,

, 0

t t t td x G x Ax WH x x W H x x dt t x x dw t

x s s s

τ σ

ξ τ

− = − + + +

= − ≤ ≤
    (2) 

where ( ) ( )( )diag i i n n
H x H x

×
= , ( ) ( )1

i i i i iH x x f x−= , ( ) ( )( )diag ,i
i t

n n
H u H xτ ×

=  

( ) ( ) ( )( )1i i
i t t i i iH x x f x t τ

−
= − , and H M≤ .  

Throughout this paper, we assume that ( ), ,tσ ⋅ ⋅  is Lipschitz continuous and sat-

isfy the nonlinear incremental conditions: 

Assumption 1: There exist constant ikb  and ikc , 1, 2, ,i n= ⋅⋅⋅ , 1, 2, ,k m= ⋅⋅⋅  

such that ( ), ,tσ ⋅ ⋅  satisfies ( ) ( )( )2 , ,ik i i it x t x tσ τ− ( )2
ik ib x t≤ ( )2

ik i ic x t τ+ − . 

With Assumption 1, it is known (see [15]) that system (5) has a unique global solution 

on 0t ≥ , denoted by ( );x t ξ . Moreover, it is assumed that ( ),0,0 0tσ ≡  so that 

system (5) admits an equation solution ( );0 0x t ≡ . For convenience, denote x  as 

the Euclidean norm of x , { } ( )maxsup : 1 TW Wu u W Wλ= = =  as the ma-

trix norm of W , and
1

max : 1,2, ,
m

ik
k

b b i n
=

= = , 
1

max : 1,2, ,
m

ik
k

c c i n
=

= = . 

The neutral-iterm function ( )G ⋅  is required to satisfy the following assumption. 

Assumption 2: There is ( )0,1k ∈  such that 

( ) ( )2 2

0
supE G k E
τ θ

ϕ ϕ θ
− ≤ ≤

≤ , [ ]( )2 ,0 ; n
FL Rϕ τ

∞
∈ −     (3) 

To study the stability, the following notations are useful for derivative procedures. Let 

[ )( )1,2 , ,nC R Rτ +− ∞ ×  denote the family of all functions 

( ),V t x [ ): , nR Rτ +− ∞ × → , which are continuously twice differentiable in x  

and once in t . For any ( ),V t x [ )( )1,2 , ,nC R Rτ +∈ − ∞ × , denote 

( ) ( ) ( ) ( )( )
1 2

, , , , , , ,
nx x x xV t x V t x V t x V t x= , ( ) ( )( ), ,

i jxx x x
n n

V t x V t x
×

=  

and denote [ ]( ): ,0 ; nLV R C R Rτ+ × − →  as 
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( ) ( ) ( )( ) ( ) ( )( ) ( )( ), , 0 , 0 , 0 ,t xLV t V t G V t G f tϕ ϕ ϕ ϕ ϕ ϕ ϕ= − + −  

           ( )( ) ( ) ( )( ) ( )( )1
trace , 0 , , 0 , 0 ,

2
T

xxg t V t G g tϕ ϕ ϕ ϕ ϕ ϕ+ −  (4) 

In this paper, it is supposed that Assumptions 1 and 2 hold. 

Theorem 1: Let ( ) 21
21q k

−

> − . For a definite positive matrix Q  and a Lyapunov 

candidate ( ), TV t Qϕ ϕ ϕ= . Suppose that for all 0t ≥  and 

[ ]( )2 ,0 ;
t

n
FL Rϕ τ∈ −  satisfying ( ) ( )0ϕ ϕ θ≤ , the following inequality  

 ( ) ( ) ( ) ( )( )2

min

, 0
q

E EV t G
Q

ϕ θ ϕ ϕ
λ

≤ − , 0τ θ− ≤ ≤             (5) 

holds, then for all [ ]( )
0

, 0 ;b n
FC Rξ τ∈ − , we have  

( )( )
( )

2

21
2

1 1
limsup log , log :

1t

q
E x t

t kq
ξ γ

τ→∞
≤ − = −

+
   (6) 

That is, the zero-solution of GCNNN system (2) is mean square exponentially stable. 
In (5) and (6), q  is the unique positive root of the following algebraic equation 

1 1 1 1

2 2 2 2
min

TQ AQ Q A Qλ
− −

− +
( )min

2
kq Q

A
Qλ

+
( )min

2
q Q

M W
Qλ

+  

( )min

2
q Q

M W
Q τλ

+ ( )
( )min

q Q b c

Qλ
+

+ γ= −                                  (7) 

Proof: By using of operation (4), 

( )( ), 0 ,LV t ϕ ϕ = ( ) ( )( ), 0tV t Gϕ ϕ− ( ) ( )( ), 0xV t Gϕ ϕ+ − ( )0Aϕ−       

     ( )( ) ( ), 0 0WH t ϕ ϕ+ ( ),W H tτ ϕ ϕ+  

  ( )( ) ( ) ( )( ) ( )( )1
trace , 0 , , 0 , 0 ,

2
T

xxt V t G tσ ϕ ϕ ϕ ϕ σ ϕ ϕ+ −  

( ) ( )( )2 0
T

G Qϕ ϕ= − − ( ) ( )( )0A Gϕ ϕ−  
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        ( ) ( )( )2 0
T

G Qϕ ϕ+ − ( )AG ϕ ( )( ) ( ), 0 0WH t ϕ ϕ+  

( ),W H tτ ϕ ϕ+ ( )( ) ( )( )trace , 0 , , 0 ,T t Q tσ ϕ ϕ σ ϕ ϕ+                     (8) 

Furthermore, it can be estimated that 

( ) ( )( )2 0
T

G Qϕ ϕ− − ( ) ( )( )0A Gϕ ϕ−  

  ( ) ( )( )
1 1 1 1

2 2 2 2
min , 0TQ AQ Q A Q V t Gλ ϕ ϕ

− −
≤ − + −   (9) 

( ) ( )( )2 0
T

G Qϕ ϕ− ( )AG ϕ  

        ( ) ( )( )1 , 0V t Gε ϕ ϕ≤ − ( ) 22

1

1
Q A G ϕ

ε
+            (10) 

( ) ( )( )2 0
T

G Qϕ ϕ− ( )( ) ( ), 0 0WH t ϕ ϕ  

     ( ) ( )( )2 , 0V t Gε ϕ ϕ≤ − ( ) 22 2

2

1
0Q W M ϕ

ε
+        (11) 

( ) ( )( )2 0
T

G Qϕ ϕ− ( ),W H tτ ϕ ϕ  

( ) ( )( )3 , 0V t Gε ϕ ϕ≤ − 2 22

3

1
Q W Mτ ϕ

ε
+                              (12) 

( )( ) ( )( )trace , 0 , , 0 ,T t Q tσ ϕ ϕ σ ϕ ϕ  

( )( ) ( )( )trace , 0 , , 0 ,TQ t tσ ϕ ϕ σ ϕ ϕ≤  

  ( )( )2 2
0Q b cϕ ϕ≤ +     (13) 

Substituting (9)-(13) into (8) yields  

   ( )( ) ( ) ( )( )
1 1 1 1

2 2 2 2
min, 0 , , 0TLV t Q AQ Q A Q V t Gϕ ϕ λ ϕ ϕ

− −
≤ − + −         

( ) ( ) ( )( )1 2 3 , 0V t Gε ε ε ϕ ϕ+ + + − ( ) 22

1

1
Q A G ϕ

ε
+  
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( ) 22 2

2

1
0Q W M ϕ

ε
+ 2 22

3

1
Q W Mτ ϕ

ε
+  

( )( )2 2
0Q b cϕ ϕ+ +        (14) 

Choose 
( )1

min

kq Q
A

Q
ε

λ
= , 

( )2
min

q Q
W M

Q
ε

λ
= , 

( )3
min

q Q
W M

Q τε
λ

= . Based on conditions (3), (5) and (7), (14) implies that 

( )( ), 0 ,ELV t ϕ ϕ γ≤ − ( ) ( )( ), 0EV t Gϕ ϕ−        (15) 

Based on [12], it is seen that system (2) is mean square exponential stable.                     

Theorem 1 provides a mean square exponential stability condition. Similarly it can 
be verified that GCNNN model (2) is also asymptotically stable with condition (7) 
changed as in the following Corollary. 

Corollary 1: Suppose that condition (7) in Theorem 1 holds, where q  satisfies the 

following inequality 

1 1 1 1

2 2 2 2
min

TQ AQ Q A Qλ
− −

− +
( )min

2
kq Q

A
Qλ

+
( )min

2
q Q

W M
Qλ

+  

( )min

2
q Q

W M
Q τλ

+ ( )
( )min

0
q Q b c

Qλ
+

+ <                 (16) 

then GCNNN system (2) is asymptotically stable. 
To simplify the computation, Q  can be chosen as I  (identity matrix) in (7), 

which leads to the following result. 

Corollary 2: By selecting Q I=  in Theorem 1, if the following equation has the 

unique solution, 

( )min
TA Aλ− + ( )2 q k A W M W Mτ+ + + ( )q b c+ + γ= −    (17) 

inequality (8) also holds for the GCNNN model.  

Remark 2: If ( ), , 0σ ⋅ ⋅ ⋅ ≡ , system (2) turns to be a deterministic model of GCNNN 

and corresponding results to Theorem 1, Corollaries 1 and 2 can be obtained. If 
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( ) 0tG x ≡ , the neutral term is eliminated and model (5) is reduced to the conven-

tional GCNN model (see [7], [13]) for which some existing results can be also gener-
alized by the approaches in Theorem 1 and Corollaries 1 and 2. When 1M =  and 

( ) 0G ⋅ ≡ , Theorem 1 is also effective for the conventional cellular neural networks 

introduced by L. O. Chua (see [7]). 

3   Sensitivity of Neutral Item in NNN: A Simulation Result 

It is noted that inequality ( ) 21
21q k

−

> −  connects k  with q  in (11). When 

[ )0,1k ∈  is increased, solution q  in (7) is changed in a certain field. On the other 

hand, the exponential rate ( )
211 2log 1q kqγ τ

−
−= +  is decreased rapidly if k  

is increased. Generally, existence of condition ( ) 21
21q k

−

> −  may lead to the con-

finement of q  within a small field, which implies that the neutral term is sensitive to 

the stability of the whole system. In the following, we consider a simulation result to 
illustrate the sensitivity. 

Consider the following 2-dimension stochastic (G)CNNN model 

( ) ( )( )
( ) ( )( ) ( )( )

( )( ) ( ) ( )( ) ( )

1 1

1 1 1 2 2

1 1 1 2 2 2

0.1

4

0.4 0.1 0.2 0.1

d x t lx t

x t f x t f x t dt

f x t dw t f x t dw t

− −

= − + +

+ − + −

 

( ) ( )( )
( ) ( )( ) ( )( )

( )( ) ( ) ( )( ) ( )

2 2

1 1 1 2 2

1 1 1 2 2 2

0.1

6

0.2 0.1 0.3 0.1

d x t lx t

x t f x t f x t dt

f x t dw t f x t dw t

− −

= − + +

− − + −

 

where ( )1w t  and ( )2w t  are independent identity distribution Weiner processes, 

0t ≥ , 
1

2l k= ,  
4 0

0 6
A = , 

1 1

1 1
W = , 0Wτ = ,  and ( )( )if x t  

( ) ( )( )0.5 1 1i ix t x t= + − −  ( )1, 2i =  are sigmoid functions. It can be verified 

that ( )1 1, 2M i≤ = , ( )min 4Aλ = , 6A = , 2W = , and 

( )Ttrace σ σ ( )( )2
1 10.2 0.1f x t≤ − ( )( )2

2 20.13 0.1f x t+ − . 
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Based on (17), it can be seen that  

( )
1 1

2 24 6 2 0.1 5 log 2log 1l q q q lq− + + + = − − +  

When [ ]0,0.3000l ∈ , the above equation has unique positive solution. The follow-

ing table is given to show the relationships of l , q  and γ . 

Table 1. Relationships of l , q  and γ  

l  q  γ  

0.00000 1.35874796 1.53281830 
0.00001 1.35875801 1.53273873 

   
0.10000 1.45079121 0.72325221 
0.30000 2.06102318 0.03445881 
0.31000 2.00733973 -0.15689127 

The first line is the case of conventional cellular neural networks. It is clear that the 
Corollary 2 is invalid when 0.31l ≥  because -0.15689127γ ≤ . In Figures 1-3, 

both the trajectories and the phases of the system are demonstrated, respectively. In 
Figure 1, the trajectories of (18) when 0.30l =  show the exponentially stability. 

The state responses of (18) are shown in Figure 2 when 0.70l ≤  to demonstrate the 
asymptotical stability. In Figure 3, it is shown that the system is unstable where l  is 
selected as 0.94 . The simulation results show the efficiency of the proposed criteria. 
However, it is noted that the proposed results are conservative and improved ap-
proaches have to be discussed in the future research. 

 

 
 
 
 
 
 
 
 

Fig. 1. Trajectories and phases when l=0.30 
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Fig. 2. Trajectories and phases when l=0.70 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Trajectories and phases when l=0.94 

4   Conclusions 

A new type model called generalized cellular neutral neural networks (GCNNNs) is 
studied in this paper. Some criteria for mean square exponential stability and asymp-
totic stability of GCNNNs are provided and the relationship between the neutral item 
and the whole system is also analyzed. Simulation results show the effectiveness of 
the proposed analysis algorithms. Further researches include more elegant stability 
analysis approaches with less conservativeness and some control strategies for the 
neutral differential systems. 
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Abstract. One of the intelligent aspects of human beings in pattern recognition 
is that man identifies an object in real world using Marked Characteristic 
Principle (MCP). This paper proposes a humanoid recognition method for radar 
emitter signals. The main points of the method include feature ordering and an 
improved one-versus-rest multiclass classification support vector machines. 
According to MCP, an approach for computing marked characteristic 
coefficients is presented to obtain the most marked feature of every radar 
emitter signal. Subsequently, a support vector network is designed using the 
improved one-versus-rest combination approach of several binary support 
vector machines. Experimental results show that the introduced method has 
faster recognition speed and better classification capability than conventional 
recognition approaches. 

1   Introduction 

Radar emitter signal recognition is one of the key procedures of signal processing in 
electronic intelligence, electronic support measures and radar warning receiver 
systems in electronic warfare [1-4]. It is also the precondition and foundation of 
electronic interfering. The state of the art of radar emitter signal recognition 
corresponds to the technical merit of electronic reconnaissance equipment. As 
countermeasure activities in modern electronic warfare become more and more 
drastic, advanced radars increase rapidly and become the main component of radars 
gradually [1-4]. Complex and changeful signal waveform destroys the laws for 
identifying radar emitters in traditional counter-radar equipment. It is difficult to 
know the potential menace correctly only using conventional parameters. So it is very 
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urgent to explore new recognition methods to improve signal-processing techniques 
in existing radar reconnaissance systems.  

In recent years, although radar emitter signal recognition is paid much attention 
and some recognition methods were presented [5,6], using conventional parameters, 
traditional recognition methods and their improved methods encounter serious 
difficulties in identifying advanced radar emitter signals [2,3,7,8]. Unfortunately, the 
existing intrapulse characteristic extraction approaches only analyze qualitatively two 
or three radar emitter signals without considering the effects of noise nearly [7,8]. So 
the approaches cannot meet the intelligentized requirements of modern information 
warfare for electronic warfare reconnaissance systems. For the difficult problem of 
recognizing complicatedly and changefully advanced radar emitter signals, multiple 
methods need be used to extract the valid features from radar emitter signals from 
multiple different views firstly. The features construct a high-dimensional feature 
vector. Then, some feature selection methods are presented to select the most 
discriminatory features and to eliminate redundant features so as to lower the 
dimensionality of the feature vector. Finally, efficient classifiers are designed to fulfill 
automatic recognition of radar emitter signals. This paper discusses mainly the latter 
two problems. 

In this paper, a humanoid recognition method is proposed to identify radar emitter 
signals. Firstly, a new feature selection based on Marked Characteristic Principle 
(MCP) is presented to compute marked characteristic coefficients and to obtain the 
most marked feature of every radar emitter signal. Then, according to the 
characteristics of the feature selection, an improved combination approach of binary 
support vector machines (SVMs) based on one-versus-rest (OVR) is used to solve the 
multiclass classification problem in radar emitter signals. Finally, simulation 
experiments are made to test the validity of the introduced method and conclusions 
are also drawn. 

2   Feature Ordering 

Supported by fast-speed and strong-function digital computers, various pattern 
recognition methods and equipments are used to recognize signals, images, speeches, 
and so on, but the methods and equipments still looks very clumsy and very slow, 
comparing with human beings [9,10,11]. For example, a one-year to two-year child 
can recognize exactly his parent from a large number of persons in an instant. If this 
task is finished by a computer, a series of time-cost and troublesome steps, including 
image input, noise filtering, template matching and various feature distance 
computing, need be performed and finally someone can be recognized by the 
computer only in a percent probability [9,10]. To quicken recognition speed, Jin 
pointed out that the intelligent aspect of human brain in pattern recognition is that 
man identifies an object using MCP, when he studied how man recognizes the 
complex things in real world [9,10]. According to MCP, the characteristics of the 
samples that man can recognizes are deposited beforehand in his memory and when 
man faces a sample to recognize, it is not all characteristics of the sample that are 
used to compare with those in his memory, but only the most marked characteristics 
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of the sample are employed to match the corresponding ones in his memory. In this 
way, search space can decrease greatly and recognition time can save. 

In this paper, MCP is introduced into radar emitter signal recognition to select the 
most marked features of every radar emitter signal. That is, a low-dimensional feature 
vector with large marked characteristic coefficient is firstly used to identify a certain 
radar emitter signal. If the radar emitter signal cannot be identified by using the low-
dimensional feature vector, the high-dimensional feature vector is used. So the feature 
selection method is called feature ordering. Using the features obtained by the feature 
selection method based on MCP, radar emitter signals can be recognized at a fast 
speed. 

The key of feature ordering is how to compute marked characteristic coefficients of 
signal features. The feature values of multiple radar emitter signals do not usually 
order a certain probability distribution, though the overlapping of the features in 
feature space has a direct influence on recognition results. According to the 
overlapping of signal features in feature space, a novel method for computing marked 
characteristic coefficient is given in the following description. 

For a certain feature, the marked characteristic coefficient of the ith signal is 
represented with iDf . 

min( , )l r
i i iDf Df Df=  , (1) 
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Where M is the number of feature values; E(.) is a function for computing mathematic 
expectation;  Xi-1, Xi and Xi+1 are the sample vectors of the (i-1)th, ith and (i+1)th 
signals, respectively; xi-1, xi and xi+1 are the kth sample values of the (i-1)th, ith and 
(i+1)th signals, respectively. 

In equation (1), the case of 1iDf ≤ denotes there are some overlaps between the 

samples of the ith signal and the samples of neighboring signal of the ith signal. The 
smaller iDf  is, the more serious the overlapping is. The case of 1iDf > denotes there 

are some intervals between the samples of the ith signal and the samples of 
neighboring signal of the ith signal. The larger iDf  is, the bigger the interval is. Thus, 

the feature with the largest marked characteristic coefficient is the most marked 
feature of a certain signal. If the marked characteristic coefficient of a certain signal in 
a lower dimensional feature space is less than or equal to 1, the signal cannot be 
recognized well only using the lower dimensional feature vector. Obviously, the 
dimensionality of feature vector must increase and the marked characteristic 
coefficient of the signal is computed again in a higher dimensional feature space. 
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According to equation (1), the algorithm of feature ordering is given as follows. 

Step 1. Determining the number N of signals, the number M of feature samples 
and the number H of features. 

Step 2. For the jth feature, expectation values of feature samples of N signals are 
ordered from small to large. 

Step 3. Computing marked characteristic coefficient of the jth feature of the ith 
signal. 

Step 4. Repeating step 2 and step 3 till j>H. 
Step 5. Determining the most marked feature of the ith signal. The most marked 

feature is the feature whose marked characteristic coefficient is the largest 
among H features of the ith signal and the marked characteristic 
coefficient must be more than 1. If the marked characteristic coefficient 
exists, the algorithm goes to the next step, otherwise, the dimensionality of 
the feature vector adds 1 and the algorithm goes to step 2. The method for 
increasing the dimensionality of the feature vector is that the feature with 
the largest marked characteristic coefficient among the rest (H-1) marked 
characteristic coefficients of the ith signal is firstly added into the prior 
feature vector. 

Step 6. Repeating step 2 to step 5 till i>N. 
Step 7. The most marked features of all signals are obtained. 

3   Classifier Designing 

According to the feature ordering method, this section gives a classifier design 
method corresponding to the feature selection using support vector machines. Many 
conventional signal recognition techniques including k-nearest neighboring 
classification and template matching rely on algorithms which are computationally 
intensive and require a key man to validate and verify the analysis [12]. Also, these 
techniques are inefficient and time-consuming for solving radar emitter signal 
recognition problems, and they often fail to identify signals under high signal density 
environment, especially, in near real time [12]. In recent years, neural networks are 
used to recognize different radar emitter signals so as to solve the above problems 
[12, 13]. However, neural networks have some internal shortcomings, such as 
difficulty for determining the structure of neural network, over-learning and getting 
into local extremes easily [14]. SVMs, developed principally by Vapnik [15], are 
considered as a good learning method that can overcomes the internal drawbacks of 
neural network [14]. An interesting property of SVMs is that it is an approximate 
implementation of the structure risk minimization induction principle that aims at 
minimizing a bound on the generation error of a model, rather than minimizing the 
mean square error over the data set [16, 17]. The subject of SVM covers emerging 
techniques which have proven successful in many traditionally neural network-
dominated applications [17]. In recent years, SVMs were used successfully in many 
practical applications such as pattern matching and classification [18, 19], function 
approximation [20], data clustering [21] and forecasting [22]. 

SVMs were originally designed for binary classification. How to effectively extend 
it for multiclass classification is still an ongoing research issue [23]. Currently, OVR 
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is one of main approaches for combining multiple binary-SVMs to solve the 
multiclass classification problems. Based on the main idea of OVR [15, 23, 24], this 
paper presented an improved OVR (IOVR) method to design classifiers for multiclass 
classification problems. 

The structure of SVM classifier is given in Fig.1. Suppose that there are N signals 
to be classified, IOVR need constructs N SVM models, i.e. N binary SVMs. The ith 
SVM is trained with the examples in the ith class with positive labels, and the other 
examples with negative labels. From the feature ordering described in prior Section, 
every signal has its own the most marked features. So different binary-SVM has 
different training samples and different dimensionality of training feature vector. For 
example, if the 4th feature is the most marked feature of the 1st signal, in the 1st binary-
SVM, the training samples are only from the 4th feature, that is, the dimensionality of 
the training feature vector is equal to 1. So in Fig.1, the training samples of SVM1, 
SVM2, … , SVMN are different. This is different aspect between IOVR and OVR. In 
OVR, all binary SVM models have the same dimensionality of the training feature 
vector and have the training samples from the same features [15, 23, 24]. 

Feature extraction

SVM1 SVM2 SVMN … 

Decision function

Signal

Output  

Fig. 1. The structure of SVM classifier 

In testing phase, suppose that 1 1 2 2( ), ( ), , ( )N Ng g g  x x x represent the decision 

functions of SVM1, SVM2, … , SVMN, respectively, where 1 2, , , N  x x x are the 

testing sample vector of 1 1 2 2( ), ( ), , ( )N Ng g g   x x x , respectively. In OVR, the final 

decision function f1 is 

{ }1 1 1 2 2arg max( ( ), ( ), , ( ) )N Nf g g g  = x x x  . (4) 
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    In equation (4), 1 2, , , N   x x x are identical. While in IOVR, the dimensionality of 

( 1,2, , )i i N =x  is the same as that of the training feature vector of binary SVMi 

( 1,2, , )i N=  model [15, 23, 24]. In IOVR, the final decision function f2 is 

{ }2 1 1 2 2( ) 0, ( ) 0, , ( ) 1, , ( ) 0

1,2, ,
i i N Nf g g g g

i N

    
                                     

= = = = =
=

x x x x
 (5) 

The structure of SVM classifier shown in Fig.1 has the following advantages: 

1) The dimensionality of the marked feature vector is usually very low, that is, 
the dimensionality of training sample vector is very low, so the training time of 
IOVR is usually much shorter than that of OVR; 

2) In IOVR, the dimensionality of the testing feature vector is the same as the 
dimensionality of training sample vector. IOVR usually need smaller testing 
time than OVR; 

3) What is more, the features obtained by using feature ordering method can 
separate easily one signal from the rest. So IOVR is very suitable for 
classifying multiple signals using the features obtained by using feature 
ordering method. IOVR has much better classification capability than OVR. 

4   Simulations 

To test the validity of the introduced method, 10 radar emitter signals are chosen to 
make simulation experiments. The 10 signals are represented with 1 2 10, , ,x x x , 

respectively. In our prior work, 16 features have been extracted from the 10 radar 
emitter signals [2, 3, 25-27]. The 16 features are represented with 1 2 16, , ,a a a , 

respectively. In the experiment, for every radar emitter signal, 150 feature samples are 
generated in each signal-to-noise rate (SNR) point of 5dB, 10dB, 15dB and 20dB. Thus, 
600 samples of each radar emitter signal in total are generated when SNR varies from 
5dB to 20dB. The samples are classified into two groups: training group and testing 
group. Training group, one half of the total samples generated, is applied to make the 
simulation experiment of feature selection and SVM classifier training. Testing group, 
the other half of the total samples generated, is used to test trained SVM classifiers. 

We use the algorithm of feature ordering method to compute marked characteristic 
coefficients of the 10 radar emitter signals. Experimental results are given in Table 1. 
All values in Table 1 are obtained using equation (1). According to the definition of 
marked features, Table 1 shows that 9 radar emitter signals 1 3 10, , ,x x x have one-

dimensional marked features and their marked features are respectively a7, a14, a1, a7, 
a12, a1, a2, a7 and a7. The 2nd radar emitter signal has no one-dimensional marked 
feature, however, because the rest 9 radar emitter signals 1 3 10, , ,x x x have one-

dimensional marked features, when IOVR classifier is used to classify the 10 radar 
emitter signals, the 2nd radar emitter signal can also be recognized. It is not necessary 
to compute the two-dimensional marked feature vector of the 2nd radar emitter signal. 
In this paper, we use a1, a2, a7, a12 and a14 to construct a feature vector to recognize 
the 2nd radar emitter signal. 
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Table 1. Marked characteristic coefficients of radar emitter signals (FT stands for features) 

FT x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 
a1 0.33 0.21 0.21 35.53 0.33 3.99 55.24 3.11 0.33 2.65 
a2 0.37 0.14 0.14 3.65 2.45 6.17 13.57 12.90 0.45 0.45 
a3 0.14 0.39 0.24 0.23 0.19 0.02 0.19 0.01 0.23 0.01 
a4 0.02 0.02 0.80 0.09 0.09 3.53 3.53 0.95 0.80 0.56 
a5 0.01 0.12 0.35 0.03 0.14 0.03 0.10 0.01 0.07 0.07 
a6 0.69 0.09 0.12 1.27 0.20 0.79 0.79 0.09 0.12 0.20 
a7 4.28 0.57 0.57 3.85 3.65 6.27 0.58 3.65 14.74 3.65 
a8 0.19 0.19 0.82 0.31 1.65 0.31 0.86 1.86 0.86 0.73 
a9 0.78 0.79 1.38 0.28 0.28 18.00 18.00 0.78 1.38 1.51 
a10 1.60 0.73 3.23 1.00 1.00 20.52 20.52 0.73 3.23 2.33 
a11 0.86 0.82 2.67 0.02 0.02 8.27 8.27 0.82 2.47 0.06 
a12 0.62 0.62 1.33 0.72 0.72 20.01 20.01 4.85 1.33 2.48 
a13 0.56 0.56 1.74 0.05 0.05 14.57 14.57 0.92 5.02 0.24 
a14 0.37 0.37 4.13 0.01 0.01 3.83 3.83 2.29 3.23 0.04 
a15 0.75 0.15 0.09 0.02 0.02 15.46 15.46 0.15 0.09 0.08 
a16 0.29 0.29 3.69 0.50 0.50 4.92 4.92 10.51 3.69 2.23 

To bring into comparison, the features selected by the satisfactory feature selection 
method [28] and the resemblance coefficient feature selection method [29] are 
construct a feature vector to be input of OVR SVM classifiers to recognize the 10 
radar emitter signals. 

In the experiments, we use recognition error rate and recognition efficiency to 
evaluate the performances of IOVR and OVR. Recognition efficiency includes 
training time and testing time. The statistical results of many experiments are given in 
Table 2. 

Table 2. Comparison of OVR and IOVR 

Signals OVR IOVR 
a1 100.000 % 0.000 % 
a2 17.410 % 0.000 % 
a3 0.000 % 0.000 % 
a4 0.000 % 0.410 % 
a5 0.000 % 0.670 % 
a6 0.000 % 0.000 % 
a7 0.000 % 0.000 % 
a8 100.00 % 0.000 % 
a9 0.000 % 0.190 % 
a10 0.000 % 0.040 % 

Average error rate 21.741 % 0.131 % 
Training time (Sec.) 1386.666 1120.691 
Testing time (Sec.) 294.950 257.914 
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In [28, 29], the selected feature subset is composed of a5, a10 and the classifier uses 
neural networks. The average recognition error rate in [28, 29] is 1.340%, which is 
higher 1.209% than 0.131% that is obtained by the proposed method in this paper. 
From Table 2, IVOR achieves only 0.131% average recognition error rate, which is 
much lower than OVR with 21.741% average recognition error rate. Moreover, IVOR 
costs much shorter training time and testing time than OVR. So these experimental 
results show that IVOR is superior to OVR greatly in classification capability and 
recognition efficiency. This conclusion is consistent to the prior analysis in Section 3. 
Simultaneously, experimental results also indicate that the neural network classifier in 
[28, 29] has better classification performance than OVR. 

IOVR is superior to OVR and neural network in classification capability. OVR is 
inferior to neural network in classification capability. Because IOVR is a classifier 
corresponding to feature ordering method, these experimental results also indicate that 
the introduction of feature ordering method proposed in this paper can enhance 
classification capability of OVR greatly. 

5   Conclusions 

This paper proposes a new radar emitter signal recognition approach called humanoid 
recognition method. The main points of the introduced method include a new feature 
selection called feature ordering and an improved one-versus-rest combination of 
multiple binary support vector machines. In feature ordering, an algorithm for 
computing marked characteristic coefficient is presented to obtain the marked features 
of every radar emitter signal. The most advantage of the feature selection is that low 
dimensional feature vector is usually obtained, which can quicken the training and 
recognition speed greatly. Corresponding to the feature selection, an improved one-
versus-rest combination for support vector machines is used to design a support vector 
network to implement automatic recognition of radar emitter signals. Experimental 
results show that the proposed method can achieve good classification performance and 
good recognition efficiency. It is proven to be a practical and valid method. 

This paper only uses an application example of radar emitter signal recognition to 
test the performances of the introduced method. In further study, we will use some 
standard datasets from UCI Machine Learning Repository and some engineering 
applications such as image recognition, speech recognition and human face 
recognition to verify the validity of the proposed method. Besides, what needs to 
point out is that the validity of the introduced algorithm for computing marked 
characteristic coefficients is only proven using the recognition issue in which the 
features are real numbers instead of discrete values. 
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Abstract. This paper proposes two methods which take advantage of k -mean 
clustering algorithm to decrease the number of support vectors (SVs) for the 

training of support vector machine (SVM). The first method uses k -mean 
clustering to construct a dataset of much smaller size than the original one as 
the actual input dataset to train SVM. The second method aims at reducing the 
number of SVs by which the decision function of the SVM classifier is spanned 

through k -mean clustering. Finally, Experimental results show that this 
improved algorithm has better performance than the standard Sequential 
Minimal Optimization (SMO) algorithm. 

1   Introduction 

Support Vector Machine (SVM) [1] is a new class of approaches for classification and 
regression problems. Currently, SVMs are gaining popularity due to attractive 
features and have been successfully applied to various fields. Unlike previous 
machine learning algorithms such as traditional neural network models [2, 3, 4, 5], the 
SVM developed by Vapnik is derived from statistical learning theory and employs the 
structural risk minimization (SRM) principle [1], which can significantly enhance 
SVM’s generalization capability. With a clear geometrical interpretation, the training 
of the SVM is guaranteed to find the global minimum of the cost function.  

In general, training an SVM requires the solution of a very large quadratic 
programming (QP) optimization problem. The large size of the training sets typically 
used in applications is a formidable obstacle to a direct use of standard quadratic 
programming techniques [6]. Recently, many algorithms have been developed to 
solve the problem [7, 8, 9]. The most typical one is John Platt’s Sequential Minimal 
Optimization (SMO) [10], which breaks a large QP problem into a series of smallest 
possible QP problems. SMO is generally fast and efficient for linear SVMs and sparse 
data sets. However, the number of support vectors (SVs) that SMO produces is too 
large in proportion to the size of the input dataset for training SVM. It is shown that if 
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the training vectors are separated without errors the expectation value of the 
probability of committing an error on a test example is bounded by the ratio between 
the expectation value of the number of support vectors and the number of training 
vectors: 

[ ]
[Pr( )]

E number of support vectors
E error

number of training vectors

   ≤
    

. (1) 

From inequality (1), it can be drawn that a small number of support vectors can 
lead to a small testing error and also a SVM with a better generalization capability.  

In this paper k -mean clustering [11, 13] provides two methods to suppress the 
number of support vectors based on SMO algorithm in the training of SVM. For the 
first method, k -mean clustering method helps pick a set smaller than the original 
dataset to train SVM, which dramatically reduce the number of SVs without reducing 
the training correctness. It also can be concluded that with the decrease in the number 
of training examples the computational time that SMO requires greatly falls. The 
other application of k -mean clustering aims at finding less support vectors to 
describe the normal vector of the optimal hyperplane of SVM. The normal vector is 
spanned by a number of the mapping of SVs from input space into feature space 
where the kernel trick plays an essential role [6, 12]. k - mean clustering can help find 
a certain number of support vectors whose feature space image would well 
approximate the expansion. The two methods can suppress the number of SVs and 
result in a SVM with significant efficiency and outstanding generalization ability.  

The paper is organized as follows. Section 2 gives a brief introduction to the 
theoretical background with reference to classification principles of SVM. Section 3 
describes the two methods for the decrease in the number of SVs. Experimental 
results is demonstrated in Section 4 to illustrate the efficiency and effectiveness of 
our algorithm. Conclusions are included in Section 5. 

2   Support Vector Machine 

Consider the problem of separating the set of N  training vectors belonging to two 

classes, where n
ix R∈  is the i th input data and iy R∈  is the i th output data 

     ( ) ( ) { }1 1, ,..., , , 1, 1n
N Nx y x y R Y Y∈ ×           = − +   (2) 

with a hyperplane 

H:       , 0w x b        +      =     (3) 

where w is normal to the hyperplane and / || ||b w  is the perpendicular distance from 

the hyperplane to the origin. The hyperplane is regarded as optimal if all the training 
vectors are separated without error and the margin (i.e. the distance from the closest 
vector to the hyperplane) is maximal. Without loss of generality, it is appropriate to 
consider a canonical hyperplane, acquired by rescaling w and b  so that the vectors 

( 1,..., )ix i N =  closest to the hyperplane satisfy: 
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      | , 1iw x b     +  |  = . (4) 

Hence, the margin is 2 / || ||w . Thus the hyperplane ,w b< >  is given by the 

solution to the following optimization problem: 

            ( )
w, b

1
min     

2

subject to      1

1, 2,...,

T

T
i i

w w

y w x b

i N

 

+ ≥         

       ∀ =   

 

       

 

 

(5) 

The training vectors for which the equation (4) holds are termed as support vectors 
(SV).The equivalent dual problem to equation (5) can be written as: 

       

( )
1 1 1

i=1

1
max ,

2

subject to    0

1, 2, ...,

N N N

i i j i j i j
i i j

N

i i

Q y y x x

y

i N

α α α α

α

= = =

= −

=       

            ∀ =

 

 

(6) 

where the iα  are the Lagrange multipliers and constrained to be non-negative.     

The linear SVM classifier can be denoted as: 

( ) ( )sgn ,f x w x b= +  . (7) 

With respect to the case of nonlinearly separable datasets, SVM employs a kernel 
function K to implement the dot product between the functions ( )ixφ  which can map 

the data from input space to a high dimensional feature space H , i.e.: 

( ) ( ) ( ), ,i j i jK x x x xφ φ=  . (8) 

The theory of functional analysis suggests that an inner product in feature space 
correspond to an equivalent kernel operator in input space provided that K  satisfies 
Mercer’s condition.  

Furthermore, variables iξ ( )1, 2, ...,i N= are introduced to allow the margin 

constraints to be violated while C determines the tradeoff between error and margin. 
Then a quadratic optimization problem is introduced as follows: 

( )( )

2

1

1
    min    

2

subject to      1

l
T

i
i

T
i i i

w w C

y w x b

ξ

φ ξ
=

+

+ ≥ −

 

 

(9) 

The decision function of the nonlinear classifier is:      
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( ) ( )
1

sgn ,
n

i i i
i

f x y K x x bα
=

= +  . 
(10) 

3   Reducing the Number of Support Vectors via  
     k -Mean Clustering  

3.1   The First Method Using k -Mean to Reduce the Number of SVs   

The first method used to modify the conventional SMO is to employ the k -mean 
clustering to choose a set which reflects the general features of the full input dataset 
but has much fewer data points. The approach is based on the observation that in 
many cases a large proportion of the original input dataset is redundant for training 
SVM. A good SVM classifier could be generated from a small portion of the input 
dataset provided they outline the whole dataset approximately. The advantages of the 
approach lies in the fact that the smaller the input dataset is, the fewer SVs would be 
yielded and that it would require less CPU time and memory .Hence, k -mean 

clustering is introduced to choose the actual training set. k -mean clustering is applied 
respectively to the two groups into which the input datasets are divided according to 

the values of the output data iy  in order to generate two sets of centers. Centers are 

chosen such that the points are mutually farthest apart, which would well reflect the 
relative position of point-clusters of input dataset and thus characterize the outline of 
the full dataset. To achieve an optimal k , i.e. the number of centers, which would 
describe the full input dataset well, a portion of data will be removed as tuning set to 
adjust the number of centers to reach the best training precision.  

As a result, the procedures for determining k and the set of smaller size can be 
summarized as follows: 

Step 1. Remove a certain portion of an input set as the tuning set and divide   

the input dataset into two groups according to their labels iy .  

Step 2. Start with a small k , which is around 5% of the whole input set. 

Step 3. Apply k -mean algorithm to the two groups respectively to produce a 
center set as the real dataset to train SVM.   

Step 4. Apply the standard SMO algorithm to the training set in order to 
produce a classifier. 

Step 5. Compute the correctness of the classifier on the tuning set  
Step 6. If the correct rate of the tuning set is small enough, terminate the loop. 

Otherwise, increase k and continue from Step 3. 

3.2   The Second Method Using k -Mean to Reduce the Number of SVs in the  
Decision Function of SVM Classifier 

The second modification to the standard SMO aims at simplifying the decision 
function of the SVM classifier to strength its generalization capability. It has been 
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noted that the number of SVs that nonlinear separable datasets generate makes up a 
large proportion of the input set, which would result in a high risk of poor 
performance on testing examples thus weak generalization capability according to 
inequality (1). To avoid problems mentioned above, k -mean clustering is employed 
after the training phase of SVM to suppress the number of SVs. 

In the decision function of the SVM classifier, the normal vector of the optimal 
hyperplane is described by the kernel expansion. 

( ) ( )
1 1

N N

i i i i i
i i

w y x xα φ λ φ
= =

= =  . (11) 

Now we wish to find a new solution: 

( )
1

*
m

i i
i

w sβ φ
=

=  , (12) 

so that the kernel expansion would be shorter, i.e. 1 m N≤ << and well approximate 
the original expansion. 

To simplify the problem, set both m  and β  as 1 and the problem of finding the 

new expansion of the normal vector can be formulated as the following optimization 
task: 

( ) ( )

( ) ( )

2

'

2

' 1

' 1 1 1

argmin || *||

argmin || ||

argmin , 2 , ( , )

s

N

i i
s i

N N N

i i i j i j
s i i j

s w w

s x

k s s k s x k x x

φ λφ

λ λ λ

=

= = =

= −

  =  −

  = − +

 

 

 

(13) 

For Gaussian radial basis function (RBF) as shown in the equation below: 

( ) ( )( )2 2, exp || || / 2K x y x y σ= − −  , 
(14) 

optimization task (13) leads to: 

2 2

' 1

arg max exp( || || / )
N

i i
s i

s x sλ σ
=

= − −  . 
(15) 

For 1m ≥ , the problem described by Equation (12) with RBF kernel can be 
converted into m  optimization tasks of (15) which aims at finding an input vector s  
of the input dataset . 

To solve the optimization task (15), k -mean is again used to cluster the points of 
the input dataset. And the algorithm of finding a shorter kernel expansion can be 
summarized as follows: 



722 X.-L. Xia et al. 

 

Step 1. Start with a small k , around 5% of the size of the input dataset. 

Step 2. Apply the k -mean algorithm to yield k  centers. 

Step 3. Employ the set of these k  centers as the actual input dataset and pick  up 
the center which solve the optimization task (15) 

Step 4. Compute the deviation between the two expansions of normal vector of the 
hyperplane  

Step 5. If the standard deviation is small enough, terminate the loop. Otherwise 
increase k  and start from Step 2. 

4   Experimental Results 

To verify the effectiveness and efficiency of the novel SMO combined with k -mean 
clustering, we use Riply’s training dataset [14], which contains 250 points, and 
checkerboard’s dataset [15] of 1000 points to test the proposed algorithms. All 
experiments are conducted on a platform of a machine with a Pentium 4 2.6GHz 
processor and 265 megabytes of memory. 

4.1   Experiments of Combing the First Method with Standard SMO Algorithm  

The first experiment on Riply’s dataset uses Gaussian radial basis function (RBF) as 
the kernel function. Figure 1 depicts the decision boundaries of standard SMO with 
the red solid line and the novel SMO using k -mean with the blue line. The 
comparison of the novel SMO with the original one is demonstrated by Table 1. 
Parameter setting for standard SMO is C  =30 in Equation (9) andσ = 1 in Equation 

(14) after model selection. For the SMO using k -mean, C =5 and σ =1 in Figure 1. 

 

 
Fig. 1. Decision boundaries built from two SMO algorithms with 8 points ( k =4) 

Figure 1 illustrates two decision boundaries which bear several similarities to each 
other. However, the SMO using k -mean clustering shown in Figure 1 only employs 
5 SVs while the standard SMO 94 SVs according to Table 1. It shows that the training 
of SVM has been sped up with the combination of k -mean clustering.  

The second experiment, using Gaussian RBF kernel, is to classify the checkerboard 
dataset. Figure 2 illustrate the training results of the SMO using k -mean with the 
training set of only 16 points. 
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Table 1. Performance comparison between the two SMO algorithms 1=standard SMO ; 2 

=SMO using k -mean 

 k  Training 
Error 

Testing 
Error 

Number of 
SVs 

Time  
(CPU sec) 

1  0.128 0.096 91 1.178 
4 0.148 0.094 5 0.016 
8 0.192 0.166 10 0.016 

16 0.140 0.099 22 0.031 
32 0.148 0.099 31 0.031 

 
 
2

  
64 0.128 0.095 57 0.063 

 

 

Fig. 2. Performance of SMO using k -mean on checkerboard with 16 training points ( k =8) 

with the parameter setting: C =20 and σ =8    

From Table 2, it can be drawn that the classifier in Figures 2 which gives pretty 
good a representation of the checkerboard dataset are built on only 1.6% input data  

 

Table 2. Performance comparison between the two SMO algorithms 1=standard SMO; 2 

=SMO using k -mean  

 
 
 
 
 
 
 
 
 

 k  Training 
Error 

Number of 
SVs 

Time  
(CPU sec) 

1  0.000  285 226.2 
8 0.034 16 0. 11 
16 0.105   32 0. 15 
32 0.112 61 0. 67 
64 0.044 118 0.75 

 
 
2 

128 0.030  192 0.92 
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and 96.6% input data are classified correctly. A deeper comprehension of the 
advantages of the SMO using k -mean over the standard SMO can be also seen from 
the computational time. 

4.2   Experiments of Combing the Second Method with Standard SMO 
Algorithm 

The first experiment to verify the effectiveness of the second approach is 
implemented on Riply’s dataset uses Gaussian radial basis function (RBF) as the 
kernel function with parameters: C =20 and σ =1. 

 

 
Fig. 3. Decision boundaries built from two SMO algorithms ( k =8) 

With Figure 3, it is shown that the decision boundaries built from two SMO 
algorithms are very similar to each other. However, the SVM classifier built with the 
second method to suppress the number of SVs only employs 8 SVs while the 
classifier built with standard SMO has 88 SVs.  

The second experiment is to classify the checkerboard dataset using Gaussian RBF 
kernel. After the second method is applied, the normal vector of the hyperlane is 
spanned with 91 SVs while the original expansion of the normal vector has 273 SVs. 
The employment of the second method to reduce the number of SVs decreases the 
expectation value of the probability of committing an error on a test example and 
enhances SVM’s generalization capability. Figure 4 illustrates the training results of 
the SVM using the second method with k =91. 

5   Conclusions 

This paper proposes and implements two methods which are intensely involved with 
k -mean clustering algorithm to suppress the number of SVs. It is shown with 

experiments that the first method of integrating k -mean clustering into the standard 
SMO algorithm significantly speeds up the training process and greatly decrease the  
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Fig. 4. Performance of the SMO using the second method ( k =91) 
 
number of SVs and the second method of combining k -mean clustering with 
standard SMO makes the number of SVs which span the decision function of the 
SVM classifier smaller and improves SVM’s generalization capability. Future works 
involves applying the two methods to more real-world problems and modifying k -
mean clustering algorithm so that the optimum value for the number of centers can be 
found. 
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Abstract. This work analyses a recently proposed statistically based
technique for monitoring complex dynamic process systems [17]. The
technique utilises a state space model that is cast into the multivariate
statistical process control framework (i) to define a set of state vari-
ables that can describe dynamic process behaviour, (ii) to generate uni-
variate statistics that can monitor dynamic process behaviour and (iii)
to construct contribution plots from these statistics that can diagnose
anomalous process behaviour. The presented analysis reveals that the
size of the state space monitoring model can be reduced. The utility of
the improved dynamic monitoring technique is demonstrated using an
industrial application study to a glass-melter process.

1 Introduction

Over the past two decades, a number of statistically based techniques have been
applied to enhance the monitoring of complex multivariate processes systems.
Such techniques, collectively referred to as multivariate statistical process con-
trol, aim at exploiting the often observed high degree of correlation in a typically
large set of the recorded process variable [11,12,23,13,16,8]. Principal component
analysis (PCA) is one of the most popular techniques, as it can produce a signif-
icantly reduced set of statistically independent score variables from the recorded
variable set [7,20,3,1,18]. This reduced set is accordingly simpler to monitor than
the original variable set.

In recent years, dynamic extensions of PCA (DPCA) have gained attention
[9,15,19,4]. Although a number of application studies have demonstrated the use-
fulness of DPCA in monitoring dynamic process behavior [9,2], [17] showed that
DPCA may produce a significant number of time-lagged variables that need
to be analysed. To reduce the number of original variables to be included in
the dynamic condition monitor, Treasure et al. [17] incorporated a state space
model structure into the conventional PCA technique. This resulted in a twofold
reduction that (i) produces a reduced set of state variables that represented dy-
namic process behaviour, (ii) generates PCA based statistics to detect anomalous

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 727–736, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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process behaviour and (iii) allows the use of contribution charts to diagnose such
behaviour.

This paper analyses the technique by Treasure et al. [17] and shows that the
dynamic model that is required to monitor the process can be further reduced
in size. Since the work by Treasure et al. [17] only included a simulation study,
a further contribution of the presented work is the application of the enhanced
dynamic monitoring technique to an industrial application study.

2 Dynamic Process Monitoring

This section briefly summarises the dynamic monitoring technique by Treasure
et al. [17] and is divided as follows. The estimation of the state sequences is
discussed next. This is followed by showing how PCA is used to estimate the
statical monitoring model for on-line monitoring.

2.1 Estimation of the State Sequences

Throughout this work, the N4SID algorithm [21] is utilised for subspace model
identification. Assuming that the process has a total of nN input and nM out-
put variables, the subspace monitoring technique determines nth

S order state
sequences X =

[
x(1) x(2) · · · x(K)

]
and X+ =

[
x+(1) x+(2) · · · x+(K)

] ∈
R

nS×K of length K and a state space model:[
X̂+

Ŷ

]
=

[
Â B̂
Ĉ D̂

][
X̂
Û

]
, (1)

where Û ∈ R
nN×K , Ŷ ∈ R

nM×K , X̂+ and X̂ are matrices storing the estimates
of the input and output readings of the K observation and the state sequences,
respectively. The matrices Â ∈ R

nS×nS , B̂ ∈ R
nS×nN , Ĉ ∈ R

nM×nS and D̂ ∈
R

nM×nN are estimates of the state space matrices. A complete description of the
above identification algorithm is available in references [22,17].

The estimation of the state sequences relies on block Hankel matrices Uf ,
Up ∈ R

N ·nu×K , Yf and Yp ∈ R
N ·ny×K , containing N time lagged block rows

of the measured input and output sequences of length K, where the indices ‘p’
and ‘f’ refer to past and future. Next, the matrix Yf is predicted using a linear
regression involving Yp, Up and Uf :

Yp =
[
R1 R2 R3

]⎡⎣Yp

Up

Uf

⎤⎦+ G, (2)

where R1, R2 and R3 are regression matrices and G is a residual matrix. On
the basis of the above regression equation, the state sequences are estimated as
follows:

Ŷf = R1Yp + R2Up = ΓX, (3)
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where Γ is the extended observability matrix that are estimated up to a similarity
transformation using a singular value decomposition of Ŷf . The second state
sequence X+ is obtained by rearranging the rows in Uf , Up, Yf and Yp and
reapplying Equations (2) and (3) [21].

2.2 Determining the Dynamic Monitoring Model

Multivariate statistics are developed on the basis of a PCA decomposition of the
following matrix:

Z =

⎡⎢⎢⎣
X+

Y
X
U

⎤⎥⎥⎦ = PT + E, (4)

where P ∈ R
2·nS+nN+nM×nt is a loading matrix, T ∈ R

nt×K is a score matrix,
E ∈ R

2·nS+nN+nM×K is a residual matrix, and nt represents the number of
retained principal components (PCs).

On the basis of the above decomposition, the univariate (Hotelling’s) T2 and
Q statistics can be defined as follows:

T 2(k) = tT (k)Λ−1t(k) Q(k) = eT (k)e(k), (5)

where k represents the sampling index, T 2(k) and Q(k) are the values of the
T2 and Q statistics, respectively, t(k) = PT z(k) and e(k) = z(k) − Pt(k) are
column vectors storing the values of the score variables and the residuals of
the PCA decomposition, respectively, Λ is a matrix storing the variances of the
retained PCs and zT (k) =

(
x+T

(k) yT (k) xT (k) uT (k)
)
. The contribution of

the individual variables to both univariate statistics can be obtained as discussed
in Miller et al. [14] and Russel et al. [16] for example.

3 Analysis of the Dynamic Monitoring Technique

This section analyses the dynamic monitoring technique discussed in the previ-
ous section. Treasure et al. [17] showed that this technique requires considerably
fewer variables to be analysed compared to DPCA. This is a direct result of ar-
ranging highly correlated process variables to represent an autoregressive model
structure that is decomposed using PCA. In contrast, the state space model
determines a minimum set of state variables to capture the dynamic process
behaviour and hence, represents this behaviour using a reduced variable set.

Ljung [10] argued that it “it is preferable to work with state space models in
the multivariate case, since the model structure complexity is easier to deal with”.
In addition, George et al. [5] highlighted that general multivariate AR structures
may be difficult to handle, as the complexity of such structures grows rapidly
with an increasing model order, i.e. an increasing number of lagged terms.

Despite the benefits of the dynamic state space monitoring technique in a
condition monitoring context, the following question can be raised: how does
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the information encapsulated in x(k + 1) contribute to the monitoring model?
According to Equation (1), the estimates of the state and output sequences, X̂+

and Ŷ, are linearly dependent upon the state and input sequences, X̂ and Û. In
addition, the PCA decomposition of Z in Equation (4) produces a matrix PT,
which relates to the T2 statistic and a matrix E that relates to the Q statistic.
By partitioning PT =

[
PT

X+ PT
Y XT

X PT
U

]
, the estimation of the input, output

and state sequences are given by:

X̂+ = PX+T Ŷ = PY T X̂ = PXT Û = PUT (6)

Comparing Equations (1) and (6) reveals that the row spaces of T and

[
X̂
Û

]
are identical. This implies, however, that the row spaces of X̂+ and Ŷ are both
in the row space of T. Hence, the state sequences X̂+ represent redundant in-
formation in a process monitoring context. Furthermore, the state sequences X
and X+ are both dependent upon the block Hankel matrices Yf , Yp, Uf and
Up and are both computed from variations in the process input and output
variables. More precisely, a simplified monitoring model can be established as
follows:

Ŷ =
[
Ĉ D̂

] [ X̂
Û

]
. (7)

Estimates of the state space matrices Ĉ and D̂ are given by:

PY T =
[
ĈPX D̂PU

]
T ⇒

[
Ĉ D̂

]
= PY

[
PX

PU

]†
, (8)

where [·]† represents a generalised inverse. The score sequences T are given by

T =
[
PT

Y PT
X PT

U

]⎡⎣Y
X
U

⎤⎦. Using the above PCA decomposition, the T2 and Q

statistic can be computed as shown in Equation (5).

4 Industrial Application Study

This section presents an application studies of the improved dynamic monitoring
technique to an industrial melter process. The process is introduced first. This
is followed by detailing the identification of the dynamic monitoring model prior
to the analysis of a fault condition.

4.1 Process Description

The melter process is part of a disposal procedure. Waste material is preprocessed
by an evaporation treatment to produce a powder that is then clad by glass as
part of the melter process. The melter vessel is continuously filled with powder
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and raw glass is discretely introduced in the form of glass frit. This binary com-
position is heated by four induction coils, which are positioned around the vessel.
Because of the heating procedure, the glass becomes molten homogeneously. The
process of filling and heating continues until the desired height of the liquid col-
umn is reached. Then, the molten mixture is poured out through an exit funnel.
After the content of the vessel is emptied to the height of the nozzle, the next
cycle of filling and heating is carried out.

Measurements of 8 temperatures, the power in the 4 induction coils and volt-
age were recorded every five minutes. The filling and emptying cycles represented
a dynamic relationship between the temperatures (process output variables),
power in the induction coils and voltage (process input variables). The variable
set therefore comprised nM = 8 output and nN = 5 input variables, which are
listed in Table 1. Two data sets formed the basis of the analysis. A reference
data set containing K = 1000 samples and a second data set of 50 samples de-
scribing a crack in the melter vessel. Prior to the identification of the dynamic
monitoring model, the variables of the reference data set were normalized.

Table 1. Process variables of the industrial melter process

VARIABLE DESCRIPTION FUNCTION
T1 Temperature measurement output variable
T2 Temperature measurement output variable
T3 Temperature measurement output variable
T4 Temperature measurement output variable
T5 Temperature measurement output variable
T6 Temperature measurement output variable
T7 Temperature measurement output variable
T8 Temperature measurement output variable
P1 Power measurement input variable
P2 Power measurement input variable
P3 Power measurement input variable
P4 Power measurement input variable
V Voltage measurement input variable

4.2 Establishing a Dynamic Monitoring Model

After constructing the block Hankel matrices Uf , Up, Yf and Yp using the
reference data, the regression matrices R1, R2 and R3 were identified (Equa-
tion (2)), followed by a singular value decomposition of Ŷf (Equation (3)). This
yielded 3 dominant singular values, as shown in Figure 1. The state variables
were then scaled to unit variance and included in the dynamic data matrix
ZT =

[
YT XT UT

]
. Figure 2 shows that a PCA decomposition of Z suggested

the retention of 4 PCs (eigenvalues of the correlation matrix 1
K−1ZZT . The ap-

plication of Equation (8) involving the partitioned loading matrix produced the
following state space matrices C and D detailed in Tables 2 and 3, respectively.
The notation x1, x2 and x3 refers to the three state variables.
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Table 2. Elements of the state space matrix C

x1 x2 x3

T1 -0.6411 -0.1660 0.1187
T2 -0.5978 -0.1540 0.0692
T3 -0.1491 -0.1662 -0.0659
T4 -0.2671 -0.1887 -0.3293
T5 0.2023 -0.2890 0.0279
T6 0.0812 -0.1235 0.0424
T7 -0.6828 -0.0749 0.1783
T8 -0.0539 -0.0658 -0.0263

Table 3. Elements of the state space matrix D

P1 P2 P3 P4 V

T1 -0.2507 0.0188 0.2448 0.2648 -0.0827
T2 -0.1759 0.0497 0.2591 0.2926 -0.0838
T3 0.1686 0.2009 0.2497 0.2448 0.0805
T4 -0.0671 0.1909 0.2632 0.2444 0.0115
T5 0.1099 0.2175 0.1439 -0.0260 0.3376
T6 0.3519 0.2069 0.1837 0.1733 0.1497
T7 -0.3103 -0.0769 0.1678 0.2264 -0.1701
T8 0.3554 0.1937 0.2157 0.2720 0.0363

4.3 Analysis of a Fault Condition

The melter vessel is made of graphite, which is a brittle material. As a con-
sequence of the strong variations in temperature that the vessel is frequently
exposed to, cracks along regions of high stress can occur. These cracks not only
damage the shell of the melter, they also allow molten material to escape. It is
therefore necessary to detect such cracks at the earliest possible time.

The identified dynamic monitoring model was applied to analyse a second
data set that described the development of such a crack. The upper plot in Figure
3 shows the univariate monitoring statistics and their 99% confidence limits, com-
puted as proposed in [6]. The middle and lower plot in Figure 3 details the model
residuals of the state space model to the input and output variables, respectively,
and highlights that variable T6, i.e. the 6th temperature sensor and the input
variables P1 and V most significantly responded to this event. This made sense
physically, as the crack developed in the vicinity of temperature sensor #6. The
control system, in turn, responded to the increase in temperature by adjusting
the power in one of the induction coils, i.e. P1 which is most dominantly influ-
enced by the temperature sensors in the vicinity of the crack. As a consequence
of the reduction in power, the voltage also dropped. At the end of the recorded
data set, the temperature sensor T6 malfunctioned, which can be noticed by the
sharp drop in the sensor reading and the sharp increase by P1 and V.
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This application study therefore demonstrated that the improved dynamic
monitoring technique is able to detect and correctly diagnose abnormal process
behaviour, which went unnoticed by plant operators until the impact of the fault
condition produced a very substantial increase in power consumed by induction
coil 1 and voltage applied.

5 Conclusions

This article studied the recently proposed dynamic monitoring technique by
Treasure et al. [17]. It was found that, although this technique can considerably
reduce the number of variables to describe dynamic process behaviour, it can
be reduced further. The state space model, obtained using subspace identifica-
tion, does only require the input/output relationship in a condition monitoring
context. The utility of the improved monitoring technique was demonstrated by
analysing recorded data from an industrial melter process, where a crack in the
melter vessel was detected and correctly diagnosed.
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Abstract. In many regression applications, there exist common cases
for users to know qualitatively, yet partially, about nonlinear relation-
ships of physical systems. This paper presents a novel direction for con-
structing feedforward neural networks (FNNs) which are subject to the
given nonlinear relationships. The “Integrated models”, associating FNNs
with the given nonlinear functions, are proposed. Significant benefits
will be obtained over the conventional FNNs by using these models.
First, they add a certain degree of comprehensive power for nonlinear
approximators. Second, they may provide better generalization capabil-
ities. Two issues are discussed about the improved approximation and
the estimation of the real parameters to the partially known function in
the proposed models. Numerical studies are given in comparing with the
conventional FNNs.

1 Introduction

The technique of neural networks has received much attention from every engi-
neering field, since it has evolved into a general tool for various applications, such
as modeling, control, pattern recognition, nonlinear regression, etc [1][2]. How-
ever, the models constructed from this technique suffer a difficulty in preserving
the physical explanations to the real world problems. Usually, we consider neural
networks to be a “black-box” approach. Due to this feature, neural networks have
been greatly constrained for further developments.

We believe that one of the important directions for advancing neural net-
works lies on how to overcome the difficulty of “non-transparency” (also “non-
comprehensibility” or “non-interpretability”) carried by the conventional neural
networks. Up to now, several different paradigms of investigations towards this
direction have been reported, namely:

I. Building prior information into neural network design [1][3].
II. Extracting rules embedded within neural networks [4][5].

III. Integrating neural network with fuzzy inferences [6] or knowledge bases [7].
� This work is supported in part by National Science Foundation of China (#60275025,

#60121302) and Chinese 863 Program (#2002AA241221).

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 737–746, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



738 B.-G. Hu, H.-B. Qu, and Y. Wang

In this work, we propose a new scheme, falling into the first paradigm, but
called as “Integrating neural networks with partially known nonlinear functions”.
This scheme is significantly different from the other reported schemes, say, using
prior knowledge to set the connectivity of neural networks [1], or to initiate the
hypothesis [8]. The importance behind this new scheme is initially justified by
real world applications. Take plant growth modeling for an example. The yield of
a plant is a nonlinear function in respect to many environmental variables, such
as temperature, light intensity and distribution, water and fertilizer supplies,
etc. Generally, partially known relationships to this nonlinear function can be
obtained by the domain knowledge, say, the yield of a plant is proportional to∑

(T − T0), where T and T0 are temperature and critical temperature, respec-
tively. It is understandable that any model is better to incorporate and reflect
domain knowledge as much as possible. However, some plant growth models
based on neural networks fail to provide eco-physiological knowledge explicitly
for mechanism explanations, although they may present reasonable predictions
for the development and growth processes of plants.

Most existing neural networks act as completely-black boxes. Few investi-
gations are reported for associating the partially known relationships in their
designs. To simplify the discussion in this work, we focus our study on feed-
forward neural networks (FNNs) for applications of only nonlinear regressions.
This paper is organized as follows. Section 2 proposes a new way to formalize
regression problem. A new scheme, given by so-called “Integrated models”, is
proposed in the design of FNN integrating with partially known nonlinear rela-
tionships in Section 3. Numerical examples are presented in Section 4. Finally,
some remarks are given in Section 5.

2 A New Way to Formalize Regression Problem

Without loss of generality, we restrict the modeling case for a multiple-input-
single-output (MISI) regression problem. In this case, it is supposed that

y = f(x) . (1)

where y is the output of a nonlinear function with n-dimensional independent
variables x = {x1, x2, ..., xn}; f is a function to be estimated. In the proposed
scheme of handling regression problems, we assume that some relationships are
partially known to the nonlinear function. Table 1 lists some examples for the
partially known relationships in the applications of regression problems. With the
partially known relationships, we formalize a regression problem by the following
expression:

min‖y − g(x, θ)‖
subject to g(x, θ) ∝ Ri(f), i = 1, 2, . . .

(2)

where z = g(x, θ) is the approximate function with a parameter set θ; and Ri(f)
is the ith relationship which is known or partially known of the given nonlinear
function. This function is usually specified by users from their prior knowledge.
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Table 1. Examples of partially known relationships about nonlinear functions in re-
gression problems

Known Explanations Examples
Items/Aspects
Constants or A constant or coefficient is engaged but its (x − c),
coefficients nonlinear value is unknown in the function. cx1x2

Components A more complex form than a single variable x1x2x
3
4,

or constant is known in a nonlinear function. exp[(ax1 − c)/b]
Superposition The components are known for the x1x2 + sin(x2 − c)

superposition in the nonlinear function.
Multiplication A function is proportional or inversely log(x1) ∗ sin(x2 − c)

proportional to some variables or components. x2/log(x1 + c)
Boundary A function is restricted within boundaries on (xi)min < xi < (xi)max

Conditions its variables
Equality A function is known on some key points. f(x0) = y0

Conditions
Inequality A function is constrained with inequality ymin < f(x) < ymax

Conditions conditions.
Derivatives A function is restricted with its specified f ′(x) > 0

and Integrals derivatives or integrals.
∫ b

a
f(x)dx = 1

The symbol “∝” represents as “compatible to”. Different with the conventional
neural networks or other nonlinear regression tools, eq. (2) describes that neural
networks should not only approximate the desired signal y in a minimum sense,
but also satisfy the known relationships of nonlinear functions in a certain degree
of accuracy. Up to now, it seems few studies have been reported on the problems
defined by eq. (2), particularly for neural networks.

3 Design of Neural Networks for Partially Known
Relationships

In fact, there exist an infinite number of cases in representing the partially
known relationships, or Ri(f), from real world problems. Theoretically, the de-
sign of neural networks for partially known relationships is more problem de-
pendent. Fig. 1 shows a schematic diagram of integrating feedforward neural
networks with partially known nonlinear relationships. This model is called as
“Integrated model”. While the upper part in the integrated model in Fig. 1 rep-
resents R(f)(= {R1(f), R2(f), . . . }) for the known relationships, the lower part
will be the typical neural networks. A coupling exists between two parts for
the reason of performing eq. (2). However, it seems that a generic or uniform
approach for the integration, or the coupling, does not exist.

It is still an open problem in exploring heuristic guidelines for associating
neural networks with partially known nonlinear relationships. In this work, we
only discuss two simple cases (or coupling operators), i.e., “superposition” and
“multiplication”. The mathematical expressions for these two cases are:
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Fig. 1. Schematic diagram of integrating feedforward neural networks with partially
known nonlinear relationships

(a) (b)

Fig. 2. Integrated models of feedforward neural networks with two cases of coupling:
(a) for superposition, (b) for multiplication

For superpositon: f(x) = fu(x) + R(x) . (3)

For multiplication: f(x) = fu(x) ∗R(x) . (4)

where fu(x) is an unknown function and R(x) is a function which is known fully
or partially. The partially known R(x) means that some parameter(s) for the
function is not given. The integrated models of the FNNs for “superposition”
and “multiplication” are proposed in Fig. 2, respectively, based on institutions.
While gu(x, θu) models fu(x) by a conventional FNN, R(x, θR) is a mathematical
expression. The parameter set will include two subsets:

θ = {θu, θR} . (5)

where fu(x) and R(x) are parameter sets for fu(x) and R(x), respectively. If R
is fully, or exactly, known, θR will be an empty set. If R is partially known, θR

can be obtained in a similar approach for the conventional FNN. However, two
questions will arise about the integrated models:

I. “Can the integrated models guarantee to provide a better regression perfor-
mance than the conventional FNNs”?

II. “Can the integrated models estimate θR like a conventional approach for
parameter identification”?

The first question is important since one will always expect a better approx-
imation from using prior knowledge. However, from a theoretical analysis, one



Associating Neural Networks with Partially Known Relationships 741

Table 2. Conditions for guaranteed better performance of the integrated models over
the conventional FNNs in two cases

Case Conditions
Superposition ‖ eU ‖<‖ eC ‖ and R(x) is exactly known
Multiplication ‖ eU ‖<‖ eC ‖, R(x) is exactly known, and ‖ R(x) ‖≤ 1

will fail to arrive at a generally “yes” answer to the first question. Therefore, it
seems necessary to know under which conditions one can receive a better per-
formance from using the integrated models. Assuming R(x) is fully known, the
approximation errors of the integrated models are given by:

For superposition: ‖ eS ‖=‖ R(x) ‖ + ‖ fu(x)− gu(x, θu) ‖ . (6)

For multiplication: ‖ eM ‖=‖ R(x) ‖ ∗ ‖ fu(x)− gu(x, θu) ‖ . (7)

and the error for a conventional model of using FNNs is

‖ eC ‖= f(x)− g(x, θ) ‖ . (8)

Suppose that
‖ eU ‖= fu(x)− gu(x, θu) ‖ . (9)

to be the approximation error for fu(x) using the FNNs in the integrated models.
We can derive the conditions for “yes” answer to the first question in Table 2.

In general, due to fu(x) is simpler than f(x) as a nonlinearity expression,
one is mostly possible to achieve the condition of ‖ eU ‖<‖ eC ‖ by using the
same number of free parameters. Comparing with the superposition case, one
can see that the multiplication case requires one more condition on ‖ R(x) ‖≤ 1.

The second question is related to the parameter identification when R(x) is
partially known. It is also of importance that one can recover the full function
R(x), in which the parameter set θu usually provides a physical meaning to the
problem investigated. However, due to the coupling effect, one may fail to obtain
the reasonable estimation for the real parameter(s). We present the following
definition and theorem.

Definition 1. Suppose θj ∈ θR and θi ∈ θu are two parameter sets for the
nonlinear function z = g(x, θR, θu),x ∈ �n, z ∈ �. If one has the following
relation:

z1 = g(x, θ1
i , θ

1
j ) �= z2 = g(x, θ2

i , θ2
j ) . (10-a)

and θ1
j ∈ θR, θ2

j ∈ θR, θ1
i ∈ θu, θ2

i ∈ θu, (θ1
j �= θ2

j ) or (θ1
i �= θ2

i ) . (10-b)

the two parameter sets are defined to be independent. If one has z1 = z2 while
the relation (10-b) remains, θj and θi are then to be dependent parameters.
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Theorem 1. For the integrated model, which approximates a nonlinear func-
tion in a form of z = g(x, θR, θu) by using two parameter sets, θj ∈ θR, and
θi ∈ θu, where θR is the parameter set for the partially known relationship, if θj

and θi are dependent, the real parameter θj will be unable to be estimated from
the integrated model.

Proof. For simplicity, we only derive the multiplication case of the integrated
model. The same conclusions can be extended to the other cases. Since θj and θi

are dependent, one can obtain the following relation:

z = R(x, θ1
i ) ∗ gu(x, θ1

j ) = R(x, θ2
i ) ∗ gu(x, θ2

j ) . (11-a)

and θ1
j ∈ θR, θ2

j ∈ θR, θ1
i ∈ θu, θ2

i ∈ θu, (θ1
j �= θ2

j ) or (θ1
i �= θ2

i ) . (11-b)

Since this dependency generate more than one group of θj and θi for the
same output data (see eq. 11-a) even for the relation (eq. 11-b), one is unable to
receive a unique solution of the estimation to the real parameter of the partially
known relationship from the integrated model. � 

4 Numerical Studies

In this section, numerical examples are demonstrated. The objective of the nu-
merical studies is to understand the proposed integrated models in comparing
with the conventional FNNs. The FNNs in the integrated models in Fig. 2 are
the Gaussian-type RBF approximators, in the following expression:

gu(x, θi) =
n∑

i=1

wie
−(x−ci)

2

δ2
i + d . (12)

where θu(= {w, c, δ, d}) is a free parameter set for the unknown function. Since
the superposition case is similar to multiplication case, only the multiplication
case is investigated in this work.

Example 1. About estimation of real parameters.

In this example, the nonlinear function investigated is:

y(t) = 1 + Asin(ωt− φ)e−(t/5), A = 4, ω = 5, φ = 1 . (13)

For this function, we suppose that only a sinusoidal function is known and
is associated to the whole function in a “multiplication” format. An integrated
model shown in Fig. 2-b is employed, where θR(= {A, ω, φ}) is the free parameter
set for the partially known function R(t) = Asin(ωt−φ); and two RBFs are used
in eq. (12). Running on the data (t ∈ [0, 4],	t = 0.1), we obtain the following
results:

MSE =‖ eM ‖ /Ndata = 0.0222, θR = {0.976, 5.05, 4.20}.
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Table 3. Comparison data between the conventional RBF model and the integrated
model (R(x)=e−αx) for the regression (Training: x ∈[0,10], Testing: x ∈[10,40])
(Npopulation=400, Ngeneration=200, Nsmaple=10)

Conventional RBF model Integrated model
(10 Free Parameters) (8 Free Parameters)

MSE (Training) MSE(Testing) MSE(Training) MSE(Testing)
Best 0.00264 0.00916 0.00413 0.000694
Mean 0.00524 0.498 0.00734 0.0813
Std. 0.00207 0.719 0.00225 0.217

A good approximation is obtained from the integrated model. However, some
parameters, A and φ, are failed to be estimated correctly. Examining gu(t) and
R(t), we can find out that A and φ are dependent on w and c, respectively. They
exhibit two effects from the dependency, namely, “amplitude” and “shifting”. On
the other hand, no dependency effect exists to the parameter ω. Therefore, one
is able to find a reasonably good estimation of this parameter.

Example 2. About generalization capability.

The example investigated below is for examining the generalization capability
of the integrated models.

f(x) = (1 − x + 2x2 − 0.4x3)e−0.5x, x ∈ [0, 40],	x = 0.2 . (14)

Suppose that only R(x) = e−αx is known. An FNN with two RBFs are
tested to approximate the polynomial part. For a comparison, a convectional
model, using three RBFs, is constructed. Table 3 shows the simulation results of
the two models. Since the genetic algorithm tool applied produces nearly global
optimization results, statistical data are used for reaching fair conclusions. This
example shows that the integrated model produces a better generalization than
the conventional model to the testing data. However, we failed to obtain the real
estimation of parameter α. Sometimes, it is not straightforward to examine the
dependency between the parameter sets.

Example 3. About singularity processing in the integrated model.

In this example, we will demonstrate that the integrated model may suffer from
a singularity problem in its training or testing process, while its corresponding
neural network in the conventional approach does not exhibit such phenomenon.
A two-input-one-output “sinc” function is chosen to be a target system for
examining the singularity problem in the new modeling strategy. The function
is given in the following form:

f(x, y) =
sin(
√

x2 + y2)√
x2 + y2

. (15)

For the given example, we assume that the numerator in the function is fully
known, i.e.,

R(x, y) = sin(
√

x2 + y2) . (16)
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Therefore, the neural network modular within the integrated model will ap-
proximate an unknown function for

gu(x, y, θu) ≈ 1√
x2 + y2

. (17)

The training data are selected evenly within x, y ∈ [−10, 10],	x = 	y = 1.0.
The total number of the training samples is 441. Fig. 3a and 3b depict the surface
of the exact “sinc” function and the reconstructed surface using the integrated
model, respectively. It is observed that the significant discrepancies exist at the
origin point, i.e., z(0, 0) = 0. However, this phenomenon does not appear to the
conventional neural networks (Fig. 3c). Examining eq. (15), one can obtain a
removable singularity when x = y = 0. At this singular point, the function fails
to be analytic. Because of the existence of its limit, this singularity is removable.
The conventional neural networks can handle removable singularity problems
without any difficulty. However, the integrated model may suffer from a difficulty
of singularity for a reasonable estimation at singular point(s). Considering the
present example in eq. (15), when x = y = 0, one obtains R = 1.0 at the singular
point. The sampling data at this point can be properly learnt by the conventional
FNNs. On the contrary, the integrated model may present calculations of the
function limits, like 0/0, ∞/∞ or 0 ∗ ∞, at the singular point in the training
or testing process. When this case occurs, either the model fails for processing
directly or an error is obtained. In the example, the model shows a big error
when x = y = 0 since gu in eq. (17) produces a non-zero value, but zero for R
in eq. (16). The output of the integrated model at the singular point is quite
distinguishable from the present example. First, it outputs a zero value for z.
Second, it exhibits a sudden change to disturb the smoothness of the function.

Usually, one has no information about the singularity property to the function
investigated. For overcoming the unknown singularity problem, we propose the
following procedures to the application of the integrated model:

Step 1. Searching for the existence of removable singularity.
If an integrated model produces an infinitive output at a specific in-

put point, or exhibits a sudden change on the output, one can hypothe-
size the corresponding point to be a singular point (or called hypothesis
point).

Step 2. Removing or biasing the hypothesis point in the second-running simu-
lation.

Either in training or testing process, one can re-run the simulation
of input data without including the hypothesis point. If possible, it is
better to bias the hypothesis point and add the new observation point
into the data set.

Step 3. Confirming the singular point and estimating the output at the singular
point.

After the second-running simulation, one obtains a scalar error
(MSE) which is used for the hypothesis testing. If this error is smaller
than that of the first-running simulation, one will confirm the hypoth-
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Fig. 3. Surface plots of “sinc” function. (a) Exact surface plot. (b) Reconstructed
surface from the integrated model (including the singular point for training,
MSE=0.00239). (c) Reconstructed surface from the conventional RBFs (MSE=0.0197).
(d) Reconstructed surface from the integrated model (removing the singular point for
training, MSE=0.000226).

esis is true. The output at the singular point can be estimated by an
interpolation approach from the data around the singular point. Oth-
erwise, it is a false hypothesis.

In the present example, we confirm the existence of one removable singularity
by applying the procedures above. Fig. 3d shows reconstructed surface of the
integrated model, in which we remove the observation data corresponding to
the singular point (x = y = 0). The scalar error for the data set with 440
samples is MSE=0.000226, which is significantly lower than the model including
the singular point (MSE=0.00239). The estimation output at the singular point
by using the parabolic interpolation in Fig. 3d is z(0, 0) = 0.993. Note that each
integrated model in Fig 3 use two RBFs, and nine free parameters, but five RBFs
for the conventional neural networks.

It seems that the difficulty of singularity introduced from the integrated
model is the weakness of the model. However, we consider it as an added value
for neural network technique. Singularity is an important property of physical
systems. Usually, it is better to acquire such information from numerical models.
The conventional neural networks fails to obtain singularity information directly.
The proposed integrated model may reveal the existence of removable singularity.

5 Final Remarks
Most scientific and engineering applications require comprehensive power on
either analytical models or numerical models. Falling into the category of nu-
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merical models, neural networks are also desirable to incorporate and exhibit
domain knowledge explicitly. In this work, we explore neural networks by asso-
ciating partially known relationships. Among several cases of partially known
relationships, we investigate two cases of “superposition” and “multiplication”.
The integrated models are proposed. Two basic questions are discussed. We de-
rive the conditions of guaranteed better approximations of the integrated models
over the conventional FNNs, and one theorem about the estimation of real pa-
rameters in the partially known functions. Numerical studies demonstrate that
while the integrated models present a certain degree of comprehensive power,
they do not guarantee to produce better performance.

The natural world is neither “totally white” nor “totally black”. Therefore,
any numerical model should not be built to be a “completely black box”. However,
the most existing models using neural network technique are falling into this
situation. We believe that the issues proposed in this work exhibit a new direction
for the study of neural networks, even for other machine learning tools.
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Abstract. This paper proposes a new image compression algorithm which 
combines SVM regression with wavelet transform. Compression is achieved by 
using SVM regression to approximate wavelet coefficients. Based on the char-
acteristic of wavelet decomposition, the coefficient correlation in wavelet do-
main is analyzed. According to the correlation characteristic at different scales 
and orientations, three kinds of arranging methods of wavelet coefficients are 
designed, which make SVM compress the coefficients more efficiently. More-
over, an effective entropy coder based on run-length and arithmetic coding is 
used to encode the support vectors and weights. Experimental results show that 
the compression performance of the algorithm achieve much improvement. 

1   Introduction 

Neural networks have been used in image compression for many years. Namphol [1] 
employed a multilayer hierarchical neural network using nested training algorithm to 
obtain image compression, which can exploit the pixel correlation of the whole image 
but need to define the network topology before training. Some authors [2, 3] applied 
Kohonen’s self-organized feature map to generating the codebook in vector quantiza-
tion and achieved better performance than that of LBG method. However, the per-
formances of these algorithms are greatly depending on the training images, and com-
pression time may be long if the codebook is large. Recently, Robinson [4] proposes a 
novel image compression method by combining Support Vector Machine (SVM) with 
DCT. It avoids defining the topology, which is a common drawback of existing image 
compression algorithm based on neural network. This method achieves better com-
pression results comparing with JPEG. However the reconstructed image has blockar-
tifact, especially at higher compression ratios. The reason is that the method is based 
on DCT, and image is compressed block by block. The blockartifact phenomenon of 
Robinson’s method is not easily removed because of the characteristic of its compres-
sion procedure. 
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Compared with DCT, wavelet transform has more advantages. First, it compacts 
most of the image energy into a few wavelet coefficients. Second, it has localization 
in both space and frequency domains. Based on these facts, we propose a new com-
pression scheme by applying SVM to compress wavelet coefficients. In this scheme, 
image is first decomposed by wavelet transform, and then wavelet coefficients are 
quantized and approximated by SVM. Finally, adaptive arithmetic coding is used to 
encode model parameters of SVM.  

The remainder of this paper is organized as follows: Section 2 gives an overview of 
SVM regression and the basic concept of its application to image compression. Sec-
tion 3 analyzes the characteristic of wavelet coefficients, and then illustrates the pro-
cedure of using SVM to compress wavelet coefficients. In section 4, implementation 
of the compression algorithm is described in details. Section 5 gives the experimental 
results. In section 6, conclusion is drawn and direction for future works is also dis-
cussed. 

2   SVM Regression for Image Compression 

SVM, as a new machine learning method, has been widely used in many areas be-
cause of its good generalization ability. It is designed to solve pattern recognition 
problem, which is to find a decision rule with good generalization. Regression is an 
extension use of classification, which is a non-separable classification that each data 
point can be thought of being as its own class [5]. It can learn data dependency be-
tween the input and the output, which achieves compression. 

2.1   SVM Regression 

In regression, given a set of training points, the real function is approximated within a 
predefined error ε  by choosing the minimum number of training points. For each 
training point chosen by SVM, which is termed as Support Vector, there is a corre-
sponding weight. Usually, the number of the support vectors is less than that of the 
training points, which is the essence that SVM can accomplish data compression. The 
regression problem can be formulated as follow:  
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Thus, the loss is equal to zero if the difference between the predicted ),( wxf  and y 

is less than ε . Vapnik’s insensitivity loss function defines an ε  tube such that if the 
predicted value is within the tube the loss is zero, otherwise the error equals the mag-
nitude of the difference between the predicted value and the radius ε  of the tube. 
From the viewpoint of data compression, the larger the ε  is, the smaller number of 
support vectors is, and then a higher compression ratio can be achieved. 

2.2   Discrete Wavelet Transform 

Wavelet transform [7] can be applied to any signal with finite energy (i.e. any square-

integrable function). Original signal )(tf  can be decomposed by using wavelets as the 
basis function  

+∞

∞−
= dttftfc baba )()()( ,, ψ . (3) 

Where )(, tbaψ are the wavelet functions, which are obtained through dilation and 

translation of the mother wavelet function )(tψ  

)(||)( 2/1
, batatba −= ψψ . (4) 

Where a is the dilation factor, and b is the translation factor. Generally, we choose 
a and b as integers, then )(, tbaψ  can be represented as 
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Based on Multi-resolution Analysis (MRA), there must exist a scaling function (t) 
corresponding with the wavelet function )(tψ , and they satisfy  
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Then j,k(t) and j,k(t) are basis functions spanning subspace jV and jW  respec-

tively, and the direct sum of jV  and jW  gives the subspace 1−jV , { jV } forms a set of 

approximation space of L2(R). Therefore, any )(tf  which belong to L2(R) can be 

represented by wavelets basis functions. In [8], S. Mallat proposed a fast decomposi-
tion algorithm for Discrete Wavelet Transform (DWT) called Mallat algorithm where 
the wavelet transform can be considered as a low-pass filter and a bandpass filter.  

In image processing, 2-D decomposition algorithm can be easily extended from 
that of 1-D decomposition if the wavelet transform is separable. When performing 
multilevel wavelet transform on image, it can be considered as a subband filter. After 
a one-scale wavelet transform we can decompose an image into four finer scale sub-
bands, labeled with LL1, HL1, LH1 and HH1. Continuous decomposing the lowest 
frequency subband, LLk, of each scale, we get four coarser scale subbands, LLk+1, 
HLk+1, LHk+1 and HHk+1. Fig. 1 is the result of a 5-scale transform, which is called  
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tree-decomposition mode. Except LL5, all other subbands correspond to three orienta-
tions, HL, LH and HH, respectively. Thus all HLk subbands (1 k 5) have an identical 
direction HL, so do all LHk or HHk subbands.  

 

 

Fig. 1. 5-level discrete wavelet decomposition 

The advantages of the wavelet transform over other transforms for image coding 
stem mainly from the fact that it performs a multiresolution analysis of the image. 
This multiresolution analysis is very similar to the way in which the human visual 
system interprets images, and as such is a natural and efficient way to code and store 
two-dimensional data. Although wavelet transform can remove most redundancy in 
space domain, there is still redundancy between wavelet coefficients, mainly for two 
reasons: first, in image compression the widely used wavelet filters are biorthogonal. 
That means, the scale function )(tϕ and the wavelet function )(tψ are not orthogonal, 

which result in redundancy between low frequency and high frequency; second, 
wavelet transform has both space and frequency characteristic, adjacent wavelet coef-
ficients in one subband are the convolution results of filters and the adjacent image 
blocks. Usually, they have similar magnitudes, and are considered to be dependant 
statistically. In order to improve the compression performance, it is a key issue to 
remove the redundancy between wavelet coefficients. In this paper, we apply SVM 
regression to removing these redundancies and achieve compression. In SVM regres-
sion model, the inputs to the model are the positions of wavelet coefficients, and the 
desired outputs are the values of the coefficient. After training, the SVM model pa-
rameters are encoded by arithmetic coders. 

3   Using SVM to Compress Wavelet Coefficients 

After wavelet transform, image is decomposed into a series of subbands from low 
frequency to high frequency. Each wavelet subband is the representation of the image 
in different frequency range. Most of the image energy is compacted into the low 
frequency subbands. According to human visual system model, low frequencies are 
more sensitive to human eyes, and they play a great important role in image recon-
struction. High frequencies describe the image details, which are less sensitive to  
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human eyes. In order to keep the most import information with the given bit rate, we 
adopt different compression methods for different subbands. In our algorithm, the 
lowest subband is encoded by DPCM, which is nearly lossless. The finer scale sub-
bands are compressed by SVM, which approximates the wavelet coefficients by using 
fewer support vectors. Moreover, some of the finer scale subbands are discarded di-
rectly because they only contain a little amount of energy and have neglectable effect 
on the image quality. Below, we will give a detailed description of our compression 
scheme. 

3.1   Wavelet Coefficients Arrangement 

From theoretical analysis and statistical experiments, there still exists correlation in 
wavelet coefficients, which can be utilized by SVM to improve compression effi-
ciency. Generally, there are three kinds of correlation between wavelet coefficients [9, 
10]: neighborhood correlation, parent-child correlation and siblinghood correlation. In 
our algorithm we just utilize the neighborhood correlation because it is the most im-
portant one, and the others are not remarkable. In the tree-decomposition mode, the 
neighborhood correlation has different characteristic at different scales and different 
orientations. Therefore, the arranging method of wavelet coefficients is a key tech-
nique to be solved before SVM regression. 

1. Wavelet coefficients are not restricted as nonnegative. They can be defined by both 
magnitudes and signs. Commonly, it is assumed that no correlation exists between 
signs. Therefore, the signs and the magnitudes should be separated and compressed 
using different methods. In our algorithm the signs are directly encoded by entropy 
coder, and the magnitudes are compressed by SVM.  

2. According to the spatial-frequency characteristic of wavelet transform, the magni-
tudes of the coefficients vary greatly in the whole wavelet domain, which is harmful 
to regression. However, the magnitudes of adjacent coefficients in one subband are 
usually similar in values. Based on these facts, wavelet coefficients of each subband 
are divided into a number of non-overlapping blocks. The coefficients of each block 
are mapped to produce a one dimension vector, which is compressed by SVM. The 
block size can be variable and 8×8 is chosen in this paper. 

3. As shown in Figure 1, 2-D wavelet decomposition has three orientations, and 
neighborhood correlation is different at different orientation. In LH, subband gives 
vertical high frequency of the image, so the correlation between vertical coefficients 
is stronger than that of horizontal coefficients. That is to say, the vertical adjacent 
coefficients are more possibly similar in magnitude than that of the horizontal adja-
cent coefficients. Vice versa, in HL, subband gives horizontal high frequency of the 
image, so the correlation between horizontal coefficients is stronger than that of verti-
cal coefficients. In HH, the correlation is not remarkable. In SVM regression, we 
should arrange wavelet coefficients with similar magnitude continuously as possibly 
as we can. This makes SVM learn data dependency more efficiently, which will cut 
down the number of the support vectors. According to the neighborhood correlation 
characteristic, we design three kinds of scan orders when the coefficient block is 
mapped to produce one dimension vector. They are illustrated in figure 2. 
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2a. for LH subbands                   2b. for HL subbands                   2c. for HH subbands 

Fig. 2. Three scan orders for mapping coefficient block to produce one dimension vector 

3.2   Wavelet Coefficients Normalization 

Normalization is an important step in neural network application [11]. In SVM re-
gression, normalizing wavelet coefficients will produce weights that are lower in 
magnitude and similar in value, which make the weights more compressible. Because 
the magnitudes of coefficients in the whole wavelet domain vary greatly, it is better to 
normalize wavelet coefficients of each subband respectively. In this paper, we choose 
formula (7) for normalization 

' min

max min

c c
c

c c

−
=

−
. (7) 

where cmin and cmax are the minimal and the maximal wavelet coefficients in the sub-
band respectively,  c is the coefficient to be normalized and c’ is the value after nor-
malization. 

3.3   Compression of Wavelet Coefficients 

Using the proper scan order, each coefficient block is mapped into a 64-dimension 
vector, called Y for convenient. The positions of the elements in Y form the vector X, 
which is also a 64-dimension vector.  In SVM regression model, X and Y are the input 
data and the desired output data respectively. In training process, besides the , there 
are still two parameters in the model that affect the compression efficiency: kernel 
type and kernel parameter. There are usually three kinds of kernel types can be se-
lected in SVM model: linear, polynomial and Gaussian function. Different kernels 
suit different types of data. Referring [12], the PDF of the coefficients in one block is 
approximately considered as Gaussian distribution, so we choose Gaussian function 
as the regression kernel and experimental results verify its efficiency. Generally, there 
are no guidelines for setting the value of the kernel parameter, and the optimal value 
is gotten from experiments in this paper. 

3.4   Encoding of the Support Vectors and Weights 

After the SVM regression, we get the support vectors and weights. They should be 
encoded and saved in the coding bit stream. In decoding, the SVM regression model 
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is initialized with the support vectors and weights to predict the original wavelet 
coefficients. 

In SVM regression, the weight is corresponding to the support vector one by one. 
That is to say, if the input training point is chosen as the support vector, there should 
be a corresponding weight. In our regression model, support vector has two meanings: 
first, it represents the input; second, it indicates the position of the input. Therefore, 
the support vectors and weights can be combined and encoded together [4]. For each 
8×8 coefficient block, after SVM regression we combine the support vectors with the 
weights into a 64 dimensional weight vector. If the input training point is chosen as 
support vector, the corresponding weight is nonzero; otherwise the weight is set to 
zero. The nonzero weights are real number and should be quantized before entropy 
coding. This will induce extra error in the compression procedure. However, the error 
can be controlled by the quantization step size.  

Many elements of the weight vector are zeros. In order to enhance the compression 
efficiency, a combination of run length coding and arithmetic coding is used to en-
code the weights. First, the weights are processed by run-length coding, and each 
group of continuous zeros is formed into a codeword. Next, all the codewords and 
nonzero weights are encoded by the adaptive arithmetic coder [13]. 

4   Implementation 

We perform 5 level wavelet transform on image, which is usually chosen in image 
compression algorithm. After decomposition, wavelet coefficients are first quantized 
using scalar quantizer with deadzone. The optimal deadzone size is 0.6 from the ex-
perimental results. Secondly, the coefficients of each subband are processed accord-
ing to their importance. The LL5 subband is encoded by DPCM, and the other 15 finer 
scale subbands are compressed using SVM. For each finer scale subband, the magni-
tudes and the signs of the coefficients are processed separately. The signs are com-
pressed by arithmetic coder directly, and the magnitudes are compressed by SVM. 
Thirdly, the coefficients of each subband are normalized and divided into non-
overlapped blocks. According to the orientation characteristic of the subband, one of 
the three scan orders is employed to map the two dimension block into one dimension 
vector.  Finally, after SVM regression, the weights and support vectors are encoded 
together by arithmetic coder. The main procedure of the encoding algorithm is given 
briefly as follows: 

1. Preprocess image (subtract 128 from each pixel); 
2. Perform 5-level wavelet transform; 
3. Quantize wavelet coefficients using scalar quantization with deadzone; 
4. Encode subband LL5 using DPCM; 
5. For each finer scale subband (from low frequency to high frequency) 

5.1. Normalize wavelet coefficients; 
5.2. Divide wavelet coefficients into coefficient blocks; 
5.3. For each coefficient block 

    5.3.1. Map the block into one dimension vector 
     5.3.2. Train SVM and combine the weights and support vectors together; 
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    5.3.3. Quantize the weights; 
5.3.4. Encode the weights vector using run length and arithmetic coding; 

5.4. Encode the signs of the wavelet coefficients ; 

It should be noted when a subband is not an integral number of 8×8 blocks, it can be 
padded with the same value of the boundary wavelet coefficient (i.e., extra pixels are 
added so that the subband can be divided into an integral number of 8×8 blocks). 

The algorithm has been implemented with MATLAB, and we use LibSVM [14] 
for regression, which is a popular SVM toolkit that can be easily integrated in 
MATLAB. Daubechies 9/7 wavelet is chosen as the filter bank in our implementation. 
It has linear phase and good energy compaction ability, which are the most two im-
portant properties to be considered in image compression. 

5   Experimental Results 

In order to demonstrate its coding efficiency, the algorithm is evaluated on two 
benchmark 512×512 grayscale images: Lena and Goldhill. In Table 1, we present the 
compression results on Lena in comparison with RK-i algorithm, and compression 
results on Goldhill are listed in Table 2. From the results, it is clear that our algorithm 
is competitive against RK-i algorithm in terms of rate-distortion performance, with an 
improvement of more than 1 dB averagely. The reconstructed images are given in 
Appendix for comparison in subjective quality. It is obvious that the blockartifact, 
which is a serious problem in RK-i algorithm, has been well removed, and the image 
quality get a remarkable improvement. 

Table 1. PSNR(dB) results for Lena image compared with RK-i algorithm 

Compression Ratio RK-i Our Algorithm 
25 28.0 29.9 
35 / 28.9 
44 26.1 27.8 

Table 2. PSNR(dB) results for Goldhill image using our algorithm 

Compression Ratio Our Algorithm 
20 28.9 
30 27.9 
42 26.9 

6    Conclusion 

In this paper, we have proposed a new compression algorithm based on SVM regres-
sion and wavelet transform. Experimental results show that it gains better compres-
sion performance than that of existing compression algorithm.  
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The results are only a preliminary investigation of compressing wavelet coefficient 
using SVM regression, and there is much work that can be done to improve the  
performance. For example, the arrangement of wavelet coefficients should be more 
flexible, which makes SVM learn data dependency more efficiently. A better kernel 
function is another consideration in the future. It can improve the approximation abil-
ity of SVM regression, which reduces the number of support vectors and improves the 
compression ratio. 
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Appendix: Subjective Comparison of the Reconstructed Images 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Original RK-i 44:1 RK-i 24:1 

Our algorithm 24:1 Our algorithm 44:1 

Our algorithm 20:1 Our algorithm 42:1 Original 
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Abstract. In this paper, a new algorithm IPPSO (Parallel Particle Swarm Opti-
mization with Island model) is proposed. It aims at remedying the defect of  
superquadric parametric fitting problem which is solved with L-M  
(Levenberg- Marquardt) method in 3D reconstruction and improving the algo-
rithm performance of particle swarm optimization for application to large-scale 
problems and multi-variable solutions. This paper investigates 3D representa-
tion characteristics of superquadrics and makes analysis for the defect of super-
quadric parametric model fitting by L-M algorithm. It presents the principle and 
the implementation of superquadric parametric model fitting by using IPPSO. 
In addition, it describes the design principle and implementation method of 
IPPSO. In the end, the simulation results are analyzed. The results show the 
good effectiveness of the proposed approach, especially in the accuracy and 
discernment of superquadric 3D models reconstruction for objects. 

1   Introduction 

An optimal representation of whole characteristics for objects is its volume model 
with space occupancy attribute. Superquadric parametric model is suitable for repre-
senting volumetric objects. Thanks to the stable mathematical structure of superquad-
rics, the method in model reconstruction is also very stable. 3D objects can be repre-
sented by superquadrics with highly compressed data, using a few parameters to show 
various shape. It is usually named parametric model[1]. The 3D modeling is actually 
the superquadric parametric fitting. Generally, this sort of optimization problem is 
transferred to a nonlinear least-squares optimization one and is solved by L-M 
(Levenberg- Marquardt) method[1],[2],[7]. But the L-M method is not effective when 
the objective function is highly nonlinear or large residual[3]. The simulation results 
we made on fitting superquadric parametric model by L-M method demonstrate that 
there is infeasible solution due to local minima and low convergence speed. In this 
paper, a new superquadric parametric model fitting method is proposed based on 
parallel particle swarm optimization algorithm.  

PSO (Particle Swarm Optimization) is a new evolutionary computation technique 
based on social behavior. Recently, more and more interests are paid on the research 
and application of PSO because of its easy implementation, steady performance,  
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excellent effectiveness, and few parameters to adjust[4]. However, similar to genetic 
algorithms, the computation complexity usually limits the solution efficiency of PSO. 
Therefore, the study for parallel particle swarm optimization algorithm will bring 
deep significance for multi-variable solving to large-scale or super large-scale prob-
lems[5]. In addition, solution to superquadric parametric model fitting is plagued by 
multiple local optima and numerical noise. In this case, as same as other global search 
algorithms, the premature convergence also causes the unsuccessful solution to PSO. 
The search of PSO is pulled by individual’s inertia itself, individual and global guid-
ance factors. If just all populations quickly gather to an individual with high fitness 
which dominates the whole colony, the premature convergence is ineluctable[6]. In 
this paper, inspired by genetic algorithms, we propose a new algorithm IPPSO (Paral-
lel Particle Swarm Optimization with Island model). It not only raises solving effi-
ciency but also enhances colony variety and consequently improves the algorithm 
convergence performance. With using IPPSO to the superquadric parametric model 
fitting, it is a remedy for the defects of L-M method, and the results show the good 
effectiveness. 

2   3D Representation Characteristics for Superquadrics 

2.1   Implicit Function of the Superquadric 

A superquadric surface is expressed by the following implicit equation. 
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10 
0.1 

8.Star-like 
5

9.Diamond-like 
2 

Fig. 1. Typical shapes of superquadric (a1=a2=a3=1, except ellipsoid) 
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The implicit function defines superquadric surface in an object centered coordinate 
system. Parameters a1, a2, a3 define the superquadric size in x, y, and z coordinates, 
respectively. ,  are the deformation parameter. When both  and  are changed, 
the superquadric can model a large set of various building blocks, shapes like in Fig.1. 
Apparently, a plentiful various shapes are represented by only five parameters. 

The implicit equation of superquadrics contains location information from 3D 
points to the superquadric surface. Formula (1) shows that for any point in space we 
can locate it relative to superquadric surface only with solving the implicit equation’s 
left expression. If the left expression is F(x, y, z), the results are as follows. When 
F(x, y, z) 1, point(x ,y ,z) is on the surface of the superquadric. When F(x, y, z)>1, 
the corresponding point lies outside and when F(x, y, z)<1, the corresponding point 
lies inside the superquadric[1],[7]. 

2.2   Fitting Superquadric Parametric Model Using 3D Data Points 

At first, a set of discrete 3D points on the objects surface of the object are obtained 
from vision sensors, then the shape of it can be recovered by the superquadric model. 
A set of optimal parameters is selected in order to accurately represent the shapes. As 
we know, only the discrete points are more near the surface of the superquadric, more 
accurate model can be built. Considering the global minimum error, the problem is 
transferred to a nonlinear least-squares optimization one. The object function is as 
follows. 

( )( )( )
=

−
N

i
iii zyxFaaa

1

2

321 1,,min 1ξ . (2) 

In practice, input 3D points generally can’t form entire envelop, and they are fo-
cused on one visual profile. So the superquadric model parameters aren’t only one set 

after fitting, and it results in uncertainty of the model. Therefore, a factor 321 aaa  is 

required in formula (2) for enhancing the global restriction for the model[1],[2]. In 

addition, an altered expression ( )( )1,,1 −iii zyxF ξ  base on formula (1) is brought for 

numerical value stability [1],[7]. 

3   Analyzing Defect for Fitting Superquadric Model by L-M  

By above analysis, the superquadric parametric model fitting problem is transferred to 
a nonlinear least-squares optimization one and is solved by L-M method[1],[2],[7]. 
Because Gauss-Newton method integrates with Trust to L-M, the nonlinear least-
squares optimization problem is solved by linearization mode essentially, and it is 
only suitable for small residual one. So L-M algorithm has the lower convergence 
speed when the objective function is highly nonlinear or large residual so that some 
problems cannot be solved[3]. As we know, the superquadric function is a highly 
nonlinear one. In practice, the range data or image data getting from vision sensors is 
a set of discrete points without cognitive powers. For the reason the initialization of 
superquadric parametric models is indeterminate. So the superquadric model fitting 
by least-squares is also large residual. With the addition of precondition for L-M 
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algorithm solving is that the object function is monotony in the searching scope. The 
obtained solution is a local optima depending on the initialization[3]. The experiment 
results are showed in Tab.1. The standard and fitting parameters for various shape 
models are respectively listed. The standard value of size parameter a1, a1, a3 for 
models are 1 except ellipsoid (a1=a2=0.5,a3=1.5), and the standard value of deforma-
tion parameter ,  are represented the corresponding shapes. The superquadric 
function is a non-monotony in the scale (0-10) for , which have a diversifica-
tion surface. In this case, the uncertain solutions for model can be found or aren’t 
optimal one by L-M algorithm. For example, when the diversification surface is less 
smooth such as sphere, ellipsoid and diamond-like, the optimal solution is rapidly 
found, and the ultimately attained minimal value of the object function approximates 
zero and the value of fitting parameters are consistent with the standards. When the 
surface is abrupt such as star-like, peach-like and umbrella-like, the value of fitting 
parameters depends on the initialization. If the initialization approaches the standard 
value, the optimal solution can be attained, or else cannot. When the surface of model 
is orthogonal turning such as square, square-cambered and cylinder, the solution can 
not be found absolutely due to the lower convergence speed. 

Table 1. Results for L-M algorithm  

Initialization Fitting parameter Std. value 
(a1=a2=a3=1) a1,a2,a3 1 2 

 
a1 a2 a3 1 2 

Minimum Solu-
tion 

10,5,0.2 6 8 1 1 1 1 1 1.0396e-20 Yes 
5. 1= 2=1 

0.2, 4, 6 7 9 1 1 1 1 1 2.4313e-17 Yes 
7, 5, 3 10 8 0.5 0.5 1.5 1 1 7.4002e-20 Yes 3. a1=a2=0.5, 

a3=1.5, 1= 2=1 2, 4, 6 8 0.1 0.5 0.5 1.5 1 1 4.0924e-20 Yes 
10,5,0.1 6 8 1 1 1 2 2 1.7352e-16 Yes 

9. 1= 2=2 
0.1, 4, 6 7 9 1 1 1 2 2 3.4799e-18 Yes 
2, 4, 6 0.1 10 1 1 1 5 5 9.2145e-17 Yes 

8. 1= 2=5 
9, 5, 0.1 10 0.1 0.7204 0.6895 0.8934 4.5392 0.1256 33.094 No 
2, 4, 6 0.1 10 1 1 1 1 5 8.368e-20 Yes 

6. 1=1, 2=5 
10,5,0.1 10 0.1 0.7803 0.7494 0.9147 0.7401 0.1023 29.783 No 

2, 4, 6 7 10 1 1 1 10 0.1 5.1861e-19 Yes 
7. 1=10, 2=0.1

0.2, 4, 6 6 9 0.7656 -0.2032 0.7929 7.5327 -0.0368 19.772 No 
2, 4, 6 5 9 2 -4 6 5 6.325 23137000 No 

1. 1= 2=0 
1, 1, 1 1 1 1 -1 1 1 -1.8854 36.312 No 
7, 5, 3 2 1 7 5 3 2 1 35059 No 

4. 1=1, 2=0 
2, 4, 6 0.1 10 2 -4 6 0.0999 7.305 2371000 No 

10,5,0.1 10 0.1 10.252 0.9595 0.9973 0.0026 1.7008 86.372 No 
2. 1=0, 2=1 

2, 4, 6 0.1 10 1.5362 2.7502 -0.2592 0.1049 8.9235 749590 No 

 

The simulation results show that there is a great disadvantage to L-M method for 
solving the nonlinear least-squares optimization problem with the object function of 
superquadric. Usually, a method of evolution computation is introduced to solve the 
nonlinear optimization problems which are difficult to deal with traditional way, such  
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as GA(genetic algorithm). But GA does not satisfy the needs for real-time surround-
ings modeling[2]. So, a novel approach of evolution computation is proposed that is 
Particle Swarm Optimization. 

4   Fitting Superquadric Parametric Models by PSO 

4.1   Particle Swarm Optimization 

Particle Swarm Optimization is inspired by the investigation for searching behavior of 
bird flocks. Every bird can adjust respective flying velocities and position according 
to the individual’s own and accompanier’s experience for guider, and the foods are 
found with the highest efficiency. In PSO, each bird is stated as particle which is 
defined as a potential solution of a problem. In a D-dimensional space, the ith particle 
represented as Xi= (xi1 xi2 ··· xiD). Each particle  maintains a memory of its pre-
vious best position Pi= pi1 pi2 ··· piD with the best fitness that is named as the 
individual best position, and a velocity along each dimension represented as Vi=(vi1

vi2 ··· viD). In the whole population, a memory of the global best position Pgd also 
is maintained with the global best fitness. In each generation, the particle can adjust 
its own a new velocity and position by follow iterative formulae until optimal solution 
is found[8]. For determining the next flying step, each particle updates own velocity 

according to three terms which are the current velocity t
idv  adjusted by an inertial 

weight w as a decreasing linear function in t from 0.9 to 0.2, the distance from the 

particle’s current position t
idx  to the individual best position influenced by an indi-

vidual guider factor with 2*rand(1) and the distance from the current position to 
the global best position impacted by global guider factor  also 2*rand(1)[9]. So  
and  produce equal acting force on the searching progresses. It especially depends 
on an application problem how to set these important parameters. 

4.2   Implementing for Fitting Superquadric Parametric Models by PSO 

The nonlinear least-squares optimization problem for fitting superquadric parametric 
model is solved by PSO and its fitness function is defined as formula (2). As well 
know, fitted parameters( a1 a2 a3 1 2 ) form a 5-dimensional space for parti-
cles to search. The deformation parameters 1 2 are limited in the searching scope 
from 0 to 10 xmin=0 xmax=10 because of restricting the solution space within 
super-ellipsoid, and the flying velocity is from vmax=5 to vmin=-5. The number of par-
ticle is set as 160 and the maximal iterative number is 2000. The algorithm in pseudo-
code follows. 

 

Begin 
  for  t = 1  to  2000 
 for  i =1  to  160 
 for  d = 1  to  5 

      Update velocity: 

         )()( 21
1 t

idgd
t
idid

t
id

t
id xpxpvwv −∗+−∗+∗=+ ψψ ; 
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The results for fitting superquadric parametric models by PSO show in Tab. 2. 
Comparing Tab.1 with Tab.2, the optimal solution can be attained by PSO in these 
models which cause the unsuccessful solution to L-M algorithm. In addition, the ini-
tialization of position and velocity for particles are randomization duo to the global 
searching of PSO. Whether the optimal solution can be attained, it does not depend on 
the initialization differing from L-M algorithm. So the cognitive powers for models 
are enhanced and the method is more worth in application. 

Table 2. Results for PSO algorithm (10 runs) 

The average of fitting parameter Std. value 
 (a1=a2=a3=1) a1 a2 a3 1 2 

Average 
minimum 

Average 
iterations 

Suc-
cesses 

5. 1= 2=1 1.0000 1.0000 1.0000 1.0000 1.0000 3.2683e-9 306 10 
3. a1=a2=0.5, 
a3=1.5, 1= 2=1 

0.5000 0.5000 1.5000 1.0000 1.0000 6.63208e-8 306 10 

9. 1= 2=2 1.0000 1.0000 1.0000 2.0000 2.0000 5.02731e-9 315 10 
8. 1= 2=5 1.0000 1.0000 1.0000 5.0000 5.0000 3.72186e-8 313 10 
6. 1=1, 2=5 1.0000 1.0000 1.0000 1.0000 5.0000 1.78176e-8 314 10 
7. 1=10, 2=0.1 1.0000 1.0000 1.0000 10.0000 0.1000 2.83339e-8 284 10 
1. 1= 2=0 1.0000 1.8708 0.9982 3.0000 0.0367 6.28055 306 7 
4. 1=1, 2=0 1.0009 1.2821 1.0009 1.0020 0.0170 0.0201079 291 9 
2. 1=0, 2=1 1.0000 1.0000 0.9977 3.7620 0.0000 7.87678 344 6 

 

In Tab.2, the results show that PSO has the advantage of L-M algorithm in  
superquadric modeling evidently. But also when the surface of model is orthogonal 
turning such as square, cambered-square and cylinder, the algorithm progresses often 
falls into the local optima because of PSO’s the premature convergence so that the 
error of these model parameters is caused and even the solution can not be found 
sometimes. So a parallel particle swarm optimization algorithm with island model is 
proposed for restraining the premature convergence in order to improve the  
performance of PSO.  

 Limit velocity: )),max(,min( 1
minmax

1 ++ = t
id

t
id vvvv ; 

 Update position: 11 ++ += t
id
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id

t
id vxx ; 

 Limit position: )),max(,min( 1
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t
id xxxx ; 

    end – for – d; 

  Compute fitness of 1+t
iX : ( )( )( )
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−
N

i
iii zyxFaaa

1

2

321 1,,1ξ
; 

    Update historical information regarding pi and pg; 
 end – for –  i; 

   Terminate if pg  meets problem requirements; 
  end – for – t; 
end. 
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5   Parallel Particle Swarm Optimization Algorithm with  
Island Model 

5.1   Design for IPPSO 

Island model is classified as a parallel mode of decomposing[6]. The whole colony is 
divided into sub-populations, and each sub-population carries out its own evolution in 
respective processor which communicates information each other in an appropriate 
interval. Island model is also known as coarse grain model in which there is more 
than one particle in the sub-population of each processor. Because of a simple imple-
mentation of the coarse grain model, it can be simulated implementing on network or 
stand-alone machine without parallel computer. Currently, the coarse grain model is 
very popular in parallel genetic algorithm. Therefore, the parallel scheme base on 
island model for PSO is brought out with migration strategy of centralized topology. 
As Fig.2, the colony of particles is divided into many sub-populations to form islands. 
Each sub-population performs global PSO for oneself including computation and 
evaluation for every particle’s fitness only inside the island. Then a region best parti-
cle is produced. The evolution in island is executed by a stand-alone sub-process in 
order to reduce coupling. Each sub-process periodically sends the region best particle 
to main-process to form main-population by migration strategy of centralized topol-
ogy. The main-population chooses a global best particle of the colony from them and 
broadcasts it back, guiding the sub-population evolving to the global optima. 

5.2   Improving Convergence Capability for IPPSO 

PSO is a parallel evolutionary technique. The algorithm performance is greatly influ-
enced by its adjustable parameters. Both of these tuning parameters are as individual 
and global guidance factors, contributing to the exploration and exploitation tradeoff 
in searching process. Exploration is the ability to test various regions in the problem 
space in order to locate a good optimum, hopefully the global one. Exploitation is the 
ability to concentrate the search around a promising candidate solution in order to 
locate the optimum precisely[10]. The composition force of the exploration and ex-
ploitation tradeoff is produced by the tuning parameters, which can be used to solve 
given objective function. A larger value of individual guidance factor can lead to 

Fig. 2. Centralized topology for IPPSO

Sub-process 
(Sub-populations)

Main- 
process
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more iterative number and cost more time, otherwise a larger value of global guidance 
factor can lead to premature convergence for local optima. If the premature conver-
gence was restrained by increasing the individual guidance factor exceedingly, the 
algorithm would degenerate into stochastic search one. The reference [10] contains a 
guidance way of choosing parameters for PSO after analyzing the dynamic behavior 
of a particle by the theory of linear discrete-time dynamic system. But the effect of 
object function has not been taken into account. Since nonlinear objective function 
often includes some local optima, the tuning parameters can not be suitable for both 
of the higher convergence speed and the accurate global optimum simultaneously. 
With the addition of division of sub-populations in IPPSO, the framework of PSO is 
recomposed. The independent evolutionary processes of PSO are worked in these 
islands respectively, which constructs a searching process of global optimum for the 
region. It is equivalent to add the traction of the region between individual guidance 
factor and global guidance factor to balance the absolute extremes, and to attain its 
goal of improving the algorithm performance.  

5.3   Analysis for Experimental Results 

The value of adjustable parameters is set in IPPSO as much as in PSO for comparable 
results. As formula (3)  the inertial weight w is decreased from 0.9 to 0.2 in the pro-
gresses. The individual guider factor is 2*rand(1) ,the global guider factor is 

2*rand(1) and the number of particles is 160. In IPPSO, the colony of particles is 
divided into eight sub-populations with 20 particles in each to form islands. The inde-
pendent sub-population evolutionary is carried on a thread-process in the island be-
cause of adopting the Multithreading technique in IPPSO. The migration period be-
tween the islands is set as 10 iterations. For the numerical results all optimizations 
were performed on Pentium4 2.4C GHz personal computers with the Windows oper-
ating system. 

Table 3. Results for IPPSO algorithm (10 runs) 

The average of fitting parameter Std. value 
 (a1=a2=a3=1) a1 a2 a3 1 2 

Average 
minimum 

Average 
iterations 

Suc-
cesses 

5. 1= 2=1 1.0000 1.0000 1.0000 1.0000 1.0000 3.24771e-9 284 10 
3. a1=a2=0.5, 
a3=1.5, 1= 2=1 

0.5000 0.5000 1.5000 1.0000 1.0000 6.6255e-8 289 10 

9. 1= 2=2 1.0000 1.0000 1.0000 2.0000 2.0000 5.02431e-9 292 10 
8. 1= 2=5 1.0000 1.0000 1.0000 5.0000 5.0000 3.70835e-08 305 10 
6. 1=1, 2=5 1.0000 1.0000 1.0000 1.0000 5.0000 1.77656e-8 290 10 
7. 1=10, 2=0.1 1.0000 1.0000 1.0000 10.0000 0.1000 2.82949e-8 250 10 
1. 1= 2=0 1.0000 1.0060 1.0000 0.0000 0.0000 4.57446e-18 247 10 
4. 1=1, 2=0 1.0000 1.0247 1.0000 1.0000 0.0051 1.50555e-9 257 10 
2. 1=0, 2=1 1.0000 1.0000 1.0000 0.0000 1.0000 1.27262e-10 283 10 

 
As Tab.3, the experimental results are improved by IPPSO, obviously. When fit-

ting parametric models for square, cambered-square and cylinder, the more precise 

,
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solutions are also successfully attained in repetitiously running. In addition, the aver-
age iterative numbers of the algorithm are  decreased 10% contrasting Tab.2. In Fig.3, 
the graphs show the convergent progresses fitting square and cylinder, using PSO and 
IPPSO respectively. As we well know from the progress graphs, the convergence of 
parallel particle swarm optimization algorithm with island model is greatly enhanced, 
the iterative numbers are decreased and the fitness value is better. Consequentially, 
the performance of the algorithm is greatly improved. 

6   Conclusion 

In this paper, a new superquadric parametric model fitting method is proposed based 
on parallel particle swarm optimization algorithm with island model. The results show 
the good effectiveness of the proposed approach, especially in the accuracy and dis-
cernment of superquadric 3D models reconstruction for objects. Reconstruction of 
superquadric 3D models by novel IPPSO is a successful application and practice in 
solving non-linear and large-scale problems. Furthermore, in results shown the high 
modeling efficiency and stability of the method would be a foundation for real-time 
modeling of a scene. We also plan to explore the possibility to use the proposed 
method for real-time recovery of complicated geometric models. 
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Abstract. A control strategy for precision position tracking of the magnetostric-
tive actuator (MA) with dominant hysteresis is proposed. In this strategy, a dy-
namic recurrent neural network with hysteron (DRNNH) is adopted as a feed-
forward controller for on-line learning the inverse model of the MA to remove 
the effect of the hysteresis of the MA. A proportional-plus-derivative (PD) 
feedback controller is used to reduce the position tracking error. Simulation re-
sults validate the excellent performances of the control strategy. 

1   Introduction 

The magnetostrictive actuator (MA), with large strain, high force and nanometer solu-
tion, has a wide range of applications in precision position tracking technology. How-
ever, the MA exhibits dominant hysteretic nonlinearity, which usually exists in many 
physical systems, such as electronic relay circuits, piezoelectric actuator and shape 
memory alloy actuator. Such hysteretic nonlinerity can cause position error in the 
open-loop system, and cause system instability in the closed-loop system. In order to 
remedy these problems, researchers have proposed various control methods to cancel 
out the hysteretic effect. Jung et al. [1] use feedforward control to reduce scanning 
errors. Due to hysteresis modeled as “deterministic hysteretic paths”, the controller 
depends on large amounts of experimental data. Cruz-Hernández and Hayward [2] 
introduce a variable phase, an operator that shifts its periodic input signal by a phase 
angle that depends on the magnitude of the input signal. However, this study must 
redesign for different actuators. Researchers [3,4,5,6] have studied the Preisach-based 
inverse control technique. In the control technique, a Preisach model is used to cap-
ture the hysteresis characteristic, and then the inversion of the Preisach model is con-
structed to cascade with the hysteretic system so that the system became a linear 
structure. The inverse control technique can reduce largely the hysteretic nonlinearity, 
which promotes the control and applications of the hysteretic systems. However, the 
inverse control technique cannot provide the capability for adapting to changes in 
operating conditions because the Preisach model and its inverse model are off-line 
identified using a large number of first-order reversal curves. Hwang et al. [7] propose 
a feedforward neural network compensator to reduce the hysteretic effect. As the 
feedforward neural network is only a static mapping system, it is not suitable to  
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describe a hysteresis, which is, in fact, a nonlinear dynamic system. It is apparent 
from [7] that the problem is far from being solved and general methods for controller 
design are still not available.  

In this paper, a dynamic recurrent neural network with hysteron (DRNNH) is con-
structed for the description of the inverse model of the hysteresis, and a control strat-
egy combining the DRNNH controller and a proportional-plus-derivative (PD) con-
troller is applied for precision position tracking of the MA with dominant hysteresis. 
Simulation results show the validity of the control strategy.  

2   Model and Reversibility of Magnetostrictive Actuator 

2.1   Hysteresis Model of Magnetostrictive Actuator  

Calkins et al. [8] combine the Jiles--Atherton model with the magnetostriction model 
to establish a quasi-static hysteresis model for the MA. In [9], we extend the model 
[8] to establish a dynamic hysteresis model for the MA by considering the actuator’s 
structural dynamic principle. In the model, the anhysteretic magnetization Man, the 
irreversible magnetization Mirr, the total magnetization M, the magnetostriction , the 
displacement y are quantified through the expressions 

+
−+=

MaH

a

a

MaH
MM san ~

~
coth . (1) 

)(~
1 irran

irranirr

MMak

MM

dH

dM

−−
−

=
δ

. (2) 

anirr cMMcM +−= )1(  . (3) 

2
22

3
M

M s

sλλ =  . (4) 

( )λEA
KsCsM

y r
zzz ++

=
2

1
. (5) 

where H=nI is the magnetic field generated by a solenoid having n turns per unit 
length under the input current I , 1 takes the value 1 or –1 based on the sign of dH/dt. 
Equations (1)-(5) can be combined to yield displacement values of the actuator in 
response to the input current I. In the combined model, Ms, a , ã, k, c, s, Ar, E is re-
spectively, the saturation magnetization, shape parameter, magnetic-stress interac-
tions, average energy of pinning sites, reversibility coefficient, saturation magne-
tostriction, cross-sectional area and Young modulus of the Terfenol-D rod; Mz, Cz, Kz 
is respectively, the mass, damping and stiffness of the actuator. The parameters of the 
hysteresis model for an actual MA are listed in Table 1. Using the above parameter 
values and the combined model, we give the characteristic of the hysteresis for the  
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MA as plotted in Fig.1. As shown in [9], the combined model can accurately describe 
the relation of the input current and the output displacement of the MA, thus meet 
control applications. 

Table 1. Parameters of the hysteresis model for an actual MA 

Ms=7.65×105A/m s =1005×10-6 a  =7012A/m k=3283A/m 
ã=-0.01 c=0.18 E=3×1010N/m2 Ar=1.2668×10-4m2 
Kz=3.3613×107N/m Cz=4304Ns/m Mz=0.5kg n=10435/m 
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Fig. 1. Characteristic of the hysteresis for the MA 

2.2   Reversibility of Magnetostrictive Actuator  

Fig.1 shows that the relation between the input current and output displacement for 
the MA exhibits non-differential, multivalued and butterfly-shaped hysteresis loops. 
The hysteresis branches are not monotonic and, strictly speaking, they do not admit 
any inverse.  The conditions that guarantee the existence of the hysteresis inverse 
model of MA can be verified only if input current is limited to the interval [0,+ ] 
(or[– ,0]). When input current is limited to the interval [0,+ ] (or[– ,0]), assume the 
hysteresis dynamic model for the MA can be described through a Nonlinear Auto 
Regressive Moving Average model (NARMA) 

)](,),(),(,),1([)( mkIkInkykyky −−−Γ=  . (6) 

where y(·) and I(·) are discrete sequences of the output displacement and input current 
of the MA, n, m are the corresponding lags in the output and input(m ≤ n),  is a hys-
teresis function and k is discretized time. Thus, for two arbitrary currents I1(k) ≠ I2(k), 
the inequation 

)](,),1(),(),(,),1([

)](,),1(),(),(,),1([

2

1

mkIkIkInkyky

mkIkIkInkyky

−−−−Γ≠
−−−−Γ

 . (7) 
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comes into existence, so the hysteresis inverse model of the MA exists at the 
TmkIkInkyky )](,),1(),(,),1([ −−−− . From (6), the inverse dynamic model of 

the MA is  

)](,),1(),(,),1(),([)( 1 mkIkInkykykykI −−−−Γ= −  . (8) 

3   Precision Control of Magnetostrictive Actuator Using DRNNH  

3.1   Precision Control System Design for Magnetostrictive Actuator   

The precision position tracking control system for MA consists of a fixed gain PD 
controller and a neural network feedforward inverse controller as shown in Fig.2. 

r(k) PD 
Controller MA 

Learning Algorithm 

+

-

+
+

e(k) I(k) 
Ifb (k)

Iff (k)

y(k) 

Neural Network 

 

Fig. 2. Precision position tracking control system for MA 

In Fig.2, k is discrete time, r(k) is the reference input, y(k) is the MA output, and 
the input of the MA is I(k)=Iff(k)+Ifb(k). Here Iff(k) is the output of the neural network 
controller, and Ifb(k) is the output of the PD controller , i.e  

where e(k)=r(k)-y(k) is the tracking error, kp and kd is respectively, the proportional 
gain and differential gain. In this control system, the tracking error e(k) is used as the 
training signal to modify the parameters of the neural network, which is called as 
feedback-error learning scheme [10,11]. The learning scheme has the advantage: the 
learning and control are performed simultaneously in sharp contrast to the conven-
tional “learn-then-control’ approach. The PD controller ensures adequate performance 
prior to convergence of the neural network weights, and reduces the steady-state out-
put errors [10, 11]. When the tracking error is zero, the PD controller produces no 
output, hence the neural network learning is completed, and the neural network repre-
sents the true inverse dynamic model of the MA. As the MA is a dynamic nonlinear 
device, it will be suitable to use dynamic recurrent neural networks instead of using 
static neural networks to model the inverse dynamic model of the MA [11, 12]. This 
paper uses a DRNNH as a feedforward inverse controller. 

)]1()([)()( −−+= kekekkekkI dpfb  . (9) 
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3.2   Dynamic Recurrent Neural Network with Hysteron 

According to the characteristics of the MA as shown in Fig.1, a DRNNH with P input 
layer nodes, Q hidden layer nodes and one output layer node is constructed. The 
DRNNH differs from the dynamic neural network [12] in the two ways: 1) a hyster-
etic neuron model [13] is introduced into the hidden layer activation function. The 
two parameters of the activation function are tuned in order to maximize its perform-
ance. So, it seems that the function provides us with much more flexibility than usual 
sigmoid activation function, in which there are no parameters to tune; 2) To ensure 
that the input current is limited to the interval [0,+ ], the output layer activation func-
tion adopts a special smooth function. The special function is constructed by the alge-
braic addition of a sigmoid function and a linear function with an adjustable parame-
ter. The expressions and the learning algorithm of the DRNNH are as follows. 

In the tracking control system, the MA output y(k) is desired to track the reference 
input r(k), i.e., y(k)= r(k). From (8), the inverse dynamic model of the MA becomes  

)](,),1(),(,),1(),([)( 1 mkIkInkykykrkI −−−−Γ= −  . (10) 

Thus, the input and output of the input layer for the DRNNH is defined as 

PikIkO

mkIkInkykykrkZ

ii

T

,,2,1)()(

)](,),1(),(,),1(),([)(

==
−−−−=

 . (11) 

where P=n+m+1,Ii(k) is the ith element of Z(k).The input and output of the hidden 
layer  are given by 

)])((tanh[5.0)]([)(

,,2,1)()1()(
1

jjjjj

P

i
iijjjj

qkIrkIfkO

QjkOwkOwkI

−==

=+−=
=  . 

(12) 

where  wij  are the weights connecting the input nodes to the hidden nodes, wj are 
recurrent weights of the hidden nodes, f [Ij(k)] is the hidden layer activation function 
[13], parameter rj controls the slope of f [Ij(k)] and qj is the offset of f [Ij(k)]. The input 
and output of the output layer are given by 

)(
1

1
)]([)(

1)()(
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1

kI
e
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β+
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==

==

−

=  . 
(13) 

where wjl are the weights connecting the output of the hidden nodes to the output 
nodes, g[Il(k)] is the output layer activation function, l is an adjustable parameter of 
g[Il(k)]. Suppose the cost function for training of the DRNNH is defined as 

)(
2

1
)]()([

2

1 22 kekykrJ =−=  . 
(14) 
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The parameters =[wjl, l, wj, wij, rj, qj] of the DRNNH are on-line modified by the 
gradient descent learning law  

θ
ηθθ

∂
∂−−= J

kk )1()(  . (15) 

where η  is the learning rate. The gradient θ∂∂ /J  is computed by using the back-

propagation method. Its computations are summarized in the following lemma. 

Lemma 1. Given the DRNNH as described by (11)-(13), the gradient θ∂∂ /J  is  
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where 

)]([)]([
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and  
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(18) 

Therefore, the parameters  of the DRNNH can be modified recursively by (15)- 
(18). When the tracking error is zero is zero, the learning modification of  is com-
pleted and the DRNNH represents the true inverse model of the MA. 
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 3   Simulation Results and Analysis 

In the simulation study, the parameters of the hysteresis model are shown in Table 1; 
the parameters for the DRNN are P=n+m+1=7(n =3,m =3), Q=14, η  =0.1,and all  

are initially 0; the parameters for PD are kp =0.1 and kd =0.001; and sample period T is 
0.1ms. We select a square wave and two multisine signals as the reference inputs. The 
square wave signal is aimed at checking the performance of the proposed control 
system with respect to a sequence of step inputs. The two multisine signals are chosen 
in order to evaluate the tracking capability in case of continuous reference and the 
compensating capability of hysteretic nonlinearity. Numerical simulation results are 
shown in Figs.3-6. Noted that Fig.3 is the simulation result of the open-loop control 
system with DRNNH feedforward controller and without PD feedback controller, and 
Figs.4-6 are the simulation results of the proposed control system with DRNNH feed-
forward and PD feedback controllers. 

 

y 
(μ

m
) 

I 
(A

) 

time (s)  time (s) 

(a) (b)  

Fig. 3. Simulation results of the open-loop control system for the reference input square wave. 
(a) the reference input square wave (solid line) and the output displacement response(dashed 
line); (b) the control current signal. 

The simulation results for the reference input square wave with period 0.016s and 
amplitude 15μm are shown in Fig.3 and Fig.4. From Fig.3 and Fig.4, some conclu-
sions can be drawn: 1) The open-loop control system only with DRNNH controller 
produces a limited steady-state error (the maximum steady-state error is only about 
0.99μm). The steady-state error is reduced to 0.04μm by the proposed control system; 
2) The open-loop control system only with DRNNH controller can fast respond to the 
step inputs, but the dynamic control performances, such as overshoot and transient 
vibration, are big. These performances are improved by the proposed control system; 
3) In short, the inverse model obtained by the DRNNH can rapidly approach the true 
inverse model of the MA, and the PD feedback controller can compensate the map-
ping error of the DRNNH and improve the dynamic control performances. 

From the analysis of Fig.5 and Fig.6, some conclusions can be drawn: 1) For the 
reference input r=30+11sin(6 t)+12sin(2 t - /2)+9sin(12 t + )μm , Fig.5 shows that 
after 3ms time, the control system can track the reference input in the steady-state 
tracking error [-0.5μm, 0.5μm]. Fig.5 (d), Fig.5 (e) and Fig.5 (f) show the inverse 
control process of the control system. Here the hysteresis loop in Fig.5(d) is very 
approximate inverse description of the hysteresis loop in  Fig.5 (e), which is verified 
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by Fig.5(c) and Fig.5(f); 2) For the reference input r=43+15sin(10 t)+25sin(40 t)μm 
with bigger amplitude and higher frequency,  Fig.6 shows that after 1ms time, the 
control system  can track the reference input in the  steady-state tracking error[-2μm, 
6μm]; 3) Comparison of the inverse control process in Fig.5 and Fig.6 show the hys-
teresis loops of the MA are very different under the different reference inputs. It is 
obvious that the proposed control strategy can on-line obtain different inverse model 
of the MA for the different reference inputs in very short time, thus eliminate the 
impact of hysteresis and lead to very small tracking error.  
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Fig. 4. Simulation results of the proposed control system for the reference input square wave. 
(a) the reference input square wave (solid line) and the output displacement response(dashed 
line); (b) the control current signal. 
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Fig. 5. Simulation results of the proposed control system for the reference input 
r=30+11sin(6 t)+12sin(2 t - /2)+9sin(12 t + )μm. (a) the output displacement response; (b) 
and (c) the tracking error response((b): 0-3ms; (c):3ms-2s); (d) the control signal I versus the  
input r from 3ms to 2s; (e) the output displacement y versus the control signal I from 3ms to 2s; 
(f) the output displacement y versus the  input r from 3ms to 2s.    
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Fig. 6. Simulation results of the proposed control system for the reference input 
r=43+15sin(10 t)+25sin(40 t)μm. (a) the output displacement response; (b) and (c) the track-
ing error response((b): 0-1ms; (c):1ms-0.4s); (d) the control signal I versus the  input r from 
1ms to 0.4s; (e) the output displacement y versus the control signal I from 1ms to 0.4s; (f) the 
output displacement y versus the  input r from 1ms to 0.4s. 

4   Conclusions 

According to the hysteretic nonlinearity of the MA, a DRNNH is constructed and a 
control strategy combining the DRNNH and PD controllers is proposed. Compared 
with the previous control methods, the proposed control strategy has the following 
merits: 1) Not need to know the mathematical model of the MA; 2) Learning and 
controlling are performed simultaneously; 3) The control strategy can on-line obtain 
the inverse model of the MA in very short time, thus eliminate the impact of hystere-
sis and lead to very small tracking error. Thus the control strategy has strong robust-
ness, and adaptability, and is also suitable for the piezoelectric and shape memory 
alloy actuators with hysteresis. 
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Abstract. An orthogonal forward selection (OFS) algorithm based on the leave-
one-out (LOO) criterion is proposed for the construction of radial basis function
(RBF) networks with tunable nodes. This OFS-LOO algorithm is computation-
ally efficient and is capable of identifying parsimonious RBF networks that gen-
eralise well. Moreover, the proposed algorithm is fully automatic and the user
does not need to specify a termination criterion for the construction process.

1 Introduction

The radial basis function (RBF) network is a popular artificial neural network structure
that has found wide applications in machine learning and engineering. The parameters
of the RBF network include its centre vectors and variances of the basis functions as
well as the weights that connect the RBF nodes to its output node. The parameters
of a RBF network can be learned via nonlinear optimisation using the gradient based
algorithm [1], the evolutionary algorithm [2] or the E-M algorithm [3]. Such a nonlinear
learning approach is computationally expensive and may encounter the local minima
problem. Additionally, the network structure or the number of RBF nodes has to be
determined via other means. Alternatively, clustering algorithms can be applied to find
the RBF centre vectors as well as the associated basis function variances [4]-[6]. This
leaves the RBF weights to be determined by the usual linear least squares solution.
Again, the number of the clusters has to be determined via other means, such as cross
validation.

A popular approach for constructing RBF networks is to formulate the problem as
a linear learning one by considering the training input data points as candidate RBF
centres and employing a common variance for every RBF node. A parsimonious RBF
network is then identified using the efficient orthogonal least squares (OLS) algorithm
[7]-[10]. Similarly, the support vector machine (SVM) and other sparse kernel mod-
elling methods [11]-[17] also fit the kernel centres to the training input data points
and adopt a common variance for every kernels. A sparse kernel representation is then
sought. Since the common variance is not provided by the learning algorithm, it has
to be determined via cross validation. In a recent work [10], a locally regularised OLS

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 777–786, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(LROLS) algorithm based on the leave-one-out (LOO) mean square error criterion has
been proposed, which compares favourably with other existing state-of-the-art sparse
kernel modelling methods, in terms of model sparisty and generalisation performance.

This paper proposes an efficient construction algorithm for the RBF network with
tunable nodes. In this approach, each RBF node has a tunable centre vector and a tun-
able diagonal covariance matrix, and an orthogonal forward selection (OFS) procedure
is adopted to append the RBF nodes one by one by incrementally minimising the LOO
criterion. Because the RBF centres are not restricted to the training input points and
each node has an individually adjusted covariance matrix, the proposed OFS-LOO al-
gorithm can produce sparser representations with excellent generalisation capability, in
comparison with the existing sparse RBF or kernel modelling methods. Efficiency of
the proposed algorithm is ensured because of the orthogonalisation procedure. Further-
more, the construction process is fully automatic and there is no need for the user to
specify any additional termination criterion.

2 Construction of the RBF Network with Tunable Nodes

Consider the regression modelling problem of approximating the N pairs of training
data, {(xk, yk)}N

k=1, with the RBF network defined in

yk = ŷk + ek =
M∑
i=1

wigi(xk) + ek = gT (k)w + ek (1)

where xk ∈ Rm, ŷk denotes the RBF model output, ek = yk−ŷk is the modelling error,
M is the number of RBF nodes, w = [w1 w2 · · ·wM ]T is the RBF weight vector, gi(•)
for 1 ≤ i ≤ M denote the RBF regressors, and g(k) = [g1(xk) g2(xk) · · · gM (xk)]T .
We will consider the general RBF regressor of the form

gi(x) = K

(√
(x− μi)

T
Σ−1

i (x− μi)
)

(2)

where μi is the centre vector of the ith RBF unit, the diagonal covariance matrix has
the form Σi = diag{σ2

i,1, · · · , σ2
i,m}, and K(•) is the chosen RBF or kernel function.

By defining y = [y1 y2 · · · yN ]T , e = [e1 e2 · · · eN ]T , and G = [g1 g2 · · ·gM ] with

gk = [gk(x1) gk(x2) · · · gk(xN )]T , 1 ≤ k ≤ M (3)

the regression model (1) over the training data set can be written in the matrix form

y = Gw + e (4)

Note that gk denotes the kth column of G while gT (k) is the kth row of G.
Let an orthogonal decomposition of the regression matrix G be G = PA, where

A is the upper triangular matrix with unity diagonal elements and P = [p1 p2 · · ·pM ]
with the orthogonal columns that satisfy pT

i pj = 0, if i �= j. The regression model (4)
can alternatively be expressed as

y = Pθ + e (5)
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where the weight vector θ = [θ1 θ2 · · · θM ]T in the orthogonal model space satisfies
the triangular system Aw = θ. Since the space spanned by the original model bases
gi(•), 1 ≤ i ≤ M , is identical to the space spanned by the orthogonal model bases, the
RBF model output is equivalently expressed by

ŷk = pT (k)θ (6)

where pT (k) = [p1(k) p2(k) · · · pM (k)] is the kth row of P.

2.1 Orthogonal Forward Selection Based on the Leave-One-Out Criterion

The LOO mean square error is a measure of the model generalisation capability [10].
For the n-term RBF model, the LOO criterion is defined as

Jn =
1
N

N∑
i=1

(
e
(n,−i)
i

)2
=

1
N

N∑
i=1

(
e
(n)
i

η
(n)
i

)2

(7)

where e
(n,−i)
i denotes the LOO modelling error of the n-term model, e

(n)
i the usual

n-term modelling error, and η
(n)
i the LOO modelling error weighting. Note that e

(n)
k

and η
(n)
k can be computed recursively using

e
(n)
k = yk −

n∑
i=1

θipi(k) = e
(n−1)
k − θnpn(k) (8)

and

η
(n)
k = 1−

n∑
i=1

p2
i (k)

pT
i pi + λ

= η
(n−1)
k − p2

n(k)
pT

npn + λ
(9)

respectively, where λ ≥ 0 is a small regularisation parameter. Therefore, the computa-
tion of the LOO criterion Jn is very efficient.

The proposed OFS-LOO algorithm appends the RBF nodes one by one by incre-
mentally minimising the LOO criterion Jn. Specifically, at the nth stage of the con-
struction procedure, the nth RBF node is determined by minimising Jn with respect to
the node’s centre vector μn and diagonal covariance matrix Σn

min
μn,Σn

Jn (μn, Σn) (10)

The construction procedure is automatically terminated if JM ≤ JM+1, yielding an M -
term RBF network. Note that the LOO criterion Jn is at least locally convex and such
an M exists [10]. After the OFS-LOO model construction, the LROLS-LOO algorithm
of [10] can be applied to further reduce the model size and to automatically update
regularisation parameters. Note that the refinement involving the LROLS-LOO requires
a minimal computation, as the selected model size M is typically very small.
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2.2 Positioning and Shaping a RBF Node

The task at the nth stage of the model construction is to position and shape the nth
RBF node by solving the optimisation problem (10). Since this optimisation problem is
non-convex, a gradient-based algorithm may become trapped at a local minimum. We
adopt a global search algorithm called the repeated weighted boosting search (RWBS)
[18] to determine μn and Σn. The algorithm is summarised as follows. Let u be the
vector that contains μn and Σn. Give the following initial conditions:

e
(0)
k = yk and η

(0)
k = 1, 1 ≤ k ≤ N, and J0 =

1
N

yT y =
1
N

N∑
k=1

y2
k (11)

Specify the following algorithmic parameters: PS – population size, NG – number of
generations in the repeated search, and ξB – accuracy for terminating the weighted
boosting search.

Outer loop: generations For l = 1 : NG

Generation initialisation: Initialise the population by setting u[l]
1 = u[l−1]

best and ran-

domly generating rest of the population members u[l]
i , 2 ≤ i ≤ PS , where u[l−1]

best

denotes the solution found in the previous generation. If l = 1, u[l]
1 is also randomly

chosen.
Weighted boosting search initialisation: Assign the initial distribution weightings
δi(0) = 1

PS
, 1 ≤ i ≤ PS , for the population. Then

1. For 1 ≤ i ≤ PS , generate gi)
n from u[l]

i , the candidates for the nth model
column, and orthogonalise them:

α
i)
j,n =

pT
j gi)

n

pT
j pj

, 1 ≤ j < n (12)

pi)
n = gi)

n −
n−1∑
j=1

α
i)
j,npj (13)

θi)
n =

(
pi)

n

)T

y(
pi)

n

)T

pi)
n + λ

(14)

2. For 1 ≤ i ≤ PS , calculate the LOO cost function value of each u[l]
i :

e
(n)
k (i) = e

(n−1)
k − pi)

n (k)θi)
n , 1 ≤ k ≤ N (15)

η
(n)
k (i) = η

(n−1)
k −

(
p

i)
n (k)

)2

(
pi)

n

)T

pi)
n + λ

, 1 ≤ k ≤ N (16)

J i)
n =

1
N

N∑
k=1

(
e
(n)
k (i)

η
(n)
k (i)

)2

(17)

where p
i)
n (k) is the kth element of pi)

n .
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Inner loop: weighted boosting search t = 0; t = t + 1
Step 1: Boosting
1. Find

ibest = arg min
1≤i≤PS

J i)
n and iworst = arg max

1≤i≤PS

J i)
n

Denote u[l]
best = u[l]

ibest
and u[l]

worst = u[l]
iworst

.
2. Normalise the cost function values

J̄ i)
n =

J
i)
n∑PS

m=1 J
m)
n

, 1 ≤ i ≤ PS

3. Compute a weighting factor βt according to

ξt =
PS∑
i=1

δi(t− 1)J̄ i)
n , βt =

ξt

1− ξt

4. Update the distribution weightings for 1 ≤ i ≤ PS

δi(t) =

{
δi(t− 1)βJ̄i)

n
t , for βt ≤ 1

δi(t− 1)β1−J̄i)
n

t , for βt > 1

and normalise them

δi(t) =
δi(t)∑PS

m=1 δm(t)
, 1 ≤ i ≤ PS

Step 2: Parameter updating
1. Construct the (PS + 1)th point using the formula

uPS+1 =
PS∑
i=1

δi(t)u
[l]
i

2. Construct the (PS + 2)th point using the formula

uPS+2 = u[l]
best +

(
u[l]

best − uPS+1

)
3. Calculate gPS+1)

n and gPS+2)
n from uPS+1 and uPS+2, orthogonalise these two

candidate model columns (as in (12) to (14)), and compute their corresponding
LOO cost function values J

i)
n , i = PS + 1, PS + 2 (as in (15) to (17)). Then

find
i∗ = arg min

i=PS+1,PS+2
J i)

n

The pair (ui∗ , J
i∗)
n ) then replaces (u[l]

worst, J
iworst)
n ) in the population

If ‖uPS+1 − uPS+2‖ < ξB , exit inner loop.
End of inner loop

The solution found in the lth generation is u = u[l]
best.
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End of outer loop
This yields the solution u = u[NG]

best , i.e. μn and Σn of the nth RBF node, the
nth model column gn, the orthogonalisation coefficients αj,n, 1 ≤ j < n, the
corresponding orthogonal model column pn, and the weight θn, as well as the n-
term modelling errors e

(n)
k and associated LOO modelling error weightings η

(n)
k

for 1 ≤ k ≤ N .

3 Modelling Examples

Example 1. The engine data set [19] was used to demonstrate the effectiveness of
the proposed OFS-LOO algorithm. The data were collected from a Leyland TL11 tur-
bocharged, direct injection diesel engine operated at low engine speed, where the input
u(t) was the fuel rack position and the output y(t) was the engine speed. The input-
output data set, depicted in Fig. 1, contained 410 samples. The first 210 data points
were used in training and the last 200 points in model validation. The previous study
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Fig. 1. The engine data set: (a) input u(t) and (b) output y(t)
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Fig. 2. The LOO mean square error as a function of the model size for the engine data set
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Table 1. Comparison of the three models obtained by the SVM, LROLS-LOO and OFS-LOO
algorithms for the engine data set

algorithm RBF type model size MSE over training set MSE over test set
SVM fixed Gaussian 92 0.000447 0.000498

LROLS-LOO fixed Gaussian 22 0.000453 0.000490
OFS-LOO tunable Gaussian 15 0.000466 0.000480
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Fig. 3. Modelling performance for the engine data set by the 15-node RBF network constructed
by the OFS-LOO algorithm: (a) the model output ŷk superimposed on the system output yk, and
(b) the modelling error ek = yk − ŷk

[9],[10] has shown that this data set can be modelled adequately as yi = fs(xi) + ei

with yi = y(i), xi = [y(i− 1) u(i− 1) u(i− 2)]T , where fs(•) describes the unknown
underlying system to be identified and ei denotes the system noise.

In the work [10], various state-of-the-art RBF and kernel modelling techniques were
applied to construct Gaussian RBF network models for this data set, and the LROLS-
LOO algorithm produced the best result. We applied the proposed OFS-LOO technique
to this data set. Fig. 2 depicts the LOO mean square error (MSE) as a function of
the model size during the modelling process using the OFS-LOO. It can be seen that
the algorithm automatically constructed a 17-term RBF model, since J18 > J17. The
LROLS-LOO algorithm was then employed to further simplify this obtained model,
yielding a final 15-term RBF network. This 15-term model is compared with the model
quoted from [10], which was obtained purely by the LROLS-LOO method, in Table 1.
As a comparison, the model obtained by the SVM algorithm is also listed in Table 1.
Fig. 3 illustrates the modelling performance of the 15-node RBF network constructed
by the OFS-LOO algorithm.

Example 2. This example constructed a model for the gas furnace data set (Series J
in [20]). The data set, depicted in Fig. 4, contained 296 pairs of input-output points.
The input uk was the coded input gas feed rate and the output yk represented CO2
concentration from the gas furnace. All the 296 data points were used in training, and
the input vector was defined as xk = [yk−1 yk−2 yk−3 uk−1 uk−2 uk−3]T . In the
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Fig. 4. The gas furnace data set: (a) input u(t) and (b) output y(t)

Table 2. Comparison of the three models obtained by the SVM, LROLS-LOO and OFS-LOO
algorithms for the gas furnace data set

algorithm RBF type model size training MSE LOO MSE
SVM fixed Gaussian 62 0.052416 0.054376

LROLS-LOO fixed thin-plate-spline 28 0.053306 0.053685
OFS-LOO tunable Gaussian 15 0.054306 0.054306
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Fig. 5. The LOO mean square error as a function of the model size for the gas furnace data set

study [10], several existing RBF modelling techniques were applied to this data set
using the thin-plate-spline basis functions defined by

K(‖x− xi‖) = ‖x− xi‖2 log (‖x− xi‖) , 1 ≤ i ≤ N, (18)

and the best result was obtained by the LROLS-LOO algorithm. The RBF network
constructed by the LROLS-LOO algorithm is given in Table 2, where the LOO MSE
was used to indicate the model generalization performance since there was no test data
set. We also applied the SVM algorithm to fit a RBF network with the Gaussian basis
function to this data set and the resulting model is also listed in Table 2.
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Fig. 6. Modelling performance for the gas furnace data set by the 15-node RBF network con-
structed by the OFS-LOO algorithm: (a) the model output ŷk superimposed on the system output
yk, and (b) the modelling error ek = yk − ŷk

We applied the proposed OFS-LOO technique to this data set. Fig. 5 depicts the
LOO MSE as a function of the model size during the modelling process using the OFS-
LOO. It can be seen that the algorithm automatically constructed a 16-term RBF model,
since J17 ≥ J16. The LROLS-LOO algorithm was then employed to further simplify
this obtained model, yielding a final 15-term RBF network. This 15-term model is
compared with the two models obtained by the SVM and LROLS-LOO algorithms,
in Table 2. Fig. 6 illustrates the modelling performance of this 15-node RBF network
constructed by the OFS-LOO algorithm.

4 Conclusions

A novel construction algorithm has been proposed for RBF networks with tunable
nodes. Unlike most of the sparse RBF or kernel modelling methods, the RBF centres
are not restricted to the training input data points and each node has an individually ad-
justed diagonal covariance matrix. The proposed OFS-LOO method appends the RBF
nodes one by one by incrementally minimising the LOO mean square error. This con-
struction process is computationally efficient due to the orthogonalisation procedure
employed. Moreover, the model construction is fully automatic and the user does not
need to specify a termination criterion.
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Abstract. This paper presents a novel recurrent time continuous neural
network model for solving eigenvalue and eigenvector problem. The net-
work is proved to be globally convergent to an exact eigenvector of a
matrix A with respect to the problem’s feasible region. This convergence
is called quasi-convergence in the sense of the starting point to be in the
feasible set. It also demonstrates that the network is primal in the sense
that the network’s neural trajectories will never escape from the feasible
region when starting at it. By using an energy function, the network’s
stable point set is guaranteed to be the eigenvector set of the involved
matrix. Compared with the existing neural network models for eigen-
value problem, the new model’s performance is more effective and more
reliable. Moreover, simulation results are given to illustrate further the
global convergence and the fundamental validity of the proposed neural
network for eigenvalue problem.

1 Introduction

Computing the eigenvalues and corresponding eigenvectors of a matrix A ∈ Rn×n

is necessary in many scientific and engineering problems, e.g. in signal process-
ing, control theory, geophysics, etc. It is an important subject in numerical al-
gebra to find new methods for eigenvalue computation. Traditional methods to
solve this problem are included in Golub’s book [1] and more references can be
found therein. It is known that conventional methods in scientific computation
is time-consuming for large-scale problems and hence neural network methods
are encouraging in scientific computing from the seminal work of Hopfield and
Tank [2]. Neural network method, unlike classical algorithms, behaves two novel
characters of which, one is the computation can perform in real-time on line

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 787–796, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and the other is the hardware implementation designed by application-specific
integrated circuits. It has been investigated extensively to use neural network for
solving various optimization problems, see [3-5], in the past twenty years since
the method being employed for unconstrained optimization problem first [2]. As
to the problems of finding roots of polynomials, Huang [6-9] gave an excellent
research work by neural network method which opens another field of neural
network’s application area. An overview of solving optimization problems by
neural network method can be found in monograph [10].

Neural networks proposed for solving eigenvalue and eigenvector problems
are much less than the existing models for optimization problems. There exist
several models for solving this problem by penalty functions which may gen-
erate infeasible solutions and hence fail to find true solutions involved [10-11].
Furthermore, any stability results of the existing models can not be guaranteed
there either. This drawback may lead to unreliable and inefficient operation in
finding the involved problem’s solutions. In this paper, as a challenge for the
existing ones, a new neural network model is proposed which can perform well
in solving the eigenvalue problems. Unlike the current ones, the new model is
proved to be always feasible and globally quasi-convergent to an exact eigenvec-
tor of a matrix. This new model is amenable to execute computation procedure
in true parallel and distributed way which, of course, is superior to any of the
conventional methods.

The remaining part of this paper is organized as follows. Section II formulates
the extreme eigenvalue problem as a optimization problem and reveals briefly the
idea to construct a neural network for solving it. In section III, a multi-layered
recurrent neural network is proposed for solving this problem and a detailed
description of the new model’s architecture is presented. Meanwhile, a global
convergence theorem is proved in this section. Simulation results are remained
in section IV which is illustrated by numerical experiments that the model is
reliable and efficient for solving eigenvalue problem. Finally, in section V, we
summarize main results in this paper and make a concluding remark.

2 Problem Formulation

It is well known [1] that the computation of an eigenvalue λ and its corresponding
eigenvector v = [v1, · · · , vn]T �= 0 ∈ Rn of a real matrix A ∈ Rn×n leads to solve
the following algebraic system of equations

(A− λI)v = 0, (1)

where I is the identity matrix of n × n. Clearly, if v is a eigenvector, so is any
multiple of v with a nonzero multiplying factor α because (A−λI)αv = 0 when
(A− λI)v = 0. So, in order to eliminate multiplicity of eigenvectors, normaliza-
tion to unit length is usually employed in computation, i.e., the constraint

vT v = 1, (2)

is required.
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Based on penalty function method [10-11], several multi-layered artificial
neural network models are proposed for solving problem (1-2). It is known [12]
that by using the penalty method to construct neural network models or to make
classical algorithms has following three explicit defects. 1) There is a penalty pa-
rameter to tune and no rule available can be used to guarantee a good choice for
the parameter; 2) It is usually occurring in the penalty method to find infeasible
points as optimal solutions instead of true optimal solutions; 3) In order to con-
struct neural network with a penalty function, stability result usually can not be
guaranteed in most cases, see [4], [10-11]. So, penalty function method is little
employed in practical computation due to the existence of these shortcomings
in classical optimization algorithms. We claim here that it is not encouraging
in constructing neural network models with penalty function either. Therefore,
some new neural network models are needed to solve the problem in a more
efficient way. To meet this requirement, we are going to propose a new neural
network model which can overcome all the existing defects mentioned above
owned by the old ones.

In practical scientific computing problems, only the eigenvalues in a given in-
terval [a, b] are in demand and in most applications, e.g. in signal processing, only
the external (i.e. minimal or maximal) real eigenvalues and the corresponding
eigenvectors are required for a real symmetric matrix A. Throughout the paper,
we will focus our attention on the minimal real eigenvalue and its corresponding
eigenvector for a symmetric matrix. This problem can be reformulated, Golub
[1], by minimizing the Rayleigh quotient R(x) as follows

R(x) =
< Ax, x >

< x, x >
=

xT Ax

xT x
, (3)

where v ∈ Rn is assumed to be never identically zero. In considering the nor-
malized eigenvectors, we can reformulate the minimal eigenvalue problem as
following optimization problem

minimize F (x) = xT Ax (4)
s.t. xT x = 1. (5)

Since F (x) in (4) is continuous in the nonempty compact feasible set, (4-
5) has at least one solution x1 which should satisfy the KKT conditions. This
means that there exists a λ1 such that

2Ax1 + λ12x1 = 0, (6)

then Ax1 = −λ1x
1, and so x1 is an eigenvector of A of unit length. By adding an

orthogonal requirement to the first eigenvector x1 as constraint in (4-5) to con-
struct another optimization programming and using the KKT condition again,
we get the existence of another eigenvector x2 which is orthogonal to the first one
x1. Consequently, it could be demonstrated inductively that a real symmetric
matrix A has n mutually orthogonal eigenvectors of unit length.
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It is easy to obtain the following equation by differentiating the function R(x)
defined in equation (3)

∇R(x) =
2(xT x)Ax − 2(xT Ax)x

xT x
. (7)

Setting the result to be zero, we get

(xT x)Ax − (xT Ax)x = 0. (8)

Equation (8) characters the equation that the minimal eigenvalue’s corresponding
eigenvector should be satisfied. Accordingly, it suggests us for the construction of
the neural network model to solve our problem. That is, to set the equilibrium
points of the neural network to be points of zero values of ∇R(x). Accordingly,
we can construct a neural network model described in the following section.

3 The Neural Network and the Global Convergence

Consider the following multi-layered recurrent neural network with the state
variables governed by a system of differential equations

dx

dt
= −(xT x)Ax + (xT Ax)x, (9)

here x ∈ Rn, and A ∈ Rn×n is a symmetric real matrix. Such neural networks
governed by a system of autonomous differential equations are implementable
by analog circuits [10]. One node, e.g. the i-th node of the network’s architecture
is depicted in Fig. 1. From its construction, it can be seen that the network is
composed of fundamental units such as integrators, summers and analog mul-
tipliers described in [10] and hence, this network could be well implementable
with systems of circuits.

First of all, it should be noted that any nonzero equilibrium point x of the
neural systems (9) is an eigenvector of A with eigenvalue λ = (xT Ax)/(xT x).
Conversely, if a nonzero x is an eigenvector of A with the corresponding eigen-
value λ, then, it follows from Ax = λx and λ = (xT Ax)/(xT x) that this x should
be an equilibrium point of system (9). This means that to identify the eigenvec-
tors implies to identify the nontrivial equilibrium points of the proposed neural
network model. As it is known, stability of system (9) concerns the system’s equi-
librium state at a longtime elapsing, this going to be discussed here in detail.

First, we give some mathematical definitions of stability for a general au-
tonomous system ẋ = F (x).

Definition 1. Let x(t) be a solution of system ẋ = F (x). The system is said to
be globally convergent to a set X with respect to set W if every solution x(t)
starting at W satisfies

ρ(x(t), X) → 0, as t →∞, (10)

here ρ(x(t), X) = inf
y∈X

‖x− y‖ and x(0) = x0 ∈ W .
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Fig. 1. One node of neural network model (9)

Definition 2. Let x(t) be a solution of system ẋ = F (x). The system is said to
be primal to W if every solution x(t) starting at W will never escape from this
W . If the system is convergent to a set with respect to a primal feasible set W of
a mathematical programming, we say that the system is globally quasiconvergent
with respect to the feasible set W .

We can now state our main result on the network model’s globally conver-
gence as follows.

Theorem 1. Network (9) is primal with respect to the feasible set W = {x|xT x
= 1} and the eigenvector set of matix A is globally convergent with respect
to this W and hence, network (9) is a globally quasiconvergent neural network
system.

Proof: Let x(t) be any trajectory starting at x0 ∈ W . It follows from (9) that

dxT x

dt
= 2xT dx

dt
(11)

= 2[−(xT x)xT Ax + (xT Ax)xT x] (12)
= 0, (13)

that is x(t) has to be constant along trajectories of (9), so, ‖x(t)‖ = ‖x0‖ = 1,
the first part of theorem 1 is proved.
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Define an energy function V (x) = 1
2xT Ax and compute its total derivative

along any neural network trajectory x(t) starting at x0 ∈ W , we get

dV

dt
= xT A

dx

dt
. (14)

It follows from (9) and (14) that

dV

dt
= −‖x‖2xT AAx + (xT Ax)2 (15)

= −‖x‖2‖Ax‖2 + (xT Ax)2 (16)
≤ −‖x‖2‖Ax‖2 + ‖x‖2‖Ax‖2, (17)

where the last inequality comes from Cauchy-Schwartz inequality, and so,

dV

dt
≤ 0, (18)

which means the energy of V (x) is decreasing along any trajectory of (9).
This and the boundedness of x(t) imply that V (x) is a Liapunov function

to system (9). So, by LaSalle’s invariant principle [13], we know that all these
trajectories of (9) will converge to the largest invariant set Σ of set E like

Σ ⊆ E = {x | dV

dt
= 0}. (19)

However, we know that equality holds in Cauchy-Schwartz inequality only if
there exists a λ such that Ax = λx. Noting that x(t) is primal with respect to
set W , that is xT x = 1, we guarantee that x(t) will approach the eigenvector set
of matrix A. Theorem 1 is proved to be true then. So, it is demonstrated that
the proposed neural network (9) is a promising neural network model both in
implementable construction sense and in theoretic convergence sense for solving
eigenvalue problem of a symmetric matrix A. In practice, it is also important to
simulate a network’s effectiveness by numerical experiments to test its perfor-
mance. Next section will focus on handling some experiment examples to reach
this goal.

4 Illustrative Examples

The following two examples are employed as numerical experiments to show the
network’s good performance.

Example 1. Let A be a matrix of

A =
(

1 − 2
−2 4

)
. (20)
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Fig. 2. Transient behaviors of neural trajectories x1, x2
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Fig. 3. Neural trajectories x1, x2 with starting point (1, 0)

It has two eigenvalue λ1 = 0, λ2 = 5 with corresponding eigenvectors x1 =
[0.8944, 0.4472]T and x2 = [−0.4472, 0.8944]T . Neural network model presented
in (9) for this problem can be formulated as

dx

dt
=
( −2x2

1 + 3x1x
2
2 + 2x3

2
2x3

1 − 3x2
1x2 − 2x1x

2
2

)
. (21)

ODE23 is employed to solve this system on MATLAB 7.0. The neural tra-
jectories x1, x2 at starting point (0, 1) are shown in Fig. 2. It can be seen visibly
from the figure that the proposed neural network converges to our solutions very
soon.
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Fig. 4. Transient behaviors of x1, x2, x3 with starting point (1, 0, 0)
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Fig. 5. Neural trajectories x1, x2, x3 from (0, 1, 0)

For other initial points, Fig. 3 presents how the solutions of this problem
are located by neural trajectories from a different starting point (1, 0) in a more
clearly visible way.

Example 2. Consider A to be the matrix of

A =

⎛⎝ 2 − 2 0
−2 4 − 1
0 − 1 8

⎞⎠ . (22)
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The minimal eigenvalue of A is λ1 = 0.7251 with corresponding eigenvec-
tor x1 = [0.8410, 0.5361, 0.0737]T . The proposed neural network model for this
example is

dx

dt
=

⎛⎝2x1x
2
2 + 6x1x

2
3 − 2x2

1x2 + 2x3
2 + 2x2x

2
3 − 2x1x2x3

2x3
1 − 2x2

1x2 − 2x1x
2
2 − x2

2x3 + 4x2x
2
3 + 2x1x

2
3 + x2

1x3 + x3
3

−6x2
1x3 − 4x2

2x3 − x2x
2
3 + x2

1x2 + x3
2 − 4x1x2x3

⎞⎠ . (23)

Conducted on MATLAB 7.0 by ODE23 with initial point (1, 0, 0), the re-
quired solutions are guaranteed along the neural trajectories and the transient
behaviors of these trajectories are shown in Fig. 4.

Also, we choose another initial point (0, 1, 0) as starting point and the corre-
sponding neural trajectories are presented in Fig. 5 which obviously reveals how
the solutions to be located by the proposed neural network model from different
initial point.

5 Conclusion

In this paper, we have proposed a neural-network model for solving algebraic
eigenvalue and eigenvector problem. It is shown that stability of the proposed
neural network governed by a system of differential equations behaves global
quasiconvergence with respect to the problem’s feasible set. This model has
overcome the stability defects and the unfair cases of infeasible solutions may
found by the existing models with penalty function. Certainly, the network pre-
sented here can perform well on computation in real time online which is also
superior to the classical algorithms. Finally, numerical simulation results demon-
strate further that the new model can act both effectively and reliably on our
purpose of locating solutions to the problems involved.
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Abstract. This paper investigates the chaos synchronization problem
of a new 4-scroll chaotic system. Three nonlinear control approaches via
state variables are studied, namely nonlinear feedback control, adaptive
control and adaptive sliding mode type of control. Based on Lyapunov
stability theory, control laws are derived such that the two identical 4-
scroll systems are to be synchronized. Some sufficient conditions for the
synchronization are obtained analytically in three cases. Numerical simu-
lation results are given to show the effectiveness of the proposed methods.

1 Introduction

The idea of synchronizing two identical chaotic systems from different initial
values was introduced by Pecora and Carroll in 1990 [1]. Synchronization in
coupled chaotic systems has been extensively investigated in the last few years
[2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17]. Several types of synchronization features
have been proposed: complete synchronization, lag synchronization, general-
ized synchronization, phase and imperfect phase synchronization and so on [2].
Many possible applications have been discussed in physiology, ecological sys-
tems,chemical reaction, nonlinear optics, power systems, fluid dynamics and se-
cure communications by computer simulation and realized in laboratory
condition.

Recently, Liu and Chen [18,19,20] found a novel 2- or 4-scroll chaotic attrac-
tor(we denote this system by LC system in this paper)which is three-dimensional
quadratical continuous autonomous dynamical system with three cross-product
nonlinear terms. This system is dissipative and symmetrical, and similar to some
known chaotic systems,such as Lorenz system, Chen system and Rössler system,
but is not topologically equivalent with them. It displays rich and typical bifur-
cation and chaotic phenomena for some values of the control parameters.

The aim of this paper is to investigate the synchronization problem of two
LC chaotic systems via nonlinear control technique under three cases: When
system’s parameters are all known, a simple nonlinear feedback controller can
guide the response system synchronizing with the drive system. If parameters
� Supported by National Natural Science Foundation of China No. 60274007 and No.
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are all unknown, synchronization can be achieved when an adaptive controller
is employed. Furthermore, in order to increase the robustness of the closed loop
system, the chaotic system with bounded and time-varied parameters is consid-
ered. By designing an adaptive sliding mode type of controller, following the idea
of Li and Shi [4], two chaotic systems can mutually robustly synchronize under
this case. Lyapunov direct method is used to prove the asymptotic behaviors of
solutions for the controlled systems. Numerical simulation results are given to
show the effectiveness of the proposed methods.

First we need to recall some concepts and terms of synchronization theory.
Consider the system of differentiable function

ẋ = f(x), (1)

ẏ = g(y, x), (2)

where x ∈ Rn, y ∈ Rn, f, g : Rn → Rn are assumed to be analytic functions.
Let x(t, x0) and y(t, y0) be solutions of Eqs. (1) and (2), respectively. The

solutions x(t, x0) and y(t, y0) are said to be synchronized if

lim
t→∞ ‖x(t, x0)− y(t, y0)‖ = 0. (3)

We first reformulate the LC system equation in the following form:⎧⎪⎨⎪⎩
ẋ = ax + yz,

ẏ = −by − xz,

ż = −cz − xy,

(4)
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Fig. 1. The 2-scroll chaotic attractor of system (4) with a = 1, b = 10, c = 4
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Fig. 2. The 4-scroll chaotic attractor of system (4) with a = 0.4, b = 10, c = 4

where a, b, c are positive constants, and satisfy: a < b+c.If we select b = 10, c = 4,
when a = 1,or a = 0.4, it displays a two-scroll or four-scroll chaotic attractor
respectively. Their phase portraits of projection on the x− z plane are shown in
Fig. 1 and Fig. 2.

2 Nonlinear State Feedback Synchronization

In order to observe the synchronization behavior in LC system, we have two
LC systems where the drive system with three state variables denoted by the
subscript 1 drives the response system structurally identical equations denoted
by the subscript 2. However, the initial condition on the drive system is differ-
ent from that of the response system,therefore two LC systems are described,
respectively,by the following equations:⎧⎪⎨⎪⎩

ẋ1 = ax1 + y1z1,

ẏ1 = −by1 − x1z1,

ż1 = −cz1 − x1y1,

(5)

and ⎧⎪⎨⎪⎩
ẋ2 = ax2 + y2z2 + u1,

ẏ2 = −by2 − x2z2 + u2,

ż2 = −cz2 − x2y2 + u3,

(6)
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where control input vector u = [u1, u2, u3]T is to be determined for the purpose
of synchronizing the two LC systems with the same and known parameters a, b
and c in spite of the differences in initial conditions.

Let us define the state error vector between the response system that is to
be controlled and the drive system as

e = [e1, e2, e3]T := [x2 − x1, y2 − y1, z2 − z1]T . (7)

Subtracting Eq. (5) from Eq. (6) and using the notation(7) yields⎧⎪⎨⎪⎩
ė1 = ae1 + z1e2 + y1e3 + e2e3 + u1,

ė2 = −be2 − z1e1 − x1e3 − e1e3 + u2,

ė3 = −ce3 − e1y1 − e2x1 − e1e2 + u3.

(8)

Then, the synchronization problem for the drive system (5) and the response
system (6) is turned into investigating the stability of zero solution for the error
dynamical system (8).

In ideal situation, assuming that the parameters of drive and response system
are all known, we design following nonlinear state feedback controller

u1 = −ke1 − 1
2
z1e2 − 1

2
y1e3, u2 = x1e3, u3 = x1e2. (9)

Constructing following Lyapunov function

V =
1
2
(2e2

1 + e2
2 + e2

3).

Computing the time derivative of V along the solutions of equation (8), we get

V̇ =
dV

dt

∣∣∣∣
(8)

= 2e1ė1 + e2ė2 + e3ė3

= 2ae2
1 + 2e1e2e3 + 2y1e1e3 − 2e1(ke1 +

1
2
z1e2 +

1
2
y1e3)

−be2
2 − e1e2e3 − z1e1e2 − x1e1e3 + x1e2e3 − ce2

3

−e1e2e3 − y1e1e3 − 2x1e2e3 + x1e2e3

= 2(a− k)e2
1 − be2

2 − ce2
3.

Obviously, V̇ is negative definite if k > a. Therefore, the trivial solution of error
dynamical system (8) is asymptotically stable. This means the drive system (5)
completely synchronizes with the response system (6).

3 Adaptive Synchronization

The feedback synchronization method derived in previous section requires that
the system parameters must be known a priori. However, in many real applica-
tions it can be difficult to determine exactly the values of the system parameters.
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Consequently, the feedback gain k cannot be appropriately chosen to guarantee
the implement and stability of synchronization. For overestimating k an expen-
sive and too conservative control effort is needed. To overcome these drawbacks,
an adaptive synchronization approach with state variable feedback control is
derived.

To do this, we choose following state feedback controller:

u1 = −k1e1 − 1
2
z1e2 − 1

2
y1e3, u2 = −k2e2 + x1e3, u3 = −k3e3 + x1e2, (10)

where feedback gain parameters k1, k2, k3 are varied, which are updated accord-
ing to the following adaption algorithm:

k̇1 = γ1e
2
1, k̇2 = γ2e

2
2, k̇3 = γ3e

2
2, (11)

where positive constants γ1, γ2 and γ3 are adaption gains. Then the resulting
error dynamical system can be expressed by⎧⎪⎪⎪⎨⎪⎪⎪⎩

ė1 = ae1 + 1
2z1e2 + 1

2y1e3 + e2e3 − k1e1,

ė2 = −be2 − z1e1 − e1e3 − k2e2,

ė3 = −ce3 − e1y1 − e1e2 + u3 − k3e3,

k̇1 = γ1e
2
1, k̇2 = γ2e

2
2, k̇3 = γ3e

2
2.

(12)

Let k̄1 = a + ε
2 , k̄2 = −b + ε, and k̄3 = −c + ε, where ε is arbitrary positive

constant. We consider following Lyapunov function

V =
1
2

[
2e2

1 + e2
2 + e2

3 +
2
γ1

(
k1 − k̄1

)2
+

1
γ2

(
k2 − k̄2

)2
+

1
γ3

(
k3 − k̄3

)2]
.

Taking the time derivative of V along the solutions of Eq. (12), we get

V̇ =
dV

dt

∣∣∣∣
(12)

= 2e1ė1 + e2ė2 + e3ė3 +
2
γ1

(
k1 − a− ε

2

)
k̇1

+
1
γ2

(k2 + b− ε) k̇2 +
1
γ3

(k3 + c− ε) k̇3

= −ε(e2
1 + e2

2 + e2
3) = −ε‖e2‖ � 0. (13)

Since V is a positive and decrescent function and V̇ is semidefinite, it follows
that the equilibrium point (e1 = e2 = e3 = 0, k1 = k̄1, k2 = k̄2, k3 = k̄3)of system
(12) is uniformly stable, i.e., e1(t), e2(t), e3(t) ∈ L∞, and k1(t), k2(t), k3(t) ∈ L∞.
In view of Eq. (12), we can easily show that the square of e1(t), e2(t), and
e3(t) are integrable with respect to time t, i.e., e1(t), e2(t), e3(t) ∈ L2. Next by
Barbalat’s Lemma, Eq. (14) implies that ė1, ė2, ė3 ∈ L∞, which in turn implies
e1(t), e2(t), e3(t) → 0 as t → ∞. Thus, in the closed-loop system Eq. (12),
x2(t) → x1(t), y2(t) → y1(t), z2(t) → z1(t), when t → ∞. This implies that
the two LC systems have been globally asymptotically synchronized under the
control law (10) associated with adaption law (11).
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4 Robust Synchronization via Adaptive Sliding Mode
Type of Control

However, the influence of environment may cause instability; i.e., cause a slow
varying in the parameters of the chaotic system. It is reasonable to consider
two LC systems with different time-varying unknown parameters. Therefore, we
reformulate Eq. (5) and Eq. (6) as follows⎧⎪⎨⎪⎩

ẋ1 = a(t)x1 + y1z1,

ẏ1 = −b(t)y1 − x1z1,

ż1 = −c(t)z1 − x1y1,

(14)

and ⎧⎪⎨⎪⎩
ẋ2 = a′(t)x2 + y2z2 + u1,

ẏ2 = −b′(t)y2 − x2z2 + u2,

ż2 = −c′(t)z2 − x2y2 + u3.

(15)

To guarantee that Eq. (14) and Eq. (15) are dissipative systems, we suppose
that a(t), b(t), c(t), a′(t), b′(t), c′(t) are positive time-varying unknown parame-
ters which vary in bounded interval and satisfy: a(t) < b(t) + c(t), a′(t) <
b′(t) + c′(t). Let

a′(t) = a(t) + δa(t), b′(t) = b(t) + δb(t), c′(t) = c(t) + δc(t). (16)

The boundedness of parameters can be expressed as

a(t), a′(t) ∈ [a, ā], b(t), b′(t) ∈ [b, b̄], c(t), c′(t) ∈ [c, c̄], (17)

where ā, b̄, c̄ and a, b, c are positive constants, which denote the upper and lower
bound of a(t), b(t) and c(t) respectively. We can easily obtain relation

|δa(t)| � ā− a, |δb(t)| � b̄− b, |δc(t)| � c̄− c. (18)

To investigate synchronization problem of Eq. (14) and Eq. (15), subtracting
Eq. (14) from Eq. (15) associated with Eq. (16) yields following error dynamical
system ⎧⎪⎨⎪⎩

ė1 = a(t)e1 + z1e2 + y1e3 + e2e3 + δa(t)x2 + u1,

ė2 = −b(t)e2 − z1e1 − x1e3 − e1e3 − δb(t)y2 + u2,

ė3 = −c(t)e3 − e1y1 − e2x1 − e1e2 − δc(t)z2 + u3.

(19)

Following the idea of document [4], we choose an adaptive sliding mode type of
controller and parameters updated law as follows⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

u1 = − 1
2 (ηe1 + e2z1 + e3y1)− ˆ̄ae1 + (â− ˆ̄a)|x2|sgne1,

u2 = −ηe2 + e3x1 + b̂e2 + (b̂− ˆ̄b)|y2|sgne2,

u3 = −ηe3 + e2x1 + ĉe3 + (ĉ− ˆ̄c)|z2|sgne3,

˙̄̂a = 2|e1x2|+ 2e2
1,

˙̄̂
b = |e2y2|, ˙̄̂c = |e3z2|

˙̂a = −2|e1x2|, ˙̂
b = −e2

2 − |e2y2|, ˙̂
b = −e2

3 − |e3z2|,

(20)
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where η is arbitrary positive constant, ˆ̄a, ˆ̄b, ˆ̄c, â, ˆ̄b, ˆ̄c are the estimation of unknown
parameters ā, b̄, c̄, a, b, c respectively. Let ˜̄a = ā − ˆ̄a, ˜̄b = b̄ − ˆ̄b, ˜̄c = c̄ − ˆ̄c, ã =
a− â, b̃ = b− b̂, c̃ = c− ĉ. Considering the Lyapunov function

V =
1
2
(2e2

1 + e2
2 + e2

3 + ˜̄a2 + ˜̄b2 + ˜̄c2 + ã2 + b̃
2
+ c̃2). (21)

Taking the time derivative of V along the solutions of Eq. (19), we have

V̇ = D+V
∣∣
(19) = 2e1ė1 + e2ė2 + e3ė3 + ˜̄a ˙̄̃a + ˜̄b

˙̄̃
b + ˜̄c ˙̄̃c + ã ˙̃a + b̃

˙̃
b + c̃ ˙̃c

= 2a(t)e2
1 + 2e1e2e3 + 2z1e1e2 + 2y1e1e3 + 2δa(t)x2e1 − ηe2

1 − z1e1e2

−y1e1e3 − 2ˆ̄ae2
1 + 2(â− ˆ̄a)|x2e1 − b(t)e2

2 − e1e2e3 − z1e1e2

−x1e2e3 − δb(t)y2e2 − ηe2
2 + x1e2e3 + b̂e2

2 + (b̂− ˆ̄b)|y2e2| − c(t)e2
3

−e1e2e3 − y1e1e3 − x1e1e2 − δc(t)z2e3 + x1e2e3 + (ĉ− ˆ̄c)|z2e3|
+ĉe2

3 + (ā− ˆ̄a)(−2e2
1 − 2|e1x2|)− (b̄− ˆ̄b)|e2y2| − (c̄− ˆ̄c)|e3z2|

−ηe2
3 + 2(a− â)|e1x2|+ (b− b̂)(e2

2 + |e2y2|)− (c− ĉ)|e3z2|
= −η(e2

1 + e2
2 + e2

3) + 2[a(t)− ā]e2
1 + [−b(t) + b ]e2

2 + [−c(t) + c ]e2
3

+2(a− ā)|x2e1|+ 2δa(t)x2e1 + (b− b̄)|y2e2| − δb(t)y2e2

+(c− c̄)|z2e3| − δc(t)z2e3

� −η(e2
1 + e2

2 + e2
3) + 2[a(t)− ā]e2

1 + [−b(t) + b ]e2
2 + [−c(t) + c ]e2

3

+2(a + |δa(t)| − ā)|x2e1|+ (b + |δb(t)| − b̄)|y2e2|+ (c + |δc(t)| − c̄)|z2e3|
� −η(e2

1 + e2
2 + e2

3) = −η‖e‖2. (22)

Therefore, the solutions of Eq. (19) e1(t), e2(t), e3(t) and the estimate values
ˆ̄a, ˆ̄b, ˆ̄c, â, b̂, ĉ of the unknown constants ā, b̄, c̄, a, b, c are globally bounded for
all t � 0. Furthermore we can conclude that V (t) and ˙e1(t), ˙e2(t), ˙e3(t) are
also globally bounded for all t � 0 from Eqs. (19) and (21).Then integrat-
ing the inequality (22) we get

∫ t

0 ‖e‖2 � [V (0) − V (t)]/η. Obviously V (0) is
bounded,thus e1(t), e2(t), and e3(t) are square integrable with respect to time
t, i.e., e1(t), e2(t), e3(t) ∈ L2. Next by Barbalat’s Lemma, Eq. (19) implies that
ė1, ė2, ė3 ∈ L∞, which in turn implies e1(t), e2(t), e3(t) → 0 as t →∞. Thus, in
the closed-loop system Eq. (19) associated with Eq. (20), x2(t) → x1(t), y2(t) →
y1(t), z2(t) → z1(t), when t → ∞. Finally, we can draw a conclusion that the
zero solution of Eq. (19) is globally asymptotically stable. Therefore, the system
(14) can globally asymptotically synchronizes with the system (15) under the
control law and adaptive law (20).

5 Numerical Simulation

We will show numerical experiments to demonstrate the effectiveness of the pro-
posed control scheme. Based on simulink 5.0 and the S-function in Matlab 6.5,
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variable-step Runge-Kutta method is used to integrate the differential equa-
tions. The parameters a, b, and c are chosen as a = 1.5, b = 5, and c = 2 in
all simulations to ensure the existence of chaos in the absence of control. The
parameters k, γ1, γ2, γ3, and η are chosen as k = 1.65, γ1 = γ2 = γ3 = 0.2
and η = 2. In the third case, the time-varying parameters are chosen as fol-
lows: a(t) = a + 1

5 sint, b(t) = b(1 + 1
5cost), c(t) = −c(1 − 1

5 sint), a′(t) =
a + 1

5 sint, b′(t) = −b(1 + 1
5 sint), c′(t) = −c(1− 1

5cost).
Throughout all simulations,we suppose initial condition of the drive and re-

sponse LC chaotic system is (0.5, 0.6, 0.9,−1,−1,−1) and the unknown parame-
ters have zero initial conditions. Numerical simulations show that synchroniza-
tion are achieved successfully under three cases. Fig. 3, Fig. 4 and Fig. 5 display
the results.
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Fig. 3. The time response for the synchronization errors e1, e2 and e3 of system (8)
under the nonlinear feedback controller (9)

6 Conclusion

In this paper, the synchronization problem for a new 2- or 4-scroll chaotic sys-
tem is discussed. According to how much knowledge of system parameters that
can be grasped, three types of nonlinear controller are introduced. Among of
them, adaptive and adaptive sliding mode type of control can much enhance
the stability and robustness of synchronization. Numerical simulations show the
validity and feasibility of our proposed approaches.
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Fig. 4. The time response for the synchronization errors e1, e2 and e3 of system (12)
under the adaptive controller (10) and the adaption algorithm (11)
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Fig. 5. The time response for the synchronization errors e1, e2 and e3 of system (19)
under the adaptive sliding mode type of controller and adaption law (21)
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Abstract. In this paper, the requirement of Lipschitz condition on the
activation functions is essentially dropped. By using Lyapunov functional
and Young inequality, some new criteria concerning global exponential
stability are obtained for generalized neural networks with variable co-
efficients and distributed delays. Since these new criteria do not require
the activation functions to be differentiable, bounded or monotone non-
decreasing and the connection weight matrices to be symmetric, they are
mild and more general than previously known criteria.

1 Introduction

In recent years, the stability problem of time-delayed neural networks has been
deeply investigated for the sake of theoretical interest as well as applications.
This is because, in the implementation of artificial neural networks, time de-
lays are unavoidably encountered. In fact, due to the finite switching speed of
amplifies, time delays are likely to be present in models of electronic networks.
Time delays in the response of neurons can influence the stability of a network,
some works have proclaimed that time delays in response of neurons can influ-
ence a network creating oscillatory and unstable characteristics. Thus a delay
parameter must be introduced into the system model.

In practice, although the use of constant fixed delays in the models of delayed
feedback systems serves as a good approximation in simple circuits consisting
of a small number of neurons [1,2,3,4,5] [9,10], neural networks usually have
a spatial extent due to the presence of an amount of parallel pathway with a
variety of axon sizes and lengths. Thus they may result in the distribution of
propagation delays. Under these circumstances, the signal propagation is not
instantaneous and cannot be modeled with discrete delays. A better way is to
incorporate continuous distribute delays. For application of neural networks with
continuously distribute delays, interested readers may refer to [6,7,8].

In [1,2,3] [6,8,9,10], the connection weights aij and bij involved in system
(1)(see Sect. 2) are usually constant. However, if we assume that the connection

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 807–817, 2005.
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weights aij and bij depend on the neuronal states, this system can be applied in
the fields of neurobiological modeling and analogue computing [4] [5]. The pres-
ence of the term involving aij assumes, in addition to the delayed propagation
of signals, a set of local interactions in the network whose propagation time is
instantaneous.

On the other hand, all of results above assume that the activation functions
satisfy the Lipschitz condition. However, in many evolutionary processes as well
as optimal control models and flying object motion, there are many bounded
monotone-nondecreasing signal functions which do not satisfy the Lipschitz con-
dition. For instance, in the simplest case of the pulse-coded signal function which
has received much attention in many fields of applied sciences and engineering,
an exponentially weighted time average of sampled pulses is often used which
does not satisfy the Lipschitz condition. Therefore, it is very important and, in
fact, necessary to study the issue of the stability of such a dynamical neural
systems whose activation functions do not satisfy the Lipschitz condition.

In this paper, we essentially drop the requirement of Lipschitz condition
on the activation functions, which allows us to include a variety of nonlineari-
ties. Some new criteria concerning the global exponential stability of generalized
neural networks with variable coefficients and distributed delays are obtained.
Several previous results are improved and generalized.

2 Preliminaries

We consider the following generalized neural networks model by incorporating
distributed time delays in different communication channels,

dxi(t)
dt

= −di(xi(t)) +
n∑

j=1

aij(x1(t), x2(t), · · · , xn(t))fj(xj(t))

+
n∑

j=1

bij(x1(t), x2(t), · · · , xn(t))
∫ t

−∞
Kij(t− s)gj(xj(s))ds,

i = 1, 2, · · · , n, (1)

where n denotes the number of neurons in the neural network, xi(t) is the state
of the ith neuron at time t, fj(·) and gj(·) denote the activation functions of the
jth neuron with fj(0) = gj(0) = 0, aij(·) and bij(·) denote the connection weight
and delayed connection weight of the jth neuron on the ith neuron, respectively,
di(·) represents the rate with which the ith neuron will reset its potential to
the resting state when disconnected from the network and external inputs with
di(0) = 0, the delayed kernels Kij(·) satisfy the following property:

(A1) Assume that the delayed kernels Kij(·), i, j = 1, 2, · · · , n, are real-valued
nonnegative continuous functions defined on [0,∞) and∫ ∞

0
Kij(s)ds = 1,

∫ ∞

0
Kij(s)eεs(s)ds < +∞, (2)

where ε > 0 is a constant.
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System (1) satisfies the initial conditions

xi(s) = ψi(s), s ∈ (−∞, 0],

where ψi(·) denotes real-valued continuous function defined on (−∞,0].
The following assumptions on system (1) are made throughout this paper:
(A2) There exist positive constants Di and Di, i = 1, 2, · · · , n, such that

0 < Di ≤
di(xi)− di(yi)

xi − yi
≤ Di, for all xi �= yi, i = 1, 2, · · · , n.

(A3) the activation function fj , gj(j = 1, 2, · · · , n) satisfy xjfj(xj) > 0(xj �=
0); xjgj(xj) > 0(xj �= 0) and that there exist real numbers mj and nj such that

mj = sup
xj �=0

fj(xj)
xj

, nj = sup
xj �=0

gj(xj)
xj

, for xj �= 0, j = 1, 2, · · · , n.

Remark 1. Note that the hypothesis (A3) is weaker than the Lipschitz condition
that is mostly used in literature. Further, if fj, gj for each j = 1, 2, · · · , n are
Lipschitz functions, then mj and nj for each j = 1, 2, · · · , n can be replaced by
the respective Lipschitz constants.

(A4) the following conditions hold:

(i)
∫ ∞

0
Kij(s)|bij(x1(z + s), · · · , xn(z + s))|lij ds < +∞.

(ii)
∫ ∞

0
Kij(s)

∫ 0

−s

|bij(x1(z + s), · · · , xn(z + s))|lij eεzdzds < +∞.

Remark 2. Hypothesis (A1) and (A4) will ensure that (5), (16), (18), (19) and
(21) (see Sect. 3) exist upper boundaries.

We denote

‖ψ − ϕ∗‖r
r = sup

−∞≤s≤0
[

n∑
i=1

|ψi(s)− ϕ∗
i |r], r > 1, (3)

where ϕ∗ = (ϕ∗
1, ϕ

∗
2, · · · , ϕ∗

n).

Definition 1. The equilibrium x∗ = (x∗
1, x

∗
2, · · · , x∗

n) of (1) is said to be globally

exponentially stable, if there exist ε > 0 and M(ε) ≥ 1, such that
n∑

i=1
|xi(t) −

x∗
i |r ≤ M(ε)‖ψ−ϕ∗‖r

re
−εt for all t > 0, and ε is called the degree of exponential

stability.

Definition 2. Let f(t) : R → R be a continuous function. The upper right dini
derivative D+f(t) is defined as

D+f(t) = lim
h→0+

1
h

(f(t + h)− f(t)).
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Lemma 1. Assume that a ≥ 0, b ≥ 0, p > 1, q > 1 with 1
p + 1

q = 1, then the
following inequality:

ab ≤ 1
p
ap +

1
q
bq (4)

holds(the inequality is called as Young inequality).

3 Main Results

It is obvious that (0, · · · , 0) is the solution of system (1). So , x∗ = (0, · · · , 0) is
one of the equilibrium points of system (1).

Theorem 1. Consider generalized neural networks with variable coefficients and
distributed delays described by system (1) and assume that the hypothesis (A1)-
(A4) are satisfied. If there are constants ε, hij , lij , pij , qij , hji, lji, pji, qji ∈ R,
wi > 0 (i, j = 1, 2, ..., n) and r > 1 such that

α = max
1≤i≤n

sup
{

1
wi(rDi − ε)

[
wi(r − 1)

n∑
j=1

|aij(x1(t), · · · , xn(t))|
r−hij

r−1 m
r−qij
r−1

j

+
n∑

j=1

wj |aji(x1(t), · · · , xn(t))|hjim
qji

i

+wi(r − 1)
n∑

j=1

|bij(x1(t), · · · , xn(t))|
r−lij
r−1 n

r−pij
r−1

j

∫ ∞

0
Kij(s)e

εs
r−1 ds

+
n∑

j=1

wjn
pji

i

∫ ∞

0
Kji(s)|bji(x1(t + s), · · · , xn(t + s))|ljids

]}
< 1, (5)

and

β = max
1≤i≤n

(rDi − ε) > 0, (6)

for all t > 0 and i = 1, 2, · · · , n, the equilibrium point x∗ = (0, · · · , 0) of system
(1) is globally exponentially stable.

Proof. We choose a Lyapunov functional for system (1) as

V (x1, · · · , xn) (t) =
n∑

i=1

wi

[
|xi(t)|reεt +

n∑
j=1

n
pij

j

∫ ∞

0
Kij(s)

·
∫ t

t−s

|bij(x1(z + s), · · · , xn(z + s))|lij |xj(z)|reεzdzds

]
. (7)
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Calculating the upper right derivative D+V along the solutions of system
(1), one can derive that

D+V (x1, · · · , xn)(t) =
n∑

i=1

wi

[
ε|xi(t)|reεt + r|xi(t)|r−1sgn(xi(t))eεt

(
− di(xi(t)) +

n∑
j=1

aij(x1(t), · · · , xn(t))fj(xj(t))

+
n∑

j=1

bij(x1(t), · · · , xn(t))
∫ t

−∞
Kij(t− s)gj(xj(s))ds

)

+
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)|bij(x1(t + s), · · · , xn(t + s))|lij |xj(t)|reεtds

−
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)|bij(x1(t), · · · , xn(t))|lij |xj(t− s)|reε(t−s)ds

]
. (8)

According to the hypothesis (A2) and (A3), we have

D+V (x1, · · · , xn)(t)

≤
n∑

i=1

wie
εt

[
(ε− rDi)|xi(t)|r + r

n∑
j=1

mj |aij(x1(t), · · · , xn(t))||xi(t)|r−1|xj(t)|

+r

n∑
j=1

nj |bij(x1(t), · · · , xn(t))|
∫ ∞

0
Kij(s)|xi(t)|r−1|xj(t− s)|ds

+
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)|bij(x1(t + s), · · · , xn(t + s))|lij |xj(t)|rds

−
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)|bij(x1(t), · · · , xn(t))|lij |xj(t− s)|re−εsds

]
. (9)

Estimating the right of (9) by using Yang inequality, i.e., ab ≤ 1
pap + 1

q bq,
where p > 1, q > 1 with 1

p + 1
q = 1, we have

r
n∑

j=1

mj |aij(x1(t), · · · , xn(t))||xi(t)|r−1|xj(t)|

= r
n∑

j=1

[
|aij(x1(t), · · · , xn(t))|

r−hij
r−1 m

r−qij
r−1

j |xi(t)|r
] r−1

r

·
[
|aij(x1(t), · · · , xn(t))|hij m

qij

j |xj(t)|r
] 1

r



812 H. Zhang and G. Wang

≤ r
n∑

j=1

[
r − 1

r
|aij(x1(t), · · · , xn(t))|

r−hij
r−1 m

r−qij
r−1

j |xi(t)|r

+
1
r
|aij(x1(t), · · · , xn(t))|hij m

qij

j |xj(t)|r
]
. (10)

r

n∑
j=1

nj |bij(x1(t), · · · , xn(t))|
∫ ∞

0
Kij(s)|xi(t)|r−1|xj(t− s)|ds

= r

n∑
j=1

∫ ∞

0
Kij(s)

[
|bij(x1(t), · · · , xn(t))|

r−lij
r−1 n

r−pij
r−1

j |xi(t)|re εs
r−1

] r−1
r

·
[
|bij(x1(t), · · · , xn(t))|lij n

pij

j |xj(t− s)|re−εs

] 1
r

ds

≤ r

n∑
j=1

∫ ∞

0
Kij(s)

[
r − 1

r
|bij(x1(t), · · · , xn(t))|

r−lij
r−1 n

r−pij
r−1

j |xi(t)|re εs
r−1

+
1
r
|bij(x1(t), · · · , xn(t))|lij n

pij

j |xj(t− s)|re−εs

]
ds. (11)

According to (9),(10) and (11), then

D+V (x1, · · · , xn)(t)

≤
n∑

i=1

wie
εt

[
(ε− rDi)|xi(t)|r

+(r − 1)
n∑

j=1

|aij(x1(t), · · · , xn(t))|
r−hij

r−1 m
r−qij
r−1

j |xi(t)|r

+
n∑

j=1

|aij(x1(t), · · · , xn(t))|hij m
qij

j |xj(t)|r

+(r − 1)
n∑

j=1

∫ ∞

0
Kij(s)|bij(x1(t), · · · , xn(t))|

r−lij
r−1 n

r−pij
r−1

j |xi(t)|re εs
r−1 ds

+
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)|bij(x1(t + s), · · · , xn(t + s))|lij |xj(t)|rds

]

≤
n∑

i=1

eεtwi(rDi − ε)
{
− 1

+
1

wi(rDi − ε)

[
wi(r − 1)

n∑
j=1

|aij(x1(t), · · · , xn(t))|
r−hij

r−1 m
r−qij
r−1

j

+
n∑

j=1

wj |aji(x1(t), · · · , xn(t))|hjim
qji

i
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+wi(r − 1)
n∑

j=1

|bij(x1(t), · · · , xn(t))|
r−lij
r−1 n

r−pij
r−1

j

∫ ∞

0
Kij(s)e

εs
r−1 ds

+
n∑

j=1

wjn
pji

i

∫ ∞

0
Kji(s)|bji(x1(t + s), · · · , xn(t + s))|ljids

]}
|xi(t)|r

≤ max
1≤i≤n

{rDi − ε}(−1 + α)
n∑

i=1

wi|xi(t)|reεt

= −β(1− α)
n∑

i=1

wi|xi(t)|reεt. (12)

According to (5) and (6), we have D+V (x1, · · · , xn)(t) ≤ 0,
i.e.,

V (x1, · · · , xn)(t) ≤ V (x1, · · · , xn)(0), for all t ≥ 0. (13)

Note that

V (x1, · · · , xn)(t)≥
n∑

i=1

wi|xi(t)|reεt≥ min
1≤i≤n

{wi}
n∑

i=1

|xi(t)− x∗|reεt, t≥0 (14)

V (x1, · · · , xn)(0) =
n∑

i=1

wi

[
|xi(0)|r

+
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)

∫ 0

−s

|bij(x1(z + s), · · · , xn(z + s))|lij |xj(z)|reεzdzds

]

≤ max
1≤i≤n

{wi}
[
||ψ − ϕ∗||rr

+
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)

∫ 0

−s

|bij(x1(z + s), · · · , xn(z + s))|lij eεzdzds||ψ − ϕ∗||rr
]

= max
1≤i≤n

{wi}Q(ε)||ψ − ϕ∗||rr, (15)

where

Q(ε) = 1 +
n∑

j=1

n
pij

j

∫ ∞

0
Kij(s)

∫ 0

−s

|bij(x1(z + s), · · · , xn(z + s))|lij eεzdzds ≥ 1.

(16)

From (13), (14) and (15), we have

n∑
i=1

|xi(t)− x∗|r ≤ M(ε)||ψ − ϕ∗||rre−εt, (17)
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where

M(ε) = Q(ε)
max

0≤i≤n
{wi}

min
0≤i≤n

{wi} ≥ 1.

So, for all t > 0, the equilibrium point x∗ = (0, · · · , 0) of system (1) is globally
exponentially stable.

The proof is complete.

Corollary 1. Assume that the hypothesis (A1)-(A4) are satisfied. If there are
constants hij , lij , pij , qij , hji, lji, pji, qji ∈ R, wi > 0 (i, j = 1, 2, ..., n) and r > 1
such that

α′ = max
1≤i≤n

sup
{

1
wirDi

[
wi(r − 1)

n∑
j=1

|aij(x1(t), · · · , xn(t))|
r−hij

r−1 m
r−qij
r−1

j

+
n∑

j=1

wj |aji(x1(t), · · · , xn(t))|hjim
qji

i

+wi(r − 1)
n∑

j=1

|bij(x1(t), · · · , xn(t))|
r−lij
r−1 n

r−pij
r−1

j

+
n∑

j=1

wjn
pji

i

∫ ∞

0
Kji(s)|bji(x1(t + s), · · · , xn(t + s))|ljids

]}
< 1, (18)

for all t > 0 and i = 1, 2, · · · , n, the equilibrium point x∗ = (0, · · · , 0) of system
(1) is globally exponentially stable.

Corollary 2. Assume that the hypothesis (A1)-(A4) are satisfied. When hij =
hji = lij = lji = 1, pij = 2− 2r2, pji = 2− 2r2, qij = 2− 2r1, qji = 2− 2r1(i, j =
1, 2, · · · , n) and r=2, such that

α′′ = max
1≤i≤n

sup
{

1
wi(2Di − ε)

[
wi

( n∑
j=1

|aij(x1(t), · · · , xn(t))|m2r1
j

+
n∑

j=1

|bij(x1(t), · · · , xn(t))|n2r2
j

∫ ∞

0
Kij(s)eεsds

)

+
n∑

j=1

wj

(
|aji(x1(t), · · · , xn(t))|m2−2r1

i

+
n∑

j=1

n2−2r2
i

∫ ∞

0
Kji(s)|bji(x1(t + s), · · · , xn(t + s))|ds

)]}
< 1, (19)

for all t > 0 and i = 1, 2, · · · , n, the equilibrium point x∗ = (0, · · · , 0) of system
(1) is globally exponentially stable.
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Remark 3. By Corollary 2, we can easily obtain the result reported by Liao
and Wong ([6], Theorem 2). Therefore, [6] is included in this paper as a special
case. However, their method required the activation functions need to satisfy
the Lipschize condition, this limitation is relaxed in our analysis. Our activation
functions need to satisfy hypothesis (A3) which is weaker than the Lipschize
condition.

If we derive di(xi) = dixi, di > 0, aij(x1, · · · , xn) = aij(constant), bij(x1, · · · ,
xn) = bij(constant), system (1) can be described as follows

dxi(t)
dt

= −dixi(t) +
n∑

j=1

aijfj(xj(t))

+
n∑

j=1

bij

∫ t

−∞
Kij(t− s)gj(xj(s))ds, i = 1, 2, · · · , n. (20)

Then we have the following results.

Corollary 3. Assume that the hypothesis (A1) and (A3) are satisfied. If there
are constants ε, hij , lij , pij , qij , hji, lji, pji, qji ∈ R, wi > 0 (i, j = 1, 2, ..., n) and
r > 1 such that

αNN = max
1≤i≤n

sup
{

1
wi(rdi − ε)

[
wi(r − 1)

n∑
j=1

|aij |
r−hij

r−1 m
r−qij
r−1

j

+
n∑

j=1

wj |aji|hjim
qji

i + wi(r − 1)
n∑

j=1

|bij |
r−lij
r−1 n

r−pij
r−1

j

∫ ∞

0
Kij(s)e

εs
r−1 ds

+
n∑

j=1

wj |bji|ljin
pji

i

]}
< 1, (21)

and

βNN = max
1≤i≤n

(rdi − ε) > 0, (22)

for all t > 0 and i = 1, 2, · · · , n, the equilibrium point x∗ = (0, · · · , 0) of system
(20) is globally exponentially stable.

Corresponding to Corollary 3, we have

Corollary 4. Assume that the hypothesis (A1) and (A3) are satisfied. If there
are constants hij , lij , pij , qij , hji, lji, pji, qji ∈ R, wi > 0 (i, j = 1, 2, ..., n) and
r > 1 such that

α′
NN = max

1≤i≤n
sup
{

1
wirdi

[
wi(r − 1)

n∑
j=1

|aij |
r−hij

r−1 m
r−qij
r−1

j +
n∑

j=1

wj |aji|hjim
qji

i

+wi(r − 1)
n∑

j=1

|bij |
r−lij
r−1 n

r−pij
r−1

j +
n∑

j=1

wj |bji|ljin
pji

i

]}
< 1, (23)
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for all t > 0 and i = 1, 2, · · · , n, the equilibrium point x∗ = (0, · · · , 0) of system
(20) is globally exponentially stable.

Remark 4. By corollary 4, when hij = hji = lij = lji = pij = pji = qij = qji =
1(i, j = 1, 2, · · · , n), condition (23) is the result in ([8],Theorem 1).

For discrete time-delayed system, we have

Remark 5. When hij = hji = lij = lji = 1(i, j = 1, 2, · · · , n), and r = 1,
condition (23) is the results in ([9], Corollary 1) and ([10], Theorem 1).

Remark 6. When hij = hji = lij = lji = pij = pji = qij = qji = 1(i, j =
1, 2, · · · , n), and r=2, condition (23) is the result in ([10], Theorem 2).

Remark 7. [8,9,10] required the activation functions need to satisfy the Lipschitz
condition, this limitation is relaxed in our analysis. Our activation functions need
to satisfy hypothesis (A3) which is weaker than the Lipschitz condition.

4 Conclusions

In this paper, we have given a family of new criteria concerning global expo-
nential stability of generalized neural networks with variable coefficients and
distributed delays by applying Lyapunov functional and Young inequality, and
the conditions possess highly important significance in some applied fields, for
instance, they can be applied to design globally exponentially stable neural net-
works, such as Hopfield neural networks, cellular neural networks, bi-directional
associative networks. Previous results [6,8,9,10] are included in this paper as
special cases, thus the existing results are improved and generalized.
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Abstract. Recently as XML is becoming the standard of exchanging web 
documents and public documentations, XML data are increasing in many areas. 
And the semantic web based on the ontology is appearing for the exact 
information retrieval. The ontology for not only the text data but also XML data is 
being required. However, the existing ontology has been constructed manually 
and it is time and cost consuming. Therefore in this paper, we propose the semi-
automatic ontology generation method using the data mining technique, the 
association rules. Applying the association rules to the XML documents, we 
intend to find out the conceptual relationships to construct the ontology. Using the 
conceptual ontology domain level extracted from the XML documents, we 
construct the ontology by using XML Topic Maps (XTM) automatically. 

1   Introduction 

At present, the development of internet techniques can make the users meet various 
kinds of information. However, the current information retrieval system can’t give the 
exact information to the users, therefore the semantic web is appearing. As XML is 
the standard of exchanging the web documents and the public documentations, XML 
documents are increasing in many areas. 

The existing ontology has been generated by the experts. The technique has been 
rather time-consuming and expensive because the range of data is so wide spread. 
Therefore in this paper, we propose a novel technique of semi-automatic ontology 
generation using the data mining method. This technique helps to provide the users 
with the efficient information of a particular domain. 

Semantic web is based on the ontology, and the ontology provides the basic 
knowledge system to represent particular domain knowledge and helps to provide the 
information[1,2,3].  

The existing ontology has been constructed by the text documents. However, 
according as the XML documents are increasing, it is necessary to construct the 
ontology based on the XML documents. 

And XTM specifies the concept about the subject and defines the relationships 
among them. It is the standard of ISO (International Standard Organization). XML 
Topic map model(XTM) is composed of topic, occurrence, and association. Topic is a 
subject, and association is relations among subjects. And occurrence has a role that 
points out the information resource[4,5]. 

Designing the Ontology of XML Documents  
Semi-automatically 



 

 

[6,7] suggested a novel approach to find out the non-taxonomic conceptual 
relations from the text documents generated through the linguistic process about the 
text data. It used the generalized association rules not only to find out the conceptual 
relations, but also to determine the appropriate abstract level which can define the 
relations. It is important to determine how many and what type of conceptual relations 
we can model in a particular ontology. Therefore it filters the conceptual relations, 
applying the generalized association rules to the text data. 

This paper comprises as follows. Chapter 2 will explain not only the way how to apply 
the association rule algorithm to the XML documents, but also the generation process of 
the ontology domain level. Chapter 3 will describe XTM and the automatic ontology 
construction using TM4J, Topic Map Engine. Chapter 4 will conclude this paper. 

2   Generation of Ontology Domain Level 

2.1   Topic Map Ontology Model 

The topic map models of the ontology are composed of topic, association, and 
occurrence[4,5]. 

First, topic is a real thing such as people, objects, concepts, attributes, meanings, 
and so on. Topic in a particular document comprises the terms which represent the 
subjects. Topics in a topic map have a topic type classified by a similar topic. And 
they also have a hierarchy relation composed of super- and sub-class, and inheritance 
relation[8]. In this paper, we chose tour information as the ontology domain. To 
construct the ontology we defined the topics and topic types such as area, tour sites, 
accommodations, transportations, foods, goods, and so on. 

Second, occurrence means the information resource which topics refer to. Each 
topic is linked to one or more real knowledge items. For example, the site address 
such as http://dblab.chungbuk.ac.kr/~tour refers to the resource linking to the tour 
information. Occurrence has many types such as document file, image file, special 
record in a database, and so on. Topics in the topic map used the technique such as 
HyTime and Xpointer to point to the resource. Dividing between topic map and real 
knowledge resource provides the indexing method to classify the knowledge items[9]. 

Third, association defines not only super- and sub- classes among two or more 
topics, but also semantic relations. There’re some relations in the following sentences; 
“Yongduam is located in Chejudo.”, “Jeju Pacific Hotel is one of the 
accommodations.”. In the first sentence, there’s a relation, “be located in” between 
two topics, “Yongduam” and “Chejudo”. In the second one, there’s a relation “is one 
of”, between two topics, “Jeju Pacific Hotel” and “accommodations”. Topic has topic 
type and association has association type, super-class, sub-class, and so on. Topic 
type and association type play important function in the topic map for representing, 
classifying, and organizing the knowledge and the information. 

Figure 1 represents a class structure of a conceptual relation hierarchy among topics 
to construct the ontology. The hierarchical structure about an area has a root class, tour 
site. And there are sub-classes of it such as “Jejudo”, “Kangwondo”, “Chonranamdo”, 
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Fig. 1. Conceptual class structure of topics 

“Chonrabukdo”, and so on. And each of them has sub-classes of the tour sites names. 
And the class structure of accommodation has sub-classes such as “hotel”, “condo”, 
“pension”, “home stay”, and so on. And there are also sub-classes of them such as the 
names of the “hotel”, “condo”, “pension”, “home stay”, and so on.  

2.2   XML Documents for Mining the Ontology Domain Level 

In this section, we will explain the association rules used for the automatic ontology 
generation about the XML documents.  

Recently, because XML data are increasing in various areas and describe the meta-
data, they can help to provide the users with the exact information. And also the data 
mining to them is needed. XML documents basically have a hierarchy. Therefore we 
can utilize the generalized characteristics of the XML tags and the hierarchical 
structure of XML documents as the taxonomy while preprocessing for the ontology 
generation. 

The ontology generation for the text data used the generalized association rules to 
construct the taxonomy, because text data don’t have a hierarchy. The mining rules 
traverse the ancestor nodes to find out the frequent conceptual relation pairs[6,7,10].  

However, as the XML documents have a hierarchical structure and the generalized 
characteristics, we used the association rules to find out the frequent patterns in them. 
For the experiment of XML data, we got the information from the web sites and then 
we transformed the data into the XML documents by Xgenerator[11]. Not only 
applying the association rules to, but also joining the XML tags in the XML 
documents, we find out the frequent patterns of XML tags related to each other.  

Then we will explain the preprocessing about the tour information before applying 
the association rules to it. 



 

 

First, we got the documents about tour from the web sites, and then transformed 
them into XML documents by Xgnerator. Second, we parsed the XML documents 
using Dom Parser. Third, we extracted about 2,500 XML tags from the XML 
documents. Fourth, we found out the tags with the similar expression which 
represents the same meaning from the extracted tags in the XML documents by 
WordNet (http://www.consci.princeton.edu/~wn/wn2.0) [12]. Fourth, after extracting 
the tags from the XML documents, we made a mapping table numbering each tag to 
perform the association rules. 

After applying the association rules to the preprocessed XML documents, the 
following steps are necessary to find out the conceptual relations to generate the 
ontology domain level. 

First, we set the transaction. XML documents about the tour information are 
the transactions. That is, the documents with the tour site, the accommodation, the 
transportation, and so on are the transactions to apply the association rules. 
Second, we set the items. Each tag in all the XML documents is the items. Third, 
we determine the minimum support and the minimum confidence predetermined 
by the users. Fourth, we find out the relations more than the minimum support 
and the minimum confidence. Fifth, we prune the items which have no any 
relations among XML tags. Sixth, we construct the hierarchical structure to 
generate the ontology. 

[6,10] used the generalized association rules to find out the related concepts in the 
text documents and the ontology abstract level for constructing the ontology. They 
found out the pairs of the related concepts from the data in the ancestor nodes rather 
than the leaf nodes. And then they pruned the pairs which have the support and the 
confidence less than the minimum support and the minimum confidence. 

2.3   The Process of Domain Level Generation for the Ontology 

To generate the ontology domain level, we constructed a generalized hierarchy 
using the tags in the XML documents. When constructing the ontology using this 
hierarchy, it is cost and time consuming due to the huge amount of data. Therefore, 
we used the association rules to generate the ontology domain level for constructing 
the ontology. The purpose using the association rules is to determine how many and 
what types of conceptual relations we will extract. After performing the learning 
which finds out the relations among the tags in the XML documents, we prune the 
tags which don’t have the relations and then create the hierarchy proper to construct 
the ontology. 

For example, figure 2 shows the tags in the XML documents and figure 3 
represents the hierarchy based on it. Each document is part of the XML documents 
extracted from the web sites. And table 1 is the transaction table based on the XML 
documents. 

In the transactions such as A, B, C, D in the table 1, there are area, address, hotel, 
domestic area, foreign area, and pension in all the transactions. We perform the 
association rules which extract the related pairs of the frequent patterns repeatedly  
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Fig. 2. XML document about tour site 

 

Fig. 3. Hierarchy of XML document about tour site 

Table 1. Transaction table generated from XML document 

TID Items 
A domestic area, foreign area, area, tour site, location, hotel, 

home stay, pension, address, goods 
B accommodation, area, hotel, pension, hotel name, foreign 

area, room, address, domestic area, room type 
C domestic area, area, tour site, location, food, restaurant, 

food name, address, phone number 

D domestic area, area, tour site, location, goods, goods name 

and then find out the frequent patterns. In the procedure, if the extracted items have 
the subsumption relations, we choose the more generalized tags and use them to 
generate the ontology domain level. In case the related pairs of XML tags such as 
<hotel>, <area> pair and <accommodation>, <area> pair are extracted together as the 
frequent patterns, we choose the generalized upper tag pairs in the conceptual 
relations such as <accommodation>, <area>. The reason is because the XML 
documents have a hierarchy which the upper tags are considered more generalized. 

 



 

 

Table  2. Conceptual relation pairs 

Tag Attribute  Tag  Attribute  
domestic area area hotel  accommodation 
foreign area tour site restaurant name food 
Kangwondo area site name tour site 
goods name goods site name tour site 

 

 

Fig. 4. Generalized hierarchy 

Table 3. Discovered relations 

discovered relation confidence support 
(domestic area, hotel) 0.37 0.04 
(Jejudo, Jeju Pacific Hotel) 0.11 0.03 
(Kangwondo, tour site) 0.39 0.04 
(hotel name, hotel) 0.15 0.01 
(home stay, address) 0.22 0.02 
(goods, Chonranamdo) 0.35 0.03 
(tour site, goods) 0.38 0.05 

We extract the related terms and attributes in the XML documents. Each document 
is composed of the transformed XML documents which have the tour information 
such as “site areas”, “accommodations”, “domestic areas”, “foreign areas”, 
“transportations”, and so on. Then we extract 2,500 related XML tags through the 
linguistic process about the documents. The association rules induce the generalized 
hierarchy based on the conceptual relations, and then find the proper relations about 
the concepts to construct the ontology.  

Table 2 shows the pairs of the terms and attributes related to the tags in the XML 
documents. And figure 4 represents the generalized hierarchy of the conceptual 
relations from the XML documents. 

Next, we prune the conceptual relation pairs with low frequency using the support 
and the confidence, because they are inappropriate to construct the ontology.  

Table 3 is the results from performing the association rules. In the process of finding 
the conceptual relation pairs, the pruned pairs are represented with red lines. (Jejudo, 
Jeju Pacific Hotel), (hotel name, hotel), (home stay, address) pairs are pruned.  

We will explain why the pairs are pruned as follows. 
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First, the conceptual relation pair (Jejudo, Jeju Pacific Hotel) has the upper concept 
pair (domestic area, hotel). Because the child concept pairs are included in the ancestor 
tags which are more generalized, they are pruned. Second, (hotel name, hotel) and 
(home stay, address) are pruned because they have low support and confidence. 

We find out the frequent relation pairs and use them to construct the ontology 
using the association rules. While constructing the ontology, if the support and the 
confidence of the upper level are high, the lower level is pruned by subsumption. By 
the association rules we pruned the inadequate tag relations, and then we determine 
the most adequate ontology domain levels which are the conceptual relations. 

For example, there are the XML documents which include the accommodations 
(such as hotel, condo, pension, home stay, and so on) related to each tour site. To find 
out the adequate relations such as {site area} {accommodation} or {site area}
{goods} from the documents, we determine the adequate domain level to construct 
the ontology using the association rules. 

3   Automatic Ontology Construction 

We construct the taxonomy for the ontology by XTM, using the frequent tag patterns 
and the conceptual relation pairs in the XML documents, applying the association rules.  

3.1   The Process of Topic Map Generation 

The ontology about the tour information starts from the root tag, “tour_info”, in the 
XML documents. To classify the extracted conceptual relation pairs about tour site 
 

 

Fig. 5. XTM document about tour information 



 

 

and accommodation, we divide them into the domestic area and the foreign area. The 
XTM document represents the tour site in “Jejudo” among domestic areas and the 
accommodation related to the areas. Topics in the topic map are “domestic area” , 
“Jejudo”, “tour site”, “Yongduam”, “accommodation”, “Jeju Pacific Hotel”, and so 
on. Figure 5 shows part of the XTM ontology source for the “tour_info”. 

The association in the topic map starts from the root, “tour_info”, and the topic 
“domestic area” is a sub node of “tour_info”. Also the topic “Jejudo” is a sub node of 
“domestic area”, the topic “tour site” is a sub node of “Jejudo”, and the topic 
“Yongduam” is a sub node of “Jejudo”. And “accommodation” is a sub node of 
“Youngduam”, and “Jeju Pacific Hotel” is a sub node of “Yongduam”. Using XTM 
topic map structure and XML documents, we construct the ontology. 

We construct the XTM documents through the previous process and then perform the 
container, Jakarta-Tomcat. We checked the validity of the documents using the 
Onmigator, topic map tool, from Ontopia[13]. After checking the validity, we perform 
parsing to the valid documents through Saxparser and TMparser and then store the 
ontology into the object-relational ontology database using Hibernate[14]. And then we 
generate the topic map automatically using TMBuilder in TM4J, Topic Map Engine[13]. 

3.2   Automatic Ontology Generation Using TM4J 

In this paper to generate the ontology automatically, we used TM4J, topic map tool 
(http://www.ontopia.net). Tm4J is composed as follows[13]. 

Topic Map Object Wrappers provide the interface to implement the objects. Topic Map 
Storage Wrappers store each object of topic map into the real storage and then load them.. 

Topic Map Factory generates each constituent of topic map. It provides the 
interface through the factory of Topic Map Object Wrapper. Topic Map Provider 
loads in memory and provides the topic map stored in the Storage. Topic Map Cache 
Manager retrieves the information about not only a particular topic but also other 
topics related to it and then stores them in a cache. Therefore if there are topics proper 
to the retrieval conditions, it doesn’t approach to the disk and provide the topic from 
the cache directly. Topic Map Manager provides the interface to manage the topic 
map. Topic Map Utils provide the function of topic map import and export. 
Figure 6 illustrates the structure of our retrieval engine based on the ontology. HTML, 
XML, and other documents extracted from the web server by the retrieval engine are 
transformed to XML documents and then perform parsing to them. After conducting 
the process of Topic Map Engine, they are stored in the database. Through the user 
interface the adequate information to the users’ queries is provided. 

We assume the user query such as “While traveling “Yongduam” in “Jejudo”, 
retrieve the appropriate accommodation.”. “Yongduam” is one of “site name” and 
“hotel” is one of “accommodation”. We find out the conceptual relation from each 
other in the XML documents.  

Figure 7 shows the retrieval results about the query using the ontology structure. 
Because the left menus on the figure are classified into the area, we can click on 

the menu with hierarchical structure and then choose “Jejudo”. Next we can select 
“Yongduam” among the tour sites. Through the keyword retrieval on the right upper 
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side, we can enter the information that we want to get such as accommodation 
information, transportation information, goods, and so on. Then on the right lower 
side the information is displayed. 

 

Fig. 6. Ontology based retrieval engine diagram 

 

Fig. 7. Ontology based retrieval results 

4   Conclusions 

According to the development of the internet, the current web has a large amount of 
data. Therefore, it is difficult for the users to get exact information. To realize the 



 

efficient information retrieval system a new paradigm, semantic web is emerging, 
adding the semantic information to the current web. The goal of the semantic web is 
to make a program that human and machine can understand the current web.  

Recently XML documents are so increasing that the data mining method to them is 
needed. Constructing the ontology manually is inefficient, because it is cost and time 
consuming. Therefore, in this paper we proposed to construct the ontology which is 
the base of the semantic web using the association rules. Also we used XML Topic 
Map which is one of the ontology languages and TM4J, topic map engine, to 
construct the ontology and implemented the semantic web retrieval engine. The 
ontology based semantic web can help human and machine understand the web. 
Therefore, the system can provide the exact information to the users’ requirements. In 
the future we will consider the XML tags and the contents to construct the ontology. 
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Abstract. A logic model for analyzing complex systems’ stability is very useful 
to many areas of sciences. In the real world, we are enlightened from some 
natural phenomena such as “biosphere”, “food chain”, “ecological balance” etc. 
By research and practice, and taking advantage of the orthogonality and sym-
metry defined by the theory of multilateral matrices, we put forward a logic 
analysis model of stability of complex systems with three relations, and prove it 
by means of mathematics. This logic model is usually successful in analyzing 
stability of a complex system. The structure of the logic model is not only clear 
and simple, but also can be easily used to research and solve many stability 
problems of complex systems. As an application, some examples are given. 

1   Introduction 

The logic analysis of stability is a concerned problem of many knowledge branches. 
Why can an atom be a comparatively stable system relatively to the substances world 

[1]? Why can a cell be the basic unit that makes a living thing? Why can an aggregate 
model of biological gene form a stable structure? Why can a special structure of gene be 
the regular cause making a genetic disease? What reason can make a special working 
procedure of a factory into the stable working procedure [2,3]? Like this, and so on, the 
problems of intelligent reasoning of stability are usually encountered, but how to define 
the logic analysis structure of stability, the views of different scholars are different from 
each other. In the real world, we are enlightened from some concepts and phenomena 
such as “biosphere”, “food chain”, “ecological balance” etc. With research and prac-
tice, by using the theory of multilateral matrices [4] and analyzing the conditions of 
symmetry [5] and orthogonality [6-8] what a stable system must satisfy, in particular, 
with analyzing the basic conditions [9,10] what stable working procedure of good 
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product quality must satisfy, we are inspired and find some rules and methods, then 
present the logic model for analyzing the stability of a complex system. This logic 
model is usually successful in analyzing stability of a complex system. The structure of 
logic model is not only clear and simple, but also can be easily used to research and 
solve many stability problems of complex systems. 

This paper is structured as follows. Section 2 defines the concept of logic analysis 
model with three relations (Definition 3), and proves three basic properties of it. Sec-
tion 3 builds the logic analysis model of stability (Definition 4), and presents three 
theorems about the model with proving them. In section 4, five examples are given to 
illustrate their simple applications about the concept and the model presented above. 
Finally, section 5 summarizes the paper, and conclusions are given. 

2   A Logic Analysis Model with Three Relations 

Definition 1. Let set A Ø, and ~ be a relation on A. Then ~ is called an equivalence 
relation on A, if and only if , ,x y z A∀ ∈ , satisfy: 

1. xx ~ ; 
2. If y~x , then xy ~ ; 

3. If y~x , zy ~ , then zx ~ . 

That is, ~ is reflexive, symmetric and conveyable. 

Definition 2. Let set A Ø, and  and  are two different relations on A. Then  and 
 is called a neighboring relation and a alternate relation on A respectively, if and only 

Azyx ∈∀ ,, , satisfy: 

1. First triangle reasoning (transition reasoning) 
(1) If ,, zyyx →→ then zx , i.e. →  meets →  with developing transi-

tion phenomenon;  
(2) If ,, zxyx →  then zy → ; 

(3) If ,, zyzx →  then yx → . 

2. Second triangle reasoning (atavism reasoning) 
(1) If ,, zyyx then xz → , i.e.  meets  with developing atavism; 

(2) If ,, yxxz → then ;zy  

(3) If ,, xzzy → then .yx  

The First triangle reasoning (transition reasoning) and the Second triangle reasoning 
(atavism reasoning) can be represented by the following Fig. 1, where to every triangle, 
any two sides determine the third side. 

3. Equivalence relation ~ meets →  or ,  with the following rules of conveying 

(genetic reasoning)   
(1)  If ,,~ zyyx → then zx → ; 

(2) If ,,~ zyyx then zx  

(3) If ,~, zyyx → then zx → ; 

(4) If ,~, zyyx then zx . 
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Fig. 1. First triangle reasoning (left) and Second triangle reasoning (right) 

Definition 3. Let V be a set, and there be three relations , →  and  on V. If 
,x y V∀ ∈ ( yx,  can be the same), at least there is one of three relations , →  

and  between x and y, and there are not two relations →  and  between x  and 
y  simultaneously, i.e. there are not yx →  and x y at the same time, then V is 

called a logic analysis model. 
Obviously, in the model there is not contradiction, because the above two triangle 

are independent each other, and any two sides of them determine the third side, with 
coordination in reasoning. There are three basic properties in the model. 

Property 1. For Vyx ∈∀ , , only one of five relations ~ , ,x y x y→  ,y x→  

,x y y x  is existent and correct. 

Proof. Assume that there are both yx ~  and yx →  simultaneously. By the sym-

metry of equivalence relation and genetic reasoning, we can get xx → . By xx → , 
yx →  and transition reasoning can get yx . But because of definition 3, 

yx  contradicts yx → . Therefore, there are not both yx ~  and yx →  si-

multaneously. 
Assume that there are both yx ~  and yx  i.e. xy ~  and yx  simulta-

neously. Then we can get yy  by genetic reasoning. Next, we get xy →  by 

yy , condition yx  and atavism reasoning. By the above proving, we know 

that xy ~  contradicts xy → . So, there are not both yx ~  and yx  on V 

simultaneously. 
Similarly, we can prove that there are not both yx ~  and xy → , and both 

yx ~ and xy  simultaneously.  
Assume that there are both xy →  and yx →  simultaneously. By atavism rea-

soning, we can obtain yy . In addition, yy ~ , this result contradicts the conclu-
sion proved previously. 

Assume that there are both yx →  and xy  simultaneously. By atavism rea-

soning, we can obtain xx . In addition, ,~ xx  this result contradicts the conclu-

sion proved previously too. 
Similarly, we can prove that there are not both yx  and xy → , both yx  

and xy  simultaneously. The proof is complete. 

Property 2. Vzyx ∈∀ ,, , if ,yx → zx → ,then zy ~ ; similarly, if yx  and 

zx ,then zy ~ . 

x                          x 
                         

z y                       y  z 
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Proof. We adopt disproved method. Taking advantage of conditions yx →  

and zx → , concerning the relation between y and z. If zy → , then we can obtain 

zx by transition reasoning, but zx  contradicts zx → . If zy , then 

xz  by atavism reasoning, this contradicts zx → . Similarly, we can prove that 
there are not both yz  and yz → , therefore, zy ~ . 

It is the similar process to prove another half of property 2. 

Property 3. Vzyx ∈∀ ,, , if ,zx → zy → , then yx ~ ; similarly, if zx  and 

zy , then yx ~ . 

Proof. It is similar to that proof like property 2. 

3   Logic Analysis Model of Stability 

Definition 4. A logic analysis model is said to be steady, if at least for one of →  and 
, such as → , there is a cycle chain (or causal circle) like the following form: 

1321 xxxxx n →→⋅⋅⋅→→→  

The definition given above, for a relatively stable system, is most essential. If there is 
not the chain or circle, then there will be some elements without causes or some ele-
ments without results in a system. Thus, this system is to be in the state of finding its 
results or causes, i.e. this system will fall into an unstable state, and there is not any 
stability to say.  

From the stable logic analysis model of complex systems, we can obtain several 
interesting consequences given below: 

Theorem 1. In a stable logic analysis model, there must be the cycle chain that its 
length is five, and there is not the cycle chain that its length is less than 5. 

Proof. The only need is to prove the three cases given below: 

1. There are not the cycle chains: their length is 1,2,3 or 4;  
2. There is a cycle chain that length is five;  
3. For a stable logic analysis model, there must be a cycle chain that length is five. 

Three cases given above are proved as follows: 

1. Obviously, 
132112111 ,, xxxxxxxxx →→→→→→  are all impossible. Assume 

that there is
14321 xxxxx →→→→ , we can obtain 131 xxx  by transition 

reasoning and 11 xx →  by atavism reasoning. This result contradicts Property1. 

2. For the cycle chain whose length is 5: 
154321 xxxxxx →→→→→ , can infer 

that: 142531 xxxxxx . There is not any contradiction here. 

3. For any one of stable logic analysis models, by Definition 4, there is a cycle chain 
like this: 

1321 xxxxx n →→⋅⋅⋅→→→ .  By proving step 1, we know that n 5. 
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If n=5, then case 3 has been proved.  
If n>5, then ⋅⋅⋅→→→→→ 654321 xxxxxx , so we can obtain 

531 xxx  by 

transition reasoning and obtain 
15 xx →  by atavism reasoning. Therefore, we 

have
154321 xxxxxx →→→→→ . The proof is complete. 

From proving Theorem 1, we can know that there are two different cycle chains, 
whose length is five simultaneously. That is, cycle chains

154321 xxxxxx →→→→→  

and 
142531 xxxxxx  appear together at the same time. 

Theorem 2. To any one of stable logic analysis model V, we can divide all elements of 
V into 5 categories: 

54321 ,,,, VVVVV , in which ( )i jV V i j∩ = ∅ ≠ , and 
i

VV = , 

i=1,2,…,5. Elements in the same category are equivalence each other, and there is the 
relation → or  between this category  iV and that category

jV . 

Proof. To any V, by Theorem 1, there is a cycle chain as follows: 

154321 xxxxxx →→→→→  

Let { } 5,,2,1,,~: ⋅⋅⋅=∈= iVxxxxV ii
. Firstly, we will prove ( )i jV V i j∩ =∅ ≠ . Make 

use of disproving. If i jV V∩ ≠ ∅ , then ,ji VVx ∩∈∃  make 
ji xxxx ~,~ , therefore, 

ji xx ~ , leading to contradiction. 

Secondly, we will prove 5
1i iV V= = , i.e. Vx ∈∀ , 

ix∃ , make 
ixx ~ . We know that  

there must be one of 5 relations 
1 1 1 1 1~ , , , ,x x x x x x x x x x→ →  between x  and 1x . If 

1~ xx , then the proof is complete; if 
1xx → , in addition, 

15 xx → , then 5~ xx ; if 

1xx , in addition, 14 xx , then 4~ xx . Similarly, other cases can be proved too. 

Theorem 2 indicates that we can research stability of a complex system with 3 rela-
tions by researching its 5 equivalence categories.  

Theorem 3. To any logic analysis system V with 3 relations , →  and , dividing 
its elements into categories according to equivalence relations, only stable architecture 
is shown as follows(Fig. 2): 

 
 
 
 
 
 
 
 
 
 
 

A

E                 B 

D           C 

Fig. 2. Only stable architecture
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Theorem 3 can be indirectly inferred by theorem 1 and theorem 2. 
These theorems have very important significance. Please look at several examples 

given below.  

4   Examples 

Example 1. In an on-line control system of product quality, both different rela-
tions—working procedure and management are considered generally. For example, let 
→  be working procedure, be managing procedure. The on-line control system 
given below can be adopted: 

Assume that ,,, 21 ⋅⋅⋅xx etc. are inspection points of working procedure or managing 

procedure, then ⋅⋅⋅→→→ 321 xxx . Where, 
1+→ ii xx is called flow section of adopt-

ing ith working procedure. Suppose that, according to design, substandard products rate 
of each section is q. Assume that the inspector discovers that there may be problems at 

32 xx → , then manager wants to inspect that weather working procedure section 

632 xxx →⋅⋅⋅→→  is to be in a stable producing state. Then he or she can take an 

inspection of substandard products rate at 2x , recording it as 1q , and take an in-

spection of substandard products rate at 4x , recording it as 2q , in addition, take an-

other inspection of the rate at 6x , recording as 3q . Assume that:  

 
 
 

Then, r1>q will shows that there may be problems at working procedure section 

432 xxx →→ . But there may be errors in inspection, so we inspect continuously. If 

finding r2>q in the next inspection, then it is reasonable to think that there are some 
problems in working procedure section 

632 xxx →⋅⋅⋅→→ , and the quality problems 

may probably be located at section 
432 xxx →→ . Thus, productions or 

half-productions need to return from 6x  to 2x  to reproduce. From the above analy-

sis, to the above quality inspection management, →  can be understood as an error of 
some working procedure inspections,  as an error that found by some above 
inaspectors, thinking the reasoning below (Fig. 3) reasonable: 

The above reasoning rules form the inspection to stability of producing. The rules 
may be expressed as: “The same mistake can be permitted one or two times but three 
or four times.” 

 
 
 
 
 
 

Fig. 3. Reasoning of example 1 

( ) ( ) ( ) ( )232121 1/11,1/11 qqrqqr −−−=−−−=

x2             x2

             
x4  x3       x4  x6
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Example 2. In system design of dependability, people consider a risk function ( )kλ  and 

scalar variable r : 

( )
1

1,
+

+++

=

−==
i

ik

i

ik
n

ki i

k

P

P

P

P
r

P

P
kλ  

where, P1 P2 …,Pn  are scattered probability-distribution-density, and n is the 
product life-span. Analyzing the state of products, we can see that they are to be in flow 
as follows: 

producing stage: ( ) 00:1 =λA  

early stage ( ) 0,10:1 <<< rkB λ  

accidental stage ( ) 0,10:1 =<< rkC λ  

breakage stage ( ) 0,10:1 ><< rkD λ  

life-span stage ( ) 1:1 =kE λ   

another producing stage ( ) 00:2 =λA  

another early stage ( ) 10:2 << kB λ 0<r  

… 

Although for designers of a product and for inspectors of product dependability the 
producing stages is the stage what they pay careful attention to together, the designers 
may be more concerned with design of accidental stage and life-span stage, and the 
inspectors may be more concerned with testing to early stage and breakage stage. We 
can regard the relation between the same kind of stage, for example, between 

21, AA …, 

as ~, and the relation between the two continuous stage, for example, between
11, BA …, 

as → , along with the relation between two alternate stages, such as 
11, DB … as . 

Obviously, the above system forms a stable logic analysis system, and it satisfies 
Theorem 1 to 3. 

Example 3. Assume that F={( 1x , 2x )’: 0 1x 0,1 2x 2 } is a plane rectangle, 

translation is regarded as ~. Define that  is to turn F 2 /5 anticlockwise, that is :  

=→
− ππ

ππ
5

2
sin

5

2
cos

5

2
cos

5

2
sin

: yyx ( )′= 21 ,, xxxx  

In addition, define that  is to turn F 4 /5 anticlockwise, i.e.  

=
− ππ

ππ
5

4
sin

5

4
cos

5

4
cos

5

4
sin

: yyx ( )′= 21 ,, xxxx  

Going through the functions of ~ → ,original plane rectangle will become 
many plane rectangles in the plane. All of them form a symmetric plane graph. Let A=0, 
B=2π/5, C=4π/5, D=8π/5, then it is correct to reason as fellows (Fig. 4): 
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Fig. 4. Reasoning of example 3 

The example demonstrates that this system forms a stable logic analysis model too.  

Example 4. Ancient Chinese theory “Yin Yang Wu Xing” [11] has been surviving for 
several thousands of years without dying out, proving it reasonable to some extent. If 
we regard ~ as the same category, neighboring relation →  as consistency and alternate 
relation  as conflict, then the above defined logic analysis model of stability is 
consistent with the logic architecture of reasoning of “Yin Yang Wu Xing”. Yin and 
Yang mean that there are two opposite relations in the world: consistency →  and 
conflict , as well as general equivalence category ~. There is only one of three 
relations ~, →  and  between every two objects. Everything makes something, and 
is made by something; everything restrains something, and is restrained by something; 
i.e. one thing is overcome by another thing.  The ever changing world, following the 
relations, must be divided into five categories by equivalence relation, being called 
“Wu Xing”: wood, fire, earth, gold, water. The “Wu Xing” is to be “neighbor is friend”, 
and “alternate is foe”. We can see, from this, the ancient Chinese theory “Yin Yang Wu 
Xing” is a reasonable logic analysis system to stability of complex systems. 

Example 5. A object is launched, with its elevation α  (degree) , and its mass m(kg), 
and momentum G(kg·m/s), then distance that it can arrive there in level is: 

  
21

( ) sin 2 ( , , )
G

y f G m
g m

α α= ≡  

where m=1.0kg, g=9.8m/s2(acceleration of gravity). When launching, m, G and α  go 

up and down within  ranges of Δ m=0.01m, Δ G=0.02G, Δ α =0.05α . The value of 
G and α  are unknown. The question is: what are the value of G and α , that can make 
the launched object most stably approaching 1000 meters (goal) in level direction? So 
called the most stable means that if it arrives at the distances y1, y2,…,yn, with taking 
G=G0, α =α 0 and testing several times at point (G0, α 0), then  

_

1

1
1 .0

n
s

s
y y km

n =
= = , while 2 2

1

1
( , ) ( 1 0 0 0 )

n
s

f s
G y

nR α
=

= −  

will get the minimum at the point (G0, α 0). 
The above problem is a usually model in control area of missiles, with having im-

portant worth in theory and practice. There are many similar problems in many do-
mains such as economic management and prediction, products quality control, stability 
of working procedure, online automatic control, physics, chemistry and biology, etc. 
The kind of problems is called the problem of stable center of complex systems. Al-
though there is a lot of that kind of problems, there are few accurate mathematical 
models to use, and few good methods to find the stable center. 

Finding the stable center of a complex system is a important problem on data 
analysis. In general, people now select the stable center of a complex system by firstly 

A              A 
             

C ← B        C D
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selecting some criteria for judging the stability, then finding the most optimal criteria of 
stability. However, different school of thought selects different stability criteria, so that 
different stability criteria bring about different stability center. For improving the above 
problem, we present the above logic model to help people analyzing stability of com-
plex systems, and proving that its cycle chain length of the stable structure is five. From 
this, we obtain a novel method analyzing the stable center of a complex system. This 
method needs only five criteria, and if we can make them the most optimal, then we will 
find its stable center. 

Suppose that the value y of a complex system can be expressed as: 
y=f(x1,x2,…,xm)+ ε

where f(x1,x2,…,xm) is a polybasic function, xj [aj, bj], j=1,2,…,m, ε is a random 
variable. Suppose that mb is the goal value. 

0 0 0 0
1 2 3( , ,..., ) [ , ],j jx x x x a b∀ = ∈  set a permitted error ( Δ x1, Δ x2,…, Δ xm). 

Suppose that xij (i=1,2,…,n; j=1,2,…,m) are some points in 0 0[ , ]j j j jx x x x− Δ + Δ , 

satisfying |x(i+2)j-x(i+1)j|=|x(i+1)j-xij|. We call x0 as the center point of experiments, and xij 

as the sequence points of experiments. If f is known by us, then we can obtain 
yi=f(xi1,xi2,…,xim), i=1,2,…,n, through putting xij into formula and computing them. If 
we don’t know f, then we can make some experiments at xij and get the observation 
value yi of y=f(xi1,xi2, …,xim). Thus, we just obtain the experiment data y1, y2, …, yn 
nearby the center point x0 of experiments. 

We select five criteria below to carve and paint this system’s stability at x0: 

1. 2—identification criterion. These observation values y1, y2, … , yn from experi-
ments must sufficiently identify or include those information at point  We have 
known that if orthogonal design method is adopted, then 2 just will reach the most 
optimal; 

2. 0( )f xμ =  — position criterion. 

3. 
^

2 0 2
1, 2, ...,

1

1
( ) ( ( ) )

1

n
i i im

i
x E f x x x y

n
σ

−

=
= −

−
 — fluctuation criterion, representing 

this system’s fluctuation at point x0; 

4. 
^ ^

2 2
1, 2, ...,

1

1
( ) ( ( ) )

n
i i im

i
R f E f x x x mb

n =
= − — risk criterion; 

5. 
2

2

( )Ey
SN

σ
=  — Signal Noise ratio criterion. 

The five criteria and relations between them form a stable logic analysis system 
(fig. 5). Its stability at point x0 can be controlled by using the above 5 criteria. 

In fig. 5, can be understood as positive function, and  can be understood as 
negative function. For helping reader comprehension, a example in true world is given 
in fig. 6. It is too simple and easy to explain more. Where, M and W express a Man and 
a Woman, respectively, while  and  express “love” and “kill”, respectively. 

Our purpose is finding a testing center point x0 in ranges of 
1
[ , ]

m
j j

j
a b

=∏ , at 

this point, with satisfying that: 
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We call the point x0 stable center or stable point of this complex data system about 

target design. Like this, we just give a statistical model of the stable center of a complex 
data system. 

In stability experiments of launched objects and experiment designs of products, 
the new logic analysis model have been already successfully applied many times, with 
efficiently reducing testing times and bring us many benefits. 

 
 

 
 
 
 
 
 

Fig. 5. The five criteria and relations between them form a stable logic analysis system 
 
 
 
 
 
  

Fig. 6. Triangle love 

5   Conclusions 

In this paper, with enlightening from nature, we present a new logic model of intelligent 
reasoning for analyzing stability of a complex system, and we prove it by means of the 
mathematics. In the meantime we illustrate the applications of the logic model by using 
five examples. We think that the logic model is reliable. 

The logic model presented by us has been already applied in some areas. For ex-
ample, in the experiment design and in the analysis of stability of a weapon factory’s 
products, we have used the logic model with reducing the test times, promoting the 
stability of products, and deriving many economical benefits. Its application practice 
shows that the logic model is very much effectual to analyzing stability of a complex 
system. The logic model has very wide uses. Consequently, we can believe that it 
would bring many benefits for us. Its application algorithm of the logic analysis model 
will be written in another paper by the authors after. 

 
 

             SN
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Abstract. The octree model, a hierarchical volume description of 3D
objects, may be utilized to generate projected images from arbitrary
viewing directions, thereby providing an efficient means of the data base
for 3D object recognition. The feature points of an occluded object are
matched to those of the model object shapes generated automatically
from the octree model in viewing directions equally spaced in the 3D
coordinates. The best matched viewing direction is calibrated by search-
ing for the 4 pairs of corresponding feature points between the input
and the model image projected along the estimated viewing direction.
Then the input shape is recognized by matching to the projected shape.
Experiment results show good performance of proposed algorithm.

1 Introduction

3D object recognition[1-10] remains as a challenging problem in the area of com-
puter vision. It’s not always possible to retrieve the complete shape of objects in
the real world, when the objects are occluded or illumination conditions change
unexpectedly. Researchers have suggested a wide range of schemes to solve this
problem in a framework of partial shape recognition[5-10]. Several techniques
using polygon, vertex angle and a string matching may be exemplified[6-7]. For
example, in the polygon matching technique[6], the dissimilarity between the
input and the model objects is estimated using polygon moments, and the ini-
tially matched corner points are used to align other corner correspondence. This
method, however, may be applied only when the objects can be approximated by
a polygon. The string matching technique[7] using a string for matching but it is
difficult with this technique to check which part is matched partially. In general,
a large database is required for the 3D object recognition, since objects may have
different shapes depending on the viewing direction. This makes the matching
process very slow. In this paper we suggest a new and efficient algorithm for
recognizing occluded 3D objects.

2 Occluded 3D Object Recognition

In this paper we suggest the method that can recognize the 3D object from
the partial image received from a random position and direction. The technique
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recognizes an object from partial shape and figures out correctly relative dis-
tance, volume and rotation, even though the target is occluded or only part of
the object is caught with a camera. Our new algorithm first finds local maxima
of a smoothed k-cosine function, and approximately identifies feature points for
the contour of occluded object. Matching primitives, which have similar mag-
nitude ratios and rotation angles, are detected in order to determine whether
there is a model given to the image of an object in the Hough space. The transla-
tion vector, that minimizes the mean square error for matching contour segment
pairs, is then calculated. Through this process, a 2D input image and the fea-
ture points of a projected 3D object can be identified. The viewing direction is
fixed with four pairs of feature points, a projected image is produced by octree
model according to the viewing direction, and finally the image is projected to
the input image to find out whether it matches or not. This is the way the new
algorithm works.

2.1 2D Feature Points

A set of contour points abstracted by the Turtle algorithm is defined as C ={
pi = (xi, yi)|i = 1, · · ·, n}. We can calculate the folding ratio of i with i-k and

i+k contour points. Using aik and bik, the vector from pi to pi−k and
pi+k, cos θik which is the k-cosine value of i contour point, is defined as follows:

cos θik =
aik · bik

|aik| |bik| (1)

The k value is a very important parameter to determine the accuracy of the
description of the contour. The smaller the value is, the more accurate the de-
scription is. The k value is, however, sensitive to noises and minute changes. If
the value is large, it becomes harder to detect feature points for the detailed
shape of an object. Therefore, the feature points should be detected automat-
ically by smoothing and scale-space filtering in order to determine the k value
that best corresponds to the contour information. The scale-space filtering[9] can
detect stable feature points while increasing the size of a smoothing kernel. The
k-cosine value is put into the smoothing process with the convolution of the Tri-
angular function. The contour feature point that has the local maximum among
smoothed k-cosine values is very important to determine the shape of an object.
In order to describe the object accurately in relation to the size and complexity
of the object, the k value should be selected properly. The scale factor k is in-
creased to choose the k value automatically, and the feature point that doesn’t
respond to the change of the k value. Let’s mark the feature points abstracted
by the feature point detection algorithm as Si i = 1 · ··, n. The contour points
are projected on the line constructed with (Si, Si+δ) vertically to (Si, Si+δ) and
the primitives that compose the shape of an object can be abstracted. δ is the
parameter that prescribes the feature of a primitive. The δ value should be deter-
mined by the feature point abstraction algorithm. For the accurate recognition
that is not influenced by the number and position of feature points, we use two
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types of the primitives: δ = 2(Type1) and δ = 3(Type2). The primitive recogni-
tion is accomplished by matching with the model primitive. First, we calculate
the matching score record between the ith primitive Li of an object and the jth

primitive Oi of the model:

ηij = |Li −Oi| = 1
D

D∑
k=1

|Lik −Ojk| (2)

Here D stands for the number of projection for the primitive, and the low ratio
shows that this is an acceptable match. The pair, which has the lowest matching
score record between object and model primitives, is selected and saved. Finally
the pair whose size ratio and rotation angle matches perfectly is sorted out,
and the primitive recognition is completed. The second step uses the Hough
technique, in order to search for the primitive set that has the similar magnitude
ratio and rotation angle among recognized primitive pairs. First produced is the
bin that has a similar magnitude ratio S. Next produced is the bin that has a
similar rotation angle θ to the primitives that belong to each bin. The magnitude
ration of the bin is assigned ±15 to find out significant similarities. ηs,θ shows
the number of primitives which belong to the bin that has the similar magnitude
ratio S and rotation angle θ. The bin, whose value of the primitives is higher
than 2, is checked whether they are continuous or not. The continuous primitives
are finally designated as matching primitives. If ηs,θ is more than 2 and the
primitives are continuous, the model provides vivid information for the present
object. The number of the pair of matching primitives in the neighbor is more
than 2 and the magnitude ratio and the rotation angle correspond to each other,
so that we can say the similarity to the model is significantly high. With this
technique, it is even possible to recognize partially damaged objects with their
partial object information. The primitives of the model, and the ηs,θ matching
and neighboring primitive pairs (q1, p1), · · ·, (qn, pn) the average magnitude ratio
S and the average rotation angle θ calculated from those primitive pairs, and
their relative position can be shown as follows:

S =
1

ηs,θ

ηs,θ∑
i=1

length(pi)
length(qi)

, θ =
1

ηs,θ

ηs,θ∑
i=1

[
length(pi)− length(qi)

]
(3)

x′ = S · cos(θ) · x− S · sin(θ) · y + tx

y′ = S · sin(θ) · x + S · cos(θ) · y + ty (4)

(x′, y′) is the coordinate system of the object, and (x, y) is that of the model.
The relative position of the object (tx, ty) can be calculated with the primitive
coordinates of both the model and the object so that the mean square error can
be minimized.

tx =
1
N

∑
(x,y)

[
x′ − (S · cos(θ) · x− S · sin(θ) · y)

]
ty =

1
N

∑
(x,y)

[
y′ − (S · sin(θ) · x + S · cos(θ) · y)

]
(5)
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In other words, the relative position can be obtained with the difference of aver-
age coordinates between the model primitive and the object primitive converted
by the magnitude ratio S and the rotation angle θ.

2.2 Octree Model

Octree model has a data structure in which the two-dimensional quadtree ex-
tends to a three-dimensional expression. It involves itself in the relation to the
three-dimensional space and has its data compressed. This type of expression
is the method that enables the searching process to calculate efficiently by uti-
lizing tree searching, and it productively uses the special relation of some basic
algorithm of graphics such as translation, scaling, rotation and hidden-surface
removal. The octree model is used in a variety of fields to express 3D objects
effectively. The examples include computer graphics and its application, anima-
tion, CAD, moving object realization by robotics, medical 3D construction with
computed tomography, etc[1-4]. The octree structure uses three orthogonal 2D
images to produce the 2D image of a 3D model object easily and quickly, which
is projected from an arbitrary viewing direction, with the volume intersection
algorithm[3] so that it can reduce the size of database impressively. If the surface
information of a 3D object is added, the 2D projection image can be expressed
with pseudo gray. In short, the octree modelling method can be used to recog-
nize efficiently any 3D objects. Among the surface nodes detected by the process
above mentioned, the surface node whose normal vector times viewing direction
vector has minus value is the node that can be seen from the viewing direction.
The 2D projection image can be produced by parallel-projecting the surface of
these nodes to the viewing direction. With the absolute value of the multiplied
vectors, the pseudo gray surface information can be expressed on the 2D pro-
jection image. Fig. 1. shows the 2D projection images of a airplane and a motor
car from an arbitrary viewing direction using octree. Fig. 2. shows the process
in which the octree is automatically produced with three orthogonal 2D images
projected from three arbitrary viewing directions.

Feature points of a 3D object, which are derived from the 2D feature points
detected from top, side and front images, are produced in accordance with the
following principle: If the two 2D image feature points Pi and Qj, which are

Fig. 1. Example of images projected from octree
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Fig. 2. Octree generated from Top, Side, Front view block images

caught from the two orthogonal viewing directions, are extended to each viewing
direction and they intersect, the intersecting point is the feature point of the 3D
object. Consequently the 3D feature points can be abstracted from all the feature
point pair Pi and Qj on the 2D image.

2.3 3D Feature Points and Matching

The geometric transformation for the four pairs of feature points is used to find
the feature points of the 3D object corresponding to the feature points of the
2D image[8]. If the coordinates of the 2D feature point Pi and the 3D feature
point pj corresponding to Pi are (Xi, Yi), (xj , yj, zj) and , the projection from
pj to Pi can be expressed as follows:

Xi = R11 xj + R12 yj + R13 zj + tx

Yi = R21 xj + R22 yj + R23 zj + ty (6)

The transform relation between the 2D coordinates and the 3D coordinates
is expressed with the rotation matrix factors
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V t
1 =

[
R11 R12 R13

]
, and V t

2 =
[
R21 R22 R23

]
, and the translation transform

factors tx and ty. If four pairs of feature points are given, the transformation
can be solved. This transformation formula is orthogonal.

V1 · V2 = 0, ||V1|| = c , ||V2|| = c (7)

However taking quantization effect and noises into consideration, the follow-
ing expression is used to evaluate digital images:

|V1 · V2| < δ1, 1− δ2 <
||V1||
||V2|| < 1 + δ2 (8)

δ1 and δ2 are small constants, and we used 0.3 and 0.2 in the experiments.
The four pairs of feature points, which meet with all the conditions already
mentioned, are then searched for. If a set of 2D feature points

{
P1, P2, · · ·, Pn

}
and a set of 3D feature points

{
p1, p2, · · ·, pn

}
are given, the transform relation

between the 2D and the 3D coordinates can be obtained by searching for the
four pairs of feature points that satisfy the transformation expressions (6) and
(8).

If the viewing direction is expressed in the observer-centered coordinates
as , the corresponding viewing direction in the object-centered coordinates is
transformed this way, where the transformation matrix R is marked:

R =

⎡⎣R11 R12 R13
R21 R22 R23
R31 R32 R33

⎤⎦ (9)

R−1 = Rt ( R is an orthogonal matrix)

Vdir = R−1

⎡⎣0
1
1

⎤⎦ =

⎡⎣R31
R32
R33

⎤⎦ =

⎡⎣R11
R12
R13

⎤⎦×
⎡⎣R21

R22
R23

⎤⎦ (10)

So, the viewing direction(Vdir) if four pairs of feature points that satisfy the ex-
pression (6) and (8) are determined, the viewing direction can be estimated by
the cross product of V1 and V2. If the shape of 3D object is simple, the feature
point matching between 2D and 3D is enough to recognize the 3D object. If the
shape is rather complex, some false pairs of feature points satisfying (6) and (8)
can exist by coincidence. So, the verifying process is necessary to eliminate pos-
sible errors. Our algorithm produces the 2D projection image that is composed
with the octree in accordance with the calculated viewing direction, and finally
confirms if it really matches with the input image. This algorithm, therefore,
can find out the original, complete 3D shape from partial shape. Even if another
object model is added, it doesn’t have to change the proposed recognition algo-
rithm, but simply supplements model database to the primitives of a new object
so its recognition system has the merit of being easily extended.
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3 Experiments

3.1 Experiment 1

Our algorithm materialized matching in case of two arbitrarily occluded 3D
images from a certain viewing direction(Fig. 3(a)and(b)). Feature points were
first found with the method above mentioned in order to find two 3D objects
in the occluded 3D images of Fig. 3(b), and similar matching points(Fig. 3(c))
and the model were found in the database that was constructed with the octree
model. Four distinctive feature points were checked against feature points in the
occluded part (red points in Fig. 3(d)). Fig. 3(e) shows it’s projection image
that found with the octree model and feature points. Fig. 3(f) shows the final
matching image after the generated image was projected to the input image in
order to check their matching ratio. We found the first object of the two 3D
objects in the input image in the process of matching. Similarly Fig. 3(g) shows
the input image and its feature points, Fig. 3(h) the partial image of matching
points, and Fig. 3(i) the matching model and 4 feature points. Using these feature
points, the 2D projection image and feature points are shown in Fig. 3(j). Fig.
3(k) shows the final matching image.

Fig. 3. The input image and the matching image of Experiment 1

3.2 Experiment 2

As we did in Experiment 1, Fig. 4(b) shows the occluded 3D input image and its
feature points. The feature points of matching part and the model are shown in
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Fig. 4. The input image and the matching image of Experiment 2

Fig. 4(c). Four distinctive feature points were checked among feature points in
the occluded part (red points in Fig. 4(d)). Fig. 4(e) shows projected image and
feature points found with the octree model. Fig. 4(f) shows the final matching
image. Fig. 4(g) shows the input image and its feature points, Fig. 4(h) the
partial image of matching points, and Fig. 4(i) the matching model and Fig. 4(h)
shows projection image and feature points. Fig. 4(k) shows the final matching
image.

3.3 Experiment 3

In Experiment 3, the feature points and the model are in Fig. 5 (c) and (d).
After the matching process, the final image is shown in Fig. 5(f). In case of the
second object (Fig. 5(g)), we selected four feature points, made the projected
image, and projected it back to the input image. The matching is, however,
rejected(Fig. 5(j)), because of the error in the positions of feature points. The
algorithm could recognize one of the two 3D input images.

3.4 Experiment 4

In Experiment 4, two 3D objects were occluded and the new feature points were
created. (arrows in Fig. 6(b)) This made the number of feature points increased
to recognize partial shapes so that the matching was rejected.
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Fig. 5. The input image and the result image of Experiment 3

Fig. 6. The input image and the distorted image of Experiment 4

Table 1. Result of occluded 3D object matching

Experiment object viewing dir. Cal. viewing dir. angular error pixel error
Exp. object1 -0.47,-0.88,0.01 -0.49,-0.87,0.01 1.43 1.63

1 object2 -0.33,0.67,0.67 -0.37,0.68,0.64 3.17 4.75
Exp. object1 -0.65,-0.69,-0.32 -0.67,-0.67,-0.33 2.16 2.51

2 object2 -0.71,-0.05,-0.71 -0.66,-0.14,-0.73 5.86 2.51

4 Conclusion

If the 3D object is occluded, some part of the 2D image of 3D models should
be used. The 2D image matching was carried on with the primitives and the
positions in the Hough space, the viewing direction was estimated with those
feature points, and the 3D partial matching was found by projecting the 2D
projection image to the input image using the octree model. In cases where the
object was excessively occluded so that the number of feature points changed, or
many feature points were moved, the matching recognition was rejected. With
the exception of these cases, the new algorithm recognized the image of object
accurately and calculated the relative positions correctly. It was not influenced
by the position, volume or rotation of the object. Even if a new model object is
added, the new algorithm does not change its recognition algorithm but simply
supplements model database to the primitives of a new object.
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Abstract. Based on the exponential possibility model, the possibility theoretic 
clustering algorithm is proposed in this paper. The new algorithm is distinctive 
in determining an appropriate number of clusters for a given dataset while 
obtaining a quality clustering result. The proposed algorithm can be easily 
implemented using an alternative minimization iterative procedure and its 
parameters can be effectively initialized by the Parzon window technique and 
Yager’s probability-possibility transformation. Our experimental results 
demonstrate its success in artificial datasets. 

1   Introduction 

Clustering has long been a hot research topic in various disciplines and it has been 
widely applied in the past decades, e.g., decision making, document retrieval, image 
segmentation, and pattern classification. Recently, more and more researchers are 
interested in its application in large datasets [1,2]. Clustering algorithms attempt to 
organize unlabeled input vectors into clusters or “natural groups” such that data points 
within a cluster are more similar to each other than those belonging to different 
clusters, i.e., to maximize the intra-cluster similarity while minimizing the inter-class 
similarity. Based on their way to handle uncertainty in data, the clustering algorithms 
can be categorized into probabilistic and fuzzy clustering. Fuzzy clustering is our 
concern here. Among the proposed fuzzy clustering algorithms, the fuzzy c-means 
(FCM) algorithm [3] is perhaps the most well-known one. Most of the newly 
proposed fuzzy clustering algorithms originate from it, e.g., possibilistic clustering 
[4], fuzzy competitive learning, and gravity-based clustering. FCM and its variants 
realize the clustering task for a dataset by minimizing an objective function subject to 
some constraints, e.g. the summation of all the membership degrees of every data 
point to all clusters must be 1. However, this usually makes the objective functions 
monotonically decrease with the increase of the number of clusters, making the 
problem of setting an appropriate number of clusters even harder.  

Compared with FCM, little attention has been paid to possibilistic clustering 
[4,5,6].  Based on possibility measure, Krishnapuram and Keller [4] presented a 
possibilistic clustering algorithm to enhance the robustness to noise and outliers in 
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datasets. They take use of the possibility measures to relax the constraints adhered to 
the objective functions, or add some penalty terms to the objective functions. The 
number of clusters must be preset for the objective functions, and their clustering 
performances heavily depend on a reasonable choice of the number of clusters.  

The theory of possibility was introduced by Zadeh [7] in 1978 and it is commonly 
known as an uncertainty theory devoted to the handling of incomplete information. 
Recently, Tanaka and his group presented their recent works on possibilistic data 
analysis for operations research [8] where a new concept called exponential 
possibility model was introduced. Being inspired by this new achievement in 
possibility theory, we develop a novel possibilistic clustering algorithm which 
provides a new perspective on the relationship between possibility theory and 
clustering. Furthermore, a unified criterion for choosing an appropriate number of 
clusters and realizing efficient clustering simultaneously is introduced. The new 
algorithm can be easily implemented by an alternative minimization iterative 
procedure. In order to avoid the algorithm’s sensitivity to initial conditions, Yager’s 
probability-possibility transformation method [9] and Parzon window technique are 
used to estimate the initial parameter values. The remainder of the paper is organized 
as follows. Section 2 introduces the fundamentals of exponential possibility model 
and elaborates this model from a clustering viewpoint. In Section 3, the new 
clustering algorithm is presented. We demonstrate the effectiveness of the new 
algorithm in artificial datasets in Section 4. The final section concludes the paper. 

2   Exponential Possibility Model and Clustering 

Possibility theory, firstly proposed by Zadeh [7], offers a model for effectively 
representing the compatibility of a crisp value with a fuzzy concept where a fuzzy 
variable is associated with a possibility distribution in the similar way that a random 
variable is associated with a probability distribution. It has been further developed for 
the so-called possibilistic data analysis for which a new concept called exponential 
possibility model [2,10,11,12] is introduced by Tanaka and his group recently. An 
exponential possibility distribution is regarded as a representation of evidence, which 
is represented by an exponential function   

)}()(exp{)( axDaxx A
t

A −−−=Π  (1) 

where the evidence is denoted as A, a  is a center vector and AD  is a symmetrical 

positive definite matrix. It should be pointed out here that there is a big difference 
between an exponential possibility distribution and an exponential probability 
distribution. 
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where d denotes the dimensional number, μ  denotes the mean and Σ  denotes the 

variance matrix  
 
Let the joint exponential possibility distribution on the (n+m)-dimensional space be 
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where x and y are n- and m-dimensional vectors, respectively; 1a  and 2a  are center 

vectors in the n- and m-dimensional spaces, i.e. X & Y respectively; and 

221211 ,, DDD  are the positive definite matrices. Then, we can define the marginal 

possibility distributions on X and Y as 
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In [12], Tanaka et al. derived the following theorem: 
Theorem 1. If )()|( y & yx AA ΠΠ  satisfies (7) and (6) respectively, then 

 )()|(),( yyxyx AAA ΠΠ=Π  (9) 

According to this theorem, we immediately have 

)()|()()|( xxyyyx AAAA ΠΠ=ΠΠ  (10) 

which is very important because it provides the solid mathematical foundation of our 
possibility theoretic clustering algorithm. 
     For )()|()()|( xxyyyx AAAA ΠΠ=ΠΠ  in (10), we may view x as the observable 

pattern in the observable space (i.e. a dataset) and y as its representation (i.e. its 
cluster) in the representation space. Suppose K is the number of clusters, then the 
representation space consists of K corresponding clusters. Thus, for the given 
observable space X, the clustering task attempts to find out all the corresponding 
clusters in the representation space such that (10) holds true. In other words, if we 
simplify AΠ  as Π , and define 

)()|(),(
1

xxyyxC ΠΠ=Π  (11) 
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)()|(),(
2

yyxyxC ΠΠ=Π  (12) 

then we may explain the clustering task from a new angle. That is, for every datum x 
in a dataset, clustering tries to obtain its cluster y in the representation space such that 

),(),(
21

yxyx CC Π=Π . In practice, due to the possible existence of a discrepancy 

between ),(
1

yxCΠ  and ),(
2

yxCΠ , we can introduce the so-called consistent 

function F to reach a balance between ),(
1

yxCΠ  and ),(
2

yxCΠ , i.e. to realize the 

clustering task by minimizing the following consistent function 

))()|(),()|((),( 21 yyxxxyFCCF ΠΠΠΠ=  (13a) 

Obviously, F should be a convex function satisfying 
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The minimization of ),( 21 CCF  can be easily implemented by an alternative 

minimization iterative procedure : 

Step 1: Fix 
oldCC 22 = , compute =newC1 FC1

minarg  

Step 2: Fix 
oldCC 11 = , compute =newC2 FC2

minarg  

which guarantees to reduce F  until it converges to a local minimum. The alternative 

minimization iterative procedure can be implemented by the EM algorithm or using 
the gradient descent learning rules . 
   Let us only take the well known Kullback divergence here for ease of discussion, 
i.e. F is defined as 

= = ΠΠ
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Let 

)),(),,(())()|(),()|((),(
21111 yxyxKLyyxxxyKLKF CCK ΠΠ=ΠΠΠΠ=θ  (16) 

)),(),,(())()|(),()|((),(
21222 yxyxKLyyxxxyKLKF CCK ΠΠ=ΠΠΠΠ=θ  (17) 

where K is the number of clusters, Kθ  is the parameter set, i.e. 

},,,,{ 21221211 aaDDDK =θ . With K fixed, when ),(1 KF Kθ  or ),(2 KF Kθ  

achieves its minimum, we can find out the corresponding cluster y to which every 
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datum x in a dataset belongs. In general, K is unknown or we may perhaps have 
multiple choices. The above alternative minimization procedure can help us to 

determine an appropriate K by picking the smallest *K  among all possible values of 
K such that ),( *

1 * KF
K

θ or ),( *
2 * KF

K
θ reaches its minimum for the given dataset. In 

other words, by minimizing ),(1 KF Kθ or ),(2 KF Kθ , we can determine the best 

number of clusters and the corresponding clusters simultaneously, which is a major 
contribution of the proposed method here.  
   To save the space, we do not intend to go into the details of how to make 

),(1 KF Kθ  or ),(2 KF Kθ  achieve its minimum by using the alternative 

minimization iterative procedure, since it can be easily done by the EM algorithm or 
the gradient descent learning rules but the details are tedious. 

3   Possibility Theoretic Clustering Algorithm 

As we know, the alternative minimization iterative procedure does not guarantee to 
achieve the global minimum and is very sensitive to the initial parameter values. 
Therefore, in order to make the new clustering algorithm work well, we should 
carefully initialize the parameters. In this paper, an effective method based on Yager’s 
probability-possibility transformation [9] is proposed. 

In [9], Yager introduced the probability-possibility transformation method as 
follows. For a given n-dimensional dataset }1|),.......,,({ 21 NixxxxX iniii === ,if 

the possibility distribution )( ixπ  of each ix  in the dataset is given, then after 

ranking all )( ixπ  in decreasing order, we can use the following transformation 

equation to obtain the corresponding probability: 
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(18) 

Obviously, if the probability distribution )( ixp of each ix  is known, we can use 

(18) to obtain the corresponding possibility distribution. With the well-known Parzon 

window technique [13], for the dataset described above, we may estimate )( ixp  

reasonably as: 

=

=−=
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where )(•k denotes a prefixed kernel function. In this paper, for simplicity, we take 

)exp()(
2

2

h

r

h

r
k −=  for the artificial datasets to be used in the experimental result 
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section. We also estimate )( ixp  using the so-called Epanechnikov kernel function in 

the large image processing application: 
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and parameters nBB ,,1  can be estimated according to Scott’s rule [13], i.e. 

4

1

||5 +
−

= n
ll NsB , l=1,2, ….., n, with ls  denoting the standard deviation of the 

data set along the lth dimension. In [11], it has been shown that the exact shape of the 
kernel function does not affect the approximation a lot. A polynomial or Gaussian 
function can work equally well. The standard deviation of the function, i.e. its 
bandwidth, is much more important. The Epanechnikov kernel function is easy to 
integrate (the biased sampling procedure [2,14] needs this property for large image 

processing), and so, for convenience, we adopt this kernel function. With )( ixp  

estimated and ranked in decreasing order, in terms of (19-21), we immediately have 

NjforxpxpjNxx
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11
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That is, with Parzen window technique and Yager’s probability-possibility 
transformation method, we can easily obtain the possibility distribution of any dataset. 
Since exponential possibility distribution is assumed by the proposed clustering 
algorithm, we have to approximate it appropriately. Such an exponential possibility 
distribution can be easily found by minimizing the mean-squared-error (MSE) below: 

=
−Π=

N

i
ixix

N
MSE

1

2)]()([
1 π  (23) 

where )})(()(exp{),(max)( 112
1

2212111 axDDDDaxyxx i
tt

ii
y

i −−−−=Π=Π −
 

according to (5). In this way, we can estimate the initial values of parameters 

1221211  &,, aDDD  for our possibility theoretic clustering algorithm. Now, let us 

state the overall algorithm. 

Step 1. For the given dataset, compute its probability distribution using Parzon 
window            technique, and then, obtain its possibility distribution using 
the probability-possibility             transformation method. Set the initial 
parameter values of },,,{ 1221211 aDDD  by the results of minimizing (23) 

using the gradient descent learning rules. 



 Possibility Theoretic Clustering 855 

 

Step2. Choose a consistent function 1F  or 2F , fix K, and compute 

            ),(minarg 1
*
,1 KF KK K

θθ θ=  or ),(minarg 2
*
,2 KF KK K

θθ θ=   

 using the alternative minimization iterative procedure (implemented by the 
EM algorithm or the gradient descent learning rules). 

Step 3.  Change K and repeat step 2 until  

 ),(minarg *
,11

* KFK KK θ=  or ),(minarg *
,22

* KFK KK θ= .  

 The final clustering result is *K  and *
,1 Kθ , or, *K and *

,2 Kθ ; depending on 

the adoption of 1F  or 2F . 

After obtaining *
,1 Kθ  or *

,2 Kθ , we fix all the parameters in (8). For a data point x, we 

can use (8) to determine its cluster which makes )|( xy∏  in (8) achieve the 

maximum in the representation space. 

4   Performance on Artificial Datasets 

Despite the introduction of probability-possibility transformation by Yager [9], how 
to effectively determine the possibility distribution of a dataset still remains a 
challenging topic. Moreover, our assumption here that a dataset must follow an 
exponential possibility distribution seems too rigid in practice and the clustering 
performance might be severely affected. According to our experimental results, this is 
not a concern, or, at least we can justify that the proposed algorithm is very effective 
for convex datasets like the artificial ones below. 
    Fig.1 depicts three artificial datasets of five classes with three different degrees of 
overlap. With the number of clusters K=5, the proposed clustering algorithm is able to 
converge to the expected cluster centers (the bold points in Fig.1). Fig.2 records the 
changes in )(1 KF  and )(2 KF  for K=3 to 7. Obviously, )(1 KF  and )(2 KF  reach 

the minimum values when K=5 for all the three datasets and this is in line with the 
ideal number of clusters. Similar performance can be obtained for the datasets in 
Fig.3 consisting of seven classes. As demonstrated by Fig.4, the proposed clustering 
algorithm again is able to identify the ideal number of clusters which is 7. The 
experimental results here validate the effectiveness of the proposed algorithm in both 
clustering performance and identifying a reasonable number of clusters. 

5   Conclusions and Future Work  

In this paper, a new clustering approach based on Tanaka’s exponential possibility 
model [8] is introduced and a possibility theoretic clustering algorithm is proposed. It 
takes use of the Parzon window technique and Yager’s probability-possibility 
transformation [9] to initialize its parameters and the algorithm can be easily 
implemented by the alternative minimization iterative procedure. It possesses a 
distinctive feature that an appropriate number of clusters can be determined  
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automatically during the clustering process. As demonstrated by the simulations with 
artificial convex datasets, the new algorithm is effective in converging to the clusters’ 
centers and identifying the required number of clusters. Our future works include the 
applications of this new algorithm to  large image processing tasks, data mining 
problems, pattern recognition, and bioinformatics databases, and the development of 
its robust version so that a class of robust possibility theoretic clustering algorithms 
for noisy datasets can be developed. 
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(a) low degree of overlap (b) medium degree of overlap (c) high degree of overlap 

Fig. 1. Three artificial datasets of five classes 

 

   
(a) low degree of overlap (b) medium degree of  

overlap 
(c) high degree of overlap 

Fig. 2. Changes in ),(1 kF kθ  and ),(2 kF kθ  for the three datasets in Fig.1 using different 

number of clusters K 
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(a) low degree of overlap (b) medium degree of  overlap (c) high degree of overlap 

Fig. 3. Three artificial datasets of seven classes 

   
(a) low degree of overlap (b) medium degree of  overlap (c) high degree of overlap 

Fig. 4. Changes in ),(1 kkF θ  and ),(2 kkF θ  for the three datasets in Fig.3 using different 

number of clusters K 

 

References 

1. Pal, N.R., and Bezdek, J.C.: Complexity Reduction for  Large Image Processing. IEEE 
Trans. on Systems, Man and Cybernetics - Part B:Cybernetics, vol.32, no.5 (2002)598-611  

2. Kollios, G., Gunopulos, D., Koudas, N., etc.: Efficient Biased Sampling for Approximate 
Clustering and Outlier Detection in Large Data Sets. IEEE Trans. on Knowledge and Data 
Engineering, vol.15, no.5  (2003)1170-1187  

3. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithm. New York: 
Plenum (1981) 

4. Krishnapuram, R.  and Keller, J.: A Possibilistic Approach to Clustering. IEEE Trans. on 
Fuzzy Systems, vol.1, no.2, (1993)98-110 

5. Krishnapuram, R.,  Frigui, H.,and Nasraoui, O.: Fuzzy and Possibilistic Shell Clustering 
Algorithms and Their Application to Boundary Detection and Surface Approximation - 
Part I. IEEE Trans. on Fuzzy Systems, vol.3, no.1 (1995)29-43 

6. Krishnapuram,R.,and Keller, J.: The Possibilistic C-means Algorithm: Insights and 
Recommendations.  IEEE Trans. on Fuzzy Systems, vol.4, no.3 (1996)385-393 



858 S. Wang et al. 

 

7. Zadeh, L.A.: Fuzzy Sets as a Basis for a Theory of Possibility. Fuzzy Sets and Systems, 
vol.1 (1978)3-28 

8. Tanaka, H.and Guo, P.: Possibilistic Data Analysis for Operations Research. New 
York:Physica-Verlag (1999) 

9. Yager, R.R.: On the Instantiation of Possibility Distributions.  Fuzzy Sets and Systems, 
vol.128 (2002)261-266 

10. Sugihara, K. and Tanaka, H.: Interval Evaluations in the Analytic Hierarchy Process by 
Possibility Analysis. Computational Intelligence, vol.17, no.3, pp.567-579 (2001) 

11. Tanaka, H. and Ishibuch, H.: Evidence Theory of Exponential Possibility Distributions.  
Int. J. Approximate Reasoning, vol.8, pp.123-140 (1993) 

12. Rosenfeld, A. and Kak, A.C.: Digital Picture Processing. New York:Academic (1982) 
13. Scott, D.: Multivariate Density Estimation: Theory, practice and visualization. New 

York:Wiley (1992) 
14. Hong-Qiang Wang and Huang, D.S.: A Novel Clustering Analysis Based on PCA and 

SOMs or Gene _expression Patterns. Lecture Notes in Computer Science 3174: 476-481, 
Springer 



 

D.S. Huang, X.-P. Zhang, G.-B. Huang  (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 859 – 867, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A New Approach to Predict N, P, K and OM Content in a 
Loamy Mixed Soil by Using Near Infrared Reflectance 

Spectroscopy 

Yong He1, Haiyan Song1, Annia García Pereira1, 2, and Antihus Hernández Gómez 1, 2 

1College of Biosystems Engineering and Food Science, Zhejiang University, 
310029, Hangzhou, China 
yhe@zju.edu.cn 

2Agricultural Mechanization Faculty, Havana Agricultural University, Cuba. 
anniagarcia_2000@hotmail.com 

Abstract. Near Infrared Reflectance (NIR) spectroscopy technique was used to 
estimate N, P, K and OM content in a loamy mixed soil of Zhejiang, Hangzhou. 
A total of 165 soil samples were taken from the field, 135 samples spectra were 
used during the calibration and cross-validation stage. 30 samples spectra were 
used to predict N, P, K and OM concentration. NIR spectra and constituents 
were related using Partial Least Square Regression (PLSR) technique. The r 
between measured and predicted values of N and OM, were 0.925 and 0.933 
respectively, demonstrated that NIR spectroscopy have potential to predict 
accurately this constituents in this soil, not being this way in the prediction of P 
and K with r, 0.469 and 0.688 respectively, demonstrated a poorly for P and a 
less successfully for K prediction. The result also shows that NIR could be a 
good tool to be combined with precision farming application.  

1   Introduction 

The actual technological development in positioning, sensing and control system has 
open a new era, where practices traditionally used in agriculture are staying behind. 
Precision farming is a term used to describe the management of variability within 
field, applying agronomic inputs in the right place, at the right time and in the right 
quantity to improve the economic efficiency and diminish the environmental impact 
of crop production [1]. The study and understanding of the soil spatial variability is 
very important due to it is the responsible that crops yield distributed unevenly within 
the field what forces in some occasions to an excessive use of fertilizers [2],[3], and it  
is the soil spatial variability the first step to develop a Site Specific Crop Management 
program (SSCM) that will help to improve soil quality through treatments practical 
and economically efficient, but to study soil constituents composition, an exhaustive 
processes have to be dedicated to laboratory analysis where time and economic 
indicators appear as drawbacks. 

On the other hand in testing materials field, Visible-NIR spectroscopy has 
appeared as a rapid and nondestructive analytical technique that correlates diffusely 
reflected near-infrared reflection with the chemical and physical properties of 
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materials [4],[5]. It has been used for assessing grain and soil qualities [4], [6], [7], 
[8], [9], [10] and has been demonstrated this method is rapid, convenient, simple, 
accurate and able to analyze many constituents at the same time.  

The goal of this study is to analyze NIR spectroscopy potential to estimate N, P, K 
and OM content in a loamy mixed active thermic aeric endoqualfs soil as well as to 
combine these predicted macronutrients concentration with Geographic Information 
System (GIS) and statistic using N, P, K and OM spatial variability within the field to 
obtain it’s distribution maps and the correlation among them. 

2   Material and Methods  

2.1   Soil Sampling  

The experimental site is located in Zhejiang, Hangzhou (120°11E, 30°28N), the field 
is relatively flat. The main monthly temperature fluctuates from 3.5 ˚C in January to 
26.8 ˚C in July with an annual average temperature of 16.2 ˚C and rainfall of 279 mm. 
It has a wet climate, with a long frost-free period and relatively high summer 
temperatures. The soil is normally not mechanized, penetrating and easy to cultivate 
and it has a previous crop rotation with corn. The soil type was classified as loamy 
mixed active thermic aeric endoqualfs according with Zhejiang soil classification 
[11].  

The test field boundary was performed with Trimble AgGPS 132 equipment. The 
normal grid method was used to sample the soil. Measurements were taken at 30 
sample plots; at a depth of 20 cm and grid interval 5 m (two sample plots were taken 
in the diagonal of the south-east grid). A composite sample was obtained by mixing 5 
soil samples (equal volume basis), 1 central plot and the remaining 4, separated 1 m 
away from each sampling point. Other 135 samples were taken randomized from the 
field to complete the 165 samples to be analyzed with spectroscopy. The collected 
soil in each sample was divided in two portions, each portion was placed in a bag 
properly close to vacuum and was classified in A and B. Group A was taken to the 
Soil Science laboratory in Zhejiang University and was tested for N, P, K and OM 
using laboratory analysis. Group B was applied to be analyzed by NIR spectroscopy. 
All soil samples were air dried and sieved <2 mm. 

2.2   Soil Spectral Data Measurement 

The soil data collection was performed with a spectrophotometer (ASD FieldSpec Pro 
FR (350–2500 nm)/ A110070). A total of 165 samples were analyzed. The soil was 
set in a petri dish and then was flushed the surface. For each sample, reflectance 
measurements were completed from 350–2500 nm, wavelength increment 2 nm. 
Three reflectance spectra were taken over the central area of the petri dish rotating the 
sample in between each reflectance spectra approximately 120 º, for each reflectance 
spectra the scan number were 20 at exactly the same position, a total scan for each 
sample were 60, fixed scanning time 0.1 s. Absorbance  for the scanned was recorded 
(log [1/R]). All spectra recoded were checked visually and averaged using ViewSpec 
pro version 2.14 (from ASD) and exported to multivariate analysis software- 
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The Unscrambler 8.0 (CAMO ASA, Norway). Multiplicative Scatter Correction 
(MSC) technique was used as pretreatment to reduce the effect of scattering. 
Representative mean absorbance soil spectra (log 1/R) of ten samples are shown in 
fig. 1.  

 

 

Fig. 1. Representative mean absorbance spectra (log 1/R) of ten samples after apply MSC 
pretreatment (400-2400 nm) 

2.3   Spectral Analysis 

The 60 spectra recoded for each sample were averaged to give one spectrum per 
sample. The reference chemical results for each constituent were added to the NIR 
spectral file. The total of 165 samples was divided in set (I) and (II). Set (I) with 135 
samples was used to develop the calibration model. Calibration equations were 
developed using Principal Component Analysis (PCA) and Partial Least Square 
technique (PLS). PLS regression analysis technique was used to relate the reflectance 
spectra (400-2400 nm) with measured soil properties values. Using set (I), the spectral 
reflectance data in units of log (1/R) were first reduced by smoothing over several 
adjacent spectral points (gap sizes) (3, 9, 11, 19, 39) to produce 666, 222, 182, 105 
and 51 new data points, respectively. Separated calibration equations were computed 
for each constituent. Leave-one–out cross–validation was performed on the 
calibration set to determine the optimum number of factors (F) for the PLS regression 
calibration model of each soil property.  The F giving the smallest RMSECV (Root 
Mean Square Error of Cross-Validation) between measured and predicted values was 
chosen for the PLS regression calibration models. To avoid over-fitting, F was always 
<1/10 of the number of samples in the calibration set.  

The calibration was completed when one equation was selected as giving the best 
results. The best calibrations is the one with lowest Root Mean Square Error of 
Prediction (RMSEP), Standard Error of Prediction (SEP), the standard deviation (SD), 
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and the highest r (coefficient of correlation). The SEP is considered to be more 
important than r, as it relates directly to the error expected in the future predictions. 
Each calibration equation developed from set (I) was used to predict the constituent 
values for the independent spectra in set (II) (30 samples), the validation set. For each 
calibration equation, the NIR predicted values for set (II) were correlated with their 
measured values. Calibration statistic of each selected model for N, OM, P and K 
content future prediction is shown in table 1. 

Table 1.  Calibration statistic for N, OM, P and K content 

 Calibration Cross-validation 

Soil 
constituent 

Gap 
sizes 

F r SEC RMSEC r SECV RMSECV 

N 7 7 0.967 2.055 2.048 0.938 2.829 2.819 
OM 11 5 0.962 0.058 0.058 0.957 0.061 0.062 

P 9 6 0.651 26.64 26.31 0.543 29.54 29.43 

K 11 6 0.786 49.82 49.64 0.748 53.56 53.36 

The concentration of OM, N, P and K were predicted through these equations and 
following very carefully the same analysis procedure as were the spectra that 
provided the prediction equation. The r, SEC, and SEP between the predicted and 
measured values of OM, N, P and K were used to evaluate the prediction ability of 
NIR spectroscopy technique.  

3   Results and Discussions 

3.1   Spectral Properties and Prediction 

From fig.1, we can see all the spectra have three large absorption peaks in the near 
infrared region (700-2500 nm) around 1400, 1900 and 2200 nm, that were analogous 
with the highest absorbance peaks obtained by [4], [12] testing another soil types, and 
some few small peaks in the region between 1000-1100 nm and 2200-2300 nm.  

Due to PLS technique would be helpful to examine how each soil constituent is 
simply related to individual wavelength so that a better understanding of NIR spectra 
may be obtained. The correlation coefficient across the entire spectral region between 
400-2400 nm was in general very small, nevertheless, for each constituent during the 
calibration model construction were found some light better coefficients related to 
individual wavelengths, for example: in N 1902, 2364, 1826 and 2098 nm, only 1826 
nm correspond to similar wavelength selected by [9] using Multiple Linear 
Regression (MLR) technique. The best correlation values for OM were found in 993, 
1080, 1951, and 2277 nm; only 1080 correspond with the wavelength selected by 
[13]. In the previous selected wavelength no one repeats in both constituents. During 
P and K analysis, in spite of both constituents present a very poor correlation and 
prediction using NIR, some peaks were found during the correlation analysis that 
could indicate the presence of these constituents in the spectra, over the NIR 
wavelength 2380, 2363 and 1906, 2217, 2279 for P and K, respectively.  
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Fig. 2. Correlation between measured and predicted values of N, P, K and OM 

The prediction set demonstrated that NIR is able to predict N and OM in soil 
coinciding with [4], [10], [12], [14], and [15], not being these ways to P and K 
prediction. Correlation coefficient higher than 0.93 (r>0.93), were obtained during the 
calibration and cross-validation states for N and OM (table 1). Statistic for predicted 
N, P, K and OM is shown in fig.2. The r between measured and predicted values of N 
and OM were 0.925 and 0.933, as well as SEP were 3.289 and 0.066 respectively, 
demonstrated that NIRS method have potential to predict accurately this constituents 
in soil. A slight better correlation was found in the OM prediction although the 
difference is not quite significant. The r=0.933 obtained in the OM prediction is 
within the range proposed by [15] in their investigation to the same constituent (0.81-
0.97) and considered as a good performance. In the case of N, the r=0.925 obtained 
shows also a good performance, that was lightly higher than those obtained by [4], 
[9], respectively.  

Unfortunately, statistics between measured and predicted P and K with r, 0.469 and 
0.688, as well as SEP, 33.376 and 25.015 respectively, demonstrated a poorly for P 
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and a less successfully K prediction in both constituents. One possible explanation for 
this could be the non-direct relationship among P and K with C-H-O-N bonds, which 
obtained the same results with [16] by testing Manure-amended Soils. A slight better r 
coefficient (r=0.688) was obtained for K, but the difference between RMSEP and SEP 
and the bias value shows not very good accuracy in the prediction and was not found 
to be repeatable for this reason. Better results in available P and K prediction were 
obtained by [17] with determination coefficient r2 =0.42 and r2 = 0.84 respectively, 
with an acceptable prediction of K but still a poor prediction of P. Contrary to [17], 
some researchers found no absorption bands for cations such as Na, K, Ca, and Mg, 
they also expressed that mineral constituents may also be predictable if they are 
bound to organics or correlated with organic components, in this way; it may be 
possible to predict this previous constituents composition [18]. [19] found a variety of 
bonds containing P, but the wavelengths where these absorb are less well documented 
than for those between O, H, C, and N, they also obtained that there are numerous 
known NIR absorbers involving C and N that could explain the predictability of these 
elements, but it is less clear whether fractions of P are spectrally active, or predictable 
because of correlation with C and N. Further investigation have to be carried on this 
field, even including Mid-infrared region where have appeared some bands related 
with phosphate mineral [20]. 

3.2   Soil N and OM Spatial Variability 

Once obtained N, P, K and OM values, measured (reference parameters) and 
predicted, all constituents’ spatial variability was analyzed. No significant correlation 
was found among constituents. The tested field can be considered as fairly productive 
according N and K average composition 80.51 mg/kg and 70.23 mg/kg with a range 
of values from 57.88 to 93.08 mg/kg and 20.6 to 192 mg/kg, respectively. In the 
specific case of K, a wide variability across the field can be observed, and the fertility 
evaluated through this constituent could be classified from very poor to good 
according to Mallarino considerations [21], whereas it presents good and very good 
OM and P composition with average of 1.33 % and 139.5 mg/kg with a range of 
values from 1.06 to 1.79 % and 98.5 to 207.8 mg/kg, respectively. The high P values 
may correspond with the location of fertilizer bands and as a result of recent or long 
fertilization history where the reduction or absorption of this constituent was not very 
good.  

Measured and predicted N, P, K and OM spatial distribution was interpolated by 
ArcView GIS 3.1 software using spline method, the spatial distribution maps were 
generated and shown in fig.3. The reference maps for the predicted and measured 
values of N and OM were almost the same, not being this way for P and K due to the 
non successful prediction of these constituents. The variability of N changes from 
north to south with a diminution of this nutrient concentration following this 
direction. This variability must be mainly caused by management practices including 
tillage and irrigation whereas a quite similar variability is observed in the OM 
concentration within the field. Through the range of concentration and colors 
represented in each map, a slight few difference can be found between predicted and 
reference parameters. In both constituents predicted parameters are illustrated with 
slight color attenuation what means a few less concentration. 
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Fig. 3. Spatial distribution maps of predicted and measured (reference) N, P, K, and OM 

4   Conclusions 

According this investigation results, NIR spectroscopy is a technique that can be 
considered with good potential to assess soil N and OM content in a loamy mixed 
active thermic aeric endoqualfs soil.  

Unlikely poor and less successfully prediction was obtained testing both 
constituents P and K in the same soil, so as to, further investigations have to be 
carried on testing P and K using NIR technology, even including Mid-infrared region 
where have appeared some bands related with phosphate mineral.  

The speed, easy operation and portability of NIR instruments make NIRS one of 
the only technologies suitable for field monitoring of soil parameters. NIRS could be 
useful in situ as a rapid technique that can be combined with Geographic Information 
System (GIS) and precision farming principles application.     
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Abstract. A new feature extraction method, called dynamic independent 
component analysis (DICA), is proposed in this paper. This method is able to 
extract the major dynamic features from the process, and to find statistically 
independent components from auto- and cross-correlated inputs. To deal with 
the regression estimation, we combine DICA with support vector regression 
(SVR) to construct multi-layer support vector regression. The first layer is 
feature extraction that has the advantages of robust performance and reduction 
of analysis complexity. The second layer is the SVR that makes the regression 
estimation. This kind of soft-sensor estimator was applied to estimation of 
process compositions in the simulation benchmark of the Tennessee Eastman 
(TE) plant. The simulation results clearly showed that the estimator by feature 
extraction using DICA can perform better than that without feature extraction 
and with other statistical methods for feature extraction.  

1   Introduction 

Recently, support vector regression (SVR) has become a popular tool in model 
forecasting, due to its remarkable generalization performance and elegant statistical 
learning theory [1]. But designing a soft sensor is usually difficult because its 
modeling is based on case data. These data have the features of discreteness, 
nonlinearity, contradiction, and complexity, which could deteriorate the 
generalization performance of SVR. So developing a SVR, the first important step is 
feature extraction. In the framework of SVR, several approaches for feature extraction 
are also available, such as SVR with 1-norm regularized term, the recursive feature 
elimination method, saliency analysis, genetic algorithm and statistical methods 
[2,3,4,5]. 

Independent component analysis (ICA) is a recently developed technique for 
revealing hidden factors that underlies sets of measurements followed on a non-
Gaussian distribution. Its goal is to decompose a set of multivariate data into a base of 
statistically independent components without a loss of information. However, 
variables rarely remain at a steady state but rather are driven by random noise and 
uncontrollable disturbances in chemical processes. These effects make the variables 
have autocorrelation and the system has dynamic properties. Thus, a feature 
extraction method taking into account the serial correlations in the data is needed.  
                                                           
∗ The project (2003AA412110) was supported by Hi-Tech Research & Development Program 

of China. 
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Ku et al. (1995) exhibited this problem first and suggested a modified method, in 
which PCA is applied to a time lagged data matrix so that it extracts time-dependent 
linear relations. More recently, several works focused on capturing process dynamics 
using a state space model have been proposed [7,8,9]. With other developed methods 
dynamic PCA has been employed for fault detection, state space model, process 
monitor and multivariate statistical control. 

In this paper, applying ICA to the augmenting matrix with time-lagged variables, 
called dynamic ICA (DICA), is suggested for developing dynamic models and 
improving the feature extracting performance. Compared with ICA, DICA can show 
more powerful extracting performance in the case of a dynamic process since it can 
extract source signals that are independent of the auto- and cross-correlation of 
variables. 

The primary object of this investigation is to use DICA extract the essential 
independent components, which reformulate the SVR estimator by transforming the 
original inputs into features that are mutually statistically independent. 

2 DICA Feature Extraction 

Conventional ICA implicitly assumes that the observations at one time are statistically 
independent of observations at any past time. That is to say, the measured variable at 
one time has not only serial independence within each variable series at past time, but 
also statistical inter-independence between the different measured variable series at 
past time. However, the dynamics of a continuous production process cause the 
measurements to be time dependent, which means that the data may have both cross-
correlation and auto-correlation. To consider temporal correlations of measurements, 
we should extract the relations between the past and current values of measured 
variables. So the first step of DICA method is data pretreatment. 

2.1 Data Pretreatment 

The ICA methods can be extended to take into account the serial correlations, by 
augmenting each observation vector with the previous l observations and stacking the 
data matrix in the following manner, 

1
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where xk is the d-dimensional observation vector in the training set at time k, n + 1 is 
the number of samples, and l is the number of lagged measurements. By performing 
ICA on the data matrix in Eq. 1 , a multivariate autoregressive (ARX model if the 
process inputs are included) is extracted directly from the data. With an appropriate 
order, which is the window length, a data set with this structure can capture the 
dynamics of a process.  x(l) can be defined as a data window in the time dimension, as 
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shown in Fig.1. Ku et al (1995) have suggested a method for automatically 
determining the number of lags. Experience indicates that a value of l = 1 or 2 is 
usually appropriate. 
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Fig. 1. A data window for a continuous process 

Normalize the augmented matrix of modeling data using the mean and standard 

deviation of each variable. The auto-scaled form is X Rm N , where m is the number 

of augmented variables (d l) and N=n-l+1. Then apply whitening procedure to get 
the matrix Z, which eliminates the cross-correlation between random variables. After 
the whitening transformation we have 

z(k) = Q x(k). (2) 

where x(k) is the kth column vector of X, Q= -1/2 UT ,  is a diagonal matrix 
with the eigenvalues of the data covariance matrix Rx = E(x(k) xT (k)) and U is a 
matrix with the corresponding eigenvectors as its columns.  

2.2 ICA Algorithm 

In the ICA algorithm, it is assumed that at time k the observed m-dimensional data 
vector Z(k) = [z1(k),…, zm(k)]T can be expressed as linear combinations of n unknown 
independent components S(k) = [s1(k),…,sn(k)] T, given by the model: 

Z(k) = A S(k) + e(k).   (3) 

where A Rm n is the unknown mixing matrix, e(k) is the residual vector. The 
objective of ICA can be defined as follows: to find a demixing matrix BT, so that 

components of the reconstructed data vector )(ˆ ks  are given as 

)()()(ˆ kxWkzBks T ⋅=⋅= . (4) 
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where B is an orthogonal matrix as verified by the following relation: 

E{Z(k) ZT (k)} = B E{S(k) ST (k)} BT = B BT = I. (5) 

Then, from Eq. (2), we can estimate s(k) as follows: 

S(k) = BT Z(k) = BT Q X(k). (6) 

From Eqs. (4) and (6), the relation between W and B can be expressed as 

W= BT Q. (7) 

After finding B, the demixing matrix W can be obtained from Eq. (7). To calculate 
B, there are two common measures of non-Gaussianity: kurtosis and negentropy. A 
detailed description of ICA algorithm can be found in the references [10,11,12]. In 
this paper we use the Fast ICA algorithm, which is based on the information-theoretic 
quantity of entropy. 

 

Fig. 2. lot of percent L2 norm of each row of W against IC number 

2.3 Dimension Reduction 

A key step in a data dimensionality reduction technique is to determine the order of 
the reduction. An important drawback of the SVR is that its training phase is 
sometimes very demanding in computational time, especially in cases of high feature 
space dimensionality. So reduction of feature dimensionality has two advantages: 
robust performance and reduction of analysis complexity [13,14]. A number of 
methods have been suggested to determine the component order example. In the 
present study we used a Euclidean norm (L2) to sort the rows of the demixing matrix, 
W. After the ordering of the independent components (ICs), the data dimension can 
be reduced by selecting a few rows of W based upon the assumption that the rows 
with the largest sum of squares coefficient have the greatest effect on the variation of 
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S. Fig. 2 gives a representative plot of the percentage of the L2 norm of the sorted 
demixing matrix (W) against the IC number. The sorted demixing matrix is obtained 
from the operating data of the Tennessee Eastman process (Section 4). Note that the 
L2 norms of last thirteen ICs are much smaller than the rest, indicating a break of 
some kind between the first nine ICs and the remaining thirteen. 

Separating W into the dominant part and the excluded part based on the magnitudes 
of the norms, then we have  

.p

c

W
W

W
=  (8) 

where Wp is the DICA transform matrix to be calculated. 

2.4 On-line Feature Extraction 

Once obtain the new observed data vector x(t) at time t. Constitute the augmented 
vector with time lag l, the data form is X(t)= [x(t)T, x(t-1) T,…, x(t-l) T]T. Then, apply 
the same scaling as used in modeling and get the scaled data form Xnew(t). The result 
of on-line feature extraction Snp(t) can be obtained from: 

Snp(t)=WpXnew(t) . (9) 

3   Support Vector Regression 

After feature extraction  the training data can be expressed as {si, yi}, where si Rn, yi

R,  i=1,…,N. In support vector regression, the input S is first mapped onto a h-
dimensional feature space using some fixed mapping, and then a linear model is 
constructed in this feature space. SVR approximates the function using the following 
form: 

1

( , ) ( ) .
h

j j
j

f s g s bω ω
=

= +  (10) 

where gj(s) denotes a set of nonlinear transformations, and b is the “bias” term. Often 
the data are assumed to be zero mean, so the bias term in Eq. (10) is dropped. 

The quality of estimation is measured by the loss function L(y, f(s, w)). Support 
vector regression uses a new type of loss function called ε -insensitive loss function 
proposed by Vapnik :  
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The empirical risk is:  
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This loss function provides the advantage of using sparse data points to represent 
the designed function (10). ε  is the tube size of SVR and determined empirically 
[15]. 

SVR performs linear regression in the high-dimension feature space using ε -
insensitive loss and, at the same time, tries to reduce model complexity by minimizing 

||w||2. This can be described by introducing slack variables iξ , *
iξ  to measure the 

deviation of training samples outside ε -insensitive zone. Thus SVM regression is 
formulated as minimization of the following functional: 
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This optimization problem can be transformed into the dual problem, and its 
solution is given by 
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The kernel function K(si,s) is a symmetric function satisfying Mercer’s conditions. 
The sample points that appear with non-zero coefficient in Eq. (14) are called support 
vectors (SVs). 

4   Composition Estimator Using DICA-SVR 

To illustrate the performance of DICA for feature extraction in the context of SVR, 
we use the framework of DICA-SVR estimation for process compositions through the 
Tennessee Eastman process simulation, which is also compared with those of SVR, 
PCA-SVR, ICA-SVR and DPCA-SVR  

4.1   TE Process Introduction 

The Tennessee Eastman process simulator has been widely used to compare various 
control approaches. The process consists of five major unit operations: a reactor, a 
condenser, a compressor, a separator, and a stripper. The four reactants A, C, D and E 
and the inert B are fed to the reactor where the products G and H are formed and a 
byproduct F is also produced. The control structure Listed in Luyben [16] was chosen 
for this study, which is shown schematically in Fig. 3. The process has 22 continuous 
process measurements, 19 composition measurements, and 12 manipulated variables. 
The details on the process description are well explained in [17]. 
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Fig. 3. Control system of the TE process 

4.2   Composition Estimator 

A DICA-SVR structure shown in Fig. 4 is employed for the composition estimator in 
this study. In light of the DICA-SVR architecture in Fig. 4, the basic philosophy of 
this study considers that dynamic process compositions can be predicted from other 
secondary measurements. It can also be expressed as the following sampled-data 
equation: Xt=f (IC1t, . . .ICnt), where Xt is the prediction composition of process 
output vector at time t, f is a nonlinear function, and IC1t, . . ., ICnt are output vectors 
of DICA feature extraction to the measured process variables at time t. In order to 
construct a DICA-SVR estimator, a complete set of plant operation data under 
Luyben control structure with some fluctuations is collected for DICA-SVR training. 

22nd typical collected training data such as temperature, pressure, level, flow rate, 
and compositions for 200 h are used. For the DPCA and DICA, the lag order l was 
selected by using a method in [6]. Through this analysis, one lagged variable of each 
measurement for the DPCA and the DICA were added in the data matrix. It should be 
noted that XA,pg , XB,pg (component A, B in purge) and XG,pd (component G in product 
stream) are obtained by on-line gas chromatography (GC). The time delay from on-
line GCs is then shifted out for each composition variable. The sampling time (or time 
delay) for XG,pd is 0.25 h, and that for X A,pg (or X B,pg) is 0.1 h. Since there are two 
different sampling periods for measured compositions of the TE process, there have 
two DICA feature extractors.  

The free parameters that produce the smallest sum of the validation errors are used 
in the experiment. The training parameters and error results for five types of estimator 
are shown in Table 1. The training results clearly show that the DICA method has the  
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best performance than others. The estimated XB,pg is not as good as others. The reason 
may be that component B is an inert and those process variables may have less 
influence on it. 

 Ft 
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Lt 
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Fig. 4. The architecture of DICA-SVR estimator 

Table 1. Training parameters and error results 

Average percent error (%) Methods ( ,C, , ) P 
X A,pg X B,pg XG,pd 

SVR (3; 100; 0.05,-) - 0.89 3.91 1.23 
PCA – SVR (10; 100; 0.01,-) 9 0.69 3.03 0.89 
DPCA - SVR (10; 100; 0.01,-) 14 0.60 2.94 0.75 
ICA – SVR (35; 1000; 0.05; 1.0) 9 0.55 2.75 0.67 
DICA - SVR (10; 100; 0.01; 1.2) 14 0.49 2.04 0.59 

,C, are the parameters of SVR, is the parameter of ICA, P is the number of PCs 
or ICs used. 

4.3   Experimental Result 

Six sets of testing data under Luyben control structure are chosen for the selection of 
DICA-SVR topologies in this study. Downs and Vogel originally designed these 
testing sets for setpoint or disturbance changes in the TE process, and they are labeled 
as follows:  

Test A: product rate change -15% 
Test B: product mix change from 50G/50H to 40G/60H 
Test C: reactor operating pressure change -60 KPa 
Test D: purge gas composition B change +2% 
Test E: IDV6 
Test F: IDV8 

Comparisons of the SVR, PCA-SVR, ICA-SVR, DPCA-SVR and DICA-SVR 
predictions for XA,pg, XB,pg and XG,pd on the testing data (Tests A-F) are illustrated in 
Table 2. From these tests, it appears that the DICA-SVR estimator can reasonably 
predict process compositions than other methods. The simulation also shows that 
SVR by feature extraction using statistical methods can achieve better generalization 
performance than that without feature extraction.  
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Table 2. Testing error results 

Average percent error (%) Maximum percent error (%) Methods 
X A,pg X B,pg X G,pd X A,pg X B,pg XG,pd 

SVR 1.29 4.85 1.56 2.37 12.13 2.54 
PCA + SVR 0.86 3.91 1.29 1.69 9.03 1.89 
DPCA + SVR 0.70 3.62 0.95 1.36 8.75 1.47 
ICA + SVR 0.60 3.37 0.86 1.12 8.25 1.37 
DICA + SVR 0.54 3.12 0.70 0.87 5.03 1.09 

5   Conclusions 

In this paper, a new statistical feature extraction method that using ICA to the 
augmenting matrix with time-lagged variables called DICA is proposed. Since ICA 
explores higher order information of the original inputs than PCA, ICA can reveal 
more useful information than PCA. So DICA has the ability to remove the major 
dynamics from the process and to find statistically independent components from 
auto- and cross-correlated variables. The proposed method is used for feature 
extraction, and combined with SVR to construct multi-layer support vector 
regression.  

The superiority of DICA feature extraction method over PCA, DPCA, and ICA 
ones, is illustrated in the composition estimator on the simulation of TE process. The 
simulation results clearly show that the regression model and estimator by feature 
extraction using DICA can perform better than that with DPCA, ICA or PCA for 
feature extraction. It also demonstrates the fact that SVR by these statistical methods 
can achieve better generalization performance than that without feature extraction. 
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Abstract. In recent years, mining with imbalanced data sets receives more and 
more attentions in both theoretical and practical aspects. This paper introduces 
the importance of imbalanced data sets and their broad application domains in 
data mining, and then summarizes the evaluation metrics and the existing meth-
ods to evaluate and solve the imbalance problem. Synthetic minority over-
sampling technique (SMOTE) is one of the over-sampling methods addressing 
this problem. Based on SMOTE method, this paper presents two new minority 
over-sampling methods, borderline-SMOTE1 and borderline-SMOTE2, in 
which only the minority examples near the borderline are over-sampled. For the 
minority class, experiments show that our approaches achieve better TP rate 
and F-value than SMOTE and random over-sampling methods. 

1   Introduction 

There may be two kinds of imbalances in a data set. One is between-class imbalance, 
in which case some classes have much more examples than others [1]. The other is 
within-class imbalance, in which case some subsets of one class have much fewer 
examples than other subsets of the same class [2]. By convention, in imbalanced data 
sets, we call the classes having more examples the majority classes and the ones hav-
ing fewer examples the minority classes. 

The problem of imbalance has got more and more emphasis in recent years. Imbal-
anced data sets exists in many real-world domains, such as spotting unreliable tele-
communication customers [3], detection of oil spills in satellite radar images [4], 
learning word pronunciations [5], text classification [6], detection of fraudulent tele-
phone calls [7], information retrieval and filtering tasks [8], and so on. In these do-
mains, what we are really interested in is the minority class other than the majority 
class. Thus, we need a fairly high prediction for the minority class. However, the 
traditional data mining algorithms behaves undesirable in the instance of imbalanced 
data sets, as the distribution of the data sets is not taken into consideration when these 
algorithms are designed. 

The structure of this paper is organized as follows. Section 2 gives a brief introduc-
tion to the recent developments in the domains of imbalanced data sets. Section 3 
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describes our over-sampling methods on resolving the imbalanced problem. Section 4 
presents the experiments and compares our methods with other over-sampling meth-
ods. Section 5 draws the conclusion. 

2.   The Recent Developments in Imbalanced Data Sets Learning 

2.1   Evaluation Metrics in Imbalanced Domains  

Most of the studies in imbalanced domains mainly concentrate on two-class problem 
as multi-class problem can be simplified to two-class problem. By convention, the 
class label of the minority class is positive, and the class label of the majority class is 
negative. Table 1 illustrates a confusion matrix of a two-class problem. The first col-
umn of the table is the actual class label of the examples, and the first row presents 
their predicted class label. TP and TN denote the number of positive and negative 
examples that are classified correctly, while FN and FP denote the number of misclas-
sified positive and negative examples respectively. 

Table 1. Confusion matrix for a two-class problem 

 Predicted Positive Predicted Negative 

Positive TP FN 
Negative FP TN 

 

Accuracy = (TP+TN)/(TP+FN+FP+TN) (1) 

FP rate = FP/(TN+FP) (2) 

TP rate = Recall = TP/(TP+FN) (3) 

Precision = TP/(TP+FP) (4) 

)PrRe/()PrRe)1(( 22 ecisioncallecisioncallvalueF +⋅⋅⋅+=− ββ (5) 

 
When used to evaluate the performance of a learner for imbalanced data sets, accu-

racy is generally apt to predict the majority class better and behaves poorly to the 
minority class. We can come to this conclusion from its definition (formula (1)): if the 
dataset is extremely imbalanced, even when the classifier classifies all the majority 
examples correctly and misclassifies all the minority examples, the accuracy of the 
learner is still high because there are much more majority examples than minority 
examples. Under the circumstance, accuracy can not reflect reliable prediction for the 
minority class. Thus, more reasonable evaluation metrics are needed.  

ROC curve [9] is one of the popular metrics to evaluate the learners for imbalanced 
data sets. It is a two-dimensional graph in which TP rate is plotted on the y-axis and 
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FP rate is plotted on the x-axis. FP rate (formula (2)) denotes the percentage of the 
misclassified negative examples, and TP rate (formula (3)) is the percentage of the 
correctly classified positive examples. The point (0, 1) is the ideal point of the learn-
ers. ROC curve depicts relative trade-offs between benefits (TP rate) and costs (FP 
rate). AUC (Area under ROC) can also be applied to evaluate the imbalanced data 
sets [9]. Furthermore, F-value (formula (5)) is also a popular evaluation metric for 
imbalance problem [10]. It is a kind of combination of recall (formula (3)) and preci-
sion (formula (4)), which are effective metrics for information retrieval community 
where the imbalance problem exist. F-value is high when both recall and precision are 
high, and can be adjusted through changing the value of β , where β corresponds to 

relative importance of precision vs. recall and it is usually set to 1.  
The above evaluation metrics can reasonably evaluate the learner for imbalanced 

data sets because their formulae are relative to the minority class. 

2.2   Methods for Dealing with Imbalanced Data Sets Learning 

The solutions to imbalanced data sets can be divided into data and algorithmic levels. 
categories. The methods at data level change the distribution of the imbalanced data 
sets, and then the balanced data sets are provided to the learner to improve the detec-
tion rate of minority class. The methods at the algorithm level modify the existing 
data mining algorithms or put forward new algorithms to resolve the imbalance  
problem. 

2.2.1   The Methods at Data Level 
At the data level, different forms of re-sampling methods were proposed [1]. The 
simplest re-sampling methods are random over-sampling and random under-sampling. 
The former augments the minority class by exactly duplicating the examples of the 
minority class, while the latter randomly takes away some examples of the majority 
class. However, random over-sampling may make the decision regions of the learner 
smaller and more specific, thus cause the learner to over-fit. Random under-sampling 
can reduce some useful information of the data sets. Many improved re-sampling 
methods are thus presented, such as heuristic re-sampling methods, combination of 
over-sampling and under-sampling methods, embedding re-sampling methods into 
data mining algorithms, and so on. Some of the improved re-sampling methods are as 
follows. 

Kubat et al. presented a heuristic under-sampling method which balanced the data 
set through eliminating the noise and redundant examples of the majority class [11]. 
Nitesh et al. over-sampled the minority class through SMOTE (Synthetic Minority 
Over-sampling Technique) method, which generated new synthetic examples along 
the line between the minority examples and their selected nearest neighbors [12]. The 
advantage of SMOTE is that it makes the decision regions larger and less specific. 
Nitesh et al. integrated SMOTE into a standard boosting procedure, thus improved the 
prediction of the minority class while not sacrificing the accuracy of the whole testing 
set [13]. Gustavo et al. combined over-sampling and under-sampling methods to re-
solve the imbalanced problem [14]. Andrew Estabrooks et al. proposed a multiple re-
sampling method which selected the most appropriate re-sampling rate adaptively 
[15]. Taeho Jo et al. put forward a cluster-based over-sampling method which dealt 
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with between-class imbalance and within-class imbalance simultaneously [16]. 
Hongyu Guo et al. found out hard examples of the majority and minority classes dur-
ing the process of boosting, then generated new synthetic examples from hard exam-
ples and add them to the data sets [17]. 

2.2.2   The Methods at Algorithm Level 
The methods at algorithm level operate on the algorithms other than the data sets. The 
standard boosting algorithm, e.g. Adaboost [18], increases the weights of misclassi-
fied examples and decreases those correctly classified using the same proportion, 
without considering the imbalance of the data sets. Thus, traditional boosting algo-
rithms do not perform well on the minority class. Aiming at the disadvantage above, 
Mahesh V. Joshi et al. proposed an improved boosting algorithm which updated 
weights of positive prediction (TP and FP) differently from weights of negative pre-
diction (TN and FN). The new algorithm can achieve better prediction for the minor-
ity class [19]. When dealing with imbalanced data sets, the class boundary learned by 
Support Vector Machines (SVMs) is apt to skew toward the minority class, thus in-
crease the misclassified rate of the minority class. Gang Wu et al. proposed class-
boundary alignment algorithm which modify the class boundary through changing the 
kernel function of SVMs [20]. Kaizhu Huang et al. presented Biased Minimax Prob-
ability Machine (BMPM) to resolve the imbalance problem. Given the reliable mean 
and covariance matrices of the majority and minority classes, BMPM can derive the 
decision hyperplane by adjusting the lower bound of the real accuracy of the testing 
set [21]. Furthermore, there are other effective methods such as cost-based learning, 
adjusting the probability of the learners and one-class learning, and so on [22] [23]. 

3   A New Over-Sampling Method: Borderline-SMOTE 

In order to achieve better prediction, most of the classification algorithms attempt to 
learn the borderline of each class as exactly as possible in the training process. The 
examples on the borderline and the ones nearby (we call them borderline examples in 
this paper) are more apt to be misclassified than the ones far from the borderline, and 
thus more important for classification. 

Based on the analysis above, those examples far from the borderline may contrib-
ute little to classification. We thus present two new minority over-sampling methods, 
borderline-SMOTE1 and borderline-SMOTE2, in which only the borderline examples 
of the minority class are over-sampled. Our methods are different from the existing 
over-sampling methods in which all the minority examples or a random subset of the 
minority class are over-sampled [1] [2] [12]. 

Our methods are based on SMOTE (Synthetic Minority Over-sampling Technique) 
[12]. SMOTE generates synthetic minority examples to over-sample the minority 
class. For every minority example, its k (which is set to 5 in SMOTE) nearest 
neighbors of the same class are calculated, then some examples are randomly selected 
from them according to the over-sampling rate. After that, new synthetic examples are 
generated along the line between the minority example and its selected nearest 
neighbors. Not like the existing over-sampling methods, our methods only over-
sample or strengthen the borderline minority examples. First, we find out the border-



882 H. Han, W.-Y. Wang, and B.-H. Mao 

 

line minority examples; then, synthetic examples are generated from them and added 
to the original training set. Suppose that the whole training set is T, the minority class 
is P and the majority class is N, and 

},...,,{ 21 pnumpppP = , },...,,{ 21 nnumnnnN =  

where pnum and nnum  are the number of minority and majority examples. The de-

tailed procedure of borderline-SMOTE1 is as follows. 

Step 1. For every ),...,2,1( pnumipi = in the minority class P, we calculate its m near-

est neighbors from the whole training set T. The number of majority examples among 
the m nearest neighbors is denoted by )'0(' mmm ≤≤ . 

Step 2. If mm =' , i.e. all the m nearest neighbors of ip are majority examples, ip is 

considered to be noise and is not operated in the following steps. If mmm <≤ '2/ , 
namely the number of ip ’s majority nearest neighbors is larger than the number of its 

minority ones, ip is considered to be easily misclassified and put into a set DANGER. 

If 2/'0 mm <≤ , ip is safe and needs not to participate in the follows steps. 

Step 3. The examples in DANGER are the borderline data of the minority class P, and 
we can see that PDANGER ⊆ . We set  

pnumdnumpppDANGER dnum ≤≤= 0},',...,','{ 21  

For each example in DANGER, we calculate its k nearest neighbors from P . 

Step 4. In this step, we generate dnums ×  synthetic positive examples from the data 
in DANGER, where s is an integer between 1 and k . For each ip' , we randomly select 

s nearest neighbors from its k nearest neighbors in P. Firstly, we calculate the differ-
ences, jdif ),...,2,1( sj = between ip' and its s nearest neighbors from P , then multi-

ply jdif by a random number jr  ),...,2,1( sj =  between 0 and 1, finally, s new syn-

thetic minority examples are generated between ip' and its nearest neighbors: 

sjdifrpsynthetic jjij ,...,2,1,' =×+=  

We repeat the above procedure for each ip' in DANGER and can at-

tain dnums × synthetic examples. This step is similar with SMOTE, for more detail 
see [12]. 

In the procedure above, ip , in , ip' , jdif and jsynthetic are vectors. We can see that 

new synthetic data are generated along the line between the minority borderline ex-
amples and their nearest neighbors of the same class, thus strengthened the borderline 
examples. 

Borderline-SMOTE2 not only generates synthetic examples from each example 
in DANGER and its positive nearest neighbors in P, but also does that from its nearest 
negative neighbor in N. The difference between it and its nearest negative neighbor is 
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multiplied a random number between 0 and 0.5, thus the new generated examples are 
closer to the minority class. 

Our methods can be easily understood with the following simulated data set, Cir-
cle, which has two classes. Fig. 1 (a) shows the original distribution of the data set, 
the circle points represent majority examples and the plus signs are minority exam-
ples. Firstly, we apply borderline-SMOTE to find out the borderline examples of the 
minority class, which are denoted by solid squares in Fig. 1 (b). Then, new synthetic 
examples are generated through those borderline examples of the minority class. The 
synthetic examples are shown in Fig. 1 (c) with hollow squares. It is easy to find out 
from the figures that, different from SMOTE, our methods only over-sample or 
strengthen the borderline and its nearby points of the minority class. 
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             (a)                                          (b)                                        (c) 

Fig. 1. (a) The original distribution of Circle data set. (b) The borderline minority examples 
(solid squares). (c) The borderline synthetic minority examples (hollow squares). 

4   Experiments  

We use TP rate and F-value for the minority class to evaluate the results of our ex-
periments. TP rate denotes the accuracy of the minority class. And the value of β  in 
F-value is set to 1 in this paper. 

The four data sets used in our experiments are shown in Table 2. Among the four 
data sets, Circle is our simulated data set depicted in Fig. 1, and the others are from 
UCI [24]. All the attributes in the data sets are quantitative. For Satimage, we choose 
class label “4” as the minority class and regard the remainders as the majority class, 
as we only study two-class problem in this paper. 

Table 2. The description of the data sets 

The name  
of Data set 

number of  
Examples 

number of 
Attributes

Class label 
(minority : majority)

Percentage of 
minority class 

Circle(Simulation) 1600 2 1:0 6.25% 
Pima(UCI) 768 8 1:0 34.77% 
Satimage(UCI) 6435 36 4:remainder 9.73% 
Haberman(UCI) 306 3 Die : Survive 26.47% 
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In our experiments, four over-sampling methods are applied to the data sets: 
SMOTE, random over-sampling and our methods, borderline-SMOTE1 and border-
line-SMOTE2, among which random over-sampling method augments the minority 
class by exactly duplicating the positive examples partly or completely [1]. Through 
increasing the number of examples in the minority class, over-sampling methods can 
balance the distribution of the data sets and improve the detection rate of the minority 
class. 

In order to compare the results conveniently, the value of m in our methods is set in 
a way that, the number of the minority examples in DANGER is about half of the 
minority class. The value of k is set to 5 like SMOTE. For each method, the TP rates 
and F-values are attained through 10-fold cross-validation. In order to decrease the 
randomness in SMOTE and our methods, the TP rates and F-values for these methods 
are the average results of three independent 10-fold cross-validation experiments. 
After the original training sets are over-sampled with the methods above, C4.5 is 
applied as the validation classifier [25]. 

Since the nature of imbalance problem is to improve the prediction performance of 
the minority class, we only present the results of the minority class. We compare the 
results of the data sets through TP rate and F-value of the minority class. TP rate re-
flects the performance of the learner on the minority class of the testing set, while F-
value shows the performance of the learner on the whole testing set. 

Fig. 2 shows our experimental results. In the figure, (a), (b), (c) and (d) depict the 
F-value and TP rate for the minority class when the four over-sampling methods are 
applied on Circle, Pima, Satimage and Haberman respectively. The x-axis in each 
figure is the number of the new synthetic examples. The F-value and TP rate of the 
original data sets with C4.5 are also shown in the figures. 

The results illustrated in Fig. 2 reveal the following results. First of all, all the four 
over-sampling methods improve TP rate of the minority class. For Circle, Pima and 
Haberman, the TP rates of our methods are better than SMOTE and random over-
sampling. Comparing with the original data sets, the best improvements of TP rate 
for borderline-SMOTE1 and borderline-SMOTE2 on Circle are 20 and 22 per cent, 
21.3 and 20.5 per cent on Pima, 10.1 and 10.0 per cent on Satimage, and both 45.2 
per cent on Haberman. For Satimage, the TP rates of our methods are lager than that 
of random over-sampling, and are comparable with SMOTE. Secondly, the F-value 
of borderline-SMOTE1 is generally better than SMOTE and random over-sampling, 
and the F-value of borderline-SMOTE2 is also comparable with others. Comparing 
with the original data sets, the best improvements of F-value for borderline-
SMOTE1 and borderline-SMOTE2 on Circle are 12.1 and 10.3 per cent, 2.3 and 1.3 
per cent on Pima, 2.3 and 1.4 per cent on Satimage, and 24.7 and 23.0 per cent on 
Haberman. 

As a whole, border-SMOTE1 behaves excellent on both TP rate and F-value, and 
borderline-SMOTE2 behaves super on TP rate because it generates synthetic exam-
ples from both the minority borderline examples and their nearest neighbors of the 
majority class, however, the procedure causes overlap between the two classes, thus 
decreases its F-value to some extent. 
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Fig. 2. (a), (b), (c) and (d) illustrate the F-value and TP rate for minority class when proposed 
over-sampling methods are applied on Circle, Pima, Satimge and Haberman respectively with 
C4.5. “borsmote1” and “borsmote2” denote borderline-SMOTE1 and borderline-SMOTE2, 
“random” denotes random over-sampling, and “original” denotes the values of the original data 
sets. The x-axis is the number of synthetic examples 

5   Conclusion 

In recent years, learning with imbalanced data sets receives more and more attentions 
in both theoretical and practical aspects. However, traditional data mining methods 
are not satisfactory. Aiming to solve the problem, two new synthetic minority over-
sampling methods, borderline-SMOTE1 and borderline-SMOTE2 are presented in 
this paper. We compared the TP rate and F-value of our methods with SMOTE, ran-
dom over-sampling and the original C4.5 for four data sets. 
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The borderline examples of the minority class are more easily misclassified than 
those ones far from the borderline. Thus our methods only over-sample the borderline 
examples of the minority class, while SMOTE and random over-sampling augment 
the minority class through all the examples from the minority class or a random sub-
set of the minority class. Experiments indicate that our methods behave better, which 
validates the efficiency of our methods.  

There are several topics left to be considered further in this line of research. Differ-
ent strategies to define the DANGER examples, and automated adaptive determination 
of the number of examples in DANGER would be valuable. The combination of our 
methods with under-sampling methods and the integration of our methods to some 
data mining algorithms, are also worth trying. 
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Abstract. In this paper, we present a novel method for real time gesture 
recognition with 3D Motion History Model (MHM). There are two difficult 
problems in gesture recognition: the camera view and the duration of gesture. 
First, we solved the camera view problem which is very difficult in the 
environment of single directional camera (e.g., monocular or stereo camera). 
Utilizing 3D-MHM with the disparity information, not only this problem is 
solved but also the reliability of recognition and the scalability of system are 
improved.  Second, we proposed the dynamic history buffering (DHB) to solve 
the duration problem that comes from the variation of gesture velocity at every 
performing time. DHB improves the problem using magnitude of motion. We 
implemented a real-time system and performed gesture recognition 
experiments. The system using 3D-MHM achieves better results of recognition 
than using only 2D motion information. 

1   Introduction 

As the day the robot assists in human life is visible on the results of active humanoid 
robot research, convenient human robot interfaces as well as the appearance of robot 
become very important components. Hence gesture recognition based on vision 
sensor is one of the advanced interfaces. The gesture recognition is generally 
considered as the analysis of human hands and performing given command. However, 
the research described in this paper focus on analysis about whole body motion in the 
daily living, and its final goal is analyzing current movement and tendency of human 
movements. The research of gesture recognition can be divided into two main 
categories. One is trajectory-based recognition after analyzing components of the 
human body from the input images. Typically, hidden Markov model is used for 
recognizing gesture [7]. In this method, it is important to fit 3D human model to a 
silhouette image and extract articulation information using inverse kinematics [3] or 
analyze components of the human body from raw data directly [5]. The reliability of 
this method, however, is very poor in the monocular environments, and also the 
process is very complex, difficult, and computationally expensive.  

The other one is motion-based recognition. This method is fast and easy, so a real-
time implementation is possible. Morrison and McKenna [9] presented an 
experimental comparison above two methods. A representative example of motion-
based method is Motion History Image (MHI) [1, 2, 4]. MHI is a simple algorithm 
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and has an advantage that the blurred sequence affects performance less. It has, 
however, viewpoint problem, false alarms and a limitation of the scalability because 
only 2D motion is analyzed. Particularly, viewpoint problem without multi-view 
cameras is one of the most difficult problems in computer vision. Multiple cameras at 
various directions can be a solution, but that will be a considerable restriction in real-
world environments.  

In this paper, we propose 3D-MHM using disparity information from stereo input 
sequence which can discriminate each gesture in the various viewpoints with only one 
model. The different method utilizing disparity information is shown in [6, 8]. 

The remainder of this paper is structured as follows. In Section 2, the definition, 
procedure, and advantages of 3D-MHM are demonstrated. Overview of a real time 
system, normalization, duration, and recognition method are presented in detail in 
Section 3. Experimental environments and results, comparing 2D with 3D motion 
information is described in Section 4. Finally, we conclude the results in Section 5. 

2   Proposed 3D Motion History Model 

2.1   Definition of 3D-MHM 

3D Motion History Model is defined by a virtual 3D model using stereo input 
sequences which contain motion history information in 3D space. This model is 
proposed for overcoming a limitation of 2D motion analysis such as the viewpoint 
problem and scalability. 

The procedure of constructing 3D-MHM follows 5 steps:   
 
Step 1. Calculate disparity maps from the sequence of stereo input images. 
Step 2. Reconstruct body model in 3D space using the silhouette image and the 

disparity information. 
Step 3. Calculate the difference between two consecutive reconstructed body models. 
Step 4. Insert the result of Step 3 into history buffer (DHB is described in  

Section. 3.2) and then merge all objects of buffer into one 3D space. Each 
object has a different intensity value over time, and this is the 3D motion 
history model. 

Step  5. Calculate global gradient orientation of 3D-MHM using 3D Sobel operator 
and then, rotate 3D-MHM about Z axis until it tends toward constant 
direction. Finally generate projection image of it. 

 
In step 2, the Reconstructed Body Model (RBM) is generated using intensity of 

disparity map. The instant of RBM at time t is calculated by Equation (1). 

=⋅=
=

otherwise     0

),( and 1),( if     1
),,(

zyxDisCyxS
zyxRBM tdt

t

 
(1) 

where S is a silhouette image, 
dC is a constant for normalization and Dis is disparity 

map.  
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Original Step 1 Step 2

Step 3 Step 4 Step 5

MHI (front, 0 )

MHI (parallel, 90 )  

Fig. 1. The procedure of constructing 3D-MHM 

The magnitude of motion is used for solving the duration problem (Section 3.2 
describe in detail). It is calculated by Equation (2). 

= dxdydzzyxDM
tt

),,(  (2) 

where M is the magnitude of motion and D is the difference of consecutive two 
RBMs. 

The 3D-MHM is constructed from the difference of the consecutive RBMs. That is 
calculated by Equation (3). 

−
=

=
− otherwise    )log(),,(,0max(

1),,( if                                                           
),,(

1

max

tat

t
t MCzyxMHM

zyxDi
zyxMHM  (3) 

where 
maxi  is maximum intensity (e.g., 255 in 8bit grayscale) and 

aC  is an attenuating 

constant. 
Fig. 1 shows the procedure of 3D-MHM. Although gesture is bowing in the 0  

view (front), 3D-MHM describes motion information well as 90  view (parallel). 

2.2   Comparing 3D-MHM with MHI 

As mentioned earlier, the MHI is an easy and fast algorithm but it has a limitation in 
some case because of using only 2D motion information. Fig. 2 (b) and (e) show the 
case where false alarms occur in the MHI based gesture recognition system. Fig. 2 (b) 
is the MHI of walking forward, but the motion image does not represent the gesture 
well. If someone shakes a body a little in the left-right or turns around, the almost 
same MHI can be generated. Similarly, in the bowing gesture case, when someone 
shakes a head in the left-right direction, the similar problem occurs in MHI.  

The 3D-MHM overcomes these problems using disparity information. In the above 
examples are the motion in the forward-backward direction is more important than in 
the left-right direction. Furthermore, the gesture recognition system using the 3D-
MHM can recognize asking handshake, putting someone’s foot forward and more 
various gestures. 3D-MHM has the advantages in the scalability and the reliability.  
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(a) Original (b) MHI (c) 3D-MHM

(d) Original (e) MHI (f) 3D-MHM  

Fig. 2. Comparing 3D-MHM with MHI 

(b) Original (c) Before rotation (d) After rotation (e) Walking (90 )
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(a) Cylinderical
coordinates  

Fig. 3. The virtual viewpoints 

2.3   The Viewpoint for Matching 3D-MHM 

The 3D-MHM has a function of virtual viewpoint, so we can see the motion model at 
any other views virtually. In 2D MHI approaches, many templates are necessary for 
gesture recognition in the various viewpoints. For example, if we want to recognize a 
gesture in the 0°, 90° view, then we need two different templates of each gesture for 
training. Therefore, the more viewpoints, and the more training data set should be 
required and consequently computational cost is increased. Moreover, the 
performance of the discrimination is deteriorated.  

The 3D-MHM has the 3D motion information in one model. The 3D-MHM 
provides virtual viewpoints through rotating about Z axis (Cylindrical coordinates) as 
changing a viewpoint. To solve the viewpoint problem, we use directional 
information of gradient. Equation (4) shows gradient of function f .  

∂
∂

∂
∂

∂
∂=∇

z

f

y

f

x

f
f ,,

 
(4) 

The Sobel 3D operator with 3x3x3 kernel is applied to calculation of 3D-MHM’s 
gradients as shown in Equation (5). 

,
),,(

),,(
arctan),,(

zyxSobel

zyxSobel
zyx

x

z=θ      
),,(

),,(
arctan),,(

zyxSobel

zyxSobel
zyx

x

y=φ  
(5) 

An average of the gradients is global gradient orientation and used as standard 
direction for matching between input and training data. The global gradient 
orientation can be presented by )tan,,( φθ rr

 in cylindrical coordinates. The 3D-MHM is 

rotated about Z axis until θ  is 90°.  
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Fig. 4. Overview of gesture recognition system  

    In 90°, the projection images of 3D-MHMs described well motion information can 
be generated. This rotation is also used on comparing the input 3D-MHM with the 
trained 3D-MHMs in the same direction. Therefore we can get the same 3D-MHM in 
any viewpoints input and solve the camera viewpoint problem shown in Fig. 3. Also, 
it can find the best projection image which describes the motion well 

3  Gesture Recognition Using 3D-MHM 

The entire gesture recognition system using 3D-MHM is shown in Fig. 4. 

3.1   Spatial Normalization 

In [10], 7 Hu-moments are translation and rotation invariant therefore they are useful 
for normalizing data. However, we could realize it is difficult to classify two motion 
data using 7 Hu-moments, because the difference between 7 Hu-moments of walking 
forward MHI and sitting MHI is too small. 

Therefore we used height of dominant region and center of gravity which is 
calculated by the Equation (6) for spatial normalization. Fig. 5 shows the results after 
spatial normalization. 

∞

∞−

∞
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∞−
= dxdydzzyxzyxm rqp

pqr ),,(ρ  (6) 
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where m  is moment, ρ is density function of the RBM and ),,( zyx is  center 

position. 
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The center of gravity The dominant region of human bodyThe center of gravity The dominant region of human body  

Fig. 5. Examples of the spatial normalization 

3.2   Dynamic History Buffering 

The variation of the motion velocity at every performing time has a bad influence 
upon recognition performance. Because of duration problem, MHIs appear different 
shapes in some cases. In Fig. 6 (a) and Fig. 6 (b), both images are MHIs of arm- 
up gesture, but Fig. 6 (a) is performing with normal speed and Fig. 6 (b) is performing 
4 times slowly. Although some person performs the same gesture but different 
velocity, recognition is failed due to the different duration. In the prior work [1], 
Equation (7) is used to solve this problem. 

Δ>Δ−
=Δ− otherwise                              0

),,( if     )),,((
),,(

ττ ττ
ττ

tyxHtyxH
tyxH  (7) 

where  )1/()( minmax −−=Δ nτττ and n is the number of temporal integration windows.  

They determined the maximum and the minimum duration and generated all MHIs 
on the range between the maximum and the minimum. The disadvantage of this 
method is that the more a number of gesture increase or the range is bigger, the more 
data are necessary. Also computational cost increase and discriminability is lowered, 
because it must require each template of the input data in each view. The solution of 
problem by different capture rate using tMHI is shown in [4]. Current timestamp as 
silhouette value is used. However, the variation of person’s velocity is not covered. 

We solved this problem by controlling the history buffer dynamically. Original 
structure of generating MHI is as follows: Compute the difference image between two 
consecutive silhouette images. Merge them to one image with different intensity over 
time. The previous motion information disappears over time although motion is not 
occurred. This point is the main reason why we had different MHIs according to 
duration. To solve this problem, we propose the dynamic history buffering (DHB). 
The DHB has the buffer of difference given image for preventing loss of prior motion 
information. The difference image is added to buffer, only when larger motion is 
occurred than the threshold. The operation of DHB is determined by Equation (8). 

>
=

otherwise                    0

 if      ),,(
)(

ThMzyxD
nBuffer tt

 
(8) 

where D is the difference of consecutive two silhouettes or RBMs, M  is the 
magnitude of motion, zyx ,, are position values, n is the contents number in buffer 

and Th  is threshold. 
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(c) Normal speed (d) 4 times slow(a) Normal speed (b) 4 times slow

before after

 

Fig. 6. The results of using the dynamic history buffering (Arm-up) 

In this buffer control, only when motion magnitude is higher than the threshold, the 
current motion is only meaningful, otherwise the current information is dropped and 
the prior motion data in the buffer is preserved. Therefore when movement is not 
occurred or its magnitude is small such as a slow motion, buffer’s contents are not 
changed. Eventually, DHB has a characteristic of velocity invariant and can generate 
consistently the 2D and 3D motion history information as shown in Fig. 6 (c) and (d).  

3.3   Continuous Gesture Recognition 

3.3.1   Least Square Method 
To calculate likelihood, least square method (LSM) is used. The P  is a matrix that 
consists of training data set such as 3D-MHMs, projected image of 3D-MHM, or MHI 

for each gesture. The α  is weight coefficient matrix. Input data, P
~

can be presented 
by matrix P  and α  as shown in Equation (9). 

,
~
PP ≈α  (9) 

where  

,

)()(

)()(
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111

=

nmn
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P
  T

n
T

gm xpxpP ))(~,),(~(
~

,),,( 11211 == αααα  
(10) 

    So, we defined error function as Equation (11). 

  (11) 

    The optimal coefficient *α  to minimize error function is likelihood and it can be 
solved by Equation (12).  

)(minarg* αα
α

E= , PPPPPP TT ~~
)( 1* +− ==α  (12) 

where +P  is pseudo-inverse of P , g is the number of gesture, each row of P is a 
variable, and each column of P is an observation. 

3.3.2   Voting Algorithm 
To use context in time-sequential input data, the voting algorithm is applied as a last 
part of recognition system. The coefficients of each gesture from least square method 
which is described in Section 3.3.1 are accumulated by voting. The voting coefficients 
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are calculated by Equation (14). When the number of vote is higher than threshold, 
finally system presents result of gesture recognition.  

v

N

i
gigg Cttvotetvote −+−=

=1

* )()1()( α  (13) 

where g  is a gesture number, *α is coefficient from LSM, 
vC  is an attenuating 

constant and N is the number of training data for a gesture. 
Fig. 7 shows example of using the context information in video sequence through 

the voting. Sitting gesture and bowing gesture are very similar in the start part. 
Although the real gesture is sitting, the coefficient of bowing is rather higher than that 
of sitting at the beginning. But the system correctly recognizes as sitting gesture by 
voting algorithm after time is passed. Fig. 7 (a) shows current *α  of each gesture in 
bar graph. Fig. 7 (b) shows voting coefficients of each gesture in bar graph. Fig. 7 (c) 

shows the history of 
*α . 
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Fig. 7. Result of voting algorithm of 0°, 90° views: Walking, Sitting, Arm-up, Bowing 

4 Experimental Results and Analysis 

4.1   Experimental Environments 

We used a calibrated stereo camera which is manufactured by VIDERE DESIGN 
MEGA-D. The focal length is 4.8mm. The resolution of input sequence was 320x240 
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8bit grayscale and the frame rate was 24 frames per second or higher. The experiment 
of gesture recognition system was implemented on Pentium IV 1.7GHz. 

(a) Walking (0 , 90 view)

(c) Arm-up (0 , 90 view)

(b) Sitting (0 , 90 view)

(d) Bowing (0 , 90 view)  

Fig. 8. Examples of the training data 

Four gestures such as walking, sitting, arm-up and bowing were used for 
experiment. Training data set was acquired with 0 , 90 camera views at the chroma-
key background. The training data set in 90 view was only used for training of 2D 
motion. The training process required three persons. Fig. 8 shows examples of the 
training data. Testing data set consists of two person’s continuous gesture video 
sequence. We resized original image into 100x100x100 (width x height x depth) for 
3D-MHM and 100x100 for MHI, because of denoising effect and decreasing 
computational cost. The projection images of 3D-MHM after rotation are used for 3D 
experiments. 

4.2   Experimental Results 

To measure the efficacy of the proposed 3D-MHM, we performed four kinds of 
experimental tests. In order to test performance of DHB, the experiments of 2D and 
3D motion analysis were performed without DHB and with DHB respectively. Table 
1 shows comparison of the recognition results in 3D-MHM, and MHI before and after 
applying DHB. The testing data included slow motion gestures. As described in Table 
1, the recognition performance was poor without DHB. Only the gesture which had 
large motion such as walking was recognized correctly in that case. This result 
occurred because traditional method easily lost motion information over time in case 
of the slow and small gestures such as arm-up and bowing. The DHB improves the 
variation of velocity and small gestures with dynamic buffering. The recognition 
results with DHB show that false alarms decrease in 3D-MHM. False alarms occurred  

 
Table 1. Gesture recognition results 

Traditional method Applying DHB Method 
2D 3D 2D 3D 

Recognition rate 12.5% 12.5% 87.5% 93.7% 
Number of false alarm 1 0 7 1 
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in case of involuntary actions such as turn-around, stand-up, and swing. Those MHIs 
were very similar to walking’s. Utilizing stereo vision, better recognition rate can be 
obtained. Discrimination between walking forward and turning around was possible 
by using disparity map. In that case, forward-backward motion was more important, 
but its presentation is impossible in 2D. 

5   Conclusions 

In this paper, we proposed a novel method of the motion based gesture recognition 
with 3D Motion History Model. The 3D-MHM improved false alarms problem in 2D 
motion analysis using disparity information. Also, the problem of view-based method 
was solved by using 3D global gradient orientation. 3D-MHM provided virtual 
viewpoint and could extract the projection images of 3D-MHM which well described 
each gesture. Concurrently recognizing short-long, slow-rapid and small-large 
gestures are too difficult at the state of art in gesture recognition. Using Dynamic 
History Buffering, the duration problem due to the variation of the gesture velocity 
every performing time was improved remarkably. 

As one of future works, expanding the number of gestures for experiments is 
important. Now constructing 2D and 3D gesture database is in progress. 
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Abstract. Recently, the progress of information and communication 
technologies leads to web-based education. However, one of these problems is 
that it is very difficult to find out proper educational materials over the billions 
of unclassified and unrelated web materials. Well-designed directory services 
and classification systems of educational materials in the Internet are 
indispensable for effective web-based education. In this paper, we propose 
novel directory services and classification systems for effective Korean 
language learning. We analyzed the elementary components of Korean 
language learning, and exploit them to develop effective directory services and 
classification systems. We also propose a guideline to develop them. We also 
consider peer-to-peer networking service as searching and exchanging 
educational material. 

1   Introduction 

Recently, the progress of information and communication technologies (ICT) leads to 
web-based education (WBE), where computer and information technology make new 
paradigms in conventional education. However, disappointingly, computer and 
information technology cannot come beyond the role of automated teacher, and they 
fail to achieve active and organic education. 

One of these problems is that it is very difficult to find out proper educational 
materials over the billions of unclassified and unrelated web materials. Most of web 
materials are unprocessed and they are not suitable for real-world class education. 
Teachers and learners have a hard time in searching proper educational materials 
fitting their educational purpose. Is it really helpful for the teachers and learners to go 
on their classes easily and effectively just if there are large libraries and museums 
beside them? 

Consequently, well-designed directory services and classification systems of 
educational materials in the Internet are indispensable for effective web-based 
education. In this paper, we propose novel directory services and classification 
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systems for effective Korean language learning. We analyzed the elementary 
components of Korean language learning, and exploit them to develop effective 
directory services and classification systems. We also propose a guideline to develop 
them, and show a simple example. We also consider peer-to-peer networking (P2P) 
service as searching and exchanging educational material and provide effective 
directory services and classification systems for P2P service. 

2   Directory Services of Internet Portal Sites 

In 1967, Stanly Milgram made an experiment to measure the “distance” between two 
randomly-chosen persons in the United States. In the experiment, he chose some 
persons and gave them a mission to deliver a letter to an unfamiliar destination 
person. Each person in the experiment was asked to deliver the letter to his 
acquaintance that seems to know the destination person, and the receiver also deliver 
it to his acquaintance in a similar way. In the experiment, Milgram found his famous 
idea of “six degree of separation,” i.e. there are six intermediators between two 
arbitrary persons. [1] 

In a similar way, in 1999, Albert Barabasi found that there are only 19 “links” 
between two arbitrary web materials. [2]. It means that we can access any arbitrary 
web materials we want to search on the average in 19 clicks over Internet. In his 
research, he found that the Internet portal sites are the “hub” of the link, and their 
roles are very important when we want to find out proper material. Therefore, we 
have to carefully analyze the directory service and classification system of Internet 
portal sites to develop effective Korean language education Internet portal sites. 

When we look for some web materials in a brain-storming level, i.e. “I’d like to get 
some multimedia educational material for daily life conversation.”, it is difficult to 
find out exact proper search keyword. Instead, it is better to use directory service and 
navigate it with screening detailed information unneeded. 

Table 1 shows the directory system of several famous Internet portal sites in Korea. 
As shown in Table 1, directory service of each portal service is quite different. 
Especiallly, Daum [8] provides quite different directory service, since this Internet 
portal site is mainly community-based, and the users exchange information and 
knowledge, and make off-line meeting for collaborative learning through the 
communities. It shows that we have to consider the communities specialized for given 
educational purposes. 

In Korean language learning, the directory services should reflect the 
characteristics of language learning. Table 2 shows the directory services of Web 
Korean [9], a Korean culture and language Internet portal site. Different from other 
Internet portal sites, it has educational categories such as Korean language education 
and Korea-related institutional categories such as cultural academies and embassies in 
its top-level categories. Although the directory services of Web Korean cannot be 
directly applied, it quite largely reflects them, and it can be a good reference for 
Korean language learning Internet portal site. 
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Table 1. Directory services of several famous Internet portal sites in Korea 

Yahoo! [3] Naver [4] Empas [5] Google [6] Paran [7] Daum [8] 
News, 
Media 

Education, 
Chinese 

News, 
Media 

Home,Life Health, 
Medical 

News 

Entertain-
ment 

World, 
Travel 

Enterprise, 
Shopping 

Game Science, 
Academy 

Phone-
world 

Business, 
Economy 

Computer, 
Internet 

Economy Science Education Finance 

Health, 
Medical 

Life Style Health, 
Medical 

Education News, 
Media 

Education 

Education, 
Academy 

Culture, 
Art 

Education, 
School 

News, 
Media 

Business, 
Economy 

Life 

Social 
Science 

Celebrity, 
People 

Academy Business, 
Economy 

Social, 
Culture 

Kids-world 

Govern-
ment 

News, 
Media 

Korea, 
World 

Social Life,Home Meeting 

Recreation Game Entertain-
ment 

Shopping Entertain-
ment, Art 

Search 

Computer, 
Internet 

Leisure, 
Sports 

Game Sports Travel, 
Sports 

Dictionary 

Local Economy Computer, 
Internet 

Kids,Teens Local Entertain-
ment 

Social, 
Culture 

Enterprise, 
Shopping 

Travel, 
Sports 

Entertain-
ment 

Jobs Local 

Arts Social, 
Politics 

Culture,Art, 
Religion 

Leisure, 
Hobby 

Computer, 
Internet 

Leisure 

Natural 
Science 

Entertain-
ment 

Life,Hobby Internet, 
WWW 

 Ms-Net 

References Kids Social Local, 
Countries 

 MY 

   Computer   

Table 2. Directory service of Web Korean 

Education Korean Language, English Education, Japanese Education, Chinese 
Education 

Culture Traditional Culture, Religion, Kimchi, Taekwondo, History, 
Celebrity, Koreanology, Korea in the World, Modern Culture 

Government Governmental Institution, Embassy, Culture Center 
Economy Statistics, Finance, Industry, IT 
Life Local Information, Transportation, Map, Travel, Weather, 

Telephone Number, Survival Korean Language 
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Fig. 1 shows the top menu of Edunet [10]. This is a Korean governmental 
educational web site, and it is regarded to have very similar users and very similar 
contents with Korean language education Internet portal site. Edunet has three user 
modes, i.e. teachers, learners, and community users. When the user logs in as one of 
three user modes, Edunet displays corresponding submenu to fit the user’s purpose. 
This suggests an important aspect, i.e. the directory services and the classification 
system should be specialized and differentiated according to the user’s role. 

In Korean language education Internet portal sites, it is desirable to classify the 
user groups into teachers, learners, and researchers. Fig. 2 shows the proposed 
prototype Korean language education Internet portal site. It consists of three parts. 
First, it provides community services between teachers, learners, and researchers, and 
the directory services and classification systems are differentiated for each user group. 
Second, it provides various information on Korean language and its instruction and 
educational materials. Third, various additional information, news, and links on the 
Korean culture, travel, and life are provided. Third part aims that the learners have 
more chances to get continuous information in their daily life even if they connect to 
the site without special purpose. It provides six categories related to Korean language 
and culture in its directory service – social, education, life, travel, Korean language 
test, instruction-learning resources, and research resources. Its detailed directory 
service is shown in Table 3. 

Related Sites

For
Teacher
Users

For
Learner
Users

For
Community

UsersClass Dictionary Q&A Community

Search
Engine

Cafe On-line Learning Teaching Aid Group Study Overseas Korean

User’s
Guide

Internet
Lecture

Related Sites

For
Teacher
Users

For
Learner
Users

For
Community

UsersClass Dictionary Q&A Community

Search
Engine

Cafe On-line Learning Teaching Aid Group Study Overseas Korean

User’s
Guide

Internet
Lecture

 

Fig. 1. Top menu of Edunet 
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Table 3. Directory service of the proposed prototype Korean language education Internet portal 
site 

Social Politics, Economy, Traditional Culture, Religion, History, 
Koreanology, Modern Culture, Music, TV 

Education University, Korean Language Institute, Korean Language 
Educational Web Site 

Life Regional Information, Transportation, Weather, Telephone 
Directory, Embassy, Culture Center 

Travel Sightseeing, Map, Travel Agency 
Korean 
Language 
Test 

Korean Proficiency Test, Korean Language Proficiency Test, 
Korean Language Ability Certification Test, Collage Scholastic 
Ability Test 

Instruction-
Learning 
Resources 

Speaking, Listening, Reading, Writing, Grammar, Vocabulary, 
Literature 

Research 
Resources 

Publication, Conference, Academic Information 

Directory Service:
Specialized to Korean
language education
based on the
characteristics of
Korean language
education.

User Group:
Three user groups,
i.e. teachers, learners,
and researchers,
are provided for
specialized directory
services and
classification systems,
and specialized
community activities.

Korean Education News:
Various news on the Korean language
education can increase users’ interest
and participation.

Search Engine:
Users easily get necessary
information through search
engine. 

Link:
Various banners are provided to connect related sites
easily to increase users’ interest and participation.

Directory Service:
Specialized to Korean
language education
based on the
characteristics of
Korean language
education.

User Group:
Three user groups,
i.e. teachers, learners,
and researchers,
are provided for
specialized directory
services and
classification systems,
and specialized
community activities.

Korean Education News:
Various news on the Korean language
education can increase users’ interest
and participation.

Search Engine:
Users easily get necessary
information through search
engine. 

Link:
Various banners are provided to connect related sites
easily to increase users’ interest and participation.  

Fig. 2. Top menu of the proposed prototype Korean language education Internet portal site 
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3   Classification Systems of Internet Portal Sites 

When the teachers and learners have detailed images of information they look for, 
keyword search is very useful. Some Internet portal sites provide natural language 
search engines, but they cannot provide satisfactory search performance. In general, it 
is more effective to use simple keywords and their combination with search operators 
such as (and/&), (or/+), and (not/-/!).  

Classification system plays an important role in keyword search methods. The 
search engine sometimes directly matches the input keyword in the text, but it also 
refers the classification system in the database. Therefore, it is desired to develop 
effective classification system for Korean language educational materials. 

Table 3 show an example of classification system of multimedia contents in 
Edunet. It classifies the contents into textbook chapter, category, learning component, 
and resource form. It can be a good reference to develop classification system of 
Korean language education Internet portal site. 

Table 3. Classification system of multimedia contents in Edunet 

No. Textbook 
Chapter 

Category Textbook 
Subchapter 

Learning 
Component 

Resource 
Form 

4 1. Along 
with mind 

Reading 1. With poem Telling 
experience of 
unfamiliar 
sound 

Sound 

5 1. Along 
with mind 

Reading 1. With poem Reading opem 
with thinking 
writer’s mind 

Graphic 

12 1. Along 
with mind 

Reading 1. With poem Discussing after 
listening the 
story 

Animation 

15 1. Along 
with mind 

Reading 2. Further 
comprehension 

Reading poem 
with creatively 
understanding 

Image 

22 1. Along 
with mind 

Reading 1. With poem How to 
creatively read 
poem 

Module 

27 1. Along 
with mind 

Listening 
Writing 

0. Introduction Exchanging 
each other’s 
feeling 

Video 

 
In general, most teachers develop their own educational material in person. They 

usually store them in their personal computers and seldom exchange these materials. 
Even in the same school, many teachers develop same or similar materials for same 
educational purpose. This wastes a lot of time and money. It is desired to provide 
effective way to search and exchange educational material with each other. Recently, 
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peer-to-peer networking (P2P) services such as E-donkey [11] and Soribada [12] 
enable us to search and exchange many files of other users’ personal computers. 

Fig. 3 shows Soribada P2P service, when the user looks for the song “I’m sorry!”. 
The files listed in Fig. 3 are stored in other users’ personal computer, and the user can 
search and download them easily. This approach can be adopted in Korean language 
education, and searching and exchanging Korean language educational materials 
using P2P service will be very useful for teachers and learners. Most teachers and 
learners suffer from lack of good educational materials, and P2P can be a 
breakthrough against this problem. 

However, some ID tags are necessary in the educational materials when the user 
searches the proper materials he/she wants. Soribada P2P service is widely used in 
searching MP3 files of popular songs, and it requires five ID tags – file name, title of 
song, singer, name of album, and track number in disk. Therefore, the classification 
system and the detailed descriptor of Korean language educational materials should 
provide some ID tags for P2P service. 

To determine ID tags of Korean language educational materials, we have to 
investigate how the educational materials are stored in other users’ personal 
computers. Fig. 4 shows an example how the Korean language teachers store the 
educational materials. As shown in the Fig. 4, only the names and types of the files 
are known, and it is difficult to find out proper educational materials from above 

 

Fig. 3. Search results of Soribada P2P service 
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information. Consequently, ID tags should be carefully determined for effective 
searching and exchanging. 

For effective search and classification of Korean language educational materials, 
all instruction-educational materials should have the following ID tags. 

 
(1) Level: Korean Proficiency Test (KPT)-based level 1 to level 6 
(2) Textbook: Name of textbook and its publisher 
(3) Theme: Name of the educational material 
(4) Description: Description of the educational material 
(5) Grammar: Grammar to teach in the educational material 
(6) Vocabulary: Vocabularies to teach in the educational material 
(7) Category: Speaking, listening, writing, reading, grammar, and vocabulary 
(8) File Type: Text, sound, image, animation, and video 
(9) Related Material: Location of related educational materials 
(10) Evaluation: Evaluation score, hit count, and download count 
(11) Registrant: Registrant of the educational material 
(12) File Information: Information of included files 
 
Fig. 5 is an example of Korean language educational material, and its ID tags are 

shown in Table 4. 

 

Fig. 4. Examples of Korean language educational material stored in several users’ personal 
computers 
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Table 4. ID tags of Korean language educational material in Fig. 5 

Level KPT Level 2 
Textbook Arisu Korean 2/Lesson 30, Arisu Media Co. Ltd. 
Theme Are you a Russian? 
Description Conversation in a restaurant watching television 
Grammar Are you ~ ?, I wish ~., Therefore ~. 
Vocabulary Coffee, Green tea, Famous, Actor, Russian 
Category Grammar, Speaking 
File Type Text, Image 
Related 
Material 

C:/Documents/admin/sujin/Korean/041218.hwp 

Score  
Hit Count 1,042 

Evaluation 

Download Count 969 
Registrant Sujin Cho 
File 
Information 

Text: 041220.hwp(47kb) 
Image: Sharapova.jpg(254kb) 
A_A62053079A.wmv / 3885 kb 

 

Fig. 5. Example of Korean language educational material 
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4   Current Status and Future Work 

We finished the analysis and experiments to gather basic information to build a 
Korean language education Internet portal site. We also finished the basic structures 
and contents of the directory services and the classification systems. A prototype 
Korean language education Internet portal site was implemented in Apache, php, and 
MySQL. 7 main directories and 36 sub-directories with about 200 links are 
implemented in the prototype Korean language education Internet portal site. As for 
ID tags for P2P services, about 100 contents were transformed into ID tags and they 
were stored in the database of the prototype Korean language education Internet 
portal site. Now we are implementing prototype P2P service program with ID tags for 
searching and exchanging Korean language education materials between different 
users. To build perfect Korean language education Internet portal site with effective 
P2P services should be performed in a nation-wide research project and it is beyond 
the scope of our current research. 
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Abstract. Only a few studies have investigated on how to select com-
ponent classifiers from a classifier pool. But, the performance of multiple
classifier systems depends on the component classifiers as well as the com-
bination methods. A couple of information-theoretic methods selecting
the component classifiers by considering the relationship among classi-
fiers are proposed in this paper. These methods are applied to the classi-
fier pool and examine the possible classifier sets for building the multiple
classifier systems. A classifier set is selected as a candidate and evalu-
ated with the other classifier sets on the recognition of unconstrained
handwritten numerals.

1 Introduction

Improved performance by combining multiple classifiers has been shown in a
multiple classifier system for more than a decade [1,2]. The performance of a
multiple classifier system depends on the component classifiers as well as the
combination methods. But, only a few studies have investigated on how to select
the component classifiers from a classifier pool [3]. Thus, the selection of com-
ponent classifiers, how to select them, or how many to select remain important
research issues. For example, Woods et al. [2] showed the reason why a strategy
should be devised when selecting the mix of classifiers, because they observed
that in some cases, fewer classifiers provided superior results to more classifiers.
Kang and Lee reported some strategies for selecting the multiple classifiers [3].

In this paper, four information-theoretic methods are reviewed and proposed
for building a multiple classifier system. It is assumed that the number of se-
lected component classifiers is fixed in advance, in order to alleviate the selection
problem of classifiers. Simple criteria are to select the component classifiers ac-
cording to the ranks of their forced recognition rate or reliability rate up to the
fixed number. Information-theoretic criteria are based on the measure of close-
ness in [4,5] or the conditional entropy in [6,7] which considers the relationship
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D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 909–918, 2005.
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among classifiers, or the minimization of mutual information (mMI) or the max-
imization of mutual information (MMI) between classifiers. The mMI criterion
is proposed to select the component classifiers as complementary to each other
as possible. The MMI criterion is proposed to select the component classifiers as
highly correlated to each other as possible.

These four information-theoretic criteria for selecting the component classi-
fiers are evaluated together with two simple selection criteria on the recognition
of unconstrained handwritten numerals from the Concordia University [8] and
University of California, Irvine (UCI) [9] repositories. The selection criteria are
applied to the classifier pool and we examine the possible classifier sets, and
select one of the classifier sets as the candidate for building a multiple classifier
system (MCS). The MCS candidates are evaluated by using the combination
methods in [4,6] together with the other classifier sets in the experiments.

The remainder of this paper is organized as follows. Section 2 explains the
selection criteria of classifiers. Experimental results for evaluating the selection
criteria are provided in Section 3 and a discussion is given in Section 4.

2 Information-Theoretic Selection Criteria

Two simple selection criteria are briefly introduced at first. One is the forced
recognition rate (FRR) criterion and the other is the reliability rate (RR) cri-
terion. The FRR criterion evaluates the classifier forcing a decision for every
input, and not allowing rejections. The RR criterion considers the accuracy of
all non-rejected decisions. And four information-theoretic criteria are explained
by considering the first- and second-order dependencies among classifiers. These
dependencies enable us to optimally approximate the high order probability
distributions with the product of low distributions for Bayesian decision com-
bination methods as in [4,6]. The first is a measure of closeness (MC) criterion
[5], and the second is a conditional entropy (CE) criterion, based on the condi-
tional entropy minimization of upper bound of Bayes error rate [7]. The third
is a minimization of mutual information (mMI) criterion proposed to select the
component classifiers as complementary to each other as possible. The fourth is
a maximization of mutual information (MMI) criterion proposed to select the
component classifiers as highly correlated to each other as possible.

2.1 Measure of Closeness

The measure of closeness (MC) is used for obtaining the optimal approximations
by minimizing the difference between a real distribution P (C) and an approxi-
mate distribution Pa(C) where a vector variable C represents both a label class
and K classifiers’ decisions where K is the number of classifiers. The measure of
closeness, I(P (C), Pa(C)), is defined in the following expression:

I(P (C), Pa(C)) =
∑

c

P (c) log
P (c)
Pa(c)

. (1)
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When the dth-order dependency in the (K + 1)st-order probability distri-
bution of C is considered for the application of the measure of closeness, an
approximate formula is defined by the following expression:

Pa(C1, · · · , CK+1) =
K+1∏
j=1

P (Cnj |Cnid(j) , · · · , Cni1(j) ), (2)

(0 ≤ id(j), · · · , i1(j) < j),

such that Cnj is conditioned on all d terms from Cni1(j) to Cnid(j) , and where
(n1, · · · , nK , nK+1) is an unknown permutation of integers (1, · · · , K, K +1) and
where P (Cnj |C0, Cni·(j) ) is defined as P (Cnj , Cni·(j)).

Given the order of dependency d and K classifiers, the optimal product ap-
proximation for each classifier set is found by the application of the approximate
formula Pa of Eq. (2) to Eq. (1), as in the following expressions by dropping the
subscript n of Cnj :

I(P (C), Pa(C)) =
∑

c

P (c) log
P (c)
Pa(c)

=
∑

c P (c) log P (c)−∑K+1
j=1

∑
c P (c) log P (Cj |Cid(j), · · · , Ci1(j))

= −∑K+1
j=1 M(Cj ; Cid(j), · · · , Ci1(j)) +

∑K+1
j=1 H(Cj)−H(C) (3)

H(C) = −
∑

c

P (c) log P (c)

M(Cj ; Cid(j), · · · , Ci1(j)) =
∑

c

P (c) log
P (Cj |Cid(j), · · · , Ci1(j))

P (Cj)
. (4)

From Eq. (3), minimizing I(P (C), Pa(C)) is equivalent to maximizing
∑K+1

j=1
M(Cj ; Cid(j), · · · , Ci1(j)) which is the total sum of dth-order mutual information.
It is assumed that the larger the total sum of the dth-order mutual information is,
the better its associated classifier set. Thus, the MC criterion finds an optimal
product approximation relevant to each classifier set by maximizing the total
sum of mutual information and then selects as a MCS candidate one classifier
set having the largest total sum of mutual information.

2.2 Conditional Entropy

The conditional entropy (CE) relevant to the Bayes error rate is also applied
to obtaining the optimal approximations by minimizing the conditional entropy
H(M |E) composed of a label class M and a vector variable E of K classifiers’
decisions. The Bayes error rate Pe is defined in the following expression by
introducing the C-D(Class-Decisions) mutual information U(M ; E) as in [6]:

Pe ≤ 1
2
H(M |E) =

1
2
(H(M)− U(M ; E)) (5)
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U(M ; E) =
∑
m

∑
e

P (m, e) log
P (m, e)

P (m)P (e)
. (6)

When dth-order dependency in the probability distribution of M and E is
considered for the application of the minimization of conditional entropy, two
approximate formulae are defined by the following expressions, as we consider
dependencies among classifiers:

Pa(E1, · · · , EK , M) =
K∏

j=1

P (Enj |Enid(j) , · · · , Eni1(j) , M), (7)

Pa(E1, · · · , EK) =
K∏

j=1

P (Enj |Enid(j) , · · · , Eni1(j) ), (8)

(0 ≤ id(j), · · · , i1(j) < j),

such that Enj is conditioned on all d terms from Eni1(j) to Enid(j) ,
and where (n1, · · · , nK) is an unknown permutation of integers (1, · · · , K).
P (Enj |E0, E0, M) is P (Enj , M), P (Enj |E0, Eni·(j) , M) is P (Enj |Eni·(j) , M), and
P (Enj |E0, Eni·(j) ) is P (Enj , Eni·(j)), by definition.

Given the order of dependency d and K classifiers, the optimal product ap-
proximation for each classifier set is found by the application of the approximate
formulae Pa of Eqs. (7) and (8) to the C-D mutual information, as in the follow-
ing expressions by dropping the subscript n of Enj :

U(M ; E) =
∑

e

∑
m

P (e, m) log
P (e|m)
P (e)

=
∑
e,m

P (e, m) log[
1

P (m)

K∏
j=1

P (Ej |Eid(j), · · · , Ei1(j), m)]

−
∑

e

P (e) log
K∏

j=1

P (Ej |Eid(j), · · · , Ei1(j))

= H(M) +
K∑

j=1

[D(Ej ; Eid(j), · · · , Ei1(j), m)−D(Ej ; Eid(j), · · · , Ei1(j))] (9)

D(Ej ; Eid(j), · · · , Ei1(j), m) =
∑
e,m

P (e, m) log
P (Ej |Eid(j), · · · , m)

P (Ej)

D(Ej ; Eid(j), · · · , Ei1(j)) =
∑

e

P (e) log
P (Ej |Eid(j), · · · , Ei1(j))

P (Ej)

ΔD(Ej ; Eid(j), · · · , Ei1(j)) =
D(Ej ; Eid(j), · · · , Ei1(j), m)−D(Ej ; Eid(j), · · · , Ei1(j)) (10)

From Eq. (9), maximizing U(M ; E) is equivalent to maximizing∑K
j=1 ΔD(Ej ; Eid(j), · · · , Ei1(j)) which is the total sum of Δ dth-order
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mutual information, since the remaining term is constant. It is assumed that
the larger the total sum of Δ dth-order mutual information is, the better
its associated classifier set. Thus, the CE criterion finds an optimal product
approximation relevant to each classifier set by maximizing the total sum of
Δ mutual information and then selects as a MCS candidate one classifier set
having the largest total sum of Δ mutual information.

2.3 Minimization of Mutual Information

The minimization of mutual information (mMI) criterion is proposed to select the
component classifiers in a pool as complementary to each other as possible. The
mutual information is used to relatively measure such complementarity between
classifiers. It is assumed that the higher the mutual information is, the higher
the complementarity. The mMI criterion is to select classifiers in the pool and is
to put them into the classifier set of multiple classifier system up to the number
of classifiers. Initially, a classifier set S is empty, and the mutual information
between every classifier and a label class set, and the mutual information between
classifiers are computed respectively. A procedure to find the classifier set as a
MCS candidate is as follows:

1. For each computed mutual information, find a classifier having the maximum
mutual information in a pool to the label class set and then put the classifier
into the classifier set.

2. In order to find a classifier in a pool as complementary to classifiers in
the classifier set as possible, and find a classifier having minimum mutual
information in a pool with respect to a classifier in the classifier set, and
then put the classifier into the classifier set.

3. Until the number of classifier in the classifier set meet the fixed number of
classifiers, repeat the step 2 and then final classifier set will be found.

2.4 Maximization of Mutual Information

The maximization of mutual information (MMI) criterion is proposed to select
the component classifiers in a pool as highly correlated to each other as possi-
ble. The mutual information is also used to relatively measure such correlation
between classifiers. It is assumed that the higher the mutual information is, the
higher the correlation. The MMI criterion is to select classifiers in the pool and is
to put them into the classifier set of multiple classifier system up to the number
of classifiers. Initially, a classifier set S is empty, and the mutual information be-
tween every classifier and a label class set, and the mutual information between
classifiers are computed respectively. A procedure to find the classifier set as a
MCS candidate is as follows:

1. For each computed mutual information, find a classifier having the maximum
mutual information in a pool to the label class set and then put the classifier
into the classifier set.
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2. In order to find a classifier in a pool as highly correlated to classifiers in
the classifier set as possible, and find a classifier having maximum mutual
information in a pool with respect to a classifier in the classifier set, and
then put the classifier into the classifier set.

3. Until the number of classifier in the classifier set meet the fixed number of
classifiers, repeat the step 2 and then final classifier set will be found.

3 Experimental Results

A number of multiple classifier systems (MCSs) built from the pool of six classi-
fiers, E1, E2, E3, E4, E5, E6, will be evaluated in this section. These classifiers
are developed by using the features or structural knowledge of numerals such as
bounding box, centroid, and the width of horizontal runs, at KAIST and Chon-
buk National Universities. The used handwritten numeral database is a fairly
representative collection of digits. The UCI data sets in [9] are used for optical
recognition of handwritten digits and consist of three training data sets tra, cv,
wdep and one test data set windep. The Concordia data sets in [8] consist of two
training data sets A, B and one test data set T.

The performance of individual classifiers on test data sets is shown in terms
of recognition and reliability rates in Figure 1. We note that classifiers E4 and
E5 were built by using the structural knowledge obtained from the numerals of
the Concordia University source, they are not as good on the numerals from
UCI. The reject results of a classifier were used in the MC criterion.

Table 1. Overview of individual classifiers

architecture classifier distance function reference
E1 singular neural network pixel distance function [10]
E2 modular neural network directional distance distribution [10]
E3 singular neural network mesh feature [10]
E4 modular rule-based modified structural knowledge [11]
E5 modular rule-based structural knowledge [11]
E6 singular neural network contour feature [12]

Each neural network based classifier was trained with the training data sets
A and tra. The optimal product sets were found by using the two data sets A,
B and the three data sets tra, cv, wdep. The selection criteria were applied to
the possible classifier sets and then we selected the most successful classifier set
among them for a fixed number of classifiers. To denote the information-theoretic
criteria according to the order of dependency, we use the abbreviations as shown
in Table 2. All the MCSs were evaluated by the following combination meth-
ods on the test data sets: voting, Borda count, Bayesian combination methods
abbreviated as in Table 3. The Bayesian methods are described in [1,4,6].

From the possible 20 MCSs consisting of three classifiers for each data set,
the classifier sets by the selection criteria are shown in Table 4. Figures 2 and
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Fig. 1. Results of individual classifiers on test data sets: T, windep

Table 2. Selection criteria

notation criterion dependency
MC1 MC first-order dependency
CMC1 MC conditional first-order dependency
MC2 MC second-order dependency
CE1 CE first-order dependency
CE2 CE second-order dependency

Table 3. Bayesian combination methods

method meaning
CIAB Conditional Independence Assumption based Bayesian
ODB1 first-Order Dependency based Bayesian
CODB1 Conditional first-Order Dependency based Bayesian
ODB2 second-Order Dependency based Bayesian

DODB1 Δ first-Order Dependency based Bayesian
DODB2 Δ second-Order Dependency based Bayesian

Table 4. MCS of three classifiers

data set selection criterion classifiers
Concordia FRR E1,E2,E6

RR E3,E4,E6
MC1,CMC1,MC2 E1,E4,E6

CE1,CE2 E2,E4,E6
mMI E1,E3,E5
MMI E1,E4,E5

UCI FRR,RR,MC1,CMC1,MC2,MMI E2,E3,E6
CE1,CE2 E2,E4,E6

mMI E1,E2,E4
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Fig. 3. Results of three classifier MCS on UCI data set: windep

Table 5. MCS of four classifiers

data set selection criterion classifiers
Concordia RR E1,E3,E4,E5

MC1,CMC1,MC2,MMI E1,E4,E5,E6
FRR,CE1,CE2 E1,E2,E4,E6

mMI E1,E2,E3,E5
UCI FRR,RR,MC1,CMC1,MC2,MMI E1,E2,E3,E6

CE1 E2,E3,E4,E6
CE2 E3,E4,E5,E6
mMI E1,E2,E3,E4

3 show the results of the selected classifier sets in terms of recognition rates
together with the highest rates for the combination methods shown with the
item best. In this case, the CE criterion was better than the other criteria in
most combinations, except the Borda count method using the numerals of UCI.

As for four classifiers, 15 MCSs for each data set were examined, and the
selected classifier sets were evaluated in terms of recognition rates, as shown in
Table 5 and Figures 4 and 5. Although the MCSs by the CE criterion showed
worse results than those by the other criteria when they used ODB1, CODB1,
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Fig. 5. Results of four classifier MCS on UCI data set: windep

or ODB2 method for the numerals of Concordia, the MCSs by the CE1 criterion
showed better results than those by the other criteria in most combinations.
Particularly, the mMI criterion showed the best result using DODB2 method as
for the numerals of UCI.

From the results, the CE criterion were useful in selecting the most promising
classifier sets from the pool of classifiers for building a MCS, although the MCS
candidates by the CE criterion did not necessarily coincide with the best. The
mMI criterion proposed for the complementarity was not good at this time.
The MMI criterion works similarly to the MC criterion. The selection criteria
based on information theory would be one of the promising clues when Bayesian
combination methods are considered.

4 Discussion

Although the selection criteria based on information theory showed positive ev-
idence and their utility was supported through the recognition experiments,
further studies should be needed in that the MCS candidates do not guarantee
the best recognition, and the limit lies with the fixed number of classifiers except
the mMI and MMI criteria. As for the mMI and MMI criteria, there is a still
room to deal with higher order dependency among classifiers, because current
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version uses only the first-order mutual information between classifiers. It will
be useful to deal with the limitation of our approaches as a future work.
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Abstract. Radial basis function (RBF) networks have been successfully applied 
to function interpolation and classification problems among others. In this pa-
per, we propose a basis function optimization method using a mixture density 
model. We generalize the Gaussian radial basis functions to arbitrary covari-
ance matrices, in order to fully utilize the Gaussian probability density function. 
We also try to achieve a parsimonious network topology by using a systematic 
procedure. According to experimental results, the proposed method achieved 
fairly comparable performance with smaller number of hidden layer nodes to 
the conventional approach in terms of correct classification rates.  

1   Introduction 

Radial basis function (RBF) networks have been successfully applied to function in-
terpolation and classification problems among others. Girosi and Poggio [6] have 
shown that RBF networks possess the property of best approximation and Lowe [8] il-
lustrated the usage of such networks for classification problems. According to Bishop 
[1], the typical topology of the network is such that it has one hidden layer consisting 
of a number of units, and the network output can be written as 
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The widely accepted procedure for training RBF networks is a two-stage training, 
where, in the first stage, the basis function parameters are chosen by an unsupervised 
learning and then the basis functions are kept fixed while the second-layer weights are 
found in the second phase of training. There are several approaches to the first stage 
of training. Among them are K-nearest-neighbor [7], orthogonal least squares [2,3], 
and K-means clustering algorithm by Moody and Darken [9]. A more principled ap-
proach, however, is to think of the basis functions as the components of a mixture 
density model, where the parameters can be found by re-estimation procedures based 
on the EM algorithm [4]. And once the mixture model has been optimized, the com-
ponents can be used as the basis functions by dropping the mixing coefficients of the 
model [1]. 

There also is an issue about having a parsimonious network topology. For instance, 
Musavi et al. [10] proposed an algorithm, which begins with a large number of nodes 
that are merged if possible, with the associated widths and locations of these nodes 
changed accordingly. Another approach by Yingwei et al. [14] achieves a minimal to-
pology by pruning redundant hidden nodes. 

In this paper, we propose a basis function optimization method using a mixture 
density model. We generalize the Gaussian radial basis functions to arbitrary covari-
ance matrices, jΣ , in order to fully utilize the Gaussian probability density function. 

We also try to achieve a parsimonious network topology by using a more systematic 
procedure as opposed to heuristic approaches by Musavi el al. [10] and Yingwei et al. 
[14]. 

Our presentation is organized as this. In the following sections, we briefly describe 
the mixture density model and then explain the main idea of this paper, which is the 
basis function optimization method. Then are described some experimental results 
and finally some discussions. 

2   Mixture Model and a Parsimonious RBF Network 

In finite mixture models, we assume that the true but unknown density is of the form 
in equation (3), that g is known, and that the nonnegative mixing coefficients, jπ , 
sum to unity.  
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Traditional maximum likelihood estimation leads to a set of normal equations 

which can only be solved using some type of iterative procedure. A convenient itera-
tive method is the EM algorithm [4, 15], where it is assumed that each observation 

,,,2,1, Nixi =  is associated with an unobserved state ,,,2,1, Nizi =  and 
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indicator vector of length g, ),,,( 21 ′= igiii zzzz , and 
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z is 1 if and only if 

i
x  is gen-

erated by density j and 0 otherwise. The joint distribution of ix  and iz  under Gaus-
sian mixture assumption is [13] 
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Therefore, the log likelihood for the complete-data is 
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Since 

ij
z  is unknown, the complete-data log likelihood cannot be used directly. 

Thus we instead work with its expectation, that is, we apply the EM algorithm. Once 
the mixture model has been optimized, the components can be used as the basis func-
tions of an RBF network by dropping the mixing coefficients of the model. There, 
however, is one more issue we need to address as was mentioned earlier. That is, we 
would like to have a network having a minimum number of components or basis 
functions. In the finite mixture model, the number of components is fixed. But in 
practice, it is not realistic to assume knowledge of the number of components ahead 
of time. Thus it is necessary to find the minimum number of components with given 
data. This is so called the problem of model selection, and the method of regulariza-
tion [1, 6] or the penalized likelihood method [12] can give a solution to that. Accord-
ing to the regularization method we can define a new likelihood function of the form,  

 

Ω+= λ~
, 

 
where  is the original likelihood and Ω  is a regularization term. The choice of Ω  
determines the resulting form of our model. When regularization method is applied to 
function interpolation, the most common form of a regularization term involves the 
assumption that the input-output mapping function is smooth. In our case, however, 
we would like to use it to control the number of components of the finite mixture 
model. A basic assumption we use here is that we begin with an overfitted model in 
terms of the number of components. That is, the model we have is already fitted to 
given data by a maximum likelihood method, but some of the components in the 
model are redundant and, thus, can be removed with the current likelihood level main-
tained. So Ω  is chosen such that the solution resulting from the maximization of the 
new likelihood function, 

~
, favors less complex models over the one that we begin 

with. The goal is achieved by adjusting the mixing coefficients, π , and the resulting 
form of regularization function is as follows. 
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An intuitive explanation about how the regularization term in (6) works is this. The 

value of Ω  increases as the values of π  decrease. Thus π =0 maximizes the regulari-
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zation term. Since, however, we have to satisfy the constraint that the nonnegative 
mixing coefficients, π , sum to unity as well as to maximize the original likelihood, 
we expect some (not all) of π ’s drop to zero. It turns out that the proposed method 
removes unnecessary components under proper choices of λ  and α . 

We can find the optimal parameter values that maximize (6). Those are 
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The component reduction algorithm is based on the modified MAP estimate. The 

algorithm is basically the EM algorithm and the expectation of ijz  is estimated using 
the formula in [15]. Difference from the usual EM algorithm comes when we check if 
the values of some π ’s are too small. We check it after each interation step, and if 
some π ’s are too small, the correspoding components are eliminated from the model. 
The current value of (6) can drop down temporarily when we eliminate those 
insignificant components, in which case we reset the current likelihood value so that 
the procedure continues with a model having smaller number of components. 

 

3   Experimental Results 

In this section, we are going to show a couple of applications of the proposed method 
to pattern classification problems. The first one is a toy problem just for demonstrat-
ing how the proposed method works. And the second example is an application to an 
aerial image segmentation problem. 
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3.1   A Two-Class Classification Problem 

This example consists of two classes. Data is generated using 18 2-dimensional Gaus-
sian components having equal covariances (2-by-2 identity matrix) and 17 of them 
have equal mixing coefficients (1/20), and the remaining one has a relatively large 
mixing coefficient (3/20) (The left half of Figure. 1). 4000 sample points were drawn 
from it, and the left half of Figure 1 shows the structure of the mixture distribution. 
The data generated from the 17 small Gaussians constitute one class, which accounts 
for about 85 percent of the sample and the rest constitutes the other class. An RBF 
network to solve this classification problem should have 2 input nodes, 19 hidden 
Gaussian units including a bias node, and one output node. The optimal weights con-
necting the hidden units and the output node can be determined by linear matrix in-
version techniques [1]. The target output values being 0 for one class and 1 for the 
other, the network output values range between 0 and 1. By selecting proper threshold 
value, say between .2 and .3, the correct classification rate of the network can be 
above 97%.  

 

 

Fig. 1. True data distribution (left half) and estimated data distribution (right half) 

Now let us take a look at the right half of Figure. 1 that shows the result of the pro-
posed method explained in the previous section. The resulting mixture turned out to 
have 6 components, which we number 1 through 6 clockwise starting from the right-
most component. The estimated parameters are as follows. 
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52.107.0
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The RBF network based on this mixture model should have 2 input nodes, 7 hidden 
Gaussian units including a bias node, and one output node. And the correct classifica-
tion rate of the resulting network turned out to be as good as the previous network hav-
ing 19 hidden units. It is, therefore, obvious to say that the second RBF network is  
better, since it performs as good as the first one and is parsimonious as well. 

3.2   An Aerial Image Segmentation Problem 

Experimental data have been obtained from UC Berkeley Library Web [16]. They are 
aerial black/white colored photographs of the San Francisco Bay area, California, 
where there are natural resource features such as forests, river and sea, and man-made 
features such as buildings, roads, and bridges. Some sub-images (280 by 280 pixels) 
can be selected for targets classification from an aerial image (1308 by 1536 pixels) 
of a certain area. Figure 2 shows a sub-image from the aerial images for the classifica-
tion of the intersection of streets (class A) and the massed buildings (class B), which 
look like textures. 

For extraction of target characteristics, the image is convoluted by Gabor spectral 
filtering [5] which is one of the most popular texture feature extraction methods. For 
efficient extraction of texture characteristics, additional filtering steps are required 
[11]. The 7x7 averaging filter is applied to estimate local energy response of the filter. 
Next, non-linear filtering is applied to eliminate smoothing effect at the borderline be-
tween distinctive homogeneous areas. The non-linear filter computes standard devia-
tion over five small windows spread around a given pixel. The mean for the lowest 
deviation window is returned as the output. Values of each texture feature are subject 
to a normalization process to eliminate negative imbalances in feature distribution.  

Gabor filters are useful to deal with the texture characterized by local frequency 
and orientation information. Gabor filters are obtained through a systematic mathe-
matical approach. A Gabor function consists of a sinusoidal plane of particular fre-
quency and orientation modulated by a two-dimensional Gaussian envelope. A two-
dimensional Gabor filter is given by (9). 
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By orienting the sinusoid at an angle and changing the frequency n0, many Gabor 
filtering sets can be obtained. An example of a set of eight Gabor filters is decided 
with different parameter values (n0 = 2.82 and 5.66 pixels/cycle and orientations α = 
0˚, 45˚, 90˚, and 135˚). In this experiment, 4 filters are selected for target classifica-
tion. Figure. 2 and 3 represent a sample sub-image and four featured images. 

 

 

Fig. 2. A sub-image used in this experiment. Each white box represents each class. 

For the target classification using RBF network, we generated 2000 4-dimensional 
training data points, 1000 for each class. By applying the proposed method, the result-
ing mixture model turned out to have 2 components, the parameters of which are as 
follows.  
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As a result, the corresponding RBF network model has 4 input nodes, 3 hidden 
Gaussian units including a bias node, and the one output node. And the correct classi- 
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a) 4 2 , 105°    b) 4 2 , 45° 

  
c) 4 2 , 90°    d) 4 2 , 60° 

Fig. 3. Featured Images obtained by changing two parameters of Gabor filtering 

fication rate of the network turned out to be 92.55%. We also implemented several 
RBF networks having different numbers of hidden Gaussian units, ranging from 20 to 
30 and the resulting correct classification rates have ranged between 92% and 94%. 

4   Conclusion 

In this paper, we proposed a basis function optimization method using a mixture den-
sity model. The parameter estimation method using formulae such as (6) is sometimes 
called regularization method [1,6]. Or in another context, it is called maximum 
penalized likelihood method  [12].  

The proposed method generalizes the Gaussian radial basis functions to arbitrary 
covariance matrices, 

j
Σ , in order to fully utilize the Gaussian probability density 

function. The proposed method also achieves a parsimonious network topology by us-
ing a more systematic procedure as opposed to heuristic approaches by Musavi et al. 
[10] and Yingwei et al. [14]. The proposed method was tested in two problems. The 
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first one is a toy problem just for demonstrating how the proposed method works. 
And the second example is an application to an aerial image segmentation problem.  

According to experimental results, the proposed method achieved fairly compara-
ble performance with smaller number of hidden layer nodes to the conventional ap-
proaches in terms of correct classification rates. 
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Abstract. We have explored a meta-learning approach to improve the predic-
tion accuracy of a classification system. In the meta-learning approach, a meta-
classifier that learns the bias of a classifier is obtained so that it can evaluate the 
prediction made by the classifier for a given example and thereby improve the 
overall performance of a classification system. The paper discusses our meta-
learning approach in details and presents some empirical results that show the 
improvement we can achieve with the meta-learning approach in a GA-based 
inductive learning environment. 

1   Introduction 

The concept of combining multiple classifiers into one classification system has be-
come very popular [1,2,3,4,5]. The main purpose of creating a complex multi-
classifier system is to obtain better classification performance than the performance 
offered by its components – individual base classifiers. Among those works of inte-
grating multiple learned models, Doan et. al.[1] have explored a multistrategy learn-
ing approach that applies multiple learner modules to a given problem, then combines 
the predictions of modules using a meta-learner. Similarly, Fan et. al. [6] also have 
explored a meta-learning approach to combine several classifiers, each of which is 
computed by different algorithms, to improve the overall prediction accuracy. In their 
approach, several classifiers are learned first from the same training data set. Then, 
the next level classifier, a meta-classifier, is obtained from the predictions made by 
the first level classifiers on the examples in the training data set. When an instance is 
being classified, the first level classifiers make their predictions. The predictions are 
then presented to the meta-classifier, which makes a final prediction. Empirical results 
reveal that their meta-learning approach can improve the overall prediction accuracy 
of a classification system. 

Inspired by their works, we have explored a meta-learning approach to enhance the 
classification performance of a classifier. However, our approach is different from 
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theirs in the sense that we use a meta-learning approach to obtain a meta-classifier 
that can decide whether the prediction made by a classifier is correct or not. In our 
approach, the learning system learns the classification behavior of a classifier, yield-
ing a meta-classifier. Then, in the classification process, the meta-classifier is used to 
decide whether the prediction made by the classifier for a given example is correct or 
not. If the meta-classifier considers the prediction made by the classifier as incorrect 
one, the example is classified again by another classifier which is trained with exam-
ples that are classified incorrectly by the first classifier. 

The paper is organized as follows. Section 2 explains the meta-learning approach 
in details. Section 3 discusses briefly a GA-based inductive learning environment in 
which our meta-learning approach has been explored. Section 4 presents some em-
pirical results obtained with the meta-learning approach. Finally, Section 5 con-
cludesthe paper. 

2   Learning the Bias of a Classifier 

In the meta-learning approach, a classification system consists of three classifiers CF1, 
MC, and CF2. The classifier CF1 is a classifier that learns concept descriptions from 
given training data set to perform regular classification task. The classifier MC is a 
meta-classifier. The meta-classifier MC learns the classification behavior (i.e., the 
bias) of CF1 so that it can decide whether the prediction made by CF1 is correct or not. 
The third classifier CF2 is trained with the set of examples that are classified by MC 
as incorrectly classified examples by CF1. The function of CF2 is to classify examples 
again that are possibly misclassified by CF1, giving a second chance to them. 

In the meta-learning approach, the training process consists of three phases. In the 
first training phase, the classifier CF1 is learned from given training data set. The 
training data set for the classifiers CF1, denoted by TCF1, is a regular training data set, 
in which each example is represented with a list of attribute values and the classifica-
tion of the example (see Figure 1-(a)). In the next training phase, the meta-classifier 
MC is trained for the training data set, denoted by TMC, in which each element is 
represented with the attribute values of an example in TCF1, the prediction made by 
CF1 for the example, and the classification of the prediction of CF1 which is either 0 
or 1, where 0 represents incorrect decision and 1 represents correct decision (see Fig-
ure1-(b)). The training data set for the meta-classifier is obtained as follows: 

Step 1. Obtain the classifier CF1 from given training data set TCF1. 
Step 2. Classify the training examples in TCF1 with CF1. For the prediction of CF1 for 

each training example, classify the prediction into one of two class,  0 or 1, 
depending on the correctness of the prediction of CF1. 0 represents  an incor-
rect decision and 1 represents a correct decision. 

Step 3. Using training examples in TCF1, construct the training data set TMC for  the 
meta-learner as follows: 

Element in TMC = (attribute values of an example in TCF1, PCF1, CPCF1) 
where PCF1 is the prediction of CF1 and CPCF1 is the classification of PCF1.  
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(a) Example of Training Data Set TCF1  
 

( A1,  A2,  A3,   A4,  Class )   
Example 1 : (0.3, 0.0, 1.0, 0.67,    0    ) 
Example 2 : (0.4, 0.1, 0.8, 0.77,    0    ) 
Example 3 : (0.5, 0.3, 0.6, 0.47,    1    ) 
Example 4 : (0.3, 0.2, 0.9, 0.67,    1    ) 
Example 5 : (0.7, 0.1, 0.3, 0.47,    2    ) 
Example 6:  (0.9, 0.0, 0.0, 0.37,    2    ) 

 
* In TCF1, each example is represented with values for attribute  

A1, A2, A3, A4, and the class to which the example belongs 
 
 
 

(b) Example of Training Data Set TMC 
 

( A1,  A2,  A3,   A4,          CF1’s  ,        Correctness of    ) 
                                                           Prediction       CF1’s Prediction 

Example 1 : (0.3, 0.0, 1.0, 0.67,           0,                         1                ) 
Example 2 : (0.4, 0.1, 0.8, 0.77,           0,                         1                ) 
Example 3 : (0.5, 0.3, 0.6, 0.47,           1,                         1                ) 
Example 4 : (0.3, 0.2, 0.9, 0.67,           0,                         0                ) 
Example 5 : (0.7, 0.1, 0.3, 0.47,           1,                         0                ) 
Example 6:  (0.9, 0.0, 0.0, 0.37,           2,                         1                ) 

 
* CF1 classifies Example 1, 2, 3, 6 correctly and Example 4, 5  

incorrectly 
 
 
 

(c) Example of Training Data Set TCF2 
 

( A1,  A2,  A3,   A4,            CF1’s    ,    Class )    
Prediction 

Example 4 : (0.3, 0.2, 0.9, 0.67,             0,                 1    ) 
Example 5 : (0.7, 0.1, 0.3, 0.47,             1,                 2    ) 

 
Fig. 1. Training data set example 

Finally, in the third training phase, the classifier CF2 is trained for the examples 
that MC classifies as incorrectly classified examples by CF1. In the training data set 
for CF2, denoted by TCF2, each element is represented with the attribute values of an 
example in TCF1, the prediction of CF1, and the classification of the example (see 
Figure 1-(c)). The training data set for CF2 is obtained as follows: 

Step 1. Perform the classification task with classifier MC for the training data TMC. 
Step 2. For the training examples classified by MC as incorrect one, construct the  

training data set TCF2 for the classifier CF2 as follows: 

Element in TCF2 = (attribute values of an example in TCF1, PCF1, C) 
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where C is the classification of the example. 
Figure 1 depicts the examples of training data set for each classifier and Figure 2 

depicts the training phase of the meta-learning approach.  
 

 

Fig. 2. Training phase of the meta-learning approach 

In the meta-learning approach, the system classifies a given unknown example te as 
follows : 

Step 1. CF1 classifies the given example te which is represented with a list of attribute 
values 

Step 2. MC decides whether the decision made by CF1 is correct or not with input  
data for MC, which consists of attribute values of te and the prediction of  
CF1. 

Step 3. If MC classifies the prediction of CF1 as correct, the system returns the  pre-
diction of CF1 as its final prediction result. Otherwise attribute values of   te 
alongwith the prediction of CF1 is turned into CF2 as input data 

Step4. CF2 classifies te again using given input data and the system selects the decision 
of CF2 as its final decision. 

To see how the system classifies a given example, let’s assume that te is given by 
te=z (0.3, 0.1, 0.9, 0.77, 0) and that CF1 classifies te as class 1. Then MC evaluates the 
decision made by CF1 with input data (0.3, 0.1, 0.9, 0.77, 1), where the last attribute 
value is the prediction of CF1. If MC classifies the decision of CF1 as correct one, then 
the final classification result is class 1. However, if MC classifies the decision of CF1 
as incorrect one, te is turned into CF2 along with the decision of CF1 for further classi-
fication (i.e., (0.3, 0.1, 0.9, 0.77, 1) is turned into CF2). In this case, the decision of 
CF2 is considered as the final decision of the system.  

3   Learning Bayesian Classification Rules with Genetic Algorithm 

The objective of this section is to give a brief description of a GA-based inductive 
learning environment in which we have explored our meta-learning approach. A more 
detailed discussion of it has been given in [7]. 

Phase I : Classifier CF1 

Machine 
Learning 
System 

Machine 
Learning 
System 

Machine 
Learning 
System 

TCF1 TMC TCF2 

CF1 CF2 MC 

Phase II : Meta-classifier MC Phase III : Classifier CF2 
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From give examples, the system learns PROSPECTOR-style rules [8] that have the 
form: 

If E then H with S =s; N = n 

where S and N are odds-multipliers, measuring the sufficiency and necessity of E for 
H. In general, PROSPECTOR rules work with odds instead of probabilities, using the 
following conversion from probabilities to odds: O(H) = P(H)/(1-P(H)). That is, a 
probability of 0.75 is converted to odds of 3 (=0.75 / 0.25). If we have a rule, “If E 
then H with S=2.0;N=0.1”, it expresses that the presence of E (P(E')=1; P(E') denotes 
the posterior probability of E) increases the prior odds of H, O(H), by a factor 2, 
whereas the absence of E (P(E')=0) decreases the prior odds of H by a factor of 0.1. In 
the case that P(E') is neither 0.0 (yielding an odds-multiplier of N) nor 1.0 (resulting 
in an odds-multiplier of S), it becomes necessary to interpolate. For example, if P(E’) 
= 0.3, then an odds-multiplier between 0.1 and 2 has to be obtained; using a simple 
linear interpolation function as an example, it would be interpolated 0.7*N + 0.3*S = 
0.7*0.1 + 0.3*2, yielding an odds-multiplier of 0.67 for the rule. 

The system learns two kinds of rules from given examples: is-high rules and is-
close-to rules. The syntax of is-high rule is 

If is-high (A) then D with S=3; N=0.1 
For a given example, the is-high rule produces an odds-multiplier between 3 and 

0.1 based on the relative highness of the value for the attribute A of the given example 
to other examples. An example of is-close-to rule is  

If is-close-to (A, a) then D with S = 4; N = 0.2 

and it produces an odds-multiplier between 4 and 0.2 based on the closeness of the 
value for the attribute A to a certain constant a. 

The posterior odds for a decision D, O(D’), is computed as follows:  

If the following rules provide evidence for the decision D 

            (r1) If E1 then D with S=s1;N=n1 
   ... 

            (rm) If Em then D with  S=sm ;N=nm 

then the posterior odds of D, O(D'), is computed as follows: 

            O(D')=O(D|E1' ∧ ... ∧ Em') = O(D) * Π m
 i=1 λi 

where λi = O(D|E i’) / O(D) is the odds-multiplier of the rule ri. 
Finally, we have to discuss how decisions are chosen by a rule-set that consists of 

learned rules. Assuming that we have decision candidates DC={D1,...,Dn} with prior 
odds O(D1),...,O(Dn), these odds are updated by firing rules of the rule-set, yielding 
posterior odds O(D1'),...,O(Dn'); finally, the decision with the highest posterior odds is 
selected. If the decision chosen by the rule-set is the same as the classification of a 
given example, then we say that the rule-set classified the example correctly; other-
wise, we say that it classified the example incorrectly.  

A genetic algorithm approach is used to learn appropriate is-high rules and is-
close-to rules from given examples. In the genetic algorithm approach, a population 
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consists of a fixed number of rule-sets and rule-sets themselves are represented in 
chromosomal representation as ordered sequences of rules r1,…,rn. At the beginning 
of rule learning process, the first generation is generated randomly. In the following 
evolution process, next generation is obtained by applying genetic operators to the 
current population. 1-point crossover operators and mutation operators are used as 
genetic operators. The 1-point crossover operator creates two offspring by exchanging 
some rules of selected parents. The mutation operator selects a rule r from a rule-set 
and replaces it with a newly generated rule r’. Parents are selected based on their 
fitness, using the popular roulette wheel method. Fitness of a rule-set is evaluated by 
the percentage of examples the rule-set classifies correctly. During the evolution 
process, the system monitors average fitness and maximum fitness of the current 
generation. If none of them has been increased by a certain amount in a certain num-
ber of generations, the system terminates its learning process. 

4   Empirical Results  

We performed some experiments to evaluate the performance of the meta-learning 
approach in the GA-based learning environment discussed in Section 3. To evaluate 
the performance of the meta-learning approach, we used two data collections: glass 
data collection (GL) and soybean diseases data collection (SBD). The characteristics 
of each data collection are as follows: 

• Glass data collection (GL): the data set contains 214 instances obtained from 6 
different kinds (building-windows-float processed, building-windows-non-float 
processed, containers,...) of glass, in which each instance is represented with 9 
numeric-valued attributes (Na, Fe, K, ...). 

• Soybean diseases data collection (SBD): each of fifteen diseases that affect soy-
bean plants is described by 35 attributes. The data set contains 290 instances. 

For each data set, training / testing data set were generated by equally dividing 
the data set into two subsets. Then, for each training / testing data set, the classifier 
CF1 was learned first. In the following steps, the meta-classifier MC and the classi-
fier CF2 were learned and the performance of the basic classifier (CF1) and that of 
the meta-learning approach were evaluated. This whole process was repeated ten 
times.  

The results of experiments are depicted in Table 1 and Table 2. In the tables, "Ba-
sic" denotes the performance of the basic classifier and "Meta" denotes the perform-
ance of the meta-learning approach. For the glass data collection, the meta-learning 
approach improves classification performance by more than 12.3% for training data 
set and by 1.2% for testing data set. For the soybean diseases data collection, the 
classification performance is increased quite significantly for both training and testing 
data set, improving the performance of the system by more than 24.7% and 18.1%, 
respectively. 
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Table 1. Comparison of Performance: Basic vs. Meta-learning 

Basic Meta  
Data Set Train Test Train Test 

GL 70.3 60.0 82.6 61.2 

SBD 61.9 52.7 86.6 70.8 

To find a proper explan ation why the meta-learning approach could only slightly 
improve the testing performance for the glass data collection, the performance of MC 
was evaluated for the two data collections. Table 2 summarizes the evaluation results. 
As we can see, the performance of MC for the glass data collection is much worse 
than that of MC for the soybean diseases data collection especially for the testing data 
set. Hence, the bad performance of the meta-learning approach in testing for the glass 
data collection can be explained by the bad performance of MC, which might be 
caused by bad performance of CF1.   

Table 2. Performance of the meta-classifier MC 

Data Set Train Test 
GL 81.5 63.7 

SBD 89.4 79.5 

Bagging and boosting are well-known ensemble learning methods [9,10,11,12,13]. 
They combine multiple learned base models with the aim of improving generalization 
performance. Similarly, we have explored an approach, called multi-classifier learn-
ing approach, to combine multiple classifiers in our GA-based learning environment. 
In the multi-classifier learning approach, the search process consists of two steps. In 
the first step, a certain number of different individual classifiers are learned for the 
same training data set. Then, in the second step, a search algorithm is applied to the 
classifiers obtained in the first step to find the subset of classifiers that provides the 
best performance. After finding a set of classifiers, a classification system is con-
structed using the classifiers in the set and decisions are made using classifiers relying 
on a decision-making scheme such as voting. 

To see the effect of the meta-learning approach in the multi-classifier learning en-
vironment, we applied our multi-classifier learning approach to the basic system de-
scribed in Section 3 and the meta-learning approach discussed in Section 2, and per-
formance of classification systems were evaluated. Table 3 summarizes the results of 
experiments. In the table, “Ind” denotes the performance of individual classifier and 
“Mult” denotes the performance of a multi-classifier system. In the multi-classifier 
learning environment, the meta-learning approach improves the performance of the 
system further, increasing the performance of the system by 15.3% for the soybean 
diseases data collection. 
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Table 3. Comparison of Performance in Multi-classifier Learning Environment 

Basic Meta 
Ind Mult Ind Mult 

 
Data 
Set Train Test Train Test Train Test Train Test 
GL 70.3 60.0 80.4 65.8 82.6 61.2 92.7 66.7 

SBD 61.9 52.7 76.1 68.2 86.6 70.8 94.5 83.5 

5   Conclusions  

A meta-learning approach has been explored. In the meta-learning approach, a meta-
classifier learns the bias of a classifier so that it can evaluate the prediction made by 
the classifier for a given example. In the meta-learning approach, the prediction of the 
classifier for an unknown example is evaluated by the meta-classifier. If the meta-
classifier classifies the prediction as correct one, the prediction of the classifier is 
accepted as the final decision of the classification system. Otherwise, the example is 
classified again by the second classifier which is trained with examples that are mis-
classified by the first classifier. 

Experiments reveal that the meta-learning approach improves the performance of 
the learning system quite significantly. Even though, we have discussed our meta-
learning approach in a GA-based inductive learning environment, we can easily apply 
our meta-learning approach to other inductive learning environments such as neural 
networks or decision trees learning environments.  

In the meta-learning approach, the performance of the system depends on the per-
formance of the meta-classifier. As a future work, it might be interesting to develop a 
system that can bias the first classifier in a certain direction so that the meta-classifier 
can achieve best performance. Moreover, further study should be performed to find a 
better way to construct the training data set for MC and CF2. 
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GA-Based Resource-Constrained Project
Scheduling with the Objective of Minimizing

Activities’ Cost

Zhenyuan Liu and Hongwei Wang
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Wuhan, Hubei, 430074, China

Abstract. Resource-Constrained Project Scheduling Problem(RCPSP)
with the Objective of Minimizing Activities’ Cost is one of the critical
sub-problems in partner selection of construction supply chain manage-
ment. In this paper, this type of RCPSP is mathematically modelled
firstly. The analysis on the characteristic of the problem shows that the
objective function is non-regular and the problem is NP-complete. The
basic idea for the solution of the problem is clarified. A genetic algorithm
is developed and the parameters of the algorithm are analyzed based on
the tests of an example. The proposed GA is demonstrated to be effective
based on the results of a computational study on the updated PSPLIB.

1 Introduction

Partner selection is an important problem in supply chain management. When
we design a construction supply chain in which general contractor is the ker-
nel entity, the project scheduling general contractor’s will be constrained by
the capacities of the renewable resources supplied by the partners such as sub-
contractor, ready-mix concrete vendors. We should consider how to get the least
activities’ cost in the project with the constraints of due date and resource capac-
ities of partners. Thereinto, activities’ cost consists of static cost and completed
activity holding cost that is dynamic and varies with the changing of the finish
time of the activity and project makespan. In other words, a type of RCPSP
with the objective of minimizing activities’ cost that is a critical sub-problem in
partner selection of construction supply chain management should be solved.

RCPSP is an important problem in the research of project management and
has got much attention from academics. The performance of RCPSPs measures
include time objectives (i.e. minimizing makespan, mean tardiness, mean com-
pletion time) and cost objectives (i.e. maximizing net present value, minimizing
total costs including the costs of resource consumption, overhead and tardi-
ness penalties), and single objective is often considered [1]. The constraints of
the problem usually comprise precedence relations between activities, renewable
resource-constraints, non-renewable resource-constraints and doubly resource-
constraints[1]. According to the theory of computing complexity, RCPSPs be-
longs to the class of NP-hard problems[2]. In the related literatures, the ap-
proaches to solve the RCPSPs can be classified to two categories which are known

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 937–946, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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as optimal procedures and heuristic approaches. Optimal procedures are integer
programming, implicit emulation with branch and bound as well as dynamic
programming[1]. These procedures are feasible to solve the project scheduling
problems with a small scale. When facing to the large-scale project scheduling,
we generally fall back on the heuristic approaches in which meta-heuristics such
as Genetic Algorithm, Simulated Annealing have been used[3-5]. We can find
that there has been an abundant research on RCPSPs, but people gave little at-
tention to the activities’ cost in project. Smith and Dodin have ever considered
the integration of materials ordering charge, materials holding cost and com-
pleted activities holding cost[6,7], but resource constraint has not been included
in their work. In this paper a genetic algorithm is proposed to solve RCPSPs
with the objective of minimizing activities’ cost where every activity is executed
in single mode and the project has renewable resource-constraints as a result of
the limited capacity of the partners.Some examples will be given to illustrate
the efficiency of the algorithm.

2 Problem Description

The classical RCPSPs can be stated as follows. We consider a single project
which consists of j = 1, 2, · · · , J activities with a non-preemptive duration of
dj periods, respectively. Due to technological requirements, precedence relations
between some of the activities enforce that an activity j = 2, · · · , J may not be
started before all its immediate predecessors i ∈ Pj (Pj is the set of immediate
predecessors of activity j) have been finished. In the description of activity-on-
node method, the structure of the project is a network where the nodes represent
the activities and the arcs the precedence relations. The network is acyclic and
numerically labelled, where an activity has always a higher label than all its
predecessors. Without loss of generalization, we can assume that 1 is the only
start activity and activity J is the only finish activity. K-types of renewable
resources supplied by the partners will be consumed during the project. It is
assumed that the project needs rjk units of resource k to process activity j
during every period of its duration. The static cost of activity j is vj . Let Fj

be the finish time of activity j and At the set of activities being in progress in
period t.

We set h is the cost per period of holding completed activities stated as a
percent of activity fixed cost. The capacity of resource k supplied by some partner
candidate is noted by Rk and the unit price Ck. The due date of the project is H .
With a given H , we can get the earliest finish time ej and the latest finish time lj
of activity j by using CPM. The time parameters in the problem are all integer
valued. Vt is the holding cost for completed activities of the project through
period t. We use binary decision variables Xjt, j = 1, · · · , J, t = ej , · · · , lj.

Xjt =
{

1, if activity j is completed at the end of period t
0, otherwise



GA-Based Resource-Constrained Project Scheduling 939

The model of RCPSPs with the objective of minimizing activities’ cost can be
presented as follows:

min TV =
FJ∑
t=1

Vt +
J∑

j=1

vj . (1)

s.t.
li∑

t=ei

tXit ≤
lj∑

t=ej

[(t− dj)Xjt], ∀i ∈ Pj , j = 1, · · · , J . (2)

lj∑
t=ej

Xjt = 1, j = 1, · · · , J . (3)

FJ =
lJ∑

t=eJ

tXJt ≤ H . (4)

∑
j∈At

rjk ≤ Rk, k = 1, · · · , K, t = 1, · · · , FJ . (5)

vj = v
′
j +

K∑
k=1

Ckrjkdj , j = 1, · · · , J . (6)

Vt = Vt−1 + h

J∑
j=1

vjXjt, t = 1, · · · , FJ . (7)

Xjt ∈ {0, 1}, j = 1, · · · , J . (8)

LAs formula (1), the objective is to minimize TV , the activities’ total cost of the
project which includes two items. The first item is the sum of holding cost of the
completed activities from the start time of the project to its finish time, i.e., the
dynamic cost related with the activities in the project. The second is the amount
of the activities’ static cost. Constraints (2) ensure the precedence relations can
be satisfied. (3) indicates that the activity must be executed within the interval
(ej , lj) and (4) means that the project can not be finished after the due date. (5)
is the resource-constraints which guarantees that the per-period availabilities
of the renewable resources are not violated. (6) gives the composition of the
activities’ static cost which consists of two parts, the first part, v

′
j , is the part

that is not related with the selection of partners, while the later is the cost for
resources needed to complete the activity j. Finally, (7) illustrates how to get
the holding cost for the completed activities through period t where V0 = 0.

With a candidate for partner, the capacities and unit prices of its resources
are decided, so vj in (6) can be seen as a constant. Therefore, the later item
in objective (1) is fixed no matter how to schedule the project. As a result, the
focus will be placed on the dynamic cost of the activities. Moreover, (7) indicates
that there is holding cost for each activity from the finish time of the activity
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to the finish time of the project. Based on these, the objective function can be
changed to the following where only the dynamic cost is considered:

min TV ′ = h

J∑
j=1

vj(
lJ∑

t=eJ

tXJt −
lj∑

t=ej

tXjt) . (9)

The objective function (9) is non-regular According to the definition proposed
by Sprecher[8]. In addition, the feasible solutions of the problem is the same as
that of traditional RCPSPs with makespan objective so that this type of RCP-
SPs is also NP-hard. To seek the heuristics, we firstly consider the case where
the resources are unconstrained. From the objective function (9), the later the
finish time of the activity is, the less the holding cost after its completion. This
results in a lower of the total activities’ cost of the project. The best schedul-
ing is that every activity starts at its latest start time. Correspondingly, when
resource constraints are considered, we also hope each activity is completed as
late as possible with the presupposition that the capacity of each resource is not
violated.

3 Design of Genetic Algorithm

3.1 Encoding and Decoding

In the research of RCPSPs with makespan objective, activities chain with prece-
dence relationship as chromosomes is usually used[3]. For example, Fig.1 is
an activity network represented by activity-on-node. (1,2,3,4,5,6,7,8, 9,10) and
(1,2,5,4,3,7,6,9,8,10) are two activities chains with precedence relationship. Ac-
cording to the model, we also use this type of activities chain to represent a
solution. The decoding procedure is a serial scheduling schema as follows:

For i = J to 1
Begin
πRk := Rk −

∑
j∈At

rjk, k = 1, · · · , K, t = 1, · · · , H
j∗ := s(i)
LSj∗ := min{STj|j ∈ Sj∗} − dj∗

STj∗ := max{t|ESj∗ ≤ t ≤ LSj∗ , rj∗k ≤ πRkr , k = 1, · · · , K, r = t, t + 1, · · · , t +
dj∗ − 1}
FTj∗ := STj∗ + dj∗

End;

where s is an activities chain with precedence relationship, s(j) is the activity in
the position j of s, Sj∗ is the immediate successors of j∗ and STj∗ , FTj∗ , ESj∗ ,
LSj∗ are respectively the factual start time, the factual finish time, the earliest
start time and the latest start time. πRkt is the quantity of resource k unoccu-
pied in period t. The procedure includes J stages and the time complexity can
be measured as O(J2KH + JH2K).
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Fig. 1. An Example Activity Network

3.2 Initial Population

According to the schema of encoding, an initial chromosome can be created at
random by using the following algorithm where En is the feasible activities whose
successors are all listed in the chain. The procedure is called repeatedly to reach
the population size.

n := J, s(n) := J
While n>1 Do Stage n
Begin
Computing En := {j|Sj ⊆ {s(n), s(n + 1), · · · , s(J)}, j = 1, 2, · · · , J}
Choose at random: j∗ ∈ En

s(n− 1) := j∗; n := n− 1
End;

3.3 Fitness Function and Selection Scheme

The objective is to minimize the activities’ cost so that a fitness measure is
proposed according to the general principle of genetic algorithm f(s) = TVm −
TV

′
(s) where TVm is a very large constant, and TV

′
(s) is the value of TV

′
after

chromosome s has been decoded. Selection scheme is represented by stochastic
tournament model with elitist preservation.

3.4 Crossover Operators

The operation of crossover must enable the created chromosomes also preserve
precedence relationship. The following One-point Crossover Operator and Two-
point Crossover Operator are designed in accord with the encoding, where SP1
and SP2 are the parent chains,SC1 and SC2 are the children.

1. One-Point Crossover
Generate an integer at random: r ∈ (1, J).
for j = J to r SC1(j) := SP1(j);
for j = J to 1 {if SP2(j) �∈ SC1 then r := r − 1; SC1(r) := SP2(j);}
2. Two-Point Crossover
Generate two integers at random: r1, r2, s.t. 1 ≤ r1 < r2 ≤ J .
for j ∈ [1, r1] and j ∈ [r2, J ] SC1(j) := SP1(j);
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for j = J to 1
{if SP2(j) �∈ SC1 then r1 := r1 − 1; SC1(r1) := SP2(j);}
In the above two operators, interchanging SP1 and SP2 will produces another
child.

3.5 Mutation Operators

Let s be an activities chain with precedence relationship where the activity in
position j is selected to be mutated and p(k) is the position of activity k in s.
Therefore, we can get two parameters: LP , the largest position in s of the imme-
diate predecessors of s(j), and SS, the smallest position in s of the immediate
successors of s(j). The mutation procedure is as follows:

Choose at random: j ∈ (1, J);
Defining: LP := max{p(i)|i ∈ Ps(j)},SS := min{p(i)|i ∈ Ss(j)}
Choose at random: k ∈ (LP, SS) and k �= j;
temp := s(j);
if k < j {for i = j − 1 to k s(i + 1) := s(i); }
else {for i = j to k − 1 s(i) := s(i− 1); }
s(k) := temp

4 Computational Study

4.1 A Simple Example

The project is described in Fig.1 where only one type of renewable resource
is considered. The parameters of the activities are listed in Table 1 and the
available amount of the resource is R = 30. Giving h = 0.01 and H = 30.

The computation is executed under different configurations of the parame-
ters of the algorithm where we set total chromosome is 6000, the population size
PopSize =150, 200, 300, 500, the crossover probability pc=0.4, 0.5, 0.6, 0.7, the
mutation probability pm=0.05, 0.1, 0.15, 0.2, the preservation scale PreScale=2,
3, 4 and the tournament scale TourScale=2, 3, 4. The results show that conver-
gence is fine. The best result shown in Fig.2 is TV

′
= 41.24, which is consistent

with the result by using AMPL and CPLEX. Selection of Crossover Operators,
PopSize, pc and PreScale has little impact on the efficiency of the algorithm.
In contrast, the selection of pm and TourScale has more impact. The more pm

Table 1. The Parameters of the Activities

Activity 1 2 3 4 5 6 7 8 9 10
dj 0 1 5 3 2 6 5 3 5 0
rj1 0 10 20 14 16 16 12 16 18 0
vj 0 10 100 42 32 96 60 48 90 0
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Fig. 2. The average objective and best objective in generations with PopSize = 12,
Generation = 500, One-point Crossover, pc = 0.7, pm = 0.1, P reScale = 2,
TourScale = 2

Table 2. The results of different heuristics

Heuristics PAM SSS PSS GA
Average Error 2.96% 2.32% 1.41% 0.33%
maximal Error 25.6% 29.1% 21.4% 7.1%
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Fig. 3. The effect of network complexity on the algorithms

or TourScale is, the better the effect of convergence. However, a small pm is a
disadvantage to the diversity of population and more time will be required in
computing under a larger TourScale.
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4.2 Tests Based on Updated PSPLIB

PSPLIB created by using a full factorial design of the parameters of activity net-
work(Network Complexity(NC), Resource Factor(RF), Resource Strength(RS))
is a general instance library widely used for testing the algorithms of RCPSPs
with makespan objective[9], where NC = 1.5, 1.8, 2.0, RF = 0.25, 0.5, 0.75, 1.0,
RS = 0.2, 0.5, 0.7, 1.0. In the computation, the instance set with 30 activities that
consists of 480 activity networks is updated. The static cost of each activity and
the due date of each project are given. The parameters of the genetic algorithm
are set as PopSize = 30, Generation = 40, pc = 0.7, pm = 0.1, PreScale = 3,
TourScale = 2, One-point Crossover. The procedure shows fine convergence. In
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addition, the instances are also solved with the other three heuristics we have
proposed[10]: Preposing Activity Matrix-based Scheduling(PAM), Priority-rule-
based Serial Scheduling Schema(SSS) and Parallel Scheduling Schema(PSS) un-
der the principle of deterministic multi-pass scheduling. The best solution is
decided based on the results by using the above four approaches. The average
error and the maximal error listed in Table 2 and the effect of the parameters of
activity network on the algorithms in Fig.3-5 show that the GA proposed in this
paper is the most effective. Fig.6 show that the result of the GA will be better
when NC is increasing, but RF has a nearly contrary impact. In addition, the
more RS is, the less the average error of the GA.

5 Conclusion

The RCPSP with the objective of minimizing the activities’ cost is a critical sub-
problem of the partner selection in construction supply chain management. In the
literatures onRCPSPs, there is few to consider this type of objectiveswith resource
constraints. Its mathematic model is given in this paper and the characteristic of
the model is analyzed. To solve the problem, a genetic algorithm is designed which
is demonstrated to be effective based on the results of Computational study.

Acknowledgments

The work was supported by the National Science Foundation of China(7017015)
and The Teaching and Research Award Fund for Outstanding Young Teachers
in Higher Education Institutions of MOE, PR China.



946 Z. Liu and H. Wang

References

1. Kolisch, R., Padman, R.: An Integrated Survey of Deterministic Project Schedul-
ing. Omega,3 (2001) 249-272

2. Blazewicz, J., Lenstra, J.K., Rinnooy, Kan-A.H.G.: Scheduling Subject to Re-
source Constraints: Classification and Complexity. Discrete Applied Mathematics,
1 (1983) 11-24

3. Kolisch, R., Hartmann, S.: Heuristic Algorithms for the Resource-Constrained
Project Scheduling Problem: Classification and Computational Analysis.
WWeglarz, J. ed.: Project Scheduling-Recent Models, Algorithms and Applica-
tions. Boston: Kluwer Academic Publishers, (1999) 147-178

4. Hindi, K. S., Yang, H., Fleszar, K.: An Evolutionary Algorithm for Resource-
Constrained Project Scheduling. IEEE Transactions on Evolutionary Computa-
tion,5 (2002) 512-518

5. Lee, J. K., Kim, Y. D.: Search Heuristics for Resource-Constrained Project Schedul-
ing. Journal of the Operational Research Society,3(1996) 678-689

6. Smith, D. D., Smith, D. V.: Optimal Project Scheduling with Materials Ordering.
IIE Transactions,4 (1987) 122-129

7. Dodin, B., Elimam, A. A.: Integrated Project Scheduling and Material Planning
with Variable Activity Duration and Rewards. IIE Transactions,11(2001) 1005-
1018

8. Sprecher, A., Kolisch, R., Drexl, A.: Semi-active, Active, and Non-delay Schedules
for the Resource-Constrained Project Scheduling Problem. European Journal of
Operational Research,1(1995) 94-102

9. Kolisch, R., Sprecher, A.: PSPLIB-A Project Scheduling Problem Library. Euro-
pean Journal of Operational Research,1(1996) 205-216

10. Liu, Zh. Y.: Resource-Constrained Project Scheduling Problem and Its Application
in Designing Construction Supply Chain. Ph.D. Dissertation, Huazhong University
of Science and Technology(2005)



Single-Machine Partial Rescheduling with
Bi-criterion Based on Genetic Algorithm�

Bing Wang1, Xiaoping Lai1, and Lifeng Xi2

1 School of Information Engineering, Shandong University at Weihai,
Weihai 264209, China

2 School of Mechanical Engineering, Shanghai Jiaotong University,
Shanghai 200030, China
wangbing@sdu.edu.cn

Abstract. A partial rescheduling (PR) heuristic is presented for single
machine with unforeseen breakdowns. Unlike a full rescheduling strategy
where all unfinished jobs are considered, a PR strategy reschedules par-
tial unfinished jobs which form a PR problem, and shifts the rest jobs
to the right according to the solution of the PR problem. The reschedul-
ing problem considers a bi-criterion that optimizes both shop efficiency
(i.e. makespan performance of the schedule) and stability (i.e. deviation
from the original schedule). A genetic algorithm is developed to solve
the PR problem. Extensive computational testing was conducted. The
computational results show that the PR heuristic with bi-criterion can
significantly improve schedule stability with little sacrifice in efficiency,
and provide a reasonable trade-off between solution quality and compu-
tational efforts.

1 Introduction

Medium to long term schedules are required a priori in order to effectively plan
shop activities and sufficiently make use of shop resources. However, myriad un-
foreseen disturbances, such as rush orders, excess processing time, and machine
breakdown etc, will arise during execution. The disturbances that were not ac-
counted for in the original schedule would impossibly make the executed schedule
completely consistent to the original schedule. The problem of shop reschedul-
ing on occurrence of an unforeseen disruption is addressed here. The practical
solution of this problem requires satisfaction of two often conflicting goals. Bi-
criterion heuristics are developed which attempt to (1) reschedule the shop to
retain schedule efficiency, and (2) simultaneously minimize the cost impact of
the schedule change.

The typical rescheduling schemes in the existing literatures are reactive
rescheduling. Reactive rescheduling [1] can be performed timely driven by failure
events or periodically, in which original schedule is generated without consider-
ing any disruptions and then revised on occurrence of disruptions. Three types
� Partly Supported by National Natural Science Foundation (60274013) and Natural
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D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 947–956, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



948 B. Wang, X. Lai, and L. Xi

of reactive rescheduling strategy with different computational costs were used
in the existing literatures. Full rescheduling (FR), where all unfinished jobs are
rescheduled to satisfy certain objective, can be merely applied in small or medium
size problems with though it can result in an optimal solution. PR can provide a
trade-off between solution quality and computational cost through only consider-
ing partial unfinished jobs. Right-shift rescheduling (RSR), where all unfinished
jobs are just slid to the right as far as necessary to accommodate (absorbing
idle time) the disruption, can not guarantee the solution quality though it just
requires the least computational efforts.

Wu et al. [2] addressed bi-criterion problems by use of several local search
algorithms, which could solve only small or medium rescheduling problems due
to their computational complexity. In order to deal with large-scale scheduling
problems, Wang et al. [3,4] used rolling horizon scheduling procedures, in which
only partial jobs were considered at one iteration. When Sabuncuoglu et al. [1]
used a PR strategy to deal with the large-scale rescheduling problems, schedule
stability is often poor because of only considering schedule efficiency. In this
paper, we extend PR strategy to deal with large-scale rescheduling problems
for single machine with schedule efficiency and schedule stability. Two types of
objective function are defined for PR problems based on a procedural horizon
and a terminal horizon respectively.

2 Single-Machine Rescheduling with Efficiency and
Stability

Consider a single-machine problem with release time to minimize the makespan.
There are n jobs to be scheduled. A job denoted as i has a release time ri, a
processing time pi, and a tail qi. These three parameters of each job are known
a priori. For a schedule S of this problem, the makespan which is denoted as
M(S) is defined as

M(S) = max
i∈S

(bi + pi + qi) (1)

where bi is the beginning time of job i in S. This problem is NP-hard [5].
A minimal makespan original schedule S0 can be generated without consid-

ering any disruptions. However, after a disruption, e.g. a machine breakdown,
occurs, at the moment u, when the machine returns to service, the unfinished
jobs should be rescheduled. The release time of each unfinished job is updated
as follows:

ri
′ = max (u, ri) (2)

In order to deal with the rescheduling problem with efficiency and stability,
we should give the measure for schedule deviation. In this paper, stability of
schedule is measured by the schedule deviation based on the original schedule,
which is denoted as D(S)
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D(S) =
∑
i∈S

|bi − b0
i | (3)

where b0
i is the beginning time of job i in S0.

The rescheduling problems with bi-criterion are to minimize (1) and (3). An
optimization problem with such dual objectives can be converted into a single
overall objective problem. Let the criteria be

min
S

J(S) = wDD(S) + wMM(S) (4)

where wD is the weight of schedule deviation and wM is the weight of schedule
efficiency. The amount of weights represents importance degree of the corre-
sponding objective. If a pair of weights is specified, for the optimal solution S∗

of the overall problem, (D(S∗), M(S∗)) is a pair of effective solution of the cor-
responding bi-criterion problem. If the weights vary, other effective solutions can
be obtained. This single objective problem is also NP-hard [2].

3 PR Strategy for Single-Machine Rescheduling

Non-preemptive jobs are assumed so that a job being processed at the time of
disruption must be restarted. Let the RSR solution for a rescheduling problem
be SR, where the jobs are ordered according to the original sequence and, the
beginning times of jobs are decided as follows:

bR
1 = max (u, r1

′) (the interrupted job)

bR
j = max (bj , rj

′, bR
j−1 + pj−1) (j > 1)

where job 1 is the first unfinished job, i.e. the interrupted job. bR
j denotes the

beginning time of job j in SR. Obviously, for a specified original schedule, the
larger the right-shift interval Δt between the beginning time bR

1 and the begin-
ning time b0

1 in S0 is, the larger the schedule deviation is. In order to distinguish
RSR solutions with different right-shift interval, we give the the following defi-
nition.

Definition 1. Let the original schedule of a single-machine scheduling problem
be S0, a RSR solution SR is called Δt-RSR solution if the first unfinished job is
shifted to the right by Δt.

Although the job sequence change of a RSR solution is the smallest, no
optimality of objectives is performed while just naturally absorbing idle time in
the original schedule to adapt to breakdown disruptions.

Let N be the set of all jobs. If N̂ denotes the set of finished jobs on occurrence
of a breakdown, S(N̂) represents the finished schedule at that time. The duration
of machine breakdown is D. At u, all unfinished jobs form the job set N ′. We
identify a rescheduling horizon from the first unfinished job on, where partial
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unfinished jobs is included into a PR problem following the original schedule
sequence and form the job set Np. The job number of Np, which is used to
formulate the horizon size for PR, can be specified as a fixed number or a fixed
proportion of all jobs. The job set Ñ consists of other unfinished jobs except for
jobs of Np. The job number of Ñ is denoted as |Ñ |. Then we have N ′ = Np

⋃
Ñ

and N = N̂
⋃

N ′.

Definition 2. The partial unfinished job set Np of on occurrence of a disruption,
where fully rescheduling with certain criteria will be performed, is called a PR-
horizon. A PR-horizon size refers to the job number of Np, denoted as k.

Match up rescheduling (MUR) [6, 7, 8] was proposed by Bean and Birge.
Instead of minimizing the total job deviation, MUR adapts the original schedule
during a transient period following a disruption and the transient schedule is
designed to match-up with the original schedule in a finite amount of time. The
new schedule is completely consistent to the original schedule from match-up
point on. For certain duration of machine breakdown D, the imposition f a
match-up time may cause delay in match-up point if no enough idle time exists
in the transient period of the original schedule.

The following, we give the definition of “non-delay” match-up schedule dif-
ferent from that in Wu et al. [2].

Definition 3. A match-up schedule is said to be non-delay if the schedule has
a completion time identical to the completion time of the original schedule.

Let S0(Np) be the partial schedule for Np in S0 and C0
p be the completion

time of S0(Np). The PR solution for Np is denoted as Sp(Np) and the completion
time of Sp(Np) is denoted as Cp

p . We let C0
p be the moment of match-up point and

the processing time of S0(Np) be the match-up time. Thus if the new schedule
can’t match-up the original schedule within the match-up time, the delay of
match-up point can be formulated as ΔCp = Cp

p − C0
p .

Let S0(N̂) be the partial schedule for job set N̂ . Let S0(Ñ) be the partial
schedule for Ñ in S0. If we let SPR(Ñ) be the ΔCp-RSR solution for S0(N̂), the
new schedule Sp(N ′) for N ′ consists of Sp(Np) and SPR(Ñ). The new global
schedule Sp consists of S0(N̂) and Sp(N ′).

Two types of criteria for PR problem are defined as follows based on PR-
horizon Np locating at the course or the terminal of the original schedule respec-
tively :

min
S(Np)

Jp = {wD

∑
i∈Np

|bp
i − b0

i |+ wD|Ñ |(Cp
p − C0

p )} |Ñ | > 0 (5)

min
S(Np)

Jp = {wD

∑
i∈Np

|bp
i − b0

i |+ wMM(SP (Np))} |Ñ | = 0 (6)

(5) is designed for Np locating at the processing course of the original sched-
ule. The objective of PR is to minimize both the delay ΔCp and the schedule
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deviation. Since the consideration of match-up delay would make the new sched-
ule inserted by less idle time in case more idle time greatly puts off later jobs, it
is reasonable to use the number of later jobs as the weight for match-up delay.
In such a manner, the schedule deviation of the latter job set Ñ is considered in
the PR problem. When Np locates the terminal of the original schedule, the job
set Ñ is empty and we directly consider the makespan in the PR problem (6).

Definition 4. This type of PR with objectives formulated as (5) and (6) is
termed PRDO for short.

The algorithm of PRDO is given roughly as follows except for the detailed
algorithm of PR problem:

Step 1. Minimizing the makespan of a problem to generate the original schedule
S0 without considering any disruption;

Step 2. Implement S0 until a breakdown occurs, note the finished partial sched-
ule S0(N̂) at this moment;

Step 3. For a given breakdown duration D, compute the moment u for the
machine returning to service, the release times of jobs in N ′ are updated
according to (2);

Step 4. The first k jobs from the beginning of S0(N ′) are included into the PR-
horizon Np, note the completion time C0

p of S0(Np), compute |Ñ | =
n− (|N̂ |+ k); (Here k is the specified PR-horizon size )

Step 5. If |Ñ | > 0, PR is performed according to (5), and the solution Sp(Np)
as well as the completion time Cp

p of Sp(Np) and the delay of match-up
point ΔCp can be obtained. The new partial schedule SPR(Ñ) is the
ΔCp-RSR solution of the partial original schedule S0(Ñ). Thus the new
global schedule is Sp = S0(N̂) + Sp(Np) + SPR(Ñ); If |Ñ | = 0, PR is
performed according to (6) and the solution Sp(Np) can be obtained.
The new global schedule is Sp = S0(N̂) + Sp(Np);

Step 6. Compute the global schedule makespan M(Sp) and the schedule de-
viation D(Sp). For a pair of specified weights (wd, wM ), the overall
objective J(Sp) defined as (4) can be obtained;

The PR problem will be solved by the local search procedure based on genetic
algorithm and a detailed description will be given in the next section.

4 Genetic Algorithm for PR Problems

In this paper, since the size of PR problem is limited, genetic algorithm can
be applied to solve the problem (5) or (6). We can encode the schedules and
generate the initial population in the similar manners to Wu et al. [2]. However,
since our objectives differ from those of Wu et al. [2], the genetic algorithm
should be modified.

The success of a genetic algorithm relies on an effective chromosomal en-
coding of solutions. That is, they require an encoding which allows the genetic
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operators to exploit the best solutions currently available, and at the same time
robustly explore the solution space. For scheduling problems, encoding of the
solutions is most difficult. The obvious method is to encode the solutions by
their sequences. However, with such encodings, a standard crossover operator
which simply crosses the parent sequences will result in infeasible schedules.
Past approaches to this problem entail modifying the crossover operator to
guarantee schedule feasibility. This often results in the failure of child solu-
tions to inherit important parental features, and often involves unacceptable
computational burden.

For the bi-criterion scheduling problem, Wu et al. [2] resolved the difficulty
in encoding by converting the sequence into a string of “artificial tails”. An
artificial tail is defined as follows:

Let j = 1, . . . , n index jobs in N ′ ordered according to the sequence to be
encoded. Then define

qn
′ = 0, qj−1

′ = qj
′ + pj

Thus the earlier a job appears in the sequence, the longer its artificial tail will
be. Specifically, a list, {q1

′, . . . , qn
′}, ordered by the job number is maintained

for each solution as its “chromosome”. This encoding can be manipulated by a
typical crossover operator, and can be evaluated by applying Schrage’s heuristic,
which guarantees schedule feasibility.

To start the genetic algorithm, an initial solution population must be gener-
ated. Two desirable properties of the initial population are (1) high quality so-
lutions (corresponding to fitness), and (2) diverse solutions. A heuristic method
developed by Wu et al. is used to generate the initial population. The method for
initial population generation uses the solutions produced by a heuristic termed
“α-ε grid search”, which allow varying emphasis to be placed on the two criteria.

Once the initial population is generated, each solution in the population is
encoded by the string of artificial tails, Qy = {q1

′, . . . , qn
′}, used to generate the

schedule. From the current population, P , a number of “more fit” solutions will
be selected for reproduction based on the fitness measure.

A critical element of a genetic algorithm is the measure of solution fitness.
The fitness measure represents the selection probability of a solution during the
search. For equation (5), the fitness measure for a given PR solution, Sy(Np), is
then defined as follows:

fy = (Jpmax − Jpy)l/
∑
j∈P

(Jpmax − Jpj)l

where Jpmax =
∑

i∈Sc(Np)
|bc

i − b0
i |+ |Ñ |(Cm

p − C0
p )

Jpy =
∑

i∈Sy(Np)
|by

i − b0
i |+ |Ñ |(Cy

p − C0
p)

Sc(Np) is the PR solution by Carlier’s algorithm [9], bc
i and by

i are the be-
ginning times of job i in Sc(Np) and Sy(Np) respectively. Cm

p is the completion
time of the minimum deviation PR solution, and Cy

p is the completion time of
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Sy(Np). l is a constant used for tuning purposes. As l increases, the genetic algo-
rithm becomes more selective when generating off-spring solutions. With a large
l-value, only the “most fit” solution will survive and the algorithm converges
prematurely in one step. For equation (6), the fitness measure of a solution is
defined by a similar format.

The genetic algorithm can be summarized as follows:

Step 1. Initialization: start with an initial set of tuning parameters [i.e. l, popu-
lation size (ps), mutation probability (mp), and number of generations
(ng)], generate an initial population by “ α-ε grid search”, compute
the fitness fy, ∀Sy(Np) ∈ P , and save the set of artificial tails, Qy,
corresponding to each solution Sy(Np).

Step 2. g = 1, start iterations.
Step 3. Copy the set of mb best solutions from the current population to the

next generation.
Step 4. Perform crossover (ps − mb)/2 times as follows: select a distinct pair

of solutions (Sy(Np), Sj(Np)) randomly from the current population
based on probabilities: fy and fj ; (b) generate two crossover sites x1
and x2(x1 < x2) from a discrete uniform distribution between 1 and
|N ′|; (c) swap the sublist {q′y1, . . . , q

′
yn} of Qy with the corresponding

sublist in Qj = {q′j1, . . . , q′jn}}, apply Schrage’s heuristic to obtain the
new schedule, compute the criteria Jpy, Jpj ; (d) copy both off-spring
solution to the next generation, compute fy, fj , and save Qy, Qj.

Step 5. For each solution Sy(Np), apply mutation with probability, mp. Muta-
tion is performed by setting α = uniform[0, 1] then recomputed all the
artificial tails in Qy by qi

′′ = (1− α)qi
′ + αqi.

Step 6. Set the generation as the current population,g = g + 1, if g < ng, go to
step 3, else stop.

5 Computational Testings and Results

In the following testings, we assigned the same weights for dual objectives, i.e.
wD = wM = 1. The original schedule was created using Schrage’s algorithm [9].
All procedures were coded in C language and ran on the Microsoft Visual c++
6.0 under the Windows XP operating environment. All tests ran on a computer
with Pentium 4-M CPU 1.80GHz.Only one machine breakdown disruption was
generated. The duration of the disruptions range from five percent to fifteen
percent of the processing time of the original schedule. We assumed that the
disruption would not occur among the last twenty jobs because the number of
the rescheduled jobs is too small to make rescheduling trivial in those cases.

Problems were randomly generated using a format similar to that used by
Chand et al. [10].

In genetic algorithm for PR problems, we used l = 2, population size ps =
100, mutation probability mp = 0.05, and the number of generations ng = 200.
When the α-ε procedure was used to generate initial population,Δα = 0.01 and
Δε = 0.5.
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Since FR under genetic algorithm can only deal with rescheduling problems
with small or medium size, it is impossible to compare PRDO with FR in large-
size problems. However, we can use a RSR solution as a baseline where our
approach is compared due to its low computational burden. Testing was con-
ducted to compare the PR solution with the RSR solution for each problem.

When ρ value is 0.20, jobs arrive rather rapidly and largely overlap each
other so that almost no idle time exists in the original schedule. The situation
when ρ value is 2.00 is the reverse. Therefore, the problems with three ρ values
actually represent three situations where different amount of idle time exists in
the original schedule. Experiment under each situation was conducted in order to
investigate the correlation between the solution quality and the computational
efforts. For problems with each ρ value, PR-horizon in PRDO was specified as
10, 20, 30, and 40 jobs respectively. For each PR-horizon size, 20 problems were
generated. The improvement percentage of PRDO over RSR is calculated as
(RSR− PRDO)/PRDO. The computational results for 200-job problems with
three ρ values show in Fig. 1, Fig. 2 and Fig. 3 respectively.

In Fig. 1, the continuous lines represent the improvement percentage in sta-
bility and the broken lines represent that in efficiency. Fig. 1 demonstrates that
PRDO greatly improves the schedule stability over RSR with little sacrifice in
efficiency. As the PR-horizon size increases, the improvements consistently get
larger for all ρ values. The improvements of PRDO over RSR increase more
rapidly for the problems with smaller ρ values, where less idle time exists in the
original schedules. For the problems with 2.00 ρ value, where much more idle
time exists in the original schedule, the improvements are less.

Fig. 2 presents the improvements of the overall objective of PRDO over RSR
for problems with three ρ values. Though the efficiency of PRDO improves little
in some situations, the improvements of the overall objectives are consistently
getting larger for all problems as the PR-horizon size increases.
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Fig. 3. Average CPU time of PRDO

In Fig. 3, the average CPU time of PRDO is presented when PR-horizon
varying from 10 to 40. It is shown that as the PR-horizon size increases, the
average CPU time increases. The computational results demonstrate that genetic
algorithm is effective for PR problems and we must pay more computational
cost for larger improvements of PRDO. Among different ρ value problems, those
with ρ = 1.00, which refer to the hardest scheduling problems in Hariri et al.
[11], expend the highest computational cost. From the computational results,
we estimate that the almost best trade-off between the solution quality and the
computational cost may be achieved at the 30-job PR-horizon.

6 Conclusions

PR heuristic with bi-criterion for single-machine with a breakdown is developed
in this paper. The rescheduling problem considers both efficiency and stability.
PR strategy addresses the computational complexity of large-size rescheduling
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problems. Two types of objective function are designed for PR problems. The
global objectives are partly reflected in the criterion of PR problems. Genetic
algorithm is used to solve the bi-criterion PR problem. Extensive computational
experiments are performed to show the impact of PR-horizon size on solution
quality and solution time. The computational results show that schedule stability
is largely improved over that of RSR with little sacrifice in efficiency. This kind
of heuristic can achieve a trade-off between solution quality and solution time
and is effective in large-scale rescheduling problems.
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Abstract. An improved genetic algorithm based on information entropy is pre-
sented in this paper. A new iteration scheme in conjunction with multi-
population genetic strategy, entropy-based searching technique with narrowing 
down space and the quasi-exact penalty function is developed to solve nonlinear 
programming problems with equality and inequality constraints. A specific 
strategy of reserving the most fitness member with evolutionary historic infor-
mation is effectively used to approximate the solution of the nonlinear pro-
gramming problems to the global optimization. Numerical examples and an ap-
plication in molecular docking demonstrate its accuracy and efficiency. 

1   Introduction 

Genetic Algorithm (GA) [1] is a time-consuming method and this has greatly hin-
dered it from applied to some optimization problems. A new method built on multi-
population technique developed in prior work [2] is proposed in this paper, in which 
an entropy-based searching technique is developed to ensure rapid and steady conver-
gence, and uses a specific strategy of reserving the most fitness member with evolu-
tionary historic information to obtain the global solution. As application, a drug mo-
lecular docking experiment is given. 

2   Implementation of Entropy-Based GA 

2.1   Transformation of Optimization Models  

The general constraint non-linear programming problem can be stated as follows: 

q21j0gts

f

j ⋅⋅⋅=≤ ,,      ,)(    ..

)(  min

d

d

. 
(1) 

where f(d) is the objective function, d={d1,d2,…,dn}
T is a vector of n design variables, 

gj(d)(j=1,2, …,q) are the constraint functions. Problem (1) is the general constrained 
optimization model, and has many and widespread applications. Engineering design 
applications usually involve non-linear functions f and/or g and almost invariably 
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have active constraints at the optimum. In order to solve problem (1) efficiently, first, 
define a Parametric Constraint Evaluation (PCE) Function. 

Definition 1. If is a positive real variable, and G={ gj(d)}, (j=1,2, …,q)  , , is a set of 
constraint functions, then  

=
=

q
gGE

j
j

1
))(exp(ln)/1()( dψψ

. 
(2) 

is a parametric constraint evaluation (PCE) function.  Problem (1) is transformed into 
the following model by means of PCE function: 

0))(exp(ln)/1()(..
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i dd
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ψψψ
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(3) 

In discussing the relationship between problems (1) and (3) the following defini-
tions and lemma are introduced.   

Definition 2. If, for any F(d)={f1(d), f2(d), …, fq(d)}, and =)(dF  

}{ )(,),(),( 21 ddd qfff ⋅⋅⋅ , with qjff jj ,,2,1  ),()( ⋅⋅⋅=≤ dd , and there exists at 

least one )1(  , 00 qjj ≤≤ , such that )()(
00

dd jj ff < , then )()( dd FF ≤ or, sim-

ply FF ≤ . 

Definition 3. If, for any, ,, qEFF ∈ with FF ≤ , )()( FEFE < , then )(FE is a 

strictly monotone increasing function of F . 

Lemma 1. The PCE function )(GE is a strictly monotone increasing function of G, 

and if ∞→ψ  then  

Proof.  Let                       

{ } qjjgGjgG ,,2,1  ,)()( ⋅⋅⋅==≤= dd
. 

(5) 

According to the above three definitions and lemma 1, the proof will be easily 
completed and the concrete proving process is abbreviated.  

The PCE function plays an important role in the proposed method. The following 
theorem aids understanding of its properties. 

Theorem 1. If ∞→ψ , then the optimization problems (1) and (3) have the same 

Kuhn-Tucker (K-T) points.  

Proof. The Lagrange augmented function Problem (3) is 
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where 0>μ is the Lagrange multiplier of corresponding constraint. The K-T condi-

tion for problem (3) is given as                            
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By means of Lemma 1 and equation (8), if ∞→ψ , then      
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i.e. 
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Substituting 
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into equations (7) and (9) gives 
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Combining equations (9), (11) and  (12) ,  if ∞→ψ , then  
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Equations (11), (13) and (15) are identical the Kuhn-Tucker condition of the prob-
lem (1). Hence the problems (3) and (1) have the same Kuhn-Tucker points and vice 
versa. The theorem is proved. 

  Kuhn-Tucker points are obtained by solving the Kuhn-Tucker conditions, which 
are necessary condition for the optimum solution of non-linear programming with 
equality and inequality constraints. Then solving problem (1) is substituted by prob-
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lem (3). Unlike some optimality criteria methods, there is no need to find active con-
straints. The j  in equation (12) can give the active level of the constraints 

2.2   Elements of Genetic Search 

In this paper, the five basic GA operators are binary coding, integer-decimal selection, 
two point crossover, uniform mutation. As for the fitness function, it is solved by 
using quasi-exact penalty function [3], so problem (3) can be transformed to: 

( )
=

++=
q

i
igf

1
))(exp(1ln/)()( ddd ψψαψϕ

 . 
 (16) 

the parameter ψ can be chosen in the range 53 1010 −  and 0>α  is penalty factor. 

Fitness function of GA by means of equation (16) may be written as: 

)()(max dd ψϕ−= CF  .  (17) 

where C is a large positive number to ensure F >0. 
Besides, elitist maintaining is employed to ensure the global convergence. 

2.3   Information-Entropy-Based Searching Technique 

As mentioned above, the GA begins from generating arbitrarily m populations with 
the initial design space. If Fj(d) (j=1,2, …,m) represent the best value of the fitness 
function occurs in the jth population, then we need to maximum Fj(d) (j=1,2, …,m) 
by means of a genetic search, i.e., to solve the following optimum problem: 

  ,,2,1  ),(-  min mjF j ⋅⋅⋅=d  .  (18) 

It is difficult to solve problem (18) completely, We need only to get efficient nar-
rowing coefficients for the searched space. By information entropy principle [4], an 
entropy based-optimization model can be constructed as follows:                
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where H is the information entropy, pj is here defined as a probability that the optimal 
solution of the problem (18) occurs in the population j. In discussing the relationship 
between problems (18) and (19) the following theorem is introduced. 

Theorem 2. The problem (18) and (19) have the same optimal solution.  

Proof. Suppose that d* and p*={p*
1,p

*
2,…,p*

m} are the optimal solution of problem 
(19), so that  

0)1ln()ln(  min
1

=∗=∗∗−=∗
= lp

m
jpjpH
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where p*
l,=1, p*

i=0, for i l . Hence  
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m
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Obviously, d*and p* are also the optimal solution of problem (18). It can be simi-
larly proved that the optimal solution of problem (18) is also the optimal solution of 
problem (19), and the proof is completed. 

By means of the weighted coefficient method for solving multi-objective optimiza-
tion, problem (19) can be transformed into the single objective optimization problem:                   
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where 0 is weight coefficient. The Lagrange augmented function of (22) is      
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where is Lagrange multiplier. The stationary conditions of LH with respect to p,  
and d give  
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The solution of equation (24) is   

        ))(exp(/))(exp(
1

=∗
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m
jFjFjp

j
dd γγ

  . 
 (26) 

in which 

( ) ββγ /1−=   .  (27) 

is called as quasi-weight coefficient. The (1-pj) can be used as the coefficients of 
narrowing searching space in the modified GA. When the optimal solution occurs in 
the lth population, then (1-p*

l)=0, and its searching space is not narrowing.  
Design space is defined as initial searching space D(0).  m populations with N 

members are generated in the given space. After a few generations are independently 
evolved in each population (only two generations in this paper), Searching space of 
each population is narrowed according to the following equation:                           

)1()1()( −−= KDjpKD
 (28) 
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−−∗= )0(,)()1(5.0)(max)( idKDjpKidKid

−−∗= )0(,)()1(5.0)(min)( idKDjpKidKid      . 

                                         
where )(Kid and )(Kid are the modified lower and upper limits of ith  design vari-

able at Kth generation respectively. )( Kid ∗ is the value of design variable i of the best 

member in the population j. 

2.4   Algorithm Organization 

The implementation of the proposed GA consists of the following steps: 

Step 1. Give the initial design space [ ])0(),0()0( dd=D  and parameters. Gener-

ate m populations with given space D(0)   
Step 2.  Perform GA with elitist maintaining processes in section 3 a few genera-

tions (only one generation in this paper)  
Step 3. Perform the information-entropy-based searching process with narrowing 

down space, see equation (28) 
Step 4.  Check convergence: if searching space of in the best population has been 

reduced to a very small area (a given tolerance), then stop; else go to step 2 

3   Numerical Tests 

The following three examples are used to clarify the efficiency and accuracy of GA.  

Table 1. Examples: Comparison of various methods 
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The parameters used are: number of populations m=4, population size N=50, cross-
over probability pc=0.65, mutation probability pm=0.1; and control parameters: 

5102.1 ,310 ×== αψ . Figure 1 shows the evolution history of genetic design. Table 

2 gives the comparison of various methods. 

       

Fig. 1. The evolution history of the three examples: vertical coordinate represents the objective 
value and the horizontal represents the generations 

Table 2. Examples: Comparison of various methods 

Test problem 
Theoretical 
solution 

This paper Other literatures [2,8] 

Design variables (0.000, 1.000,  
2.000, -1.000 )

.008362, 1.043144, 
1.993470, -.997657) 

(-0.03032, 0.9752, 
2.0277, -0.9702 ) [2] 

Objective function 44.0000 43.988990 43.98178[2] P1 

Generations  33 50[2] 

Design variables (2.400, 0.800) (2.398946, 0.800527) (2.4150, 0.7925) [2] 
Objective function -1.8000 -1.800001 -1.80028[2] P2 
Generations  18 100[2] 

Design variables (-0.0898, 
0.7126) 

(-0.089215, 0.713274) (-0.0864, 0.7119) [8] 

Objective function -1.031628 -1.031623 -1.0316[8] 
P4 

Generations  29 100[8] 

4   Application  

The molecular docking design is generally cast as a problem of finding the low-
energy binding modes of a small molecule or ligand based on the “lock and key 
mechanism”[9] within the active site of a macromolecule, or receptor, whose structure 
is known. However, protein-ligand docking (PLD) for drug molecular docking design 
is an ideal approach to virtual screening, i.e., to search large sets of compounds for 
putative new lead structure. Because of the computationally expensive nature of 
searching problem, drug molecular docking design still needs more efficient computa-
tion methods algorithms. In this paper, a PLD process is mimicked using the proposed 
GA to search the optimal conformation of the flexible ligand. 
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4.1   Protein-Ligand Docking Design Using GA 

In this paper, we assume that the ligand is flexible and the receptor is rigid. The opti-
mization problem of drug molecular docking design can be written as follows 

bnbzyx
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y

x
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YTY
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TTRRRTTTfEMin
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where design variables 
bn1b TT ,,  are the torsion angles of the rotatable bonds for 

flexible ligand, ,,,,,, zyxzyx RRRTTT  are the position coordinates and rotational 

angles of the rigid substructure (segment that not include rotatable bonds) in ligand 
for the matching-based orientation search, and objective function E is intermolecular 
interaction energy             

= =
+−=

lig
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j ijDr
jqiq
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ijr
ijB

a
ijr
ijA

E
1 1

0.332     . 
(30) 

where each term is a double sum over ligand atoms i and receptor atoms j, ijr is dis-

tance between atom i in ligand and atom j in receptor, ijA ,
ijB are Van der waals 

repulsion and attraction parameters, a, b are Van der waals repulsion and attraction 
exponents, iq jq  are point charges on atoms i and j, D is dielectric function, and 

332.0 is factor that converts the electrostatic energy into kilocalories per mole.  
In the PLD process, the binding free energy should been transferred to relate to the 

ligand atoms’ Cartesian coordinates only. The Cartesian coordinates of all the ligand 
atoms can be determined by solving optimization problem (49). It means that the 
optimal conformation of flexible ligand is formed by the translation (Tx, Ty, Tz), rota-
tion (Rx, Ry, Rz) and the torsion motions (Tbi, i=1,2, …, n, n is the number of torsion 
bonds). The former six variables are the six degrees of freedom for rigid segment, it 
can also be seemed as the orientation of the ligand. Tbi is the angle of the ith flexible 
bond. For GA, each chromosome consists of the above three design variables that 
represent a ligand in a particular conformation and orientation. The design space of 
(Tx , Ty , Tz) must be limited in the spheres (get by MS package) space of the receptor. 
A Circum-cuboid of the sphere space is here used to confine the rigid body’s coordi-
nates, which can greatly avoid the computational complexity of resolving the actual 
boundary. The rest variables are allowed to vary between –  and  rad.     

4.2   Drug Molecular Docking Example 

As an example, the PLD process between sc-558 and its receptor in known cyclooxy-
genase-2 (COX-2) inhibitors is investigated on a distributed memory MIMD parallel 
computer Tianchao Dawning 3000. Parameters used by GA are: population numbers 
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6, population size 20, crossover rate 0.65, mutation rate 0.1 and length 19 of each 
chromosome. The docking energy score of the best conformation obtained is -3.27 
kcal/mol kcal/mol lower than -1.65 kcal/mol kcal/mol of DOCK5.0 [10] program. 
Fig.2 shows the comparisons of conformations corresponding to the model molecule. 
The CPU times needed are 476.64 seconds and 15.26 seconds respectively 

           

Fig. 2. Conformations corresponding to the model molecule: The left one is resulting confor-
mation profile of this paper and the right is the resulting conformation profile of DOCK5.0  

5   Conclusions 

An entropy-based multi-population Genetic Algorithm for nonlinear programming 
problems has been presented. The method is based on entropy-based searching tech-
nique with narrowing down space of multi-population. A new iteration scheme in 
conjunction with multi-population genetic strategy, entropy-based searching tech-
nique with narrowing down space and the quasi-exact penalty function is developed 
to ensure rapid and steady convergence. Numerical examples and an application in 
molecular docking show that the proposed method results in considerable savings in 
computer time and approximate to global solution in design optimization. Although 
an application for drug molecular docking design is here given only, it is also suitable 
for other engineering fields. 
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Abstract. Multi-agent systems form a particular type of distributed artificial in-
telligence systems. As an important character of players in game, autonomous 
agents’ learning has become the main direction of researchers. In this paper, 
based on basic reinforcement learning, multi-agent reinforcement learning with 
specific context is proposed. The method is applied to RoboCup to learn coor-
dination among agents. In the learning, the game field is divided into different 
areas, and the action choice is made dependent on the area in which the ball is 
currently located. This makes the state space and the action space decrease. Af-
ter learning the optimal joint policy is determined. Comparison experiment be-
tween stochastic policy and this optimal policy shows the effectiveness of our 
approach. 

1    Introduction 

Multi-agent systems form a particular type of distributed artificial intelligence sys-
tems. In fact, many real-world problems such as engineering design, intelligent re-
search, medical diagnosis, robotics, etc require multiple agents. From an AI perspec-
tive, we can think of a multi-agent system s a collection of agents that coexist in an 
environment, interact (explicitly or implicitly) with each other, and try to optimize a 
performance measure [1]. 

RoboCup (Robot World Cup) offers an integrated research task which covers 
many areas of AI and robotics [2], [3]. As a testing platform for the designing and 
research of the multi-agent system, RoboCup mainly studies the advanced functions 
of Robot football team, which include design principles of autonomous agents, multi-
agent collaboration, strategy acquisition, real-time reasoning, reactive behavior, real-
time sensor fusion, learning, vision, motor control, intelligent robot control, and any 
more. As presented in detail by [2], simulation RoboCup soccer is a fully distributed, 
multi-agent domain with both teammates and adversaries. There are hidden states, 
meaning that each agent has only a partial world view at any given moment. The 
agents also have noisy sensors and actuators, meaning that they do not perceive the 
world exactly as it is, nor can they affect the world exactly as intended. In addition, 
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the perception and action cycles are asynchronous, prohibiting the traditional AI 
paradigm of using perceptual input to trigger actions. Communication opportunities 
are limited, and the agents must make their decisions in real-time. These italicized 
domain characteristics combine to make simulated robot soccer a realistic and chal-
lenging domain. As an important character of players in game, autonomous agents’ 
learning has become the main direction of researchers, because the robot soccer has 
the features such as dynamic, real-time, competitive, not-full information, etc.  

Multi-agent systems have been successfully utilized for reinforcement learning, 
which is a learning technique that requires almost nothing about the dynamics of the 
environment to learn about. Autonomous agents learn from their environment by 
receiving reinforcement signals after interacting with the environment. Learning from 
an environment is robust because agents are directly affected from the dynamics of 
the environment. 

This paper presents a reinforcement learning method with specific context based 
on multi-agent for players’ coordination in simulation RoboCup soccer. In the learn-
ing, the game field is divided into different areas, and the action choice is made de-
pendent on the area in which the ball is currently located. This makes the state space 
and the action space decrease. After learning the optimal joint policy is determined. 

The rest of the paper is organized as follows. The concept and algorithm of basic 
reinforcement learning are introduced in section 2. Reinforcement learning algorithm 
with specific context based on multi-agent is presented in section 3. The application 
of the multi-agent group reinforcement learning in RoboCup is given in section 4. 
Conclusions and future work are included in section 5. 

2    Reinforcement Learning 

2.1   Reinforcement Learning Model and Algorithm 

Reinforcement learning requires learning from interactions in an environment in order 
to achieve certain goals [4]. The method finds an optimal policy through trail-and-
error, different from supervised learning that informs the agent which action is taken 
by positive examples and counter examples. The entity interacting with its environ-
ment by actions is called agent. At each time step, an agent observes its environment 
and selects the next actions based on that observation. In the next time step, the agent 
obtains the new observation that may reflect the effects of its previous action and a 
payoff value indicating the quality of its previous action. Shown in Fig. 1 is the ge-
neric Reinforcement Learning framework, which consists of an environment and an 
agent.  

An agent is composed of three main components, namely sensors, actuators and the 
control system. An agent observes the environment through its sensors and presents 
an indication of that (denoted by s) to the control system. The control system in turn 
decides on the action to be taken (denoted by a) and reports that action to its actua-
tors. This action changes the environment. Upon this change, the environment reports 
a reward or punishment value (denoted by r) back to the agent. Based on this cycle, 
the control system tries to learn optimal action selection (optimal policy) in the 
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Fig. 1. Reinforcement learning framework 

agent’s environment. The dynamic of the environment is called its model. The objec-
tive function (value function) is set to V (s)=r0+ r1+

2r2+…, where  is discount 
factor, 0< <1. The agent’s task is to learn the control policy : S A, which can 
maximize the expectation of the reward sum, that is, in the changing series of envi-
ronment, select actions 

⎯⎯ →⎯⎯⎯ →⎯⎯⎯ →⎯ ⋅⋅⋅ 221100
210

γγγ aaa SSS  

 to maximize the objective function. So we obtain the optimal control policy through 
the formula (1): 

SssV ∈∀= ),(maxarg* π

π
π  . (1) 

Reinforcement learning can solve a large dynamic programming with any a 
prior. A general form of reinforcement learning is [5]:  

(1) Initial the inner state S of a learner as S0, 
(2) Loop: 
         Observe the current state s; 
         Select an action a by value function V; 
         Perform action a; 
         Let r be the immediate reward from action a at state s; 
         Update inner state by updating function, s s’. 

2.2   Q-Learning 

Q-learning is a kind of reinforcement learning independent of model proposed by 
Watkins. In the iteration Q-learning introduces the sum of reward value Q*(s, a) of 
state-action pairs as evaluation function, the target is the map from state-action to its 
corresponding Q value. The optimal value Q* is defined as the maximization of the 
sum of discounted reward value which an agent gets when action a is taken in state s, 
as followed by formula (2), 

∈

+=
Ss

a
asQsasTasrasQ )','(max)',,(),(),( *

'

* γ  . (2) 

Environment 

Agent 

Actuators 

Control System 
a s 

r 

Sensors 



970 W. Zhang, J. Li, and X. Ruan 

 

where T(s, a, s’ ) is probability of state transition, which denotes the probability of the 
agent transferring from state s S to s’ S  after taking action a. 

And Q value has an update rule as formula (3), where  is discount factor, 0< <1; 
 is learning rate, 0< <1. 

)],(),(max[),(),( 1 ttt
a

ttttt asQasQrasQasQ −++← +γα  . (3) 

First initialize Q(s, a) arbitrarily, after each action a is taken, the value Q(s, a) is up-
dated by the formula (3), and the value Q will gradually converge to Q* through re-
peatedly searching state space. 

3   Reinforcement Learning Based on Multi-agent 

Reinforcement learning is based on single agent, and what we concern is how multi-
agent can learn to cooperate and coordinate in a game so as to fulfill a common goal. 
In Q-learning, the research is mainly on the interaction between a single agent and the 
environment, and other agents are only taken as a part of the environment. But in 
practice, an agent is of initiative and is different from the environment, and its action 
has intention and adaptation, so there needs some extension of the existing Q-learning 
so as to make it fit for the environment. 

The most direct approach to extend Q-learning to a multi-agent environment is to 
regard the complete system as one large single agent in which the joint action is re-
garded as a single action [6]. Although this approach leads to the optimal solution, it 
is infeasible to solve problems with many agents by this approach, since the joint 
state-action space, which is exponential in the number of agents, becomes intractable. 

To solve the problem mentioned above, a concept of chief agent is introduced 
[7]. In RoboCup, the player controlling the ball is of course the chief agent. By taking 
the chief agent as the learner and taking the other agents as assistant agents, who 
cooperate with each other in specific state, and through posts shift between chief 
agent and assistant agent, the learning of the whole group is realized.  

So on the basis of the learning algorithm presented in [8], [9], we propose one 
method of reinforcement learning based on multi-agent under the specific state, as 
shown in Fig. 2. Here S_end represents the state which the ball is out of the game field 
or is kicked into one of the goals. The characters of this solving method are: 

(1) Multiple agents have a common long-time goal, so they can form an agent 
group to compete against other agent group. 

(2) At some specific time, with specific context the policy of agent group only is 
embodied in the action selection of the chief agent, because only the chief 
agent can perform learning. Other assistant agents can only serve the chief 
agent. 

(3) The action performed by chief agent may make other assistant agents the chief 
agent, and it self the assistant agent, that is, chief and assistant agents may 
transform their posts mutually. 
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Fig. 2. Algorithm of reinforcement learning based on multi-agent 

4   Experiments 

We applied our method to the RoboCup to realize the actions’ coordination of play-
ers. The RoboCup soccer server provides a fully distributed dynamic multi-robot 
domain with both teammates and adversaries. It models many real-world complexities 
such as noise in object movement, noisy sensors and actuators, limited physical abil-
ity and restricted communication. 

In RoboCup, a player is regarded as an autonomous agent. Autonomous agents’ 
learning has become the main direction of researchers, because the robot soccer has 
the features such as dynamic, real-time, competitive, not-full information, etc. Agents 
have a common goal, which is to win the game. But every agent also has itself tempo-
rary goal according to its current state. In order to satisfy his goals, an autonomous 
agent must select at each moment in time the most appropriate action among all pos-
sible actions that he can execute. In Simulation RoboCup Soccer, the team should 
possess basic ability of counterwork to ensure agents having the chance of learning. 
In this paper, we assume that every player has mastered basic actions such as kick, 
turn, dash, etc.  

Since soccer server provides a highly dynamic environment it is difficult to create 
a fixed attacking plan or any other form of premeditated action sequence that works in 
every situation. For decreasing state-action space we apply multi-agent reinforcement 
learning with specific context to realize action coordination among several players in 
this section. 

4.1   State-Action Selection 

In order to reduce state-action space, we have divided the field into different areas 
(see Fig. 3) and made the action choice dependent on the area in which the ball is 
currently located [10]. For example, an agent who has the ball will consider different 

Initialize Q(s, a) arbitrarily, assign chief agent 0 and assis-
tant agents 1~n according to the specific state, and let agent 
policy be  = { 1, 2, …, n} 
Repeat (for each episode): 
    Initialize S (including the beginning state S0 and end state 
S_end) 
    For agent i=1~n 
        Observe state s, take action a, get reward r, s’ 
        Compute Qi, learn optimal policy  
        Transfer action a to chief agent 0 
        For all the agents, update the Q value 
    )]','(max[),()1(),(

'
asQrasQasQ

Aa ∈
++−← γαα  

        S  S’; a  a’; 
Until S=S_end 
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actions when he is on his own half from those when he is close to the opponent’s 
goal. Assuming that an agent has the ball on the area 3a, we analyze the player’s 
state-action space so as to study actions’ coordination between the player who con-
trols the ball and other players.  
 

 

Fig. 3. Areas on the field which are used for action selection when the ball is kickable 

In the experiment, let the player who controls the ball be chief agent, and other 
teammates within chief agent’s range of vision be assistant agents (where range of 
vision refers to the range in which the chief agent can distinguish both of team and 
number). Let coordination be limited among about 3 players. Here we only consider 
states in close relation with action choice. The components of a state include position 
of the ball p, angle of chief agent relative to the ball 1, distance between chief agent 
and the closest teammate d1, distance between chief agent and the closest opponent d2, 
angle of chief agent relative the closest teammate 2, angle of chief agent relative to 
the closest opponent 3. The actions ball-controller can take include dribble (), passTo 
(k), and turn (). Here passTo (k) denotes that the ball-controller kick the ball directly 
towards teammate k. 

At the beginning of learning in action selecting, because lack of experience about 
the state, the Q value not always represent the reinforcement value correctly. And 
usually because selecting an action of a highest Q, agent will seek along the same 
random factors when agent selecting action. So the selected actions according to the 
current Q value are not the optimal. In order to explore unknown space effectively, 
agent should select action stochastically. The usually used method is Boltzmann dis-
tribution which is denoted as formula (4):  
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where prob(ai) represents the probability of performing action ai, A is the action set 
from which the chief agent select one action ai, T is the temperature, which represents 
the size of randomicity. As T gets larger, then randomicity gets larger too. At the 
beginning of learning, set T a larger value, because learning experience is less then, 
and needs to increasing the searching ability after, as learning carries on, lower T 
gradually, lest the obtained learning effect be destroyed. 

4.2   Algorithm Implementation 

At first we define value of the reinforcement. The goal of RoboCup is to kick the ball 
in the opponent’s goal. But because score is fewer in the match, if regarding it as the 
only factor of rewards and punishments signal to learn, the result will be certainly 
very bad. Hence we regard r = d/5 as reinforcement signal, where d denotes 
change of distance between the ball and opponent’s goal. d is positive when the ball 
going forward and negative otherwise. Additional rewards will be given when our 
team scores. 

We applied the algorithm which was introduced in section 3 to RoboCup when the 
ball is located in area 3a. For example, one scene appeared possibly in the game is 
shown in Fig. 4. In the figure, the ball-controller is agent 0, while other teammates in 
his vision range are agent 1 and agent 2. Every state value can be calculated. And 
actions the ball-controller can execute possibly are dribble (), and passTo (i) (here i = 
1, 2). Through learning the ball-controller can take correct action. And cooperation in 
small scope would be realized. The specific implementation of the algorithm in Ro-
boCup should be as follows in this paper.  

Firstly we designated state sets and action sets including passTo (k), dribble (), and 
turn (). Then we initialized Q value randomly, appointed the ball-controller as chief 
agent and its teammates within its range of vision as assistant agents (usually includ-
ing 2~3 agents). The chief agent chose an action to execute according to the probabil-
ity determined by formula (4) and got rewards according to the result of implementa-
tion, where T = 0.1. And then Q value was updated through formula (3) mentioned by 
section 2.2, where discount factor  = 0.9, learning rate  = 0.5. Here Q value was 
computed by artificial neural network of three layers [7]. The network’s input was 
every state value, and output was Q value obtained when one action was taken. And 
the hidden layer is set to 12 neurons. Finally the actions leading to the maximal Q 
value would be chosen to execute. 

In the experiment we selected the robot soccer team of Beijing Institute of Tech-
nology, Everest, as training opponent, while our team adopted stochastic policy or 
policy yielded by our approach. Because score is fewer in the real match, here we 
only analyzed three parameters which have important influence on the result of the 
match such as success ratio of passing ball, dribbling ball, and time of controlling the 
ball, the results shown as Table 1. Table 1 shows the average values of parameters 
after 100 games. In the table, we can find the success ratio of passing ball changes 
from 48.8% to 55.3% after our team took policies yielded by our method. In the same 
time the success ratio of dribbling ball changes from 66.2% to 71.6% while time of 
controlling ball increase to 32.8% from 23.5%. It indicates that the ability of coordi-
nation and controlling ball of the team improved obviously. The policy yielded by our 
method is effective in the experiments. 
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Fig. 4. One scene when the ball is located in Area 3a 

Table 1. Contrast of parameters under different policies 

Average (after 100 games) 
Success ratio of 
passing ball (%) 

Success ratio of 
dribbling ball 
(%) 

Time of con-
trolling ball (%) 

Stochastic policy 48.8 66.2 23.5 

Policy yielded by our approach  55.3 71.6 32.8 

5   Conclusions and Future Work 

Reinforcement learning is a very effective online machine learning method. In the 
typical multi-agent system of RoboCup, we used the algorithm of reinforcement 
learning based on multi-agent in specific context to realize coordination among 2~3 
agents, and then realize common goal, which is to win the game. In the experiment, 
we considered only players’ cooperation with specific state, so the state-action space 
was decreased. And then the optimal policies would be obtained after many matches. 
Experiment shows that the approach plays a good role to the improvement of team’s 
integral level. 

From the experiment we can conclude that the number of agents (players) using 
the learning approach must be fixed carefully. As to a group of 11 players, the test 
result is not ideal, but to a group of 2~3 players, the corresponding small scope coop-
eration can get a much better result. So only allowing a few players in a certain scope 
around the ball-controller into the learning can deal with the cooperation problem in a 
small scope. And because the convergence velocity of learning is slow, we can get the 
better policy only after many matches. So there is one problem of computational cost 
in practical. 

In this paper, we only discussed cooperation under special state. As future work, 
we would like to adjust our approach to realize the cooperation in a bigger scope 
including more players. Another interesting direction is to find some better efficient 
algorithms to save computational cost. 
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Abstract. The paper deals with the new algorithm development and comparison 
of three one-dimensional stock cutting algorithms regarding trim loss. Three 
possible types of problems used in this study are identified as easy, medium and 
hard. Approximate method is developed which enables a comparison of solu-
tions of all three types of problems and of the other two stochastic methods. The 
other two algorithms employed here are Genetic Algorithms (GA) with Im-
proved Bottom-Left (BL) and Simulated Annealing (SA) with Improved BL. 
Two examples of method implementation for comparison of three algorithms 
are presented. The approximate method produced the best solutions for easy 
and medium cutting problems. However, GA works very well in hard problems 
because of its global search ability. 

1   Introduction 

One dimensional cutting problem is to cut a given set of items of different sizes into a 
minimum number of equal-sized bins. The basic goal of the one dimensional cutting 
problem is to determine optimal patterns as well as how many times each pattern 
should be used. It is encountered in many industrial processes such as wood, glass, 
steel and paper industries. One-dimensional stock cutting problems are known to be 
Non-deterministic polynomial complete. No procedure can solve these problem in-
stances in polynomial time. In the one-dimensional cutting stock problem, (CSP) 
smaller lengths are generally to be cut from a minimum number of identical stock 
pieces. The solution to this problem can be found by many ways like approximate 
methods, evolutionary methods and heuristics.  

The cutting problems may be categorized into dimensionality, kind of assignment, 
assortment of large objects and assortment of small items. Their solutions may be 
categorized into item-oriented and pattern oriented approach [1]. Traditional objec-
tives in CSPs are to minimize the trim loss and stock usage.

In this paper, three different CSP solution methods are compared based on both 
trim loss and stock usage. These methods are the approximate method, genetic algo-
rithm (GA) and simulated annealing (SA) approach methods. The first method is 
based on column generation technique with local search algorithm. Last two methods 
however find overall solution to the problem using bottom left algorithm. Thus sto-
chastic algorithms outperform the LP based solution for CSPs with different stock 
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lengths. Especially, GA has been applied to cutting and packing problems by many 
researchers [2]. 

The method’s performances are tested using 6 benchmark problems selected from 
[3]. These benchmark data sets are classified through the number of items, the bin 
capacity and the length of all items. The benchmark problems are grouped into three 
different data sets. Two problems from each data set were selected to be used in this 
study. 

2   Placement Algorithms 

Solution approach of the cutting problems can be divided into two sections: determin-
ing of permutation for pieces layout sequences and applying placement algorithm for 
placing all pieces. There are many placement algorithms based on sliding technique 
such as difference process (DP) algorithm [4], bottom left (BL) algorithm [5], im-
proved bottom left (I-BL) algorithm [6] and bottom left fill (BLF) algorithm [7]. The 
placement algorithm using the permutation is executed to place rectangular pieces 
into the main object.  

The improved bottom left algorithm is mentioned below. The aim of this algorithm 
is that a piece cannot be moved any further to the left and downwards without colli-
sion.  

A layout pattern can be represented by a permutation  as shown below: 
 
=(i1...in) – Permutation          i:  index of item (Li) 

 
Allocation of some of pieces is illustrated in Fig. 1. As can be seen in Fig. 1, piece 

L3 is placed first to the bottom and then to the left as far as possible. Pieces L2 and L1 
are placed in the same manner. The arrows in the figure depict the movement of the 
piece L8 to its optimal location. 

 

L4 L6 

L1 L2 L3 

L8 

 
 

Fig. 1. Illustration of the improved bottom left algorithm 

 
The number of possible layout patterns allocated by BL algorithm is 2n.n! for given 

the number of n pieces [5]. Fig. 2 shows the number of possible layout patterns versus 

Permutation 
 

(1)=3 
(2)=2 
(3)=1 
(4)=4 
(3)=6 
(4)=8 

 
or 
 

=(3,2,1,4,6,8) 



978 Z. Bingul and C. Oysu 

 

number of pieces. As can be seen in Fig. 2, a number of possible solutions to the cut-
ting problems are getting very high as the number of pieces increases. Therefore, they 
require very large search space and make the cutting problems very hard to solve.  
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Fig. 2. Number of layout patterns according to number of items 

3   The Cutting Stock Problem 

The trim loss is based on different cutting stock problems and approaches. Solution 
methods regarding trim loss can be compared by introducing the trim loss definition 
which should be same for all types of problems. The aim of the Cutting Stock Prob-
lems (CSP) is to minimize the trim loss in where minimum number of stock lengths L 
are used to meet the demand di of piece lengths ai for i=1, …,n. The problem solutions 
specify the cutting patterns used to cut stocks into the demand pieces. One-
Dimensional CSP is defined as follows: 
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where yk=1 if the piece k is used or 0 otherwise, xik is the frequency of item i used in 
the piece k and K is the number of stock lengths expected to be used. The total length 
of the items for a piece is L. Trim loss is the difference between the stock length and L. 

3.1   The Approximate Method 

The approximate method can be defined as follow. First of all, the following algo-
rithm searches for combinations with minimum trim losses.  
 

For i1=1 to n 
For i2=1 to n 
. 
For ip=1 to n 
Max(d(i1) + d(i2)+….d(ip))  L 
End for ip 
.. 
End for i2 
End for i1 

(2) 

where )](/int[
1=

=
n

i
idavgLp  is permutation level. 

Then the cutting list is extracted from the main demand list and new search 
starts. The fundamental idea of the search algorithm is to take permutation at a 
predefined level p. The permutation level however is found from the mean of the 
demand list. Thus, the search is localized to a certain number of combination mem-
bers. This decreases the computation time considerably. If various levels of permu-
tations are to be searched for minimum trim loss, the computation time increases 
significantly for a solution. Since the demand list is sorted in descending order, the 
biggest piece is the first item in the list. Taking the first member initially in every 
search makes it sure that worst piece is removed from the list. Experience shows 
that when smaller pieces are to be combined, the trim losses are less significant. In 
the search algorithm the computation time is reduced by using some extra stop cri-
teria. The search is stopped when the total length of the cutting pattern is equal to 
the stock length during the search. The flow chart in Fig. 3 illustrates the approxi-
mate solution algorithm. 

3.2 Genetic Algorithm Approach  

GA is a search algorithm inspired by the natural reproduction and evolution of the 
living creatures. GA, firstly developed by Holland [8], is applied effectively to 
solve various combinatorial optimization problems. Before applying the GA, a 
representation scheme to encode problem solutions into placement algorithm must 
be defined.  

In the GA solution approach applied here, an order-based GA is combined with 
improved BL algorithm to solve the one dimensional rectangular cutting problems. 
This solution approach is known as hybrid GA. In the first part of GA solution  
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Apply fast permutation 

Find the cutting list 
length average 

Extract the combination 
with minimum trim loss

Are there 
demand length 

in the list? 

No 

End 

Read demand list 

Start 

Sort the list in 
descending order 

Select the first item 

Determine 
permutation size 

Solution completed, 
Postprocessing 

Yes 

 
 

Fig. 3. Flow chart of the approximate solution for CSP 

approach, the influences of different population sizes and mutation rates were exam-
ined to find the best GA parameters for the cutting problems. The hybrid GA was 
employed to solve different test problems consisting of different pieces. For each run, 
the number of iterations was set to 1000. The GA parameters, population sizes and 
mutation rates, were changed between 20-100 and 0.01-1 respectively. During this 
part of work, Stefan Jakobs crossover technique was used. The best GA parameters 
were taken as population size of 80 and mutation rate of 0.7. In the second part of GA 
solution approach, the influences of different crossover techniques (OBX, CX, OX, 
PMX, UX, SJX) on the solutions of the cutting problem were studied using the best 
GA parameters obtained from the first part of GA solution approach. In order to see  
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clearly the influences of different crossover techniques on the solution of the cutting 
problem, much more difficult cutting problems were chosen. Six crossover tech-
niques; order based crossover (OBX), cycle crossover (CX), order crossover (OX), 
partially matched crossover (PMX), uniform crossover (UX), Stefan Jakobs Cross-
over (SJX) were used for illustrating effects of crossover on the solution. It was seen 
that OBX crossover technique produced better results than the other technique. The 
individuals obtained by using OBX technique are changed extensively as compared to 
other crossover techniques. Thus there exists enough diversity in population when 
OBX crossover technique is used. All results related with GA solution approach were 
given below. 

 
GA parameters used in this study are summarized below: 
 
Representation : Permutation 
Population size : 20, 40, 60, 80, 100 
Selection                : Roulette Wheel 
Mutation rate                : 0.01, 0.1, 0.3, 0.6, 0.7, 0.9, 1. 
Mutation technique        : Swap mutation. 
Crossover techniques     : OBX, CX, OX, PMX, UX, SJX.  
Number of generation to termination: 100-1000 

3.3   Simulated Annealing Approach 

SA is based on the analogy between the process of finding a possible best solution of 
a combinatorial optimization problem and the annealing process of a solid to its mini-
mum energy state in statistical physics. SA, firstly developed by Kirkpatrick [9], is a 
local search algorithm.  

In our SA solution approach, SA and improved BL algorithm (known as hybrid 
SA) are combined to solve the same cutting problems. In the first part of SA solution 
approach, it was tried to find the best SA parameters for cutting problems. Therefore, 
many different SA parameters were used to study influences of the parameters on the 
solutions. The hybrid SA was applied to solve the different test problems. The influ-
ences of different cooling schedules (proportional decrement schedule and Lundy and 
Mees schedule), neighborhood moves (swapping move and shifting move) and values 
for equilibrium condition (3, 5, 10) on the solution of the cutting problems were ex-
amined for the different temperature values (initial temperatures were changed be-
tween 0.1 and 0.8). In the second part of SA solution approach, the solution for test 
problems was studied using the best SA parameters obtained from previous work. It 
was seen that swapping move worked better than shifting move in the different tem-
perature values. The swapping move and two different cooling schedules (propor-
tional decrement schedule and Lundy and Mees schedule) were used to compare the 
cooling schedules. Possible number of neighborhood moves is changed between 3 and 
10. It was seen that Lundy and Mees schedule yielded better than proportional decre-
ment schedule and the best results were obtained with using 3 for the possible number 
of neighborhood moves. All results related with SA solution approach were given 
below. 
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SA parameters used in this study are summarized below: 

Representation          : Permutation 
Initial Temperatures   : 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 
Final Temperature    : 0.01 
Neighborhood move  : Swapping and Shifting. 
Cooling schedule   : Proportional Decrement Schedule and Lundy and Mees     
Schedule. 
Termination criteria  : Maximum number of iteration (100-1000) 
Possible number of neighborhood moves (pnm): If there is no improvement in the       
foregoing (3, 5, 10) moves. 

3   Results and Discussions 

In order to examine and evaluate the performance of the three algorithms introduced 
above, computational experiments were conducted. Six data sets have been generated 
for testing the algorithms. These data sets are available via the internet 
(http://www.wiwi.uni-jena.de/Entscheidung/binpp/) which is designed as a bench-
mark problem sets by Scholl and Klein [3]. Data sets are constructed as in Table 1. 

 
Table 1. Details for data sets 

 
 Pr.1 Pr.2 Pr.3 Pr.4 Pr.5 Pr.6 

# of items 50 50 100 100 200 200 

Stock length 1000 1000 1000 1000 100000 100000 
 
    All tests were performed on a Pentium 4 (2.4 GHz) computer. There are three cate-
gories of problems sets easy, medium and hard. Two problems were selected from 
each category. The results obtained from Problems 4 and 6 is shown in Fig. 4. All 
results are summarized in Table 2. As can be seen in table easy and medium problems 
can be solved with minimum waste using approximate method. When the problems 
are getting harder GA outperforms the other methods. The reason for this is the size 
of search space. As the search space increases GA performance for searching be-
comes more efficient compared to other methods. The approximate method gives very 
accurate results for easy and medium cases in a very short computational time. GA 
gives better results compared to SA when the global search is the nature of the prob-
lem. However, SA is more efficient in local search problems. Because of stochastic 
nature of GA and SA algorithms, all problems were run several times. 

 
Table 2. Percentage of trim loss for each problem 

 Pr.1 Pr.2 Pr.3 Pr.4 Pr.5 Pr.6 
Approximate meth. 0.15 0.12 0 4.05 5.02 7.48 

SA 1.44 12.59 3.76 10.41 4.80 7.12 
GA 1.31 10.45 3 9.4 4.44 6.82 

 



 Comparison of Stochastic and Approximation Algorithms 983 

 

 
 

Fig. 4.  Comparison of three algorithm’s solutions for Pr.4 and Pr.6 
 

Fig 5. illustrates the results obtained from approximate method in the form of col-
umn generation. As can be seen in Fig 5., very best combinations extracted from the 
cutting stock at the first half of the computation. However, in SA and GA approach 
trim losses are distributed homogenously through the computation.   

4   Conclusions 

The article examines the three algorithms (GA, SA and Approximate method) for 
one-dimensional stock cutting problems. The traditional optimization techniques (i.e., 
linear programming and integer programming) suffer some drawbacks when they are 
used to solve the one-dimensional CSP. There are many algorithms and methods for 
one-dimensional stock cutting with different factors that are taken into account. But 
the most important common factor is the trim loss. The three algorithms were com-
pared based on trim loss for one-dimensional stock cutting problems. Conclusions 
based on the results obtained in this study, the best search algorithm for easy and 
medium problems is the approximate method. On the contrary, GA works very well in 
hard problems because of its global search ability. 
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Fig. 5. Results generated from the approximate algorithm for Pr.5 
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Abstract. Genetic algorithm (GA) is an effective method to tackle combinato-
rial optimization problems. Since the limitation of encoding method, the search 
space of GA should be regular. Unfortunately, for constraint optimizations, this 
precondition is unsatisfied. To obtain a regular search space, a commonly used 
method is penalty functions. But the setting of a good penalty function is diffi-
cult. In this paper, a novel algorithm, called search space filling and shrinking 
algorithm (SSFSA), is proposed. SSFSA first seeks a smaller search space 
which covers all the feasible domains, then fills the unfeasible search space to 
acquire a regular search space. Search space shrinking diminishes the search 
space, so shortens the searching time. Search space filling repairs the irregular 
search space, and makes GA execute effectively. Experimental results show 
that SSFSA outperforms penalty methods’. 

1   Introduction 

Genetic algorithm (GA) [1] is a method of evolutionary computation which draws 
inspiration from the principle of Darwinian evolution. The main idea of Darwinian 
evolution is survival of the fittest. According to this principle, GA employs such op-
erators as selection, crossover and mutation to generate new populations. GA is sim-
ple to execute, and can search the global optimal point in the whole search space not 
depending on the gradient of target functions. Consequently, it has been applied to a 
very wide range of problems. 

GA is natural and effective to solve unconstraint optimization problems, but it has 
to be adapted a lot for the constraint cases. The searched optimal point should be a 
high fitness point, and also a feasible point. In real-world applications, including in 
hardware design, automatic control, flow-shop, scheduling and so on, a majority of 
problems have some constraints. A constraint optimization problem can be defined as: 

Minimize:  ( ) nf x x R∈  

      
. ( ) 0 1,....,js t g x j m≥ =

 

    (1) 

Where m is the number of constraints. 
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To solve constraint optimization problems with GA, many measures have been 
proposed [2] [3], such as unfeasible individual repaired [4], special representation [5], 
special genetic operators [6] [7], hybrid search [8] and so on. The most commonly 
used method to handle constraints is penalty function. Penalty function was originally 
proposed by Courant in 1940s and later expanded by Carroll. Its main idea is adding a 
penalty for all individuals locating in the unfeasible domain. Some penalty methods 
have been adopted [9] [10], including static penalty, dynamic penalty, co-evolutionary 
penalty and death penalty. But all of them exist the clumsiness: if the penalty is too 
small, GA can’t make sure to converge to a feasible point; if it is small, when the 
global optima locates at the constraint boundary, the search speed of GA is very slow 
[11] [12]. 

The remainder of this paper is arranged as follows. Section 2 studies the search 
space filling method. Section 3 presents the search space shrinking method. Search 
space filling and shrinking algorithm (SSFSA) is proposed in section 4. The compari-
son between SSFSA and penalty function method in section 5. 

2   Search Space Filling 

For a constraint optimization problem: 

Minimize:  ( ) nf x x R∈  

      
. ( ) 0 1,....,js t g x j m≥ =

 

(2) 

If ( ) ( ) , , 1,...., ,n n
j jg x x a or g x b x a R b R j m= − = − ∈ ∈ =  we assume that the search 

space is regular, and the optimization problem is unconstrained. For other kinds 
of ( )jG x , the search space is irregular, and the optimization problem is constrained. 

The most commonly used method to handle constraint optimization problem is 
switching it into an unconstrained one [13]. That is the process of search space regu-
larization. Penalty function is a method of search space regularization. Here we give a 
novel method called search space filling to realize it. The target function after filled 
is:  

( )
Minimize:  ( )

( )

f x x feasible domain
F x

h x otherwise

∈
=      (3) 

Where  
( )h x is the filling function. 
( )h x should satisfy the following conditions: 

1) { } { }min ( ), min ( ),f x x feasible domain h x x feasible domain∈ ≤ ∉ ; 

2) ( ) ( ) , is the boundary of constraintsf x h x x S S≡ ∈ ; 

3)     ( )h x should be as simple as possible. 
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Fig. 1. Transforming from constraint problem to unconstraint case 

Example 1:  
Minimize 2 2

1 2( )f x x x= − −  
2 2
1 2. : 1 2 2is t x x x+ ≥ − ≤ ≤  

    To solve this problem with GA, according to this analysis above, we transform it 
into an unconstraint case as: 

2 2 2 2
1 2 1 2( ) 1h x x x x x= − + + ≤  

2 2 2 2
1 2 1 2

2 2
1 2

1
( )

x x x x
F x

x x others

− − + ≥
=

− +
 

    Figure 1 is the transforming process. From figure 1, we can see that the global 
minima haven’t been changed. The new target function is an unconstrained optimiza-
tion problem, which is simple to be tackled. But not all problems are as simple as the 
example 1 given above. In fact, for most of problems, we can’t set ( )h x directly. But 
that is not to say filling is useless. We can use ( )f x to approximate ( )h x .  

In each generation, individuals are classified into two subsets F and NF :  

satisfies all constraintsX F if X

X NF others

∈
∈

     (4) 

If X F∈ , we can calculate its fitness directly; while X NF∈  , its fitness is estimated 
by the nearest feasible individual Y :  

( ) ( ) exp( ( , ))fitness X fitness Y dist X Yλ= × − ×      (5) 
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Where: 
                    :Y The nearest individual to X who satisfies all the constraints; 
                    : 0λ λ > , adjusting parameter; 
                    ( , ) :dist X Y The distance between individual X and Y . 

2

1

( , ) ( )
n

k k
k

dist X Y X Y
=

= −  

This measure is simple and effective. 

 

Fig. 2. Feasible points and their nearest areas 

Let’s analysis the figure 2, if point k is located at 1s , then 

1 1( ) ( ) exp( ( , ))fitness k fitness P dist P Kλ= × − ×    (6) 

Since ( 1, )dist p k is continuous in s1, so ( )fitness k is continuous in s1; and if the global 
minimal is at the constrained boundary such as P3, with the evolution of population, 
the individual will gathered around P3, whether the individual is feasible point or 
unfeasible point, just because when a unfeasible point P approaching P3, the distance 
between P3 and P will approximate 0. 

( ) ( 3)fitness p fitness p≈    (7) 

From these analysis, we know that this method can approximately realize requires 
given above. 

3   Search Space Shrinking 

Search space filling aims at transforming constraint optimization problem to uncon-
strained one; while search space shrinking aims at diminishing the searching space 
and shortening the searching time.  

Example 2:  
Minimize 2 2

1 2x x+  

               
1 2

1 2

. . 1 1

1 1

2 2 1,2i

s t x x

x x

x i

− ≤ + ≤
− ≤ − ≤
− ≤ ≤ =
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Fig. 3. The Filled search space, the feasible space and the shrunk search space. S1: The regular 
space; F: The feasible space; S2: The shrank space 

    From figure 3, we can see that the regular search space (s1) is sometimes larger 
than the shrunk regular space (s2) containing all feasible individuals. So if we adopt 
the shrunk regular space as our searching space, the born probability of unfeasible 
individual will be small. At the same time, the time consumption can also be cut down. 
The most important fact is that it makes the novel algorithms presented below viable: 
the precondition of SSFSA is there exist a certain proportional feasible individuals in 
the population.  

The shrunk search space should satisfy:  

1) It should cover all the feasible individuals;  
2) In the boundary of constraints, it should have some unfeasible space, which will 

favor the search when the global optimal is at the boundary;  

    Here an algorithm to calculate the shrunk search space is presented. We give each 
constraint a value, and define a target function ( ) :GF X  

1

( ) ( ( ))  is the number of constraints
m

j
k

GF X T g X m
=

= . 

1  satisfies ( )
( ( ))

exp( ( ))  dissatisfies ( )

j

j
i j

X g X
T g X

g X X g Xα
=

×
     (8) 

( )GF X reflects the degree that individual X satisfies constraints. In experiments, 
0.01α =   

    The frame to calculate the shrunk search space is as follows:  

a) Initialize the population and the shrunk search space O, 
    ( )1 1(min ,max ),...,(min ,max ),...,(min ,max ) ((0,0),.., (0,0),.., (0,0))k k n nO x x x x x x= = ; 

b) Decode;  
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c) For an individual X in the population, if it satisfies all the constraints, then 
modifying the shrunk parameter space O : 

        { } { }max max max , ( ) and min min min , ( )i i i i i ix x x X x x x X= =   

d) Throw off all individuals who satisfies all the constraints, and compensate the 
population with random new individuals;  

e) Selection;  
f) Crossover;  
g) Mutation;  
h) If the finish condition satisfies, goto i), else go to b;  
i) Expand the shrunk search space O :  

max max 0 and min min 0i i i i i i i ix x x x x x x x= + Δ Δ > = − Δ Δ >  
 

 

Fig. 4. The flow of SSFSA 

4   Search Space Filling and Shrinking Algorithm 

Combining search space shrinking method and search space filling method, we pro-
pose a novel algorithm to tackle constraint optimizations, called search space filling 
and shrinking algorithm (SSFSA). The main framework of SSFSA is first seeking a 
smaller search space which containing all the feasible area, and later filling the irregu-
lar search. The finishing condition is the limited evolutionary generation. The filling 
function ( )h x is approximated by its neighbour feasible point. ( )h x is dynamical with 
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the evolution of population. Search space shrinking is achieved at the beginning. The 
flow of SSFSA is given as figure 4.  

5   Numerical Experiments  

Problem1:  
Minimize 2 2 4 2 6

1 1 2 3 4 5( ) ( -10) 5( -12) 3( -11) 10G x x x x x x= + + + +  

                2 4
6 7 6 7 6 77 4 10 8x x x x x x+ + − − −  

S.t. 

2 4 2
1 2 3 4 5

2
1 2 3 4 5

2 2
1 2 6 7

2 2 2
1 2 1 2 3 6 7

127 2 3 4 5 0

282 7 3 10 0

196 23 6 8 0

4 3 2 5 11 0

10.0 10.0, 1,......,7i

x x x x x

x x x x x

x x x x

x x x x x x x

x i

− − − − − ≥

− − − − + ≥

− − − + ≥

− − + − − + ≥
− ≤ ≤ =

 

Problem2  

Minimize 1 2 3 1 2 3
2

1 2 3 1 2 3

3 2 0.8 4 2
( )

2 7 3

x x x x x x
G x

x x x x x x

+ − + − += −
− + + −

 

S.t.

1 2 3

1 2 3

1 2 3

1 2 3

1 2 3

1

1

12 5 12 34.8

12 12 7 29.1

6 4.1

0 10 1,2,3i

x x x

x x x

x x x

x x x

x x x

x i

+ − ≤
− + − ≤ −

+ + ≤
+ + ≤

− + + ≤ −
≤ ≤ =

 

Problem3: 

 Maximize 

2020
4 2

1 1
3 20

2

1

cos ( ) 2 cos ( )
( )

i i
i i

i
i

x x
G x

ix

= =

=

−
=

∏
 

            s.t.

20

1

20

1

7.5 20

0.75

0 10 1,2,...,20

i
i

i
i

i

x

x

x i

=

=

≤ ×

≥

≤ ≤ =

∏  

Parameter setting: 
    Size of population:                        100 
    Length of each parameter              20 
    Rate of Crossover                          0.90 
    Rate of mutation                            0.001 
    λ                                                   0.02 
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Table 1. Average result of problems solved by SSFSA, Dynamic penalty and Static penalty 
after 30 executions 

 

Table 2. Result of problem 3 solved with different adjusting parameter λ by SSFSA 

 

Table 3. Shrunk search space for all problems 

 

    SSFSA outperforms static penalty method and dynamic penalty method which is 
shown in table1. For all the three problems, the result of SSFSA is the best. The per-
formance of SSFSA is affected by the adjusting parameter . If  is too large, it will 
go against the search of boundary optima; if  is too small, the filling search space 
will became very flat which will delay the convergent time. Table 2 shows that when 
0.04 =, GA can get a satisfactory result. Table 3 is the search space after shrunk. For 
problem 1 and problem 2, the shrunk search space is much smaller than the original 
regular search space.  

6   Conclusions 

Constrained optimization is a promising area. Many real-world problems can be trans-
formed into it. Commonly used penalty methods exist some deficiencies. This study 
attempts to tackle constraint optimization with search space filling and shrinking 
method. Since in the unfeasible area, SSFSA have neither global optimal point nor 
local optimal point, it is impossible for SSFSA converges to an unfeasible point. Our 
future work will aim at finding a more effective filling method.  
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Abstract. Intrusion detection has emerged as an important technique for 
network security. Due to the complex and dynamic properties of intrusion 
behaviors, machine learning and data mining methods have been widely 
employed to optimize the performance of intrusion detection systems (IDSs). 
However, the results of existing work still need to be improved both in accuracy 
and in computational efficiency. In this paper, a novel reinforcement learning 
approach is presented for host-based intrusion detection using sequences of 
system calls. A Markov reward process model is introduced for modeling the 
behaviors of system call sequences and the intrusion detection problem is 
converted to predicting the value functions of the Markov reward process. A 
temporal different learning algorithm using linear basis functions is used for 
value function prediction so that abnormal temporal behaviors of host processes 
can be predicted accurately and efficiently. The proposed method has 
advantages over previous algorithms in that the temporal property of system 
call data is well captured in a natural and simple way and better intrusion 
detection performance can be achieved. Experimental results on the MIT 
system call data illustrate that compared with previous work, the proposed 
method has better detection accuracy with low training costs.  

1   Introduction 

With the rapid development of computer networks and related applications, computer 
security has become a critical problem not only in industry but also in our whole 
society. To defend various cyber attacks and computer viruses, lots of computer 
security techniques have been studied, which include cryptography, firewalls and 
intrusion detection, etc. Among these techniques, intrusion detection is considered to 
be more promising for defending complex intrusion behaviors since different 
behavior models or patterns can be developed to detect intrusions. Thus, one of the 
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central problems for intrusion detection is to build effective behavior models or 
patterns to distinguish normal behaviors from abnormal behaviors by observing 
certain kind of audit data. According to the different types of audit data, IDSs can be 
divided into two categories, i.e., network-based IDS and host-based IDS. A network-
based IDS monitors the contents as well as the formats of network data which are 
usually irrelevant to the operating systems of host computers. Host-based IDS detects 
possible attacks or viruses into host computers by collecting information specific to 
the operating systems of the target computers.  

The earliest intrusion detection model was proposed by Denning [1] and many 
research works have been devoted to the construction of effective intrusion detection 
models. Until now, there are two general approaches to building intrusion detection 
models, i.e., misuse detection and anomaly detection. Misuse detection extracts 
feature rules or behavior patterns based on the audit data of known attacks so that 
novel attacks may not be detected by misuse detection systems. Anomaly detection 
establishes normal behavior models to detect suspicious attack behaviors. Although 
new attacks can be detected by anomaly detection systems, high rates of false alarms 
usually occur.  

In addition to the above deficiencies of misuse and anomaly detection systems, 
another challenge for intrusion detection systems (IDSs) is the increasing amounts of 
attack types and audit data so that conventional manually constructed intrusion 
detection models can not be adaptive to dynamic and complex intrusion behaviors. In 
recent years, the applications of machine learning and data mining techniques in 
intrusion detection systems have attracted lots of research interests [2]. By making use 
of data mining or machine learning algorithms, adaptive intrusion detection models 
can be automatically constructed based on labeled or unlabeled audit data.  

Until now, although many adaptive intrusion detection methods, such as neural 
networks, support vector machines, decision trees [3][4][5], etc., have been proposed 
in the literature, there are still much work to do to improve the performance of IDSs. 
One of the main reasons for the performance problem of IDS is that many complex 
intrusions usually involve temporal sequences of dynamic behaviors while many 
conventional supervised learning methods only deal with temporally isolated labeled 
samples. Recently, dynamic behavior models for intrusion detection have been 
studied in the literature [6][7], where Markov chain models and Hidden Markovian 
models (HMMs) were proposed for constructing temporal dynamic models of 
intrusion or normal behaviors. Nevertheless, the performance of HMM-based IDSs 
still needs to be improved and the training algorithms for HMMs usually have high 
computational costs.  

Unlike supervised learning and unsupervised learning, reinforcement learning (RL) 
[8][9] is another class of machine learning methods. A RL system learns an optimal 
sequential decision policy by interacting with the environment and only receiving 
delayed rewards. RL is different from supervised learning in that no explicit teacher 
signal is required and sequential optimal policies can be automatically constructed for 
complex stochastic tasks. In this paper, by introducing a novel Markov reward 
process model for host-based intrusion detection, the intrusion detection problem is 
transformed to a value function prediction task of Markov reward processes and a 
reinforcement learning algorithm is proposed for constructing intrusion detection 
models automatically. Compared to previous adaptive intrusion-detection approaches, 
the proposed method is more suitable to build models for detecting complex intrusion 



A Reinforcement Learning Approach for Host-Based Intrusion Detection         997 

 

behaviors. Experimental results on the MIT lpr system call data illustrate that the 
proposed method not only has higher detection accuracy but also requires lower 
computational costs. 

This paper is organized as follows. In Section 2, the Markov reward model for the 
host-based intrusion detection problem is given. In Section 3, a temporal-difference 
learning algorithm is proposed for learning prediction of the Markov process based on 
system call traces. Experimental results on the MIT lpr data are provided in Section 4 
to illustrate the effectiveness of the proposed method. Some conclusions are given in 
Section 5. 

2   Markov Reward Model for Host-Based Intrusion Detection  

2.1   Host-Based Intrusion Detection Using Sequences of System Calls 

As discussed in [7], host-based intrusion detection can be realized by observing 
sequences of system calls, which are related to the operating systems in the host 
computer. The system calls are recorded by monitoring the execution of different 
processes in the host computer. The execution trajectories of different processes form 
different traces of system calls. Here, each trace is defined as the list of system calls 
issued by a single process from the beginning of its execution to the end. This is a 
simple definition, but the meaning of a process, or trace, varies from program to 
program. For some programs, a process corresponds to a single task; for example, in 
lpr, a SunOS program, each print job generates a separate trace. In other programs, 
multiple processes are required to complete a task. As discussed in [10], a simple case 
of a process trace consisting 7 system calls is shown as follows. 

             open, read, mmap, mmap, open, read, mmap 

In the construction of host-based intrusion detection model using sequences of system 
calls, a certain amount of normal traces as well as attack traces are collected and 
labeled by human experts. To detect abnormal behavior or attacks based on the 
system call traces, state transition models are commonly used to distinguish normal 
traces from abnormal traces, where the states can be defined as short sequences of 
system calls in a single trace. For example, if we select a sequence of 4 system calls 
as one state and the sliding length between sequences is 1, the state transitions 
corresponding to the above simple trace are  

           State 1: open, read, mmap, mmap 
           State 2: read, mmap, mmap, open 

State 3: mmap, mmap, open, read 
State 4: mmap, open, read, mmap 

In many cases, the sliding length between sequences can also be greater than 1. Since 
there are uncertainties in the modeling of the state transition model, Markov chains or 
Hidden Markov processes (HMMs) are very promising to realize accurate estimation 
of the underlying state transitions. However, previous works on Markov chain 
modeling of system call traces [6][7] only employ traditional probability estimation 
techniques, which are computational expensive, and their detection performance still 
needs to be improved.  
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2.2   Markov Reward Process for Host-Based Intrusion Detection 

In this sub-section, we will give a brief introduction to Markov reward process as well 
as some basic notions of reinforcement learning. A Markov process is a stochastic 
process whose past has no influence on the future if its present state is specified and a 
Markov chain is a Markov process having a countable number of states. In previous 
work on Markov chains model for intrusion detection [6][7], only a probability 
structure of state transitions is considered, which may be inefficient in estimating the 
temporal patterns of normal and abnormal behaviors. In this paper, we will present a 
novel Markov reward model for intrusion detection, where rewards are defined for 
state transitions to improve temporal pattern prediction of intrusion detection. In the 
following, by introducing some reward structure into a Markov chain, a Markov 
reward process model can be formulated, which has been widely applied in many 
areas including fault diagnosis, et al.  

Consider a Markov chain whose states lie in a finite or countable infinite space S. 
The states of the Markov chain can be indexed as {1,2,…,n}, where n is possibly 
infinite. Let the state trajectory generated by the Markov chain be denoted by {xt |t= 
0,1,2,…; xt S}. The dynamics of the Markov chain is described by a transition 
probability matrix P whose (i,j)-th entry, denoted by pij, is the transition probability 
for xt+1 =j given that xt =i.  

For each state transition from xt to xt+1, a scalar reward rt is defined, i.e., the reward 
function has the following form 

),( 1+= ttt xxrr  (1) 

To realize the prediction of future rewards starting from a state, value functions are 
commonly used to facilitate computation. The value function of each state is defined 
as follows: 
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where 0< 1≤γ  is a discount factor. 
As discussed in subsection 2.1, a state transition model can be introduced for host-

based intrusion detection using sequences of system calls. By selecting short sequences 
of system calls as states, a single trace can be regarded as a trajectory of an absorbing 
Markov chain. Since traces can be labeled as normal or abnormal, we design a reward 
function for each trace, where normal traces have a terminal reward of –1 and 
abnormal traces have a terminal reward of +1 and the rewards for every intermediate 
state-transitions are 0. By the definition in (2), the value function of a state will give a 
predicting probability of the underlying trace to be normal or abnormal. If we get 
accurate value function estimations, we can determine a trace as normal or abnormal 
without any difficulties. Thus, the intrusion detection problem can be transformed to a 
value function prediction problem of Markov reward processes.  

In operations research, lots of work has been done to compute the value functions 
of Markov reward processes. However, when the models of Markov reward processes 
are unknown, which is usually the truth in many applications including intrusion 
detection, conventional algorithms in operational research do not work. Based on the 
pioneering work of Sutton [9], reinforcement-learning algorithms have been widely 
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studied to solve value function prediction problems of model-free Markov chains. In 
the following, we will present the reinforcement-learning algorithm for host-based 
IDS by solving the value function prediction problem of the underlying Markov 
reward processes.  

3   The Reinforcement Learning Algorithm for Host-Based IDS 

As has been discussed in Section 2, host-based intrusion detection can be tackled by 
value function prediction methods in reinforcement learning, where the temporal 
difference learning algorithms called TD( ) [9][12] are the most popular ones.  

In the TD( ) algorithm, there are two basic mechanisms which are the temporal 
difference and the eligibility trace, respectively. Temporal differences are defined as 
the differences between two successive estimations and have the following form. 
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where xt+1 is the successive state of xt, 
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~
xV denotes the estimate of the value function 

V(x) and rt is the reward received after the state transition from xt to xt+1. 
The eligibility traces can be viewed as an algebraic trick to improve learning 

efficiency without recording all the data of a multi-step prediction process. This trick 
is based on the idea of using the truncated return of a Markov chain. In temporal-
difference learning with eligibility traces, an n-step truncated return is defined as 
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For an absorbing Markov chain whose length is T, the weighted average of 
truncated returns is  
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where 10 ≤≤  is a decaying factor and RT= T
T

tt rrr γγ +++ + ...1  is the Monte-Carlo 
return at the terminal state. In each step of the TD( ) algorithm, the update rule of 
the value function estimation is determined by the weighted average of truncated 
returns defined above. The corresponding update equation is 
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where t is a learning factor. 
The update equation (6) can be used only after the whole trajectory of the Markov 

chain is observed. To realize incremental or online learning, eligibility traces are 
defined for each state as follows: 
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The online TD( ) update rule with eligibility traces is  
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where t is the temporal difference at time step t, which is defined in (3) and z0(s)=0 
for all s. 

Since the state space of a Markov chain is usually large or infinite in practice, 
function approximators are commonly used to approximate the value function. TD( ) 
algorithms with linear function approximators are the most popular and well-studied 
ones[12]. In our implementation of TD( ) algorithms for host-based intrusion 
detection, a linear basis function is chosen as follows 
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The estimated value function can be denoted as 
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where Wt =(w1, w2,…,wn)
T is the weight vector. 

The corresponding incremental weight update rule is 
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where the eligibility trace vector 
T

ntttt szszszsz ))(),...,(),(()( 21=  is defined as 
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For more detailed discussion on temporal difference learning algorithms, please 
refer to [9] and [12]. 

In the following, we will present the complete framework for RL-based intrusion 
detection as well as a formal description of the temporal different algorithm for 
learning prediction. Firstly, the proposed RL-based intrusion detection framework is 
shown in Fig. 1. In the framework, there are two separate processes, which are the RL 
prediction model training process and the online detection process, respectively. 
During the model training process, the audit data from a host computer are divided 
into two classes of traces, i.e., the normal traces and the attack traces. Then, a reward 
function discussed above as well as some kind of state feature extraction method is 
introduced so that the trace data are transformed to the sample data of the underlying 
Markov chains. The linear TD learning algorithm is employed to perform learning 
prediction of the Markov chains, where the value functions of the Markov chains are 
predicted. When the learning prediction is completed, a value function prediction 
model is constructed, which can be used to realize online detection.  

During the online detection process, state features are extracted from the input 
trace data and the vale function prediction model is used to compute value functions 
of the states. Then the normal or abnormal properties of the trace can be determined 
by the state value function and a pre-selected or optimized threshold V0.  

The formal description of the TD learning algorithm for the RL-based intrusion 
detection scheme is given as follows. 
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Fig. 1. Framework of the RL-based intrusion detection scheme 

  (Algorithm 1: Linear TD learning algorithm for host-based IDS) 
Given: Training sample data of Markov chains generated from host audit data, a 
stop criterion for training, and linear basis functions for state features. 

(1) Initialize the weights for value function prediction. 
(2) While the stop criterion is not satisfied,  
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Loop for every trace,  
(a)  For one trace, initialize the states, set time step t=0. 
(b)  For the current state st, compute the predicted value function 

V(st). 
(c)  Observe the state transition from st to the next state st+1, and get 

the current reward. 
(d)  Compute the predicted value function V(st+1) and the temporal 

difference t using equation (3). 
(e)  Update the weights using equation (11) and (12). 
(f)  If st+1 is an absorbing state, return to (a),  

Else   
   t=t+1, return to (b). 

4   Experimental Results 

The proposed reinforcement learning method for intrusion detection is evaluated on 
the lpr trace data in SunOS operating systems, which can be downloaded at http:// 
www.cs.unm.edu/˜immsec/dataset.html. The data for lpr were collected at the MIT AI 
laboratory environment by tracing lpr programs running on 77 different hosts, each 
running SunOS, for two weeks, to obtain traces of a total of 2766 normal print jobs. A 
single lprcp symbolic link intrusion that consists of 1001 print jobs is also obtained. 
Detection of an anomaly in any of these 1001 traces is considered successful detection 
of the intrusion.  

To employ the proposed RL-based method for constructing intrusion detection 
models, we use only 10 normal traces and 20 abnormal traces for training. Every trace 
is regarded as an absorbing Markov chain with rewards. The states of the Markov 
chain are selected as short sequences of system calls with length 6 and the sliding 
length is also 6. The reward function is defined in Section 3, where the ending state of 
a normal trace has a reward of –1 and the reward for the ending state of an abnormal 
trace is +1. After training, the predicted value function is used to distinguish normal 
traces from abnormal traces by selecting a threshold value.  

Table 1. Performance comparison of different ML/DM methods for IDS 

  RL  t-Stide RIPPER  HMM    SVM   Stide 
Training 
time 

 <20s  600s  60s  5 days   350s  600s 

False 
alarm rate 

  0  0.0075 0.0016  0.0003  0.0003   0 

In [10], a support vector machine (SVM) method is proposed for host-based IDS 
using sequences of system calls and the performance of SVM-based IDS is compared 
with other machine learning or data mining (ML/DM) methods used for host IDS. 
The performance is evaluated by the training time of each method as well as the false 
alarm rate under 100% detection rate. Table 1 shows the performance comparison of 
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the proposed RL method with other learning or data mining algorithms for the same 
lpr data. It is illustrated that the proposed RL-based intrusion detection approach not 
only has high detection precision (zero false alarm rate with 100% detection rate) but 
also has low computational costs. 

5   Conclusion and Future Work 

In this paper, a novel reinforcement learning approach for host-based intrusion detection 
is proposed. Different from previous work on Markov chain models of host-based 
intrusion detection, the proposed method establishes a Markov reward process model 
and transforms the intrusion detection problem to a value function prediction problem. 
Thus, temporal difference algorithms in reinforcement learning can be used to realize 
model-free value function prediction so that accurate intrusion detection can be realized 
in a computationally efficient way. Experimental results show that the proposed method 
can achieve better performance than previous methods with lower computational costs. 
Future work may include a more comprehensive study both in theory and in 
experiments to make the method be applied in real intrusion detection systems.  
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Abstract. An architecture is proposed that combines a simple learning method
with one of the most natural evaluation systems: imitation controlled by emotions.
Using this architecture agents develop behavioral clusters and form a society that
improves its ability to reach a given goal over time. Imitation works by observ-
ing and applying behavior sequences (episodes). This leads to new and diverse
episodes, because the observation introduces small errors. On the other hand, bad
episodes are forgotten if they don’t help the agents to satisfy their emotional sys-
tem that plays the role of an inherent performance measurement. After a while,
the agents can be grouped by their typical behavioral patterns. Since these imi-
tated sequences can be seen as “memes” similar to genes in the biological world,
this paper explores imitation from the view of memetic proliferation.

1 Introduction

Intelligent agents are entering more and more dynamic application fields — fields in
which it is no longer feasible to provide instructions for every possible situation the
agent might run into. Instead a means for automatic adaptation is needed. A straight-
forward approach in this case could be to choose a learning method, create the needed
adaptive system (e.g. devise a non-deterministic automaton in case of Reinforcement
Learning [1]) and let the software learn using the chosen parameters in order to max-
imize a predefined fitness function. However, in many situations that won’t work, be-
cause not all possible states the system might run into can be known in advance or the
fitness function is not exactly known. Here, we need a new approach both for learning
and for evaluating the effort. In addition to this, if there is not only one agent but instead
a whole society of agents trying to perform a predefined goal, it is most likely that an
agent has already conquered a sub-problem another agent will be faced with later on.
So, why not letting the agents benefit from each other’s experience and spread the newly
gathered experience to other agents in that society? In this paper, we propose an archi-
tecture that provides such possibility by combining a simple learning method with one
of the most natural evaluation systems: imitation controlled by emotions. Imitation has
been studied so far mainly in terms of learning by demonstration, where a simple action
of a demonstrator is imitated by an imitator. E.g., Gatsoulis et al. show how foraging can
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be trained via learning through imitation [2]. In their experiments they point out, that
the imitator can generalize beyond its training data. Billard looks at the imitation learn-
ing problem from the biological point of view, when presenting a model for motor skills
imitation [3]. Demiris and Hayes distinguish active and passive imitation [4] in order to
handle the situation, in which the demonstrated action is already known to the observer
and that one, in which the observer has to imitate completely new actions, differently.
These two cases are combined in their dual-route architecture. Borenstein and Ruppin
developed a framework called imitation enhanced evolution (IEE) in order to explore,
how imitation can be utilized in evolutionary processes of agent populations [5]. How-
ever, in many application fields the basic behaviors in question are already known, and
instead the proper sequence of these behaviors has to be learned, which is the focus of
this paper. When one subject copies an information unit from another one, the object
that is being transferred underlies several rules. Dawkins was the first one to state that
information units that can be transferred evolve according to similar rules that govern
biological evolution [6]. The Oxford English Dictionary describes this information unit,
called meme according to the biological counterpart gene, as an “element of a culture or
system of behaviour that may be considered to be passed from one individual to another
by non-genetic means, esp. imitation”. For Dawkins, examples of memes are “tunes,
ideas, catch-phrases, clothes fashions, ways of making pots or of building arches”. In
a similar manner, an episode can also be seen as a meme that is transferred from one
agent to another at every observation. After a while, groups of agents performing dif-
ferent behavior sequences should emerge, because different agents will have observed
different behavioral patterns at different times.

In this paper we present an emotion based control architecture that makes of these
so-called memes by its imitation system. The architecture is evaluated with a simula-
tion application, in which the performance improvement is measured by means of the
agents’ emotion systems. This is a heuristic composed of emotions and drives, which
are the driving force behind the agent’s behavior. Our emphasis is on adapting this
heuristic to solve technical problems and not on the discussion about the real emotional
model of human beings. Every agent strives for feeling good emotions and avoiding bad
ones. Since their emotions are the consequence of external stimulations [7] the agents
have to modify the cause for these stimulations — either by neutralizing the stimulus in
case it aroused bad feelings or by supporting it in the other case. To accomplish this they
have to find out and select the proper sequence of actions or behaviors in their behavior
repertoire that can be applied by the behavior system. In our approach this selection is
learned by the imitation system of an agent which strives to imitate sequences that have
been observed with other agents in the past and have been considered to be successful,
meaning that the agent felt better afterwards, as registered by its emotion system. In the
long run, cultural clusters emerge consisting of similar behaving agents.

2 Architecture

Our imitation learning approach adapts the emotional architecture from the robot head
MEXI [8] and extends it with an imitation system that enables agents to imitate each
other. To achieve this it provides an interface by which agents can read from other agents
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their executed action and emotional state. The overall architecture has to perform the
following three tasks, which are combined in the proposed architecture as shown in
Fig. 1.

– Imitation System: Observe agents and apply previously observed episodes appro-
priate for improving the current emotional situation.

– Emotion System: Choose a behavior that should be applied if the imitation system
has no better episode to offer. The calculation of the behavior is based only on the
current emotional state.

– Behavior System: Map the chosen behavior to more detailed action instructions
(e. g. Behavior X → “turn 10, move forward 5mm, open gripper”).

Using the perception data the emotion system consisting of emotions and drives,
which will be described in detail later on, calculates which action should be executed
so that every emotion will be satisfied as an effect. Together with its action choice it
delivers the current emotional state to the imitation system. The imitation system eval-
uates the emotional state and switches into one of three modes, which are represented
by according behaviors in the behavior system. OBSERVE: Look at the nearest agent
and record its emotional state together with the executed action for a similar situation in
the future, where it might be applied. APPLY: Find in the episodic memory an episode
which matches the current situation and execute it. Otherwise, perform some random
action like e. g. foraging. In the OBSERVE and APPLY mode the action selection by
the emotion system has no influence. The behavior system is entirely controlled by the
imitation system. Otherwise, the emotion system takes over the control. If the imitation
system has decided which action to execute it forwards this choice to the behavior sys-
tem which has the task to transform it into a set of detailed action commands that can be
passed to the actuators. Arkin showed how this can be straightforwardly accomplished
using Motor Schemes [9].

The behavior, emotion, and imitation system will now be described in more detail
using an example application to illustrate and evaluate the concepts. For this purpose,
a two-dimensional simulation environment has been set up, in which ten agents are

Fig. 1. The agent’s architecture
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simulated for 10,000 time steps per simulation run. Their aim is to feel good emotions
and avoid bad ones. To achieve this an agent has to collect flags which are distributed
over the whole simulation field using its gripper and carry them to one of four bins
which are located in the corners of the field. The agents feel the positive emotion joy,
the negative emotion anger, and are equipped with the drive imitation.

2.1 The Behavior System

The behavior system translates the abstract behaviors into more detailed atomic actions
that can be executed by its actuators. To the emotion and imitation system it offers a
repertoire of ten complex behaviors. The behavior repertoire can be grouped into two
different behavior classes: normal and imitation behaviors, which are triggered only on
behalf of the imitation system. All behaviors are modeled using the Motor Schemes
architecture enhanced by application specific functions like usage of the gripper or us-
ing the imitation interface. The normal behaviors are STOP, WANDER, ACQUIRE,
DELIVER1 to DELIVER4, and DROP and have the following function:

STOP Stand still and do nothing with the gripper.
WANDER Wander around in random direction in order to find some flags. Gripper is

opened.
ACQUIRE Approach the nearest flag with gripper in trigger modus, i. e. that means

that it closes its gripper if the flag is in the gripper.
DELIVER(1-4) Move toward bin 1, 2, 3, or 4. Only applicable if the agent holds a flag

in its gripper.
DROP Lay down the flag in the gripper and move away from the flag’s position.

The imitation system’s functionality has been implemented by the two behaviors OB-
SERVE and APPLY, which have the possibility to access the agent’s episodic memory
and to read the observed agent’s emotion system’s state directly.

OBSERVE An agent can observe any agent within a predefined radius. This behavior
takes care of keeping close distance to the observed agent so that the observation is
not interrupted. While observing, the executed behavior and emotional state change
of the observed agent is recorded at every time step, and it has to make a decision
on the following three possibilities: 1) Observe further since the collected data is
useful so far. 2) Stop observation, because the recorded data contains no valuable
information. 3) Stop observation and prepare the recorded data for storing into the
episodic memory. Its result is based on the emotional change of the observed agent,
described in section 2.2. If the quality (cf. Eq. 1) has changed significantly (ΔG ≥
0.2) in the considered time frame the episode will be extracted and saved in the
episodic memory. The episode’s start is set to the behavior immediately preceding
the first rise of quality. Its end is set to the behavior immediately succeeding the last
rise of quality. Then, the episode is compressed, meaning that only behaviors that
at least increase the quality (ΔG ≥ 0.09) are left in the episode. Both thresholds
for the change of the quality ΔG have been empirically determined.

APPLY In this behavior the agent has to choose which of the previously collected
episodes is the best one to apply in the current situation. To solve this problem
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the agent looks at the G values of every episode and at the individual emotion’s
changes. But, since these values have been observed only at another agent, it does
not mean this episode will result in similar emotional changes if the observing agent
is applying the episode’s behavior by itself. Hence, the emotional differences are
adjusted after every application. This way, the agent can filter out observed episodes
that do not work for him.

2.2 The Emotion System

The driving force behind the propagation of memes in this work is the agent’s emotion
system: a meme will only be copied from one agent to another if it serves the well
being of the imitating agent, i. e. that the execution of its behavior sequence proved as
being advantageous. How emotions can be modeled and expressed using an algorithmic
approach MEXI [8] and Kismet [10] have successfully shown. In this work, MEXI’s ar-
chitecture has been adopted, offering a triple-tower architecture with its middle tower
enhanced by an emotion system. This is responsible for setting the action selection bias
towards actions that will result in a better emotional feeling. Differently from MEXI, the
emotion system in this work does not directly affect the behavior system in action selec-
tion. Instead, the output of the emotion system works only as an advice for the imitation
system which has been inserted between the behavior system and the emotion system
(cf. Fig 1). Ultimately, the imitation system chooses which actions are executed. At
the beginning when no episodes have been observed yet, the emotion system’s choices
for behavior are accepted by the imitation system and forwarded directly to the behav-
ior system. In the long run, when the imitation system has gathered many favorable
episodes these episodes are preferred to the emotion system’s choices.

The emotion system controls a set of emotions and drives. Emotions can be posi-
tive or negative ones and are real values in the range [0, 1] having a threshold value. In
the evaluation application we implemented the positive emotion “joy” and the negative
emotion “anger”. If the positive emotion’s threshold is exceeded or the value for the
negative emotion falls below the threshold those emotions are said to be satisfied and
the agent feels good. Otherwise, the emotion system tries to get back to the satisfied
area. We used the drive “imitation” to switch between the recurrent phases OBSERVE
and APPLY. The drive’s value ranges in the interval [−1, 1] and has a positive and a
negative threshold. The area between those thresholds is called the homeostatic area,
meaning that the drive is satisfied. The imitation drive oscillates with a sinus between
-1 and 1 if no stimuli are present in order to realize a cyclical behavior. It is connected
to the OBSERVE and APPLY phases with their corresponding behaviors. If the value
for imitation exceeds the positive threshold it is an indicator that the emotion system
has the bias to observe other agents. In the other case, if the value crossed the negative
threshold, the imitation system would try to apply some previously observed episode. In
both cases the emotion system is not directly switching to the corresponding behavior.
Instead, it only modifies its inclination toward the behavior by means of its configura-
tion, as with MEXI. It is important to note that the choice of behaviors is no discrete
action. Instead, as modeled in the MEXI architecture, emotions configure the individual
behavior weights. In the end, the final configuration is calculated by the configuration
suggestions of each emotion [8].
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Impact of Stimuli on the Emotions Joy and Anger Emotions and rives in real life
have interesting time dependent properties. E. g. the emotion anger decays over time if
the initial anger evoking stimulus has ceased. This behavior is modeled with the help
of excitation functions. For the evaluation example the following perceptual predicates
that can be extracted by the agent’s perception system have been chosen: FlagVisible
is true, if a flag outside a bin is visible. AgentVisible is true, if another agent is visible.
FlagInGripper is true, if the agent holds a flag. StayingInBin is true, if the agent stays
in one of the four bins. These predicates’ impact on the agent’s emotion system is listed
in Table 1.

Perception true false

FlagVisible Joy ↑↑ Joy ↓
Anger ↓↓ Anger ↑

AgentVisible — —
FlagInGripper Joy ↑↑ Joy ↓

Anger ↓ Anger ↑
StayingInBin Joy ↑↑ —

Emo/Drive Thresh. Impact

Joy > OBSERVE ↓
Anger > —
Imitation > OBSERVE ↑

— OBSERVE ↓
APPLY ↓

< APPLY ↑

The Emotional Quality The internal state of an agent is completely described by its
emotions. To ease the comparison between two emotional states, which is necessary in
the OBSERVE phase, the quality G describing the desirability of an emotional state is
introduced. Let P and N be the number of positive and negative emotions, respectively.
Further, let Ek,p denote the positive and El,n the negative emotions with k ∈ [1, . . . , P ],
l ∈ [1, . . . , N ], and wi the individual emotion weights. Then the quality G is calculated
as defined in Formula (1).

G =
P∑

k=1

wk,p · Ek,p +
N∑

l=1

wl,n · (1 − El,n) (1)

Now, an episode Q lasting from time t1 to t2 can be easily classified depending on the
quality value before t1 and after t2: Episode Q is favorable iff Gt2 > Gt1 .

2.3 The Imitation System

The act of imitation is made up of the following three processes [11]:

1. Recognition of successful action sequences.
2. Transformation of these sequences from the perspective of the demonstrator into

the perspective of the imitator.
3. Generation of the according action sequence.

Table 1. Impact of perceptions on emotions and emotions/drive on the choice of behaviors.
“↑”/“↓”: increase/decrease of the preference of the behavior, “>”: exceeding its threshold, “<”:
falling below the threshold. “—”: the homeostatic area
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Recognition and transformation is the task of the OBSERVE behavior. Generation is the
domain of APPLY. The question, when to observe other agents and when to apply the
observed episodes is not in the scope of the imitation system. We implemented the drive
imitation in the emotion system, and used its cyclic property of oscillating between the
according two phases.

Because the agents have no possibility to see some kind of gesture or facial ex-
pression of the observed agent they need another means by which they can judge the
outcome of the recently executed episode. Because the agent society is run in a simula-
tion environment a direct interface to the observed agents mind was implemented into
the architecture, enabling reading of the recently executed action and emotional state.
Using it, after an observation the observer has three data entities at his disposal: the
observed emotional state prior to an action, the action itself, and the observed emotion
state immediately after the behavior execution. To quantify an emotional state in order
to make it comparable the quality G that is computed out of the emotional state’s com-
ponents as described above is used. The more favorable an emotional state is the higher
is the value of G. Taken an episode that lasts from time step t1 till t2 an episode is said
to be favorable if Gt2 > Gt1 . In this case the agent has to process the episode’s data and
save it for the according emotional state. While executing the OBSERVE behavior the
quality of the observed agent’s emotions is monitored at every time step. In case that it
is not increasing over a predefined period of time the OBSERVE behavior is canceled.
It does not suffice to record only the executed behaviors. If, e. g., an agent only records
the action sequence (A1, A2, A3) it does not know when the state changes A1 → A2
and A2 → A3 have occurred. In addition, the events that triggered the behaviors have to
be saved. Here, the changes of the emotions are treated as event triggers. If an emotion
has increased or decreased more than a predefined value this change is considered as
being a trigger for the following executed behavior of the observed agent. If the ob-
server is executing this episode in the future, it will not switch to the next episode step
or behavior until it is registering at least the same emotional changes.

The episodic memory Z consists of up to zmax memory entries Zi = (E, O, T ),
which stands for episode, originator, and time-stamp, respectively. The triggers that
must be met before the next behavior in that episode can be executed are stored to-
gether with the behavior itself. Thus, an episode entry is a tuple (C, b) with C being the
emotional triggers for the behavior b and b the number of the corresponding behavior.
Every time the agent has observed an apparently advantageous episode and saves it in
its episodic memory it also updates its mapping from emotional states to episodes. This
way it always knows which episode to execute in the current emotional state.
Impact of the Emotions and the Drive on the Choice of Behaviors The values of the
emotions and drives affect the bias toward their preferred behaviors. If an emotion or
drive is not satisfied it strengthens its bias toward an behavior that could satisfy it. Their
impacts are listed in Table 1.

3 Evaluation

An agent society consisting of ten agents was simulated to analyze whether behavioral
clusters emerge and how the imitation capability affects the overall agent society per-

1010 W. Richert, B. Kleinjohann, and L. Kleinjohann



formance. We used the TeamBots package which provides a full range of simulation
supporting software modules. The agent society’s learning progress can be investigated
in two ways: 1) By simply measuring the performance increase, and 2) by analyzing
the agent society’s diversity, i. e. how the agents subdivide to groups using similar be-
havioral patterns. Each simulation (also called a simulation round) consists of 10,000
steps. To achieve meaningful results, the simulation has been consecutively executed
100 times. After the first round each simulation used the learned episodes from the pre-
vious round, but randomized the agents’ and flags’ positions. This simulation of 100
rounds was repeated 80 times from scratch (called a simulation run). Afterward, an av-
erage run is calculated, in which every average nth round is calculated of the average
of all the nth rounds in the 80 simulation runs. To monitor the agent’s individual learn-
ing progress the Wellness-Test has been devised. It calculates the performance measure
w for every agent as follows: For every simulation step increase w by one for every
satisfied emotion, i.e. if the positive emotion joy is above its threshold or the negative
emotion anger is below its threshold. Since every simulation round consists of 10,000
simulation steps, an agent may collect up to 20,000 Wellness points. This value is reach-
able only in theory, though, because even the best agent will start its observed action
sequences only if one of the emotions is dissatisfied, and this means that it will not
get maximum Wellness points for the according simulation step. The average of all ten

Fig. 2. The average performance in the
Wellness-Test over 100 rounds. Every round is
the average over 80 runs. The performance in-
creases ≈ 120%

Fig. 3. Histogram of the heterogeneity. In the
heterogeneity interval [0, 3.322] the average of
all runs is Havg = 2.57

agents which accounts for the performance of the total agent society is displayed in
Fig. 2. The Wellness interval [0, 20000] is transferred to [0, 1]. Starting with 0.178 after
step 0 the average performance amounts to 0.397 after step 99, which means an increase
by approximately 120%. The maximum value of 1.0 is not achievable for practical rea-
sons: The observation/application process is only invoked if the emotional system is not
satisfied, which leads to a suboptimal result in the same simulation step. Furthermore,
the longer the simulation has run the fewer flags are available
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4 Results

The overall diversity of the agent society with ten agents in this work can be computed
using Shannon’s information entropy [12] (cf. [13]) with H(A) = −∑c

i=1 Pi log2(Pi).
Here a society A is divided into n clusters C1 . . . Cn. The proportion of cluster Ci

is denoted with Pi = |Ci|P |Ci| . Hence, with ten agents the value for H(A) lies within
the interval [Hmin, Hmax], where Hmin denotes the diversity for a totally homoge-
neous society (all agents in one cluster) and Hmax is the diversity value if the society
is totally diverse, i. e. ten clusters each containing one agent: Hmin = 0, Hmax =
−10 · (0.1 · log2(0.1)) ≈ 3.322 The clusters are calculated on the basis of the resem-
blance of the episodic memory of the two agents Ai and Aj , denoted as D(Ai, Aj) in
Formula (2).

D(Ai, Aj) =
1
S

∑
k

|πi(k) − πj(k)| (2)

The number of different states is S. πa(k) stands for the episode that agent a is selecting
in state k. But how can Episodes be subtracted? The expression |πi(k) − πj(k)| is set
to 1, if Ei �= Ej and 0 otherwise, with Ek being the episodic memory of agent Ak.
Two episodic memories are considered different, if there is at least one state for which
both agents select different episodes to execute. The state is a two-bit number, with joy
corresponding to the higher bit and anger to the lower bit. “1” means that the emotion
is satisfied, “0” otherwise. The state (joy = 1, anger = 1) is omitted because in
that case the agent is totally content with the actual situation and no episode has to be
executed. Having three different states D(Ai, Aj) can have the values 1/3, 2/3 and 1.0.
The grouping into clusters can now be performed for a given resemblance threshold
ε. Two agents are considered to be sufficiently equal for belonging to the same cluster
if D(Ai, Aj) < ε. In the following the diversity and clustering of the agent society is
applied to an example, which is arbitrarily taken from the 80 simulation runs. Diversity
and clusters are calculated dependent on the value for ε. This has to be set somewhere
between two possible consecutive values of D(Ai, Aj): in this case 0.4, 0.7 and 1.0.

Example After 100 simulation rounds the difference D(Ai, Aj) of the learned episodes
is calculated. E. g. agent A1 differs from agents A0 to A9 in [1/3, 0,1, 1, 1, 1,1, 1,1/3, 2/3].
Having ε set to 0.4 we get the clustering C = {{0, 1, 8}, {2}, {3, 6, 7}, {4, 5}, {9}} and
the heterogeneity H ≈ 2.171. Comparing this value for H with the heterogeneity in-
terval [0, 3.322] we can say that neither all agents learned the same (then H would be
zero) nor learned they very different episodes. Learning has taken place which shows
that agents have imitated each other to a certain degree.

Meaning of the Heterogeneity Values Relating the heterogeneity of all last rounds
in the 80 runs, the distribution can be seen in the histogram of Fig. 3. It divides the
histogram interval in seven non-zero areas. The height of each box stands for the num-
ber of runs in which the heterogeneity of the agent society after the last round lied in
the area’s interval. The average heterogeneity is Havg = 2.57. Hence, in this work
for the heterogeneity interval [0, 3.322] the average agent society is approximately
3.322−2.57

3.322 ≈ 0.23, that means 23% homogeneous. This means that although some
measurable amount of the agent society adopted behaviors of other agents, there has
been left room for the development of new behaviors.
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5 Discussion and Outlook

An agent architecture has been described that enables the emergence of different cul-
tural clusters in an agent society based on the agents’ experience. Using imitation of
behavioral sequences (episodes) constrained by an emotion system this leads to behav-
ioral diversity and has the advantage that the agents try out different promising ways to
reach that goal. On the one hand, the more promising an episode seems to be, the more
likely it will be imitated by another agent. By this, errors will be introduced which lead
to new episodes (“memes”). On the other hand, an episode that does not help to satisfy
the agent’s emotion system will be quickly forgotten. It could be shown by simulation
that using this kind of architecture the average learning performance of the agent society
can substantially be improved, i.e. cultural clusters of agents are emerging, where the
individual agent’s performance increases with more and more imitated episodes. Future
work should investigate how memes, i. e. the episodes, change in detail when being
transferred from one agent to another, if more realistic randomization effects could be
deployed.
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Abstract. Canonical genetic algorithms have the defects of pre-maturity and 
stagnation when applied in optimizing problems. In order to avoid the short-
comings, an adaptive niche hierarchy genetic algorithm (ANHGA) is proposed. 
The algorithm is based on the adaptive mutation operator and crossover opera-
tor to adjust the crossover rate and probability of mutation of each individual, 
whose mutation values are decided using individual gradient. This approach is 
applied in Percy and Shubert function optimization. Comparisons of niche ge-
netic algorithm (NGA), hierarchy genetic algorithm (HGA) and ANHGA have 
been done by establishing a simulation model and the results of mathematics 
model and actual industrial model show that ANHGA is feasible and efficient 
in the design of multi-extremum. 

1   Introduction 

Since Genetic Algorithms (GAs) were firstly put forward by J.H.Holland in 1970s [1], 
it has been widely used in optimizing complex functions, identifying parameters, 
optimizing neural networks and so on. GAs are stochastic optimization methods based 
on the mechanics of natural evolution and natural genetics [2,3]. They have been 
successfully applied to finding a global optimum of a single objective problem [4]. In 
the optimization of multimodal functions, however, the standard GA converges to 
only one peak since it cannot maintain controlled competition among the competing 
operation corresponding to different peaks. 

In recent years much work has been done with the aim of extending genetic algo-
rithms to make it possible to find more than one local optimum of a function. One of 
the techniques developed for this purpose is known as a niching method [5]. In natural 
ecosystems, a niche can be viewed as an organism’s task, which permits species to 
survive in their environment.  

Though niche GA has strong searching ability and is easy to find many global op-
timums, its local searching ability should be improved. In this paper, a modified niche 
GA is proposed in order to improve its performance. 

In Section 2, the niche genetic algorithm (NGA) is reviewed. In order to improve 
the local searching ability of NGA, we combined niche with hierarchy technology and 
introduced adaptive mutation probability in Section 3, then the adaptive niche hierar-
chy genetic algorithm (ANHGA) is proposed. In Section 4, the simulation result 
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shows that the ANHGA has strong searching ability and is easy to find many global 
optimums. An industry model is used to test the reliability of ANHGA in Section 5. 
Finally, we give some comments in Section 6. 

2   Niche Genetic Algorithm 

Niching methods have been developed to minimize the effect of genetic drift resulting 
from the selection operator in the traditional GA in order to allow the parallel investi-
gation of many solutions in the population. The niche technology mainly adjusts the 
fitness of individuals and replacement strategy when generating the new generation. 
This makes the individuals evolve in special environment, ensures diversity of evolu-
tion population and gets many global optimums at the same time [6]. Representative 
niche methods are preselecting, crowding and sharing technology. 

Table.1 describes the procedure of NGA in simple programs. 

Table 1. Genetic algorithm with niching method 

Generate initial population: parents 
Iterate

Choose: =random-value 
Case choose 
generation mutation crossover 
Find smallest HD (child, parents) 
of those find parent with worst fitness 
If better fitness: exchange (child, parent) 

Show best designs 

As the niche technology is an effective measure to maintain diversity when GAs 
are applied to optimize functions with many apices or tasks with many targets, it is 
mainly used to improve GA operators and doesn’t change encoding structure. The 
research found the niche technology and hierarchy GA are mutual complementary in 
mechanism. The advantages of their combination will be better than those of single 
method. Based on this thought, we put forward adaptive niche hierarchy genetic algo-
rithm (ANHGA). ANHGA changes in the following aspects: hierarchy structure is 
used in encoding method, niche technology is used in individuals operation and muta-
tion probability is changed adaptively. 

3   The Modified Niche Hierarchy Genetic Algorithm 

Using niche technology, ANHGA adopts speedup strategies during the process of 
encoding, selection and replacement to maintain reasonable population diversity and 
make GA not only converge but also discover many apices. ANHGA uses hierarchy 
structure to encode. Before selection, it adjusts individual fitness based on sharing 
strategy to increase selecting probability of small-scale species. During replacement, 
it selects individuals as the new generation ones based on density and fitness [7,8]. 
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3.1   Hierarchy Encoding Structure 

In hierarchy encoding method, each chromosome is composed of two parts: control 
gene and constitution gene. Control gene determines whether constitution genes are 
active. Chromosome includes dominant genes and recessive genes. The active con-
stitution genes are dominant and effective. The inactive constitution genes are re-
cessive and ineffective. The two kinds of genes are inherited to the next generation 
at the same time. The corresponding control genes determine whether they are 
transformed [9]. 

The control genes in hierarchy encoding are often binary encoding. The constitu-
tion genes are float encoding or binary encoding in allusion to practical problems. The 
number of constitution genes controlled by each control gene is variable with specific 
problems. The structure of hierarchy encoding is shown as Fig.1. 

Fig. 1. Structure of hierarchy encoding 

In Fig.1, the upper-layer is control genes. The below-layer is constitution genes. In 
control genes layer, “1” indicates the active and dominant corresponding constitution 
genes and “0” expresses that the corresponding constitution genes are inactive and 
recessive. Decoding the dominant genes gets the solutions of the given problems. The 
recessive genes are inherited to the next generation with the dominant genes and may 
be activated during the process of evolution. The effective gene segments are adjusted 
continually until getting the satisfied solutions. 

3.2   Individual Density 

Similarity of individual gene codes embodies close degree among individuals. We 
define sharing function to express the density of individuals. So we introduce the 
concepts of sharing function and individual density. 
In order to describe the problem conveniently, some definition should be made as 
follows: 

)(tX
→

: Population of t th generation; 

)(tX i : Constitution genes of i th individual; 

N   :    The size of population; 
),( jid : The distance between i th individual and j th individual.  

Then sharing function is defined in Eq.(1): 
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Where )(tΔ  is a variable, which describes the close degree between i th and j th

constitution genes. Its value is determined according to practical problems. α  is a 
parameter that controls the shape of sharing function. Usually α  is set to be 1. 

It can be seen from Eq.(1) that when individuals are similar, the value of sharing 
function is bigger. Whereas when individuals are different, the value of sharing func-
tion is small. 

Equation 2 set )),(( jidsh  as sharing function of i th individual and j th individ-

ual. The density of i th individual is defined as: 

=
=

N

j
i jidsh

N
tC

1

)),((
1

)(  . (2)

Obviously individual density can be used to appraise population diversity. The lar-
ger )(tCi  is, the more number of individuals whose constitution genes are similar to 

those of i th individual is. In such case, the population may concentrate and lose di-
versity. 

3.3   Fitness Sharing 

In fact, for individuals in certain range )(tΔ  can be regarded as a species [10,11]. 

Large individual density means the corresponding species are large too. Whereas, if 
some species’ density are too large, the fitness of all individuals in this species should 
be reduced and their selecting probabilities be decreased to maintain the population 
diversity, create niche evolution environments and encourage small number species to 
multiply. As for population of t generation, the fitness of )(tX i  after sharing can be 

defined as: 

)(/)()(' tCtftf iii =  . (3)

Where, )(tf i  is individual fitness of )(tX i  before sharing. GA carries out selec-

tion according to the Eq.(3). 
Supposing that the fitness of all individuals in i th species is if , the number of in-

dividuals in this species is iN , k is the number of species. Then the stable state of 

fitness sharing can be expressed as 

jjii NfNf // =  . (4)

where ji ≠  and NN
k

i
i =

=1

 . 
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3.4   Adaptive Mutation 

In fact, for individuals in certain range )(tΔ  can be regarded as a species. Large indi-

vidual density means the corresponding species are large too. Whereas, if some spe-
cies’ density are too large, the fitness of all individuals in this species should be re-
duced and their selecting probabilities be decreased to maintain the population diver-
sity, create niche evolution environments and encourage small number species to 
multiply. As for population of t generation, the fitness of )(tX i  after sharing can be 

defined as: when individual density )(tCi  is bigger, larger probability should be ap-

plied to mutation operation. Considering both the evolution time and individual den-
sity as well as ensuring algorithm to converge, the mutation probability should be 
limited to (0,0.5). Based on these considerations, we put forward the following adap-
tive mutation probability. 

3.5   Individual Replacement Based on Crowding Strategy 

If we define parent population as )(tX
→

and the population after mutation as )(' tX
→

, 

then mix population )(tX
→

 and )(' tX
→

, adjust individual fitness according to the fol-

lowing equation: 

(6) 

Where β  is a weight coefficient. The adjustment of fitness balances between indi-

vidual fitness and density. Rank )(' tfit j  in descent order and select the first N indi-

viduals of parent generation to compose the next generation. It is obvious that the 
individual replacement strategy based on crowding method can make uniform distri-
bution and maintain population diversity preferably. 

4   Simulations 

In order to compare and test the searching ability of two function optimization prob-
lems named as Percy and Shubert function, the simulations of GA, NGA, HGA and 
ANHGA are performed respectively. 
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Percy function is defined as: 

2)20cos()20cos(
2
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The figure of Percy function is shown in Fig.2. It includes 4 global optimal solu-
tions and the Apex’s height is 103.0.  

Shubert function is defined as: 
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Fig. 2. Percy function 

Fig. 3. Shubert function 
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As shown in the Fig.3, it’s known that Shubert function has 760 local optimal solu-
tions. Among which there are 18 optimums and the value is -186.7310. The objective 
function is converted to fitness value using the following equation: 

≥
<−

=
0),(,1

0),(),,(05.01
),(

212

212212
21 xxfif

xxfifxxf
xxF   . (9)

Simple hierarchy genetic algorithm (HGA) can improve the diversity of population 
by hierarchy encoding [12], but the simple genetic operators adopted causes limita-
tions on premature convergence avoidance and efficiency improvement. In following 
simulations, all four genetic algorithms (GA, NGA, HGA, ANHGA) utilize the same 
control parameters listed in Table 2. All four algorithms adopt proportional selection, 
single point crossover, 8.0=cP . Each algorithm began with the same initial popula-

tion and was simulated 20 cycles for each optimized function respectively. The simu-
lation results are listed in Table 3 and 4. 

Table 2. Control parameters 

Table 3. Percy function simulation results 

Table 4. Shubert function simulation results

 GA NGA HGA ANHGA 
Average numbers of global  

optimums 
2.1 5.5 3.9 12 

Average individual numbers of 
global optimums 

3 18 11 30 

Comparing the tables above, it can be seen from simulation results that the space 
searching ability of GA and simple HGA is unsatisfactory and its optimizing effi-

Population 
size

Chromosome 
length

Termination 
time 

Weight 
Coefficient 

)(tΔ

Percy 30 20 200 0.75 0.5/t 

Shubert 50 20 300 0.75 0.5 

 GA NGA HGA ANHGA 

Number of average global optimums 1.2 3.8 2.3 3.94 
Number of global optimum individual 3 29 10 31 

Average evolutional generations of 
global optimums 

 57 30 42 
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ciency is inferior to NGA and ANHGA apparently. Under the same condition the 
solution quality of NGA and ANHGA performs better, which demonstrates that the 
fitness sharing and the crowding strategy are effective in optimizing functions with 
many apices. Shubert function is a complicated optimization problem. It is very diffi-
cult to find 18 global optimums at the same time. Although GA is easy to carry out, 
there lie some problems such as premature and convergence speed. HGA can found 
2~5 global optimums and the number of global optimum individual is 11. However 
ANHGA can find a dozen of optimums and sometimes even get 18 global optimums, 
which proved that hierarchy encoding with niche methods can maintain population 
diversity effectively and converge rapidly. 

5   Example of Application 

A reliability optimum design theory and method of a jaw clutch has been introduced 
[13]. The design goal is to seek a set of design parameters (outside diameter of clutch: 
D; number of gear: Z; structure coefficient 1K ; structure coefficient 2K ) under the 

condition of probability restriction. The relation of bS  and design parameters are 

defined as: 

DK
Z

KDZ

T
S n

b

)1(
4

)1(
5.0

2

6.15

1

2

2 +
−

+

=
π (10)

In Eq.(10), nT  is a constant. Obviously, bS  is the nonlinear function of the design 

parameters. The paper presents the values of ( bS , D , Z , 1K , 2K ) using the restraint 

random directional methods. Under the completely same design condition, we employ 
ANHGA and NGA and HGA to genetic optimization calculation. After 400 iterative 
cycle the calculation is shown in Table 5.  

Table 5. Optimization result of a jaw clutch 

Z K1 K2 D(mm) bS (MPa)

NGA 25 0.74 0.34 45 2099.264 

HGA 25 0.74 0.341 42 2203.24 

ANHGA 25 0.7442 0.3348 64.777 692.934 

From Table 5, it is obvious that ANHGA is more efficient than NGA and SHGA in 
optimum design of jaw clutch. 
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6   Conclusion 

In this paper, niche technology and hierarchy genetic algorithm were combined and 
adaptive niche hierarchy GA based on sharing and crowding was put forward. The 
adaptive niche hierarchy genetic algorithm improves GA from not only encoding but 
also operators. These measures also increase searching ability of the GA effectively, 
ensuring population diversity and finding many solutions of complicated problems. 
The application of the modified genetic algorithm shows it is great effective to the 
multimodal optimization and appropriate for the design of multi-extremum complex 
system. 
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Abstract. Associativity, auto-reversibility and question-answering are
the three intrinsic functions to be investigated for the proposed Q’tron
Neural Network (NN) model. A Q’tron NN possesses these functions due
to its property of local-minima free if it is built as a known-energy system
which is equipped with the proposed persistent noise-injection mecha-
nism. The so-built Q’tron NN, as a result, will settle down if and only if
it ‘feels’ feasible, i.e., the energy of its state has been low enough truly.
With such a nature, the NN is able to accommodate itself ‘everywhere’ to
reach a feasible state autonomously. Three examples, i.e., an associative
adder, an N-queen solver, and a pattern recognizer are demonstrated in
this paper to highlight the concept.

1 Introduction

The monotonically decreasing nature of the energy of the Hopfield NN model [5,6]
attracts many researchers to apply the model for constraint satisfaction [4,11] and
combinatorial optimization [10]. However, the local-minima problem makes the NN
frustrated [8,9]. Several stochastic approaches based on simulated annealing and other
techniques have been proposed to resolve the local-minima problem [12]. Such attempts
have resulted in several alternative neural-network models including Boltzmann [1,2],
Cauchy [7] and Gaussian Machines [3]. These approaches, in fact, tackle the problem
in an ‘unknown-energy’ fashion. Roughly speaking, these machines do not know how
low their energies must be in order to get a good enough and/or a feasible solution.

This paper introduces the concept of the known-energy systems based on the Q’tron
(quantum neuron) NN model [13], which is a significantly extended version of the
Hopfield NN model [5,6]. A known-energy system considered in the paper is a device
that consists of a set of entangled processing elements (PEs) with discrete outputs. The
entanglement among these PEs will lead the system to move macroscopically toward
lower-energy states. Microscopically, however, the system can become stable if and
only if it has reached a state whose energy value approaches that of global minimum
within a prespecified precision, i.e., the energy is low enough certainly. This implies
that the energy value of global minimum must be ‘known’ by the system a priori in
some possible sense. The known-energy property will allow us to determine the bounded
noise spectra for Q’trons of the NN systematically. Persistently injecting such pieces
of random noise into Q’trons will enable the NN to settle down if and only if it has
reached a state whose energy is low enough surely [13].

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 1023–1034, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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A known-energy system discussed in the paper can be considered as an associative
memory that stores a set of patterns whose corresponding energies are all lying within
a low-and-known energy range. To retrieve a particular pattern, we can feed a key, i.e.,
partially available information, to the system by ‘keying’ it at some Q’trons. The oper-
ation, if applicable, will trigger the NN to roam to the next stable state corresponding
to a stored pattern associated with that key. Considering the key to be a question, we
are then to interact with the system in a question-answering mode. If the system is
also ‘keyable everywhere’, the computation performed by the system is hence reversible
automatically.

The organization of this paper is as follows: Section 2 gives a brief overview on
the Q’tron NN model. Section 3 defines the known-energy systems and their content-
addressabilities. Section 4 to 6 provide three examples to manifest the general guide-
lines to building known-energy systems that are fully content-addressable using the
Q’tron NN model. They are the associative adder, the N-queen solver, and the pattern
recognizer, respectively. Finally, a conclusion is drawn in Section 7.

2 The Q’tron NN Model

The basic processing element of a Q’tron NN is called a Q’tron, a shorthand of a
quantum neuron, schematically shown in Fig. 1. Let μi represent the ith Q’tron in a
Q’tron NN. The output-level of μi, denoted as Qi ∈ {0, 1, ..., qi − 1} with qi (≥ 2). The
actual output of μi, called active value, is aiQi, where ai > 0 is the unit excitation
strength, called active weight. In a Q’tron NN, for a pair of connected Q’trons μi and
μj , there is only one connection strength, i.e. Tij = Tji, and Tii < 0 usually. The
noise-injected stimulus Ĥi for the Q’tron μi is defined as:

Ĥi = Hi + Ni =
n∑

j=1

Tij(ajQj) + Ii + Ni, (1)

where Hi denotes the noise-free net stimulus of μi, which apparently is equal to the
sum of internal stimuli, namely,

∑n
j=1 Tij(ajQj), and external stimulus Ii. The term

Ni denotes the piece of random noise fed into μi, and n denotes the number of Q’trons
in the NN. In case that P (Ni = 0) = 1, i = 1, . . . , n, the Q’tron NN is said to run in
simple mode; otherwise, it is said to run in full mode.

At each time step only one free Q’tron is selected for level transition subject to the
following rule:

Fig. 2. The application model of a
known-energy system built using
Q'tron NN model

Fig. 3. The functions of
an associative adder

Fig. 1. The Q'tron model
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Qi(t + 1) = Qi(t) + ΔQi(t) with ΔQi(t) =

⎧⎨⎩
+1 Ĥi(t) > 1

2 |Tiiai| and Qi(t) < qi − 1;
−1 Ĥi(t) < − 1

2 |Tiiai| and Qi(t) > 0;
0 otherwise,

(2)
where assuming that the ith Q’tron is selected at time t + 1.

2.1 System Energy — Stability

The system energy embedded in a Q’tron NN, say, S is defined as

ES(Q) = −1
2

n∑
i=1

n∑
j=1

(aiQi)Tij(ajQj) −
n∑

i=1

Ii(aiQi) + K; (3)

where Q = {(Q1, . . . , Qn) : Qi ∈ {0, . . . , qi − 1}} is a state of S , n is total number of
Q’trons in the NN, and K can be any suitable constant. It was shown that, to run a
Q’tron NN in simple mode, the energy ES defined above will monotonically decrease
with time [13]. This implies that a Q’tron NN running in simple mode performs a
greedy search. In case the majority of local-minima of the NN corresponds to poor or,
even worse, infeasible solutions of the underlying problem, then the NN will be useless
almost.

2.2 Bounded Noise Spectra

To enable the NN to escape ‘only’ from local-minima representing unsatisfactory so-
lutions, each Q’tron is allowed to have a bounded noise spectrum only, i.e., Ni ∈
[Ni−, Ni+]. As will be seen in the following sections, the values of Ni− and Ni+ for
each Q’tron can be systematically determined if the Q’tron NN is constructed with
known-energy concept. One convenient way for computer simulation is to generate
only bang-bang noise. In this way, the distribution of noise is specified by the so-called
noise ratio specification (NRS) of a Q’tron. It is defined as:

NRSi = P (Ni = N −
i ) : P (Ni = 0) : P (Ni = N+

i ) (4)

with P (Ni = N −
i ) + P (Ni = 0) + P (Ni = N+

i ) = 1, where NRSi represents the NRS
of μi, and P (Ni = x) represents the probability that Ni = x is generated. Clearly, if
a Q’tron NN runs in simple mode, then NRSi = 0 : 1 : 0 for all i. In the following, we
will assume that P (Ni = N −

i ) �= 0 and P (Ni = N+
i ) �= 0 for all i if a Q’tron NN runs

in full mode.

2.3 The Application Model

To make a Q’tron NN versatilely accessible, each Q’tron can either be operated in
clamp mode, i.e., its output-level is clamped fixed at a particular level, or in free mode,
i.e., its output-level is allowed to be updated according to the level transition rule
specified in Eq. (2). Furthermore, the Q’trons in an NN are categorized into two types:
interface Q’trons and hidden Q’trons, see Fig. 2. The former provides an interface
for user’s interaction, whereas the latter is functionally necessary to make the NN
to a known-energy one. We will assume that hidden Q’trons are always free unless
otherwise specified. Interface Q’trons operated in clamp-mode are used to feed the
available or affirmative information (a question) into the NN. The other free-mode
interface Q’trons, on the other hand, are used to perform association to ‘fill in’ the
missing or uncertain information (an answer).
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3 Known-Energy Systems

In this section, we define the concept of known-energy systems and investigate their
content addressabilities.

3.1 Definition of Known-Energy Systems

Given a Q’tron NN, say S , we will use μI = {i1, . . . , in} and μH = {h1, . . . , hm}
to denote the sets of all its interface Q’trons and hidden Q’trons, respectively, use
QI = {(Qi1 , . . . , Qin) : Qik ∈ {0, . . . , qik − 1}} and QH = {(Qh1 , . . . , Qhm) : Qhk

∈
{0, . . . , qhk

− 1}} to denote their corresponding state spaces, respectively, and QIH =
QI × QH . Furthermore, Qi ∈ QI , Qh ∈ QH , and Qih ∈ QIH are called a surface state,
a hidden state, and a system state of S , respectively. Now, we have the following useful
definitions:

Definition 1. itLet E∗
S be a lower-bound of ES , i.e., E∗

S ≤ min{ES(Q) : Q ∈ QIH},
whose value is assumed known explicitly, and let LS,δ = [E∗

S , E∗
S + δ], where δ ≥ 0, be

an energy range. Then, corresponding to δ, the α-floor set, denoted as Fα(S , δ), and
the β-floor set, denoted as Fβ(S , δ), of S are defined as:

Fα(S , δ) = {Qih : Qih ∈ QIH and ES(Qih) ∈ LS,δ}
Fβ(S , δ) = {Qi : Qi ∈ QI and ∃Qih = (Qi, Qh) ∈ QIH such that Qih ∈ Fα(S , δ)}
Clearly, if δ is small, LS,δ in fact specifies a low-and-known energy range. Hence,

Fα(S , δ) will represent a set of low-energy wells, i.e., the states corresponding to the
cost effective solutions of a problem provided that the problem has been properly
mapped. In applications, however, we are only interested in the surface state of an NN.
Therefore, Fβ(S , δ) is really the one of interest.

Definition 2. itAssume that Fα(S , δ) �= ∅. Then, S is said to be a known-energy
system with depth δ if all Q’trons in μI are free, it can ‘ever’ reach a system state,
say, Qih such that Qih ∈ Fα(S , δ) with probability one. Furthermore, suppose that S
reaches Qih = (Qi, Qh) at time t1. Then, Qi(t2) ∈ Fβ(S , δ) for all t2 ≥ t1.

The above definition tells us that, initializing a known-energy system at any state,
the system finally will be trapped into an energy well in its α-floor set if it is nonempty,
and, from then on, the surface state of the system will become stable (Its hidden state,
however, might keep changing). Therefore, the solution reported by the system must
be good enough as its surface state becomes stable.

3.2 Content Addressabilities

To interact with a known-energy system, we can let certain interface Q’trons be
clamped at a particular state, which represents a key or a question, see Fig. 2. Suppose
that the system is able to enter its α-floor set in this sense, whenever possible. Then,
the system, in fact, serves as a content addressable memory, i.e., the state of the free
interface Q’trons will give a recall or an answer corresponding to that key or question
when they settle down. In the sequel, the interface Q’trons used to clamp a key or a
question will be called key-nodes, and the free interface Q’trons are called recall-nodes.
For simplicity, in the following, we assume that the depth, i.e., δ, of known-energy
system S is implicitly specified, and its α-floor set and β-floor set will be abbreviated
as Fα(S) and Fβ(S), respectively.
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Definition 3. itLet S be a known-energy system, and let μI = {i1, . . . , in} be the set
of all interface Q’trons of S . Without loss of generality, let μK = {i1, . . . , in′} ⊆ μI

denote a set key nodes, and define

KS = {Qk = (Qi1 , . . . , Qin′ ) : ∃(Qk, Qr) ∈ Fβ(S)}

as a set of legal keys. Then, S is said to be content addressable by μK if, Q’trons
in μK are clamped with a legal key, say, Qk ∈ KS , it can ever enter its α-floor set
with probability one. Furthermore, S is said to be fully content-addressable if it is
content-addressable by any μK ⊆ μI .

The above definition ensures that a content addressable system will always give a
meaningful recall when a legal key is clamped at key-nodes. However, if an illegal key
is clamped, the answer may be unpredictable.

In the remainder of the paper, we will provide some examples as guidelines to solve
problems based on the known-energy concept. The so-built known-energy systems are
all fully content-addressable intrinsically and, hence, auto-reversible.

4 The Associative Adder

This simple example demonstrates the local-minima escaping capability of the Q’tron
NN model, and highlights that the full content-addressability of a problem solver is
easily achievable if it is built as a known-energy system.

4.1 The Addition — The Forward Problem

Given two n-digit decimal numbers, say X = xn−1 · · · x1x0 and Y = yn−1 · · · y1y0

where xi, yi ∈ {0, . . . , 9}, i = 0, . . . , n − 1, the goal of an adder is to report an (n + 1)-
digit decimal number, say Z = zn · · · z1z0 where zi ∈ {0, . . . , 9}, i = 0, . . . , n − 1 and
zn ∈ {0, 1}, such that Z = X + Y , i.e., to answer the question of Fig. 3(a).

To construct a Q’tron NN adder, say An (or A; for short), we prepare three Q’tron
sets μX = {μX

0 , . . . , μX
n−1}, μY = {μY

0 , . . . , μY
n−1} and μZ = {μZ

0 , . . . , μZ
n }, to deal with

the summand X, the addend Y , and the sum Z, respectively. Clearly, Q’trons in μX∪μY

are for feeding questions, and Q’trons in μZ are for reporting answers. They are all
interface Q’trons. To represent digits of decimal numbers, we let qX

i = qY
i = qZ

i = 10,
i.e., QX

i , QY
i , QZ

i ∈ {0, . . . , 9}, i = 0, . . . , n−1, and qZ
n = 2, i.e., QZ

n ∈ {0, 1}. Moreover,
corresponding to the position of each digit, the active weight of each Q’tron can be
determined naturally, namely ai = aX

i = aY
i = 10i, i = 0, . . . , n−1, and aj = aZ

j = 10j ,
j = 0, . . . , n.

With these Q’trons, the goal of addition is, then, to minimize the energy function,
say, EA defined by:

EA =
1
2

(
n−1∑
i=0

aiQ
X
i +

n−1∑
i=0

aiQ
Y
i −

n∑
i=0

aiQ
Z
i

)2

. (5)

It will be seen in the next section that the above energy function is in integer-
programming type. Referring to the form of Eq. (3), the other parameters, i.e., con-
nection strengths and external stimuli, of A can then be determined by mapping EA
to it. So,
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Tgh =

⎧⎨⎩
−1 for g, h ∈ μX ∪ μY or g, h ∈ μZ

1 for g ∈ μX ∪ μY and h ∈ μZ ; or g ∈ μZ and h ∈ μX ∪ μY
(6)

Ig = 0 for all g ∈ μX ∪ μY ∪ μZ (7)

4.2 The Known-Energy System A and Its Content-Addressability

Although the structure of A is simple, running A in simple mode, it usually functions
poorly. For example, consider A3. Suppose now that Q’trons in μX and μY are clamped
with values QX

2 QX
1 QX

0 = 250 and QY
2 QY

1 QY
0 = 251, respectively, and Q’trons in μZ are

free and at state QZ
3 QZ

2 QZ
1 QZ

0 = 1000. Applying the Q’tron’s dynamics, i.e., Eq. (2),
onto this state, one will see that this state is a local minimum and, hence, A3 gets
stuck. Even in case that all Q’trons are set free, the NN also cannot be liberated
from local minima completely. For example, QX

2 QX
1 QX

0 = 009, QY
2 QY

1 QY
0 = 009, and

QZ
3 QZ

2 QZ
1 QZ

0 = 0020 is a local minimum in simple mode.
It is clear that when A reaches a true answer state, we must have∣∣∣∣∣

n−1∑
i=0

aiQ
X
i +

n−1∑
i=0

aiQ
Y
i −

n∑
i=0

aiQ
Z
i

∣∣∣∣∣ ≤ Δ

2
, (8)

where 0 ≤ Δ
2 < 1. Δ

2 is the so-called solution qualifier in [13], which can be used to
tune the solution performance of a known-energy system. For example, setting Δ

2 ≥ 1
implies that some degree of error will be tolerable for the adder. Substituting Eq. (8)
into Eq. (5), then the feasible energy range corresponding to a correct answer can thus
be ‘known’, i.e.,

0 ≤ Eadd ≤ 1
2

(
Δ

2

)2

(9)

With such a piece of knowledge, the bounded noise-spectra for Q’trons in A can then
be determined to fulfill the goal of Eq. (8) or (9) using the method proposed in [13].
Specifically, the bounded noise-spectrum [N −

i , N+
i ] for Q’tron μi ∈ μA satisfies

− N −
i = N+

i = max
(

0,
1
2
|Tiiai| − Δ

2

)
(10)

Theorem 1. Q’tron NN A is a known-energy system with depth 1
2

(
Δ
2

)2 for any Δ
2 ≥ 0

if it runs in full mode with Q’trons’ noise-spectra specified by Eq. (10). Furthermore,
A is fully content-addressable.

The theorem is a straightforward conclusion of the Completeness Theorem de-
scribed in [13]. The facts described in the Theorem 1 indicates that A can be operated
in an associative manner as depicted in Fig. 3.

5 The n-Queen Solvers

An n-queen problem is to ingeniously set n queens on an n × n chessboard so that all
of them can live in peace with each other. Only one queen can be in each row, each
column, while at most one queen can be in each diagonal.
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5.1 The n-Queen Program as an Integer Program

Although a known-energy system without any hidden Q’tron is applicable to solve n-
queen problem [14], we here adapt another approach instead to highlight the role of
hidden Q’trons.

We will use an n×n Q’tron-plane to represent the chessboard of n-queen problem,
as was shown in Fig. 4(a). Let Qij ∈ {0, 1}, where i, j ∈ {1, . . . , n}, denote the number
of queen in cell (i, j). Then, the n-queen problem can be formulated as the following
integer program

n∑
j=1

Qij = 1, i = 1, . . . , n (11)

n∑
i=1

Qij = 1, j = 1, . . . , n (12)∑
i, j ∈ {1, . . . , n}

i + j = m

Qij ≤ 1, m = 2, . . . , 2n (13)

∑
i, j ∈ {1, . . . , n}

i − j = m

Qij ≤ 1, m = −n + 1, . . . , n − 1 (14)

Qij ∈ {0, 1}, i, j = 1, . . . , n. (15)

To achieve known energy, Eq. (13) and (14) are converted to equalities by in-
troducing some slack Q’trons. For conceptually easier, the chessboard is extended to
(n + 2) × (n + 2), as shown in Fig. 4(b). The Q’trons that marked black are useless.
However, keeping them there is harmless for problem formulation. The surrounding
Q’trons which are not marked black are slack Q’trons. They serve as hidden Q’trons,
see Fig. 2. Accordingly, Eq. (13) to (15) are then replaced as∑

i, j ∈ {1, . . . , n}
i + j = m

Qij + Qim,jm = 1, m = 2, . . . , 2n (16)

Fig. 4. (a) The interface Q'tron-plane of the

-queen solver; (b) The ( +2) ( +2) Q'tron plane
of the -queen solver; the surrounding Q'trons are
hidden Q'trons

n n

n n n
n

x

x Fig. 5. Four sample local-minima
obtained by running in simple-modeQ8
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∑
i, j ∈ {1, . . . , n}

i − j = m

Qij + Qi′
m,j′

m
= 1, m = −n + 1, . . . , n − 1 (17)

Qij ∈ {0, 1}, i, j = 0, . . . , n + 1. (18)

where im, jm, i′m and j′
m are functions for aligning a slack Q’tron to the corresponding

diagonal-constraint term, i.e.,

(im, jm) =
{

(m, 0), 2 ≤ m ≤ n
(m − n − 1, n + 1), n + 1 ≤ m ≤ 2n

(i′m, j′
m) =

{
(0, −m), −n + 1 ≤ m ≤ 0
(n + 1, n + 1 − m), 1 ≤ m ≤ n − 1

The integer program to solve the n-queen problem now is in a standard form.

5.2 The Known-Energy System Q
Denote the n-queen solver to be constructed as Qn (or Q; for short). Referring to the
integer program defined above, then the goal of Q is to minimize the energy function,
say, EQ defined by

EQ = E− + E| + E\ + E/, (19)

where

E− =
1
2

n∑
i=1

(
n∑

j=1

Qij − 1

)2

, E| =
1
2

n∑
j=1

(
n∑

i=1

Qij − 1

)2

,

E\ =
1
2

2n∑
m=2

⎛⎜⎜⎝ ∑
i, j ∈ {1, . . . , n}

i + j = m

Qij + Qim,jm − 1

⎞⎟⎟⎠
2

,

E/ =
1
2

n+1∑
m=−n+1

⎛⎜⎜⎝ ∑
i, j ∈ {1, . . . , n}

i − j = m

Qij + Qi′
m,j′

m
− 1

⎞⎟⎟⎠
2

An energy function derived from a standard integer program in the above form is called
in an integer-programming-type in [13,14]. It is not hard to see that a feasible n-queen
configuration is reached if and only if

0 ≤ EQ ≤ 1
2

(
Δ

2

)2

(20)

provided Δ
2 is set sufficiently small, e.g., 0 ≤ Δ

2 < 1. Hence, the known-energy property
of EQ is confirmed.

It is clear that each Q’tron in Q has two output-levels. So, qij = 2 for all 0 ≤ i, j ≤
n + 1. Furthermore, since each Q’tron in Q plays the same role, simply set aij = 1
for all 0 ≤ i, j ≤ n + 1. Referring to the form of Eq. (3), the other parameters, i.e.,
connection strengths and external stimuli, of Q can then be determined by mapping
EQ to it. To save space, they are not detailed here.

With the piece of knowledge specified in Eq. (20), we have the following theorem.
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( )a ( )b ( )c ( )d

Fig. 6. (a) A legal -queen configuration obtained by setting all Q'trons free; the
circle cells will be clamped to one so as to retrieve an interesting answer; (b) the
state right after the circled cells of (a) are clamped; this state is unstable;(c) a
legal -queen configuration corresponding to the setting of (b); (d) the NN in
this setting will never settle down if its setting is kept unchanged
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Fig. 7. The known-energy system to
perform pattern recognition classifi-
cation, pattern generation and pattern
association

Theorem 2. Q is a known-energy system with depth 1
2

(
Δ
2

)2 for any Δ
2 ≥ 0 if it runs

in full mode with Q’trons’ noise-spectra [−N −
ij , N+

ij ] for all μij ∈ μQ satisfying

− N −
ij = N+

ij = max
(

0,
1
2
|Tij,ijaij | − Δ

2

)
. (21)

Furthermore, Q is fully content-addressable.

The theorem is true due to Q is constructed from an integer-programming-type
energy function, see [13].

5.3 Discussion

Without noise injection, Q usually malfunctions. For example, Fig. 5 shows several
wrong answers reported by running Q8 in simple-mode. Since Q is fully content-
addressable when it runs in full-mode, we can demand it to only offer answer(s) that
we are interested in. For example, Fig. 6 shows an operating scenario that interact with
Q30 in a question-answering mode.

6 The Pattern Recognizer/Generator

The two example known-energy systems described above are both constructed based
on the integer-programming-type energy functions. However, some problems are not
intrinsically in that nature. Yet, by proper reformulation, their energy functions, though
not in that type, can also be endowed with the known-energy property. Accordingly,
one can build the corresponding known-energy systems with the desirable content-
addressability by carefully designing the noise spectra for Q’trons in such systems.

The known-energy system to be described is a pattern recognizer. Since the system
is also fully content-addressable, it is also a pattern generator by viewing it oppositely,
see Fig. 7. The system is originally constructed for pattern recognition. However, its
inverse function, i.e., pattern generation, is automatically functionable.

6.1 The Pattern Recognition — The Forward Problem

Here, we consider the pattern-recognition task to be the one that classifies an input
binary pattern into a satisfactory class corresponding to one of stored patterns. Specif-
ically, let W = {W j |W j = (xj

1, . . . , x
j
n) ∈ {0, 1}n, 1 ≤ j ≤ p} be a set of different
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stored patterns, and let Qx = (Qx1 , . . . , Qxn) ∈ {0, 1}n denote an arbitrary input pat-
tern (a feature vector). Then, to classify Qx into the kth class is considered proper if
d(Qx, W k) ≤ ε, where d(·, ·) represents the Hamming distance between the two patterns
and ε ≥ 0 is a nonnegative integer. Apparently, if ε is set sufficiently small, then the
process corresponds to classifying an input pattern into the best representative class.
Fig. 7 shows the Q’tron NN that performs the pattern recognition task. All Q’trons
in the NN are binary, Q’trons in μX = {x1, . . . , xn} are for holding input pattern,
and Q’trons in μC = {c1, . . . , cp} are for reporting classification result. Given an input
pattern, if a proper classification is possible, we want the NN to report a proper class,
say, ck by setting Qck = 1 and Qcj = 0 for all j �= k when it settles down; otherwise,
the NN either settles down with Qcj = 0 for all j or never settles down.

The following function can be used for the Hamming distance measurement

d(Qx, W k) =
n∑

i=1

[xk
i (1 − Qxi) + (1 − xk

i )Qxi ] =
k∑

i=1

xk
i −

n∑
i=1

(2xk
i − 1)Qxi (22)

Accordingly, the energy function to fulfill the pattern-recognition task now is defined
as follows:

EP = Eproper + Einh + K (23)

where K can be any suitable constant, and

Eproper =
p∑

j=1

Qcj

[
k∑

i=1

xk
i −

n∑
i=1

(2xk
i − 1)Qxi − b

]
, Einh =

λ

2

p∑
j=1

∑
k = 1
k �= j

Qcj Qck ,

where b is a positive integer which satisfies b > ε, and λ is a positive weighting factor
whose value is set sufficiently large, e.g., λ ≥ b + ε. With a careful investigation, one
then see that Eproper measures the properness of a classification, and Einh is for mutual
inhibition.

The following lemma describes the known-energy property of EP .

Lemma 1. Let b > ε, λ ≥ b + ε and K = b. Then, EP ∈ [0, ε] if and only if a proper
classification for the pattern-recognition task mentioned above is made.

6.2 The Known-Energy System P
Denote the Q’tron NN to be constructed as P . Following the similar procedure de-
scribed above, its parameters can be obtained. They are summarized as follows:

1. active weights: axi = acj = 1 for all 1 ≤ i ≤ n and 1 ≤ j ≤ p;
2. number of output-level: qxi = qcj = 2 for all 1 ≤ i ≤ n and 1 ≤ j ≤ p;
3. connection strengths:

Tcicj = (δij − 1)λ for all 1 ≤ i, j ≤ p,
Txicj = Tcjxi = 2xj

i − 1 for all 1 ≤ i ≤ n and 1 ≤ j ≤ p,
Txixj = 0 for all 1 ≤ i, j ≤ n,

where δij is the Kronecker delta function, i.e., δij =
{

1 i = j
0 i �= j

;
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4. external stimuli:
Icj = b − ∑n

i=1 xj
i for all 1 ≤ j ≤ p,

Ixi = 0 for all 1 ≤ i ≤ n;

Since EP is not in integer-programming type, we cannot use the aforementioned method
to determine Q’trons’ noise-spectra. However, by considering the range of tolerable
noise strengths for each type of Q’trons so as to fulfill our goal, we obtain the following
noise-spectra for Q’trons:

5. noise spectra:
Ncj ∈ [−b + ε + 0.5, 0.5] for all 1 ≤ j ≤ p,
Nxi ∈ [−0.5, 0.5] for all 1 ≤ i ≤ n;

The following theorems describe the patterns stored in P and investigate its
content-addressability. Their proofs are skipped here.

Theorem 3. P is a known-energy system with depth ε ≥ 0 if it runs in full mode with
noise-spectra defined above, and its α-floor set Fα(P) and β-floor set Fβ(P) are

Fα(P) = Fβ(P) = {(Qx, Qk
c ) : d(Qx, W k) ≤ ε, 1 ≤ k ≤ p},

where Qx = (Qx1 , . . . , Qxn) ∈ {0, 1}n, and Qk
c = (Qc1 , . . . , Qcp) ∈ {0, 1}p such that

Qck = 1 and Qcj = 0 for all j �= k.

The above theorem tells us that a pattern-class pair is stored in P if and only if it
corresponds to a proper classification.

Theorem 4. P is fully content-addressable.

The theorem indicates that P automatically functions as a pattern generator if we
operate it oppositely. This shows the auto-reversibility of known-energy systems.

7 Conclusions

This paper introduces the concept of known-energy systems based on the Q’tron NN
model. A known-energy system always targets at keeping its energy low enough, and is
able to settle down only if its energy does so already. To this end, Q’trons in the system
are persistently noise-injected according to their bounded noise-spectra, which can be
determined systematically at design time, so that the system can react to goal viola-
tion immediately when its environment changes. Hence, known-energy systems can be
considered as continuously thinking machines. It is also shown that the known-energy
systems are usually fully content-addressable. This allows users to access a known-
energy system through many different ways, e.g., to perform memory association, to
perform inverse function, or to do question-answering. Three simple examples, i.e., the
associative adders, the n-queen solvers, and the pattern recognizers, are demonstrated
to confirm these. More information is available at http://www.cse.ttu.edu.tw/twyu/
qtron/ks/.
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Abstract. Text categorization has become one of the key techniques for
handling and organizing text data. This model is used to classify new
article to its most relevant category. In this paper, we propose a novel
associative classification algorithm ACTC for text categorization. ACTC
aims at extracting the k-best strong correlated positive and negative
association rules directly from training set for classification, avoiding
to appoint complex support and confidence threshold. ACTC integrates
the advantages of the previously proposed effective strategies as well as
the new strategies presented in this paper. An extensive performance
study reveals that the improvement of ACTC outperform other rule-
based classification approaches on accuracy.

1 Introduction

Text categorization refers to the task of automatically assigning documents into
one or more predefined classes or categories. In recent years, there has been an
increasing number of statistical and machine learning techniques that automat-
ically generate text categorization knowledge based on training examples. Such
techniques including decision trees, k-nearest-neighbor system, rule induction,
gradient descent neural networks [1], regression models, Linear Least Square
Fit, and support vector machines assume the availability of a large pre-labeled
or tagged training corpus. The goal of text categorization is to classify docu-
ments into a certain number of predefined categories. Each document can be in
multiple, exactly one or no category at all. Using machine learning, the objec-
tive is to learn classifiers from examples which perform the category assignments
automatically.

In recent years, a new classification technique, called associative classi-
fication, is proposed to combine the advantages of association rule mining
and classification [2]. In general, this model has three phases as follows: (1)
Generates all the class association rules (CARs) satisfying certain user-specified
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minimum support threshold as candidate rules by association rule mining algo-
rithm, such as Apriori or FPgrowth. These discovered rules have the form of
(attributes ⇒ class label); (2) Evaluates the qualities of all CARs discovered in
the previous phase and pruning the redundant and low effective rules. Usually
the minimum confidence is taken as a criterion to evaluate the qualities of the
rules. Just ”useful” rules with higher confidence than a certain threshold are
selected to form a classifier; (3) Assigns a class label for a new data object. The
classifier scores all the rules consistent with new data object and select some or
all suitable rules to make a prediction.

The recent studies [3] show that this classification model achieves higher ac-
curacy than traditional rule-based classification approaches such as C4.5 [4] and
Ripper [5]. However, this model still suffers from accuracy and efficiency because
of its well-known support-confidence framework. In this paper, we propose a
novel associative classification algorithm based on correlation analysis, which
aims at extracting the k-best strong correlated positive and negative association
rules directly from training set for classification, avoiding to appoint complex
support and confidence threshold. The remainder of the paper is organized as
follows: Section 2 introduces the basic definitions and notations of associative
classification in text categorization. In Section 3, we introduce our approach in
detailed on literal selection, correlation analysis and how to use these correlated
rules for text categorization. Experimental results are described in Section 4
along with the performance of our algorithm in compared with other previous
rule-based classification approaches. Finally, we summarize our research work
and draw conclusions in Section 5.

2 Basic Concepts and Terminology

Let A = {A1, A2, . . . , Ak} is a set of k attributes. V [A] = {v1, v2, . . . , vj} is the
domain of attribute A. Let C = {c1, c2, . . . , cm} is a set of predefined class label
for text categories. Let D is a domain of documents, where each d in D follows
the scheme {v1, v2, . . . , vk}(vi ∈ V [A], 1 ≤ vi ≤ n).

Definition 1. (Literal) A literal l is an attribute-value pair of the form Ai =
v, Ai ∈ A, v ∈ V [A]. An example d = {v1, v2, . . . , vk} satisfies literal l iff vi = v,
where vi is the value of the ith attribute of d.

Definition 2. (Association Rule) An association rule r, which takes the
form of ar ⇒ cr with ar of the form l1∧ l2∧· · ·∧ li called the antecedent of rule
and cr of the form l′1 ∧ l′2 ∧ · · · ∧ l′j called the consequence of rule, ar ∩ cr = ∅.
We say an example d satisfies rule’s antecedent iff it satisfies every literal in ar

and it satisfies the whole rule iff it satisfies cr as well.

Definition 3. (Support and Confidence) For a given rule r is of the form
ar ⇒ cr,

sup(r) = |{d|d ∈ D, d satisfies r}|
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is called the support of r on T,

conf(r) =
sup(r)

|{d|d ∈ D, d satisfies ar}|
is the confidence of rule r.

The main task of associative classification is to discover a set of rules from
the training set with the attributes in the antecedents and the class label in
the consequence, and use them to build a classifier that is used later in the
classification process. So only association rules relating the rule antecedent to a
certain class label are of interest. In the literature on associative classification
the term class association rule has been introduced to distinguish such rules
from regular association rules whose consequence may consist of an arbitrary
conjunction of literals.

Definition 4. (Class Association Rule) An class association rule r,
which takes the form of ar ⇒ cr with ar of the form l1 ∧ l2 ∧ · · · ∧ li called
the antecedent of rule and cr of the form ci called the consequence of rule,
ci ∈ C, where C is the set of class label.

The traditional associative classification model based on well-known support-
confidence framework suffers from accuracy and efficiency due to the following
facts [6]:

– Deciding on a good value of support is not easy. Most previous work usually
set the threshold value to 1%. But low support threshold may cause the gen-
eration of a very huge rules set, in part of which are useless and redundant.
And it is challenging to store, retrieve, prune and sort such a large number of
rules efficiently for classification. However, it is bad if the support is assigned
too high, some highly predictive rules with low support but high confidence
will probably be missed.

– The minimum confidence, which is used as the criterion to evaluate CARs,
has been reported that may cause underfitting of rules.

– Typical association rules in classification are those referred to positive asso-
ciation rules of the form (ar ⇒ c). In fact, negative association (ar ⇒ cr)
can provide valuable information as same as positive association rules. There
are few algorithm use negative association rules to do classification.

3 Associative Classification in Text Categorization

Text categorization is the task of approximating the unknown target function
Φ : D × C → {P, N} by means of a function Φ̂ : D × C → {P, N} called the
classifier. If Φ(dj , ci) = P , then dj is called a positive example of ci, while
if Φ(dj , ci) = N it is called a negative example of ci. Depending on different
applications, text categorization may be either single-label (i.e. exactly one
ci ∈ C must be assigned to each dj ∈ D), or multi-label (i.e. any number
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0 ≤ nj ≤ m of categories may be assigned to each dj ∈ D). A classifier for ci

is then a function Φ̂ : D × C → {P, N} that approximates the unknown target
function Φi : D × C → {P, N}.

3.1 Literal Selection

The first step in text categorization is to transform documents, which typi-
cally are strings of characters, into a representation suitable for the learning
algorithm and the classification task. Information Retrieval research suggests
that word stems work well as representation units and that their ordering in
a document is of minor importance for many tasks. This leads to an attribute
value representation of text. Each distinct word wi corresponds to a feature. To
avoid unnecessarily large feature vectors, words are considered as features only if
they are not ”stop-words” (like ”and”, ”the”, etc.). This representation scheme
makes the antecedent of rule be a set of words. After this, some techniques such
as clustering methods [7] can reduce feature spaces by joining similar words into
clusters. Then we can use these clusters as features for text categorization in
real applications.

Instead of generating candidate rules, we will use Foil Gain [8] to evaluate
the goodness of the current rule r, and generate a small set of predictive rules
directly from the dataset. This gain values are calculated by using the total
weights in the positive and negative example sets instead of simply counting up
the number of records in the training sets.

Definition 5. (Foil Gain) Given a literal p and the current rule r : ar ⇒ cr,
p /∈ ar, the Foil Gain of p is defined as follows:

FoilGain(p) = |P (r + p)|
(

log
|P (r + p)|

|P (r + p)| + |N(r + p)| − log
|P |

|P | + |N |
)

(1)

where there are P (r) positive examples and N(r) negative examples satisfying r
in database D. And after appending p to r, there will be P (r + p) positive and
N(r + p) negative examples satisfying the new rule r′ : ar ∧ p ⇒ cr.

Essentially, FoilGain(p) represents the total number of bits saved in repre-
senting all the positive examples by adding p to r.

3.2 Correlation Measure

Piatetsky-Shapiro [9] argued that a rule X ⇒ Y is not interesting if sup(X∪Y ) ≈
sup(X)sup(Y ). One interpretation of this proposition is that the task of associ-
ation rule mining is to explore the ”relationship” among attributes in rule. So
a rule is called not interesting if its antecedent and consequence are approxi-
mately independent. For a given class association rule r : ar ⇒ cr, we focus on
two types of relationship between antecedent ar and class label cr. A positive
correlation is evidence of a general tendency that when the example has at-
tribute ar it is very likely to be classed as cr. A negative correlation occurs
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when we discover the example does belong to cr while it hasn’t the attribute
ar. The mostly used correlated rules in previous classification approaches are
those referred to positive association rules like (ar ⇒ cr). In fact, the negative
association (ar ⇒ cr) can also provide valuable information as same as positive
association rules.

Based on Piatetsky-Shapiro’s argument, for a given class association rule r :
ar ⇒ cr, cr ∈ C, where C is the set of class label, we can write the interestingness
of an association between ar and cr in the form of their statistical dependence
as equation (2) [10]:

Dependence(ar, cr) =
sup(ar ∪ cr)

sup(ar)sup(cr)
=

conf(r)
sup(cr)

(2)

There are the following three possible cases:

1. Dependence(ar, cr) = 1 ⇒ conf(r) = sup(cr), ar and cr are independent.
2. Dependence(ar, cr) > 1 ⇒ conf(r) > sup(cr), ar and cr are positively

correlated, and the following holds:

0 < conf(r) − sup(cr) ≤ 1 − sup(cr)

In particular, we have:

0 < Cm =
conf(r) − sup(cr)

1 − sup(cr)
≤ 1

The nearer the ratio Cm is close to 1, the higher the positive correlation
between antecedent ar and class label cr.

3. Dependence(ar, cr) < 1 ⇒ conf(r) < sup(cr), ar and cr are negatively
correlated, and the following holds:

−sup(cr) ≤ conf(r) − sup(cr) < 0

In particular, we have:

−1 ≤ Cm =
conf(r) − sup(cr)

sup(cr)
< 0

The nearer the ratio Cm is close to -1, the higher the negative correlation
between antecedent ar and class label cr.

To differentiate the subtlety of negative correlations, we develop a new mea-
sure, Cm(Equation (3)), as the positive and negative correlation measure:

Cm(ar, cr) = =

{
conf(r)−sup(cr)

1−sup(cr) (if conf(r) ≥ sup(cr) ∧ sup(cr) �= 1)
conf(r)−sup(cr)

sup(cr) (if conf(r) < sup(cr) ∧ sup(cr) �= 0)
(3)

To evaluate and measure both positive and negative association rules, we can
take Cm as the correlation of the class association rule between antecedent ar

and class label cr.
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3.3 More General Rule

To make the classification more accurate and effective, ACTC prunes rules whose
information can be expressed by other simpler but more essential rules.

Definition 6. (More General Rule) Given two rules r1 : ar1 ⇒ cr1 and
r2 : ar2 ⇒ cr2, we says r1 is more general than r2 iff (1) Accuracy(r1) ≥
Accuracy(r2); (2) ar1 ⊂ ar2 and (3) cr1 = cr2.

If r1 is more general than r2, that means r1 does more contribution to clas-
sification but occupies smaller memory space. ACTC just keeps these rules have
higher rank and fewer attributes in its antecedent and other more specific rules
with low rank should be pruned.

3.4 Our Algorithm

In this paper, we develop a novel associative classification algorithm based on cor-
relation analysis, ACTC, i.e., Associative Classification in Text Categorization,
which integrates the advantages of the previously proposed effective strategies
as well as some ones newly developed here. ACTC outperforms other associative
classification methods by the following advantages:

1. extracts a smaller set of rules with higher quality and lower redundancy
directly from the training dataset, avoiding repeated database scan in rules
generation;

2. prunes the weak correlation rules directly in the process of rules generation.
The advantage is that this is not only more efficient (no post-pruning is
necessary) but also more elegant in that it is a direct approach;

3. uses both positive and negative association rules of interest for classification,
which take into account the presence as well as absence of attributes as a
basis of rules.

ACTC performs a depth-first-search rule generation process that builds rules
one by one. At each step, every possible literal is evaluated by FoilGain and the
best one is appended to the current rule. Moreover, instead of selecting only
the best one, ACTC also keeps all close-to-the-best literals in rules generation
process so that it will not miss some important rules. For the current rule r,
ACTC calculates its correlation Cm(r). If Cm(r) is greater than a predefined
threshold φmin, then (ar ⇒ cr) will be added into the positive rules set PR. But
if Cm(r) is lower than −φmin, then (ar ⇒ cr) will be added into the negative rules
set NR. After building each rule, all positive target tuples satisfying that rule
are removed. ACTC repeatedly searches for the current best rule and removes all
the positive examples covered by the rule until all the positive examples in the
data set are covered.

Once the classifier R = (PR ∪ NR) has been established in the form of a
ordered list of rules, ACTC just selects a small set of strong correlated association
rules to make prediction by the following procedure:
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Step 1: For those rules satisfying the new data in antecedent, selects the first
k-best rules for each class according to rules’ consequences;

Step 2: Calculates the rank of each group by summing up the Cm of relevant
rules. We think the average accuracy is not advisable because many
trivial rules with low accuracy will weaken the effect of the whole group;

Step 3: The class label of new data will be assigned by that of the highest rank
group.

Algorithm 1. Classify a new document d

Input: Class labels set C, Classifier R, a new document d
Output: Class label attached to d
begin

foreach ci ∈ C do
Si ← ∅;

end
foreach r ∈ R do

if ar satisfies d then
if cr = ci then

//categorize r according its class label
Si ← Si ∧ r;
if |Si| = k then

Si.rank =
∑ k

i=1 Cm(ri);
break;

end
end

end
end
//put the new document in the class that has the highest rank
C(d) ← ci with Si.rank = max(S1.rank, ..., Sm.rank)

end

4 Experimental Results and Performance Study

All the following experiments are performed on a 2.4GHz Pentium-4 PC with
512MB main memory. In the rule generation algorithm, φmin is set to 0.2 and
the best 3 rules are used in prediction.

4.1 Reuters-21578 Database

We firstly conduct an extensive performance study on Reuters-21578 Data-
base. The Reuters-21578 corpus contains 21578 articles taken from the Reuters
newswire. The documents from the top 5 categories of the Reuters- 21578 doc-
ument collection based on the ModApte split are used in our experiments. Each
article is designated to zero or more semantic categories such as earn, acq, money-
fx, trade or crude. In both the training and test sets we preprocessed each article
so that any additional information except for the title and the body was removed.
Each document is represented as feature vector, in which words are considered
as features only if they occur in the training data at least n times. The table
1 gives the relationship between n and the total number of distinct features in
these 5 categories.

As can be seen from figure 1, ACTC achieves better prediction accuracy than
C4.5 on different datasets of Reuters-21578 Database.
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Table 1. Number of words with different frequency

Frequency of words (n) Number of words

Dataset1 2 6819
Dataset2 3 4189
Dataset3 4 2722
Dataset4 5 1869
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Fig. 1. Comparison of Accuracies on Reuters-21578 Database

4.2 Chinese Biological Abstracts Database

The Chinese biological abstracts database is created by by Shanghai Information
Center of Life Sciences, Chinese Academy of Sciences. The database contains
documents on the biological research in China, including that on general biology,
cytology, genetics, biophysics, molecular biology, etc. All abstract have been
categorized by experts and researchers of relevant fields.

Firstly, five categories which contain more than 10000 abstracts respectively
are selected randomly from the database. They are R282 (including 63866 ab-
stracts), R289 (including 46593 abstracts), R256 (including 24664 abstracts)
and R241 (including 24338 abstracts). Each abstract can be in one or more
categories.

Comparing the results on figure 2, we observe that ACTC can achieve a better
accuracy than CBA on all 15 experiments with different number of the abstracts.
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Fig. 2. Comparison of Accuracies on Chinese Biological Abstracts Database

The accuracy of CBA heavily depends on the number of instants and decreases
dramatically when the number of the abstracts increasing. As can be seen from
figure 2, the effect of CBA is not stable, too.

5 Conclusions

We proposed a new associative classification algorithm based on correlation
analysis, ACTC, for text categorization. ACTC differs from existing algorithms
for this task insofar, that it does not employ the support-confidence framework
and take both positive and negative rules under consideration. It uses an ex-
haustive and greedy algorithm based Foil Gain to extract CARs directly from
the training set. During the rule building process, instead of selecting only the
best literals, ACTC inherits the basic idea of CPAR, keeping all close-to-the-best
literals in rules generation process so that it will not miss the some important
rule.

Since the class distribution in the dataset and the correlated relationship
among attributes should be taken into account because it is conforming to the
usual or ordinary course of nature in the real world, we present a new rule
scoring schema named Cm to evaluate the correlation of the CARs. The ex-
perimental results of the ACTC show that a much smaller set of positive and
negative association rules can efficient enhancing the prediction accuracy of al-
gorithms.

Actually, we just use the association rules of the type (ar ⇒ cr) and (ar ⇒
cr) for classification. These two type rules have an direct association with the
class label, so they can be considered together. However, if there are more than
two classes in the dataset, (ar ⇒ cr) and (ar ⇒ cr) just provide information
that ”not-belong-to”, instead of giving the association between data attributes
and class label directly. We are currently investigating reasonable and effective
methods to use these two kinds of rules.
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Abstract. In neural modeling of non-linear dynamic systems, the neural inputs 
can include any system variable with time delays. To obtain the optimal subset 
of inputs regarding a performance measure is a combinational problem, and the 
selection process can be very time-consuming. In this paper, neural input selec-
tion is transformed into a model selection problem and a new fast input selec-
tion method is used. This method is then applied to the neural modeling of a 
continuous stirring tank reactor (CSTR) to confirm its effectiveness. 

1   Introduction 

In modeling non-linear complex systems using neural networks, the selection of in-
puts for the network is an important stage [5], [9]. The neural inputs can include any 
system variable of interest with various time delays for time-series or dynamic sys-
tems, and the number of candidate neural inputs can be extremely large. For example 
for a simple multi-input-single-output dynamic system with 5 possible system inputs, 
the maximal time delays for both inputs and output are supposed to be 5, then the total 
number of candidate neural inputs is 30. Now suppose that 5 significant neural inputs 
are to be selected in neural network construction over a network selection criterion, 
then more than 140000 explicit searches are required. Obviously this is computation-
ally very expensive. Moreover, if the input selection is considered together with the 
neural structure selection (i.e. the selection of hidden layers and hidden neurons), the 
total selection process is extremely complex even for neural modeling of simple 
nonlinear dynamic systems. 

To alleviate the computational complexity in selecting the neural inputs, sub-
optimal neural input selection methods have been proposed. For example in [9], a 
number of operating points were chosen for the nonlinear dynamic system under 
study, and the system was linearized around all operating points. Then a systematic 
approach was used to select the neural inputs iteratively for these linearized models. 
Generally speaking, there is a natural linkage between input selection in neural mod-
eling and the variable selection in nonlinear system modeling, and the former can be 
regarded as a special case of the later problem. Various approaches exist in the litera-
ture. For example, in [7], the variable selection procedure is proposed from a set of 
linearized models, and cluster analysis was used for division of sub-regions. Then 
genetic algorithm was used to address the combinatory optimization problem, and 
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each variable selection process intended to explicitly solve the least squares problem 
of a linear system once. For these two approaches, the total sub-regions are a combi-
nation of sub-ranges of all variables, which is again a combinational problem. There-
fore they can be difficult to implement in cases when very limited number of samples 
are available for each sub-region or the system has large number of candidate vari-
ables. Other researches used statistical procedures to guide the selection procedures 
[1], such as hypothesis tests, information criteria and cross validation, etc, however 
the combinational problem and the computational complexity were not addressed. 

In [5], modeling is regarded as an alternative function approximation approach 
therefore functional approximation of a complex system using other base functions 
can achieve equivalent performance, e.g. Volterra series or simply the power series, 
given that certain condition is met [8]. One of the differences between functional 
approximation using power series or Volterra series and using neural networks are 
that a neural model is ‘nonlinear-in-the-parameter’ in general and a polynomial re-
gression model using Volterra series or power series is linear-in-the-parameter. There-
fore if a polynomial regression model is viewed as an equivalent counterpart of the 
neural model, then the variable selection problem can be transformed into a model 
selection problem, and standard algorithms to solve the least square problem, such as 
orthogonal least squares algorithm [2] or the fast non-orthogonal least square method 
[6], can be used. In this paper a fast input selection algorithm is proposed and the 
computational complexity of the proposed algorithms is given. This algorithm is used 
to select inputs in modeling a continuous stirring tank reactor (CSTR) using neural 
networks to confirm the effectiveness.  

This paper is organized as follows. Section 2 gives the problem formulation and 
section 3 gives the fast new neural input selection method. The complexity analysis of 
the proposed algorithm is also compared with the previously proposed method [5] in 
section 3. Section 4 presents the application study. Section 5 is the conclusion. 

2   Problem Formulation 

Consider a MISO nonlinear dynamic system of the following form, 

)(),,,,()( 1
1

1 tuuyfty tmdt
m

dtt εε += −−−  (1) 

where t is the time index, y(t), u1(t),…,um(t) and )(tε are the system output, system 
inputs and white noise series respectively, )(•f is some unknown non-linear function, 
di’s are time delays, T1 )](),...,1([ y

t ntytyy −−=− , T1 )](),...,1([ εεεε nttt −−=− , and 
T)](),...,1([u uiiiii

idt
i ndtudtu −−−−=− for mi ,1, = , where yn , uin  and εn  

are the maximal time lags for output variable, system input variables and the  white 
noise series, respectively. 

A neural network such as multi-layer percetron (MLP) with one hidden layer or ra-
dial basis function neural network can be used to approximate the above system in the 
following form [3][4], 

piy i
ininn ,...,2,1,

1
 ,

1
)( =•=•=

u
Wh

h
ψ  

(2) 
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where ],,[ 1
T

phhh =  are outputs of hidden nodes, ],,[ 1
T

puuu =  are inputs to 
the neural network, 1T +ℜ∈ p and 1T)( )( +ℜ∈ pi

inW , 1,,1 += pi , are weights/bias 
for output node and hidden nodes, ψ  is the activation function for hidden nodes.  

The input selection problem for neural network model in (2) is expressed as to se-
lect an appropriate subset of system variables with appropriate delays from 1−ty  and 

idt
i

−u  in (1). However, (2) is nonlinear-in-the-parameter, and each variable selection 
requires to train the parameters in (2) once, which is computationally expensive.  

Now if (1) is approximated by a polynomial regression model, then the variable 
selection can be converted into a model selection problem, which is to solve a least 
square problem of the following model, 

)()()(
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=
 

(3) 
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yyiy nnn ≤≤≤≤  1 0 , ukuki nnn ≤≤≤≤  1uk 0 , and in term )(tiϕ , if 0=yin , then 

)(tiϕ does not include )(•y ; if 0=ukin , then )(tiϕ  does not include )(•ku . Obvi-

ously, )(tiϕ may have many forms, and in this paper we only use the following types 

for )(tiϕ , 

( ) ==−
===−=
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uioi
j

i
i

nknjkty
nknjmiktu
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,...,1  ;,...,1  ,)(

,...,1  ,,...,1,,...,1  ,))((
)(ϕ  (4) 

 
where oin is the maximal order of power for iu , oyn is the maximal power order for 
y ,  and the multiplication terms of two or more variables are not considered in this 

paper for simplicity.   
The number of possible terms in form of (4) for a saturated model is 

yoy
m
i uioi nnnn +=1 . The variable selection proposed in this paper is to select most sig-

nificant terms from the term pool and then identify the neural inputs from the selected 
significant terms. 

3   The Input Selection Algorithm 

Before introducing the new proposed selection algorithm, the non-orthogonal forward 
regression model selection algorithm [5] is discussed. Consider the nonlinear poly-
nomial model (3) that is used to represent a non-linear dynamic system with terms 
defined in (4). Now if N samples are used for parameter estimation, (3) becomes: 

ΞΦΘ +=Y  (5) 

where )](,),1([T Nyy=Y , ],..,,[ 10 pϕϕϕ=Φ , T)](..., ),1([ Niii ϕϕϕ = , pi ,1,,0= , 

)](,),1([ NT εε=Ξ . 
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The loss function is defined as:  
ΞΞΘ TE =)(  (6) 

Paper [6] suggests that if all vectors in the information matrix in (4) are pre-
processed such that. piii ,1,  ,1T ==ϕϕ , and 1T =YY , then the cost function can be 

computed in interactively as each new term is added into the system model  
sequentially:  
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 (7) 

 
where kE  is the cost function for the first k terms, kk EE −+1  is the net contribution to 
the cost function when a new term 1+kϕ  is added into the model. 

))/(()( )(
1

T)(
1

2)(
1

T
1

k
k

k
k

k
kk ++++ =Ε ϕϕϕδ Y  is the difference of the cost function when a new 

term 1k+ϕ  is added. The geometric interpretation of 1+Εkδ  is that it is the ratio of the 
squared projection of the transformed observation vector )(

1
k

k +ϕ  on the output vector Y 
over the length of )(

1
k

k +ϕ . 1+Εkδ  is acquired explicitly by (7) without solving the least 
square problem and no matrix decomposition is used. This algorithm is therefore 
computationally efficient. In the following, the algorithm proposed above can be 
further simplified.  

3.1   The New Fast Algorithm 

Firstly, define a matrix series kk
k

×ℜ∈M , pk ,,1= , which takes the form of  

kkkM T≡  (8) 

where pkkN
k ,,1  , =ℜ∈ ×  contains the first k columns of the full regression 

matrix  Φ in (5). It follows that  

pk
E kkk

kkk ,,1    ,
ˆ

 ˆ

TTT
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=
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= −

yyy

yM

ΦΘ
 

(9) 

where pkk
k ,,1    ,ˆ =ℜ∈  is the estimate of the first k parameters in  in (5), and 

kE  is the cost function when the first k columns in Φ  are selected.  
Before introducing the new fast algorithm, two propositions are introduced.    

Proposition 1. Define anther matrix series NN
k

×ℜ∈R  as follows  

=
≤<−

≡
−

0,

0,
  

T1

k

pkkkk
k

I

M
R  

(10) 

where k , pk ,,1= , is of full column rank. Then following holds true 
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Proposition 2. Suppose pii ,,1, =ϕ  in Φ are mutually linear independent, then the 

matrices pkNN
k ,,1  , =ℜ∈ ×R  defined in (10) have the following properties:  

(1)                                    kkkk RRRR == 2T )(  ,  (12) 

(2)                                     kkjjk RRRRR ==  for all jk ≥  (13) 

(3)                                    0=ikϕR , { }ki ,,1∈∀  (14) 

Having established these two propositions, the new fast forward model selection 
algorithm can now be derived.  

According to (9) and the definition of kR  in (9), it is obvious that 

yRyyyy  ˆ TTTT
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Then according to (11), it follows that  
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Furthermore, define  

pkik
k

i ,1,i ,   ,   )( =≡ ϕϕ R  (17) 

and noting proposition 2, then (17) becomes 
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Equation (18) computes the net contribution of term 1+kϕ  to the cost function when 

it is included in the model. To further simplify the computational complexity, define 
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Using proposition 2 for kR  and the definition of )(k
iϕ , then produce the following  
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This derivation continue until 

nkink
a

aa
a

k

j jj

ijkj
ikik ,,,,,1,

1

1 ,

,,T
, ==−=

−

=
ϕϕ  (21) 

 
 



1050 K. Li and J.X. Peng 

 

Similarly, 
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Finally, the net contribution of 1+kϕ  to the cost function is explicitly and more effi-

ciently computed as follows 
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3.2   Input Selection for Neural Modeling 

Step 1. Build a saturated regression model with all possible terms being included, and 
denote saT  as the terms pool for the saturated full model, fiT  as the terms pool that 

consists of all selected terms. 

Step 2. Forward model selection, which selects the best terms 1+kϕ from saT  into fiT , 

satisfying the following criterion:  
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(26) 

Step 3. Check phase. Check whether )( 1+Εkindex δ , which is some selection criterion 

based on the error information, such as AIC, FPE, etc., satisfies the desired target. In 
this paper final prediction error (FPE) is used, which is defined as 

)/1( NkEFPE k λ+= , where Ek is the cost function, k is the model complexity, N is 

the number of training samples, λ  is a constant. If the criterion is satisfied, go to step 
5, otherwise continue.  

Step 4. Update. Add 1+kϕ into term pool fiT and delete 1+kϕ from saT , go to step 2. 

Step 5. Group all terms in fiT from which identify all system variables and their corre-

sponding time delays. All system variables with their time delays appearing in the 
term pool fiT will be used as the neural network inputs. 
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3.3   Computational Complexity Analysis 

The basic arithmetic operations involved in algorithm implementation are addi-
tion/subtraction, and multiplication/division. For the first algorithm given in (7), the 
total number of addition/subtraction operations for select k terms out of p terms with 
N training samples in model identification is  

22)2(2 kkpkpkNC +−−=+  (27) 

and the total number of multiplication-division operations is 

2/)13(3)2(2 −−+−=× nnkpkpkNC  (28) 

The total computational complexity for algorithm given in (7) is then given by: 

2/)1()2(41 −−+−=+= ×+ kkkpkpkNCCC  (29) 

Similarly for the proposed algorithm (25) is given by: 

2
3

)2)(5(2
6)4(]2)1)(2[(2 −−+−−++++−= kkk

pkkpNpkkpC  (30) 

According to (29) and (30), the new proposed algorithm is significantly more effi-
cient than the previously proposed algorithm. 

4   Application 

Fig. 3 shows a schematic representation of a chemical system common to many 
chemical processing plants, known as a Continuously Stirred Tank Reactor (CSTR). 
Within a CSTR two chemicals are mixed and react to produce a product compound at 
a concentration Ca(t), with the temperature of the mixture being  T(t). The differential 
equations representing the CSTR reaction are shown as follows. 

⋅
−−−=

)(
)exp())(()( o

tTR
EtCktCC

v
q

tC aaaoa  (31) 

))((
)(

 exp1)(

)(
exp)())(()(

co
3

2

1o

tTT
tq

ktqk

tTR
EtCktTT

v
q

tT

c
c

a

−⋅−−⋅⋅+

⋅
−⋅⋅+−⋅=

 (32) 

where Ca is product concentration, Cao is the inlet feed concentration, q the process 
flow-rate, To and Tco the inlet feed and coolant temperatures respectively. ko, E/R, v, 
k1, k2 and k3,  are thermodynamic and chemical constants relating to this particular 
problem. The physical plant was simulated using the nominal values given in Table 1. 
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Fig. 1. Schematic representation of CSTR 

Table 1. Nominal values for CSTR parameters 

Parameter Nominal Value 
Process flowrate q 100 l/min 
Reactor volume v 100 l 
Reaction rate constant k0

 7.8 × 1010 min-1 
Activation energy E/R 1 × 104 K 
Feed temperature T0 350 K 
Inlet coolant temperature Tco 350 K 
Heat of reaction ΔH −2 × 105 cal/mol 
Specific heats Cp, Cpc 1 cal/g/K 
Liquid densities ρ, ρc 1 × 103 g/l 
Heat transfer coefficient ha 7 × 105 cal/min/K 
Inlet feed concentration Cao  1.0 mol/l 

Generation of modeling data:  For a steady-state output concentration of Ca(t) = 
0.1 mol/l, equations (40), (41) yield values of T(t) = 438.54 K and qc(t) = 103.41l/min. 
The system was simulated with a sampling interval of 0.2 seconds, and subjected to 
input consisting of uniformly distributed random perturbations in the input qc(t) over 
the range [-10, 10] l/min from the operating point with a zero-order-hold of 2 seconds. 
A normally distributed random signal was added to the output to simulate measure-
ment noise. The statistics of the data as compared to their nominal values are shown 
in Table 2. 

Table 2. Statistics of CSTR data 

Data Nominal Mean Variance 
qc(t) (l/min) 103.41 103.42 28.84 
Ca(t) (mol/l) 0.1000  0.1052 0.00093 
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The candidate neural inputs are u=qc(t) and y=Ca(t) with maximal time delay of 
order 6, and the maximal degree of nonlinearity for each variable is 3. There are to-
tally 36 terms in the saturated model with 12 possible network inputs. 

A training data set of 1500 samples is used. The proposed algorithm is used to rank 
these 36 terms and Table 3 lists the first few significant terms. 

Based on Table 3, PFE starts to increase instead of decreasing when the 7th term 
3)1( −ty  is added into the model. Therefore the first 6 terms shows that the following 

6 variables will be used as the neural inputs to build an MLP model, )1( −ty , 
)2( −ty , )3( −ty , )4( −ty , )1( −tu  and )2( −tu , thus reducing another 6 possible 

neural inputs. 

Table 3. Significant terms in order 

Term ΔΕ  FPE 

)1( −ty  0.85061 0.14938 

)2( −ty  0.03600  0.11870 

3))1(( −tu  0.00538 0.11813 

3))3(( −ty  0.01128 0.11032 

)4( −ty  0.00558 0.10824 

3))2(( −tu  0.00443 0.10704 

3)1( −ty  0.00284 0.10747 

)5( −ty  0.00172 0.10912 

3))3(( −tu  0.00090 0.11173 

2)4( −ty  0.00162 0.11323 

Table 4. Comparison of two MLP models using different inputs 

Data Sets ANN1 ANN2 

Training set 0.01824 0.02077 
Validation  0.02655 0.02773 

Table 4 compares the performance of MLP model (ANN1) using the selected 6 
neural inputs and the MLP model (ANN2) using all 12 variables. These two neural 
networks trained over half of the data samples and validated over the unseen second 
half of data. The values in Table 4 are sum of squared errors over the training data 
and validation data sets. 

Table 4 shows that both networks can produce similar modeling performance with 
the second neural network consisting of only half of the inputs in the first network. 

5   Conclusion 

In this paper, input selection for neural modelling of nonlinear systems is converted to 
a model selection problem, and a fast algorithm has been proposed. The computa-
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tional complexity analysis shows that the proposed new method can achieve signifi-
cant reduction in computational load. The application case study shows that the pro-
posed method can produce a neural model of equivalent model performance with 
significantly reduced number of neural inputs. 
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Abstract. In this paper, we consider a class of time-delay artificial neural net-
works and obtain practical criteria to test asymptotic stability of the equilibrium 
of the time-delay artificial neural networks, with or without perturbations. 
These criteria require verification of the definiteness of a certain matrix, or veri-
fication of a certain inequality. Furthermore, we discuss the exponential stabil-
ity and estimate the exponential convergence rate for time-delay artificial neural 
networks. The applicability of our results is demonstrated by means of two spe-
cific examples. 

1   Introduction 

Time delay is commonly encountered in biological and artificial neural networks (see 
[1]- [6] and so on), and its existence is frequently a source of oscillation and instabil-
ity ( see [2], [7] ). Therefore, the stability of time-delay neural networks has long been 
a focused topic of theoretical as well as practical importance. This stability issue has 
also gained increasing attention for its essential role in signal and image processing, 
artificial intelligence, industrial automation, and so on. 

Over the years, one class of neural networks which has received a great deal of at-
tention ( see [8],[9]) is described by equations of the form: 

btxFStCxtx ++−= ))(()()(  (1) 

where x  is a real n -vector, b  is a real n -vector, C  is a real nn ×  diagonal ma-

trix, F  is a real nn ×  matrix (representing neuron interconnections), and )(xS   is a 

real n -vector  valued function. For the neural networks with time delays, they have 
received attention (see [10], [11]) are described by delay equations of the form: 

bhtxFStCxtx +−+−= ))(()()(  (2) 

                                                           
*  The research is supported by the National Natural Science Foundation of China under Grant 

69934030. 
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where )(,, ⋅SFC and b  are defined as in (1) and 0>h  denotes transportation delay. 

In (2) the delays associated with the various neurons are of the same size h . The ef-

fects of time delays on Hopfield neural networks described by (2) with F assumed to 
be symmetric have also been extensively investigated (see [12]). However, because of 
parameter inaccuracies and measurement errors introduced during the implementation 
process, it is in general not possible to realize artificial neural networks with intercon-
nections that are precisely symmetric. In such cases, the analysis of the local qualita-
tive properties of the network’s equilibria assumes great importance. 

In this paper, we do not assume that the interconnecting structure F in (1) or (2) is 
symmetric. We establish two types of sufficient conditions for the asymptotic stability 
of the equilibrium of the time-delay artificial neural networks (2), with or without 
perturbations. These criteria require verification of the definiteness of a certain ma-
trix, or verification of a certain inequality. Furthermore, we discuss the exponential 
stability and estimate the exponential convergence rate by the method modified 
Lyapunov function for time-delay artificial neural networks. Two examples are given 
to illustrate the application of the obtained results. 

2   Notations  

Let ),,( 1 n
T xxx =  denotes the transpose of x . Let )()( WmMλ  denote the maxi-

mum (minimum) eigenvalues of a matrix .W  Let )0( 0 <> WW  denote a symmet-

ric positive-(negative-) definite matrix .W For nRx ∈ , let x  denote the Euclidean 

vector norm, 2/1)( xxx T= , and for nnRA ×∈ , let A  denote the norm of A  induced 

by the Euclidean vector norm. Let 0>h , ]),,[[ nRhCx +∞−∈ , and 0>t . We use 

tx to represent a segment of )(θx on ],,[ tht −  with .)(sup θ
θ

xx
tht

t
≤≤−

=  

3   Main Results 

3.1   Stability Analysis of Time-Delay Neural Networks  

In the present section we consider a family of artificial neural networks with delays: 

bhtxFStCxtx +−+−= ))(()()(  (3) 

where nRx ⊂Ω∈ , },,{ 1 nccdiagC = with ,, nici ≤≤10>  nn
nnij RFF ×

× ∈= ][  , 

nT
n Rbbb ∈= ),,( 1

is a constant vector, and T
nxsxsxS )](,),([)( 111=   with 

)],(,[ 11−∈ 1 RCsi  where is is monotonically increasing, for  .,,1 ni = A special 

case of (3), when 0=h and F is symmetric, has been studied widely (see, e.g.,[8], 
[9]) and is called the Hopfield neural network. In this paper, we consider the asymp-

totic stability of the equilibrium ex  of (3). Without loss of generality, we can assume 
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that ,)(, 0=00= sxe
and 0=b . We have 0=0)(is  for  .,, ni 1= We assume that 

)( ii xs satisfies the sector conditions 

M
i

i

iim
i x

xs σσ ≤≤≤0
)(

 (4) 

.ni ≤≤1  The new form of the neural network is now give by 

))(()()( htxFStCxtx −+−=  (5) 

where FC and S are given in (3), with the sector condition (4) satisfied. The 
time-delay neural network (5) has been studied widely [see [10] and [11]]. In both 
[10] and [11], it is assumed that C is a diagonal matrix with identical positive ele-
ments, i.e., associated with each neural is the same capacitance and input resistance. 
The results in [10] rely on the linearization of (5) and yield local results. We now 
apply the method of the Lyapunov function to discuss the time-delay artificial neural 
networks (5). We have the following Theorem1: 

Theorem 1: System (5) is asymptotically stable for any arbitrarily bounded delay h , 

if there exists a positive matrix P , and a matrix ,0},,,{ 1 >Γ jndiag λλλ  

,,,1 nj = such that 

PFPFPCPCU TMMTM ΣΓΣ+Γ++−= −
Δ

1)(  (6) 

is negative definite, where },,,{ M
n

MM diag σσ1Σ � and M
iσ are defined by (4) 

for .,, ni 1=  

Proof: We can rewrite (5) as 

)())(()()( htxhtxFtCxtx −−Σ+−=  (7) 

where )}(,),({)( nn xxdiagx σσ 11=Σ , and 
i

ii
ii x

xs
x

)(
)( =σ , .,, ni 1=  

Then ],,[)( M
i

m
iii x σσσ ∈  for .,, ni 1=  Using the Lyapunov functional as the 

form 

−
Γ+=

t

ht

TT dxxtPxtxtxV
 

 
)()()()())(( θθθ  

we obtain along the solutions of (7) 

                             )())(())(()(          

)()()())((      

)())(()()())(()(            

)()()()()())((        

)()()()()()()()())((

1 tPxFhtxhtxFPtx

txtxtxCPPCtx

htxhtxPFtxtPxFhtxhtx

htxhtxtxtxtxPCPCtx

htxhtxtxtxtxPtxtPxtxtxV

TTTT

TTTT

TTTT

TTTT

TTTT

−ΣΓ−Σ+

Γ++−≤

−−Σ+−Σ−+

−Γ−−Γ++−

−Γ−−Γ++

−

 

 

(8) 
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Let PFtxtytyty T
n

T )())(,),(()( 1 == , then the last term of (8) assumes the 

form 

)()(                             

)()(                             

))(()()()(

1

1

212

1

2121

tPxFPFtx

ty

htxtytyty

TMMT

n

i

M
iii

n

i
iiii

TT

ΣΓΣ=

≤

−=ΣΣΓ

−

=

−

=

−−

σλ

σλ

 

 

(9) 

Then, 

).()(          

)(])()[())(( 1

txUtx

txPFPFPCPCtxtxV
MT

TMMTT

=
ΣΓΣ+Γ++−≤ −

 

Therefore, system (5) is asymptotically stable if MU  is negative definite.  

Corollary 1: The equilibrium 0=x  of  (5) is asymptotically stable if 

M
FP

σ
1

0 <  
(10) 

where },,{
ncc

diagP
11=

1
0 , and }.:max{ niM

i
M ≤≤1= σσ  

Proof: Suppose that there exists },,{
ncc

diagP
11=

1
0 , :max{ M

i
M σσ =  

}1 ni ≤≤  such that (10) hold. From condition (4), it is easy to see that MU  is nega-

tive definite. By Theorem 1, we obtain that the equilibrium 0=x  of  (5) is asymp-
totically stable. 

Remark 1: If ,nRΩ  then the conditions of Theorem 1 or Corollary 1 imply that 

0=x  is the only equilibrium of neural network (5), and this equilibrium is asymp-
totically stable in the large. 

In [9], the neural network 

bxFSxx ++−= )(  (11) 

is considered, where T
nnnnnij xsxsxSbbbFF ))(),(()(),,,(,][ 111 === ×  and 

,,,,)(' nixs ii 1=1≤<0  where ).()('
i

i

i
ii x

dx

ds
xs =  It is shown in [9] that the 

equilibrium 0=x  of  (11) is asymptotically stable if .1F This condition can eas-

ily be obtained by applying Corollary 1 (letting ��IP0  the identity matrix, and 
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1Mσ ). Furthermore Corollary 1 shows that the condition 1F  is so strong that 

it guarantees not only the asymptotic stability of the equilibrium 0=x  of the nonde-
layed neural network (11), but also the asymptotic stability of the equilibrium 0=x  
of system (11) with an additional arbitrarily bounded delay, given by 

bhtxTStxtx +−+−= ))(()()( . 

3.2   Robust Stability Analysis of Time-Delay Neural Networks 

In this section we consider a perturbation model of (5) given by the equation: 

))(()()()()( htxSFFtxCCtx −Δ++Δ+−=  (12) 

where },,{ nccdiagC 1=  with },,{,,,1,0 1 ni ccdiagCnic ΔΔ=Δ=>  , 

nnRFF ×∈Δ,  and T
nn xsxsxS )](,),([)( 11= , with M

i
i

iim
i x

xs σσ ≤≤≤0
)(

 

for ni ,,1= . 

Theorem 2: The equilibrium 0=x  of neural network (12) is asymptotically stable 
for any arbitrarily bounded delay if 

12)()(2 0
222

0
22

00 <Δ⋅+Δ⋅++Δ⋅ MMM FFPFPFPCP σσσ  (13) 

where },,{
ncc

diagP
11=

1
0

, and }.:max{ niM
i

M ≤≤1= σσ  

Remark 2: Theorem 2 is a consequence of Theorem 1. We omit the details of the 
proof. 

3.3   Exponential Stability Analysis of Time-Delay Neural Networks  

We first transform system (5) into the following form: 

],0,[           ),()(

)),(()()(

htttx

htxFStCxtx

−∈=
−+−=

φ
 

(14) 

where T
nxxxx ],,[ 21= is the state vector of the transformed system, FC and 

S are given in (3), with the sector condition (4) satisfied, h  is a positive number for 
delay time and )(tφ is an initial value. Before stating the results, we first need the 

following definitions and lemmas. 

Definition 1. If there exist 0>k and 0)( >kγ such that 

,0              ,)(sup)()(
0

>∀≤
≤≤−

− txektx
h

kt θγ
θ

 (15) 



1060 R.-L. Wang and Y.-Q. Liu 

 

Then system (14) is said to be exponentially stable, where k  is called the degree of 
exponential stability. 

Lemma 1. (Sanchez et al., 1999) Given any real matrices 321 ,, ΣΣΣ  of appropriate 

dimensions and a scalar 0>ε  such that .0 33
TΣ=Σ<  Then, the  inequality holds: 

.2
1

32
1

1311221 ΣΣΣ+ΣΣΣ≤ΣΣ+ΣΣ −− TTTT εε  (16) 

Proof: Factorizing )()( 2/1
3

2/1
33 ΣΣ=Σ T  and defining the matrix  

),( 2
1

3
2/1

1
2/12/1

3 ΣΣ−ΣΣ=Σ −−
Δ

εε  we have 

0        

        

)()(

2
1

32
1

2112131

2
1

3
2/1

1
2/1

3
1

32
2/1

1
2/1

≥
ΣΣΣ+ΣΣ−ΣΣ−ΣΣΣ=

ΣΣ−ΣΣΣΣ−Σ=ΣΣ
−−

−−−−

TTTT

TTT

εε
εεεε

 

 

(17) 

By simple rearrangement of terms in Equation (17), we immediately obtain Equation (16). 

Lemma 2. (Schur complement) (Boyd et al., 1994) The following matrix inequality : 

,0
)(     )(

)(       )(
>

xRxS

xSxQ
T

 
(18) 

where ,)()(,)()( TT xRxRxQxQ ==  and  )(xS depend affinely on x , is equivalent to 

.0)()()()(      ,0)( 1 >−> − TxSxRxSxQxR  (19) 

Theorem 3: suppose that there exists a positive matrix P , a matrix 
,0},,,{ 1 >Γ jndiag λλλ  ,,,1 nj =  and a scalar ,0>k  such that 

PFPFkPPCPC TMMTM ΣΓΣ+Γ+−+−=Θ −
Δ

1)2(  (20) 

is negative definite, where },,,{ M
n

MM diag σσ1Σ � and M
iσ are defined by (4) 

for .,, ni 1= Then system (14) is exponentially stable. Moreover 

kt

m

kh

MM

e
P

k

e
P

tx −

−−Γ+
≤ φ

λ

λλ

)(
2

1
)()(

)(

2

 
(21) 

Proof: We can rewrite (14) as 

],0,[           ),()(

),())(()()(

htttx

htxhtxFtCxtx

−∈=
−−Σ+−=

φ
 (22) 

where )}(,),({)( nn xxdiagx σσ 11=Σ , and 
i

ii
ii x

xs
x

)(
)( =σ , .,, ni 1=  
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Then ],,[)( M
i

m
iii x σσσ ∈  for .,, ni 1=  In order to study the exponentially sta-

bility of system (14), the Lyapunov function used in Theorem 1 is modified as follows: 

−
Γ+=

t

ht

TkTkt dxxetPxtxetxV
 

 

22 )()()()())(( θθθθ  (23) 

The time derivative of the Lyapunov function along the trajectories of system (22) is  

                                                       )()(                   

)()()]())(()(                 

)())(()()()2)(([              

)()(                 

)()()()()()()()(2))((

)(2

2

2

)(2

2222

htxhtxe

txtxehtxhtxPFtx

tPxFhtxhtxtxPCPCkPtxe

htxhtxe

txtxetxPtxetPxtxetPxtxketxV

Thtk

TktT

TTTTTkt

Thtk

TktTktTktTkt

−Γ−−

Γ+−−Σ+

−Σ−+−−

−Γ−−

Γ+++

−

−

 

 

(24) 

Let )())((),( 21 tPxFhtxhtx TT −Σ=Σ−=Σ . Then, by Lemma 1, we obtain the 

following inequality: 

)())(())(()(

)()(      

)())(()()())(()(

1 tPxFhtxhtxPFtx

htxhtx

htxhtxPFtxtPxFhtxhtx

TTT

T

TTTT

−ΣΓ−Σ≤

−Γ−−
−−Σ+−Σ−

−

 

 

(25) 

Substituting Eqs.(25) into Eqs.(24) gives 

)())(())(()(                    

)]()()()()2)(([                

 )()(                   

)())(())(()(                   

)()()]()2)(([))((

12

2

2

12

22

tPxFhtxhtxPFtxe

txtxtxtxPCPCkPtxe

htxhtxe

tPxFhtxhtxPFtxe

txtxetxPCPCkPtxetxV

TTTkt

TTTkt

Tkh

TTTkt

TktTTkt

−ΣΓ−Σ+

Γ+−−≤

−Γ−−
−ΣΓ−Σ+

Γ+−−≤

−

−

−

 

 

(26) 

Let PFtxtytyty T
n

T )())(,),(()( 1 == , then the last term of (26) assumes the 

form 

)()(                             

)()(                             

))(()()()(
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1

2121

tPxFPFtx
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htxtytyty
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i
iiii
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≤
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−
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−
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−−
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Then, 

)()(                

)()(                    

)]()()()()2)(([))((

2

12

2

txtxe

tPxFPFtxe

txtxtxtxPCPCkPtxetxV

MTkt

TMMTkt

TTTkt

Θ=
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Γ+−−≤

−  
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where  PFPFkPPCPC TMMTM ΣΓΣ+Γ+−+−=Θ −1)2( . Since 0<ΘM , we 

have 0))(( <txV . Therefore, we obtain ))0(())(( xVtxV ≤ . However 

2
2

0 222

0 2

]
2

1
)()([              

)()(             

)()()0()0())0((

φλλ

θφλφλ

θθθ

θ

θ

k

e
P

deP

dxxePxxxV

kh

MM

h

k
MM

h

TkT

−

−

−

−Γ+=

Γ+≤

Γ+=

 

and 
22 )()())(( txPetxV m

ktλ≥ .Therefore kt

m

kh

MM

e
P

k

e
P

tx −

−−Γ+
≤ φ

λ

λλ

)(
2

1
)()(

)(

2

. 

The proof of Theorem 3 is thus completed. 

4   Examples 

To demonstrate the applicability of some of the proceeding results, we now consider 
specific example. 

Example 1: Consider a class of neural work represented by 

))(()()( htxFStCxtx −+−=  (27) 

where 10∈ Rx  

}.,.,.,.,.,.,.,.,.,.{ 62389255174195149163638153= diagC  (28) 

T
nn xsxsxS ))(,),(()( 11=  with )(tan)( iii xxs 1−2=

π
 (29) 

for ni ,,1= , and 
2
0T

T , where  

−−
−−−

−−
−−−

−−−
−−−−

−
−−

−−
−

=

2.5    0.5      0.5       0.5    0.5        0.5        0.5      0.5    0.5       0.5  

0.5   3.35    0.5       0.5      0.5     0.5       0.5        0.5    5.0      5.0

0.5     0.5    2.9       0.5        0.5      0.5      0.5       0.5   0.5        0.5 

0.5    0.5     0.5    2.35     0.5         5.0      5.0      5.0    5.0    5.0 

0.5    0.5      0.5      0.5    2.45    0.5      0.5       0.5      0.5      5.0 

  0.5    0.5     0.5        0.5      0.5      2.65   0.5     0.5     0.5    0.5

0.5    0.5    0.5        0.5        0.5       0.5      0.2      0.5      0.5      0.5 

0.5   0.5       0.5       0.5        0.5    0.5      0.5      0.8      0.5      0.5 

0.5     0.5      0.5       0.5        0.5       0.5     0.5    0.5     3.6    0.5 

0.5      0.5      0.5       0.5      0.5      0.5      0.5      0.5      0.5     1.0 

0F
 

 

 

 

(30) 

This system satisfies the condition 
M
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1
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.
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. In view of Corol-

lary 1 , the equilibrium 0=x  of system (27) and it is asymptotically stable for any 
arbitrarily bounded delay .h  

Example 2: We consider the robustness problem of neural networks  represented by 
the equation 

))(()()()()( htxSFFtxCCtx −Δ++Δ+−=  (31) 

where C  and S  are given by (28) and (29), 0FF =  is given by (30), and 

050≤= .)(thh . We assume that it is known that 10≤Δ .C  and 1.0≤ΔF . Us-

ing Theorem 2, we obtain that the equilibrium 0=x  of system (31) is asymptotically 
stable. 

5   Conclusions  

In this paper, we have established the sufficient criteria of symptotic stability for the 
time-delay artificial neural networks. These criteria require verification of the defi-
niteness of a certain matrix, or verification of a certain inequality. It is obvious that 
these criteria are easy test and convenient for the application in the practice. Further-
more, we discuss the exponential stability and estimate the exponential convergence 
rate by the method modified Lyapunov function for time-delay artificial neural net-
works. Two examples are given to illustrate the application of the obtained results. 

References 

1. Zeng, Z.G., Huang, D.S., Wang, Z.F.: Attractability and location of equilibrium point of 
cellular neural networks with time-varying delays. International Journal of Neural Systems 
5 (2004), 337-345 

2. Baldi, P., Atiya, A. F.: How delays affect neural dynamics and learning. IEEE Trans. on 
Neural Networks 5 (1994), 612-621 

3. Zeng, Z.G., Huang, D.S., Wang, Z.F.: Pattern recognition based on stability of discrete-
time cellular neural networks. Lecture Notes in Computer Science, Vol 3173 (2004), 1008- 
1014 

4. Pang, S.L., Wang,Y., Bai, Y.: Credit scoring model based on neural network.. The Interna-
tional Conference on Machine Learning and Cybernetics, Beijing, China, 4(2002), 1742-
1746 

5. Zeng, Z.G., Huang, D.S., Wang, Z.F.: Stability analysis of discrete-time cellular neural 
networks. Lecture Notes in Computer Science, Vol 3173 (2004), 114-119 

6. Zeng, Z.G., Huang, D.S., Wang, Z.F.: Practical stability criteria for cellular neural Net-
works described by a template. WCICA’04 (2004), 160-162 

7. Liao, X. F., Wong, K. W., Yu, J. B.: Novel stability conditions for cellular neural networks 
with time delay. International Journal of Bifurcation and Chaosism, 4 (2001), 1853-1864 



1064 R.-L. Wang and Y.-Q. Liu 

 

8. Matsuoka, K.: Stability conditions for nonlinear continuous neural networks with asym-
metric connection weights. Neural networks 5 (1992), 495-500 

9. Kelly D. G.: Stability in contractive nonlinear neural networks. IEEE Trans. Biomed.Eng. 
37 (1990), 231-242 

10. Marcus, C. M., Westervelt, R. M.: Stability of analog neural networks with delay. Physical 
Rev. A 39 (1989), 347-359 

11. Burton, T. A.: Averaged neural networks. Neural networks 6 (1993), 677-680 
12. Civalleri, P.P., Gilli, M., Pandolfi, L.: On stability of cellular neural networks with delay. 

IEEE Trans. Circuits Syst. I, Vol. 40 (1993), 157-165 
13. Sanchez, E.N., Perez, J.P.: Input-to-state stability (ISS) analysis for dynamic NN. IEEE 

Trans. on Circuits Systems--I 46 (1999), 1395-1398 
14. Boyd, S., Ghaoui, L.EI, Feron, E., Balakrishnan, V.: Linear matrix inequalities in system 

and control theory. Philadephia:SIAM.(1994) 



The Dynamic Cache Algorithm of Proxy for
Streaming Media

Zhiwen Xu, Xiaoxin Guo, Zhengxuan Wang, and Yunjie Pang

Faculty of Computer Science and Technology, Jilin University,
Changchun City, 130012, Jilin Province, China

xuzhiwen@public.cc.jl.cn

Abstract. The transmission streaming media becomes a challenging
study problem for the Web application. The proxy cache for stream-
ing media is an efficient method to solve this problem. In proxy cache,
prefix cache is to cache the initial part of the streaming media in the
proxy cache, so that there is no startup delay for the inquest of the
clients. Segmentation based cache is to cache the length of streaming
media, according to the inquest frequency of the clients so as to save
the web resources; The proxy cache and the segmentation based cache
are both pre-drawing cache methods. In this paper, we proposed the al-
gorithm of high efficient dynamic cache method, based on prefix cache
and segmentation based cache strategy. The algorithm carries out real
time dynamic cache in the proxy cache and makes the dynamic cache
with batch and patching algorithm, transmitted and proxy cached by
the server, deal with the requests of more than one clients within a rela-
tively short period of time. Therefore, the web resources used by patching
channel and regular channel and release the network burden of the server.
Event-driven simulation, introduced to evaluate this algorithm, is very
efficient.

1 Introduction

At present, web proxy cache has broad application, since the proxy cache tech-
nology for caching text and image objects does not apply to streaming media.
The reasons are follows: First of all, video files require large memory volume. A
single file may demands 10 M to 10 G memory volume, which is determined by
the quality and length of the video. Most content cached should be stored in the
hard disc, and hard disc for proxy cache and memory cache must be organized
with great care. Secondly, the fact that real-time media transmission requires
obviously large disc volume, bandwidth of network and support within a long
period of time, which demands that effective cache algorithm should be used in
proxy cache so as to avoid using too much disc volume for caching new content.
The characteristic of the streaming media determines that streaming media is
its caching objects instead of web objects. The research of cache technology for
streaming media is a challenging subject.

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 1065–1074, 2005.
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2 Related Work

2.1 Prefix Cache

In order to solve the problem of startup delay and realize smooth data transmis-
sion, Sen.S and other experts propose the method of prefix Cache[1, 2]. When
transmitting the media, they divide the media into two parts. The smaller pre-
ceding part is called prefix cache. When the users make an application, what we
store in the prefix media will be played first. Meanwhile, the part stored in suffix
cache is transmitted from the content server to the proxy cache. When media
stored in prefix cache is over, the part stored in the suffix media starts to play.
In this way, the problem of startup delay is solved effectively. The literatures[3,
4, 5]give a introduction to the research in such areas as the management and
organization of proxy cache based on prefix cache, the connecting schemes of the
server, the schedule of batch and patch in the proxy cache.

2.2 The Segmented Cache of Streaming Media

From the point of view of proxy cache, the initial portion of a media stream
in the proxy cache is more important than the latter portion. According to the
great importance of the initial part of most media objects and the investigation
that most media objects should be cached partially, Wu Kun-Lung [6] and his
team to develop a segmented approach to high-speed cache media objects. Blocks
of a media object received by the proxy server are grouped into variable-sized,
distance-sensitive segments. In fact, the segmented size increases exponentially
from the beginning segment. For simplicity, the video i is 2i-1 blocks and contains
media blocks 2i−1, 2i−1 +1, · · · , 2i − 1.(i∈(1,2,· · ·,M)).The literatures[7, 8, 9]give
a introduction to the research in such areas as the dynamic management and
organization of proxy cache based on segmented cache.

3 The Dynamic Cache Algorithm of Proxy Cache

The segmentation-based and prefix cache are both pre-fetching cache methods.
This paper puts forward a high efficient dynamic cache algorithm, which carries
out real time dynamic cache in the proxy cache and makes the dynamic cache
transmitted and proxy cached by the server, deal with the requests of more than
one clients within a relatively short period of time. Therefore, the web resources
used by patching channel and regular channel and release the network burden
of the server.

3.1 Usage Scheme of Dynamic Cache Algorithm

In the proxy cache of streaming media based on segmentation, the size of the
media cached varies with the changes of the requested frequency of a certain
media. In general, only a part of the media object is saved in the proxy cache,
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whereas the other part is not saved. When a user requests the latter media
object, the part not saved should be released from the content server to proxy
cache and then can be transmitted to the client. When the media has request
by more than one client at the same time, it should be transmitted from the
content server to the proxy cache for several times. We put forward a dynamic
efficient organizing algorithm of cache, utilizing the characteristic of proxy cache
for segmented streaming media. Within the certain duration of time, if two or
more users request the same video material, we may cache a segmentation of
this video dynamically to meet those users’ requirements. It is unnecessary for
the proxy cache to apply for the video material frequently. Once is enough to
satisfy all the users. The length of this duration of time should be shorter than
that of the video material and the permitted over cache threshold.

Fig. 1. The process of dynamic cache

Fig.1 shows the dynamic cache algorithm deal with the process of stream-
ing media for proxy cache. Vi, Ui represent the time length of prefix cache and
segmented cache. Thus in proxy cache, the time length of the streaming media
cached is Vi +Ui. At time t0, client A first request the streaming media, and the
server of this media starts to transmit it through regular channel at time Vi +Ui.
The length of the streaming media transmitted is the value that we get after
subtracting the length in the proxy cache from the length applied by client A.
clients requests put forward within time interval Vi +Ui, after time t0, can all be
processed by using patching algorithm and multicast, which is not a method of
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dynamic cache. There are two conditions as to the disposal process of dynamic
cache algorithm.

Case 1: the time intervals between t0, t01, t02, t03, t04 are equal. Client B put
forward his request within time interval between t01 and t02, client C between
t02 and t03, Client D between t03 and t04; when not using dynamic cache, the
request of client B is processed by server at t02 through patching channel (dashed
in Fig.1 indicate this process); the request of client C is processed by server at
t03 through patching channel; the request of client D is processed by server at
t04 through patching channel. The requests of client B, C, D need to occupy
the server of the patching channel and network resources. In the dynamic cache
algorithm, cache lasts from t01 to t04 ,then the time length of dynamic cache is
t04−t01, occupying cache space (t04 − t01)

2,saving the resources patching channel
occupies at t02, t03, t04.

Case 2: the time intervals between t1, t11, t12, t13 are the same. Client E put
forward his request at t1; Client F request between t11 and t12; client H between
t12 and t13. When not using dynamic cache, the request of client E is processed
through patching channel at t11 (the real line of Fig.1 indicate this process);
the request of client F is processed through patching channel at t12 (the real
line of Fig.1 indicate this process); the request of client H is processed through
patch channel at t13. The requests of clients E, F, H need to occupy the server
of patching channels and net work resources. In dynamic cache algorithm, cache
lasts from t11 to t13, then the time’s length of dynamic cache is (t13 − t11)(t13 −
t01),saving the resources that patching channels occupies at t11, t12. The patching
channel at time t11, t12, t13 adopt dynamic cache, whose length is t13 − t11 and
the longest patching channel to process it The disposal process is like the part
of patching channel, indicated by the real line in the Fig.1. At t11, the whole
patching channel is in transmission. At t12, only the part, not transmittedthe
part shown by real lineat t11 is processed. At t13, only the part, not transmitted
at t12 is processed, so that the patching channels at t11, t12, t13 are combined
into the longest channel and realize dynamic cache.

3.2 The Analysis of The Dynamic Cache Algorithm of Proxy Cache

For simplicity, we ignore the transmission delay of network. In order to give
our scheme a qualitative analysis, we first make the following summary. The
streaming media is a video, whose length is Li and with the request rate λm.
The length of the prefix cache in the proxy is Vi, while the length of segmentation-
based cache in the proxy is Ui, so the total cache length cached in the proxy is
Vi +Ui. Supposing the request rate of media object m is represented by a Poison
process with the parameter λm, namely P = e−λm(Ui+Vi) is a vacant request rate,
with a duration Vi + Ui.Supposing that xij−1 represents the requests, arrived
within the (j-1)th batch interval.Supposing xi0, xi1, · · · , xiN is an independent
random variable sequence with popularized probability distribution. Whether
the proxy need to obtain patching data at ti through extra patching channel
depends on the value of xi0, xi1, · · · , xiN and xi. If xi0 = xi1 = · · · = xiN = 0
or xi0 = xi1 = · · · = xiN �= 0, then the proxy does not need to apply to the
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server for any patching data. If the proxy applies to the server for the patching
data, whose size is η at the start window, it is obvious that η is probably any
value among 0,(Vi +Ui),2(Vi +Ui),· · ·,(N-1)(Vi +Ui). Similarly, we may use Pi to
represent the probability of η = k(Vi+Ui), namely, Pk(η = k(Vi+Ui)) = Pk, k =
0, 1, 2, · · · , N−1. According to Poison distribution, we may make the conclusion:
P0 = 1, P1 = e−λm(Ui+Vi), P2 = e−2λm(Ui+Vi), · · · , PN−1 = e−(N−1)λm(Ui+Vi).

According to these assumptions, we can get the request patching channel
number μ of N-1.

μ =
N−1∑
k=1

Pk (1)

The patching channel resources saved is R.

R = (Ui + Vi)
N−1∑
k=1

kPk (2)

We process the patching channels through dynamic cache of proxy. Under
case 1 of dynamic cache algorithm, there is no need to process the patching; un-
der case 2, the transmission of patching channel is needed and the transmission
length equals the longest patching channel and all the other patching procession
is substituted by dynamic cache. Then we will analyze the performance of dy-
namic cache algorithm from the point of view of value needed by the system to
transmit streaming media. Li is the length of streaming media. Cs and Cp rep-
resent respectively the value modulus transmitted from the server to the proxy
cache and from the proxy cache to the client. Vi is the length of prefix cache. The
media segmentation [Vi, Li] needs to be made from the original server. Ci(Vi) is
the average value of video transmitted by using prefix cache.

Ci(Vi) = (Cs
Li − Vi

1 + λiVi
+ CpLi)λiBi (3)

Vi is prefix cache length, and Ui is segmented cache length. Media segmen-
tation [Vi + Ui, Li] needs to be drawn from the original sever and Ci(Vi, Ui) is
the average value of video transmitted by using segmented cache.

Ci(Vi, Ui) = (Cs
Li − Vi − Ui

1 + λi(Vi + Ui)
+ CpLi)λiBi (4)

When using dynamic cache, under case 1, the average request addition is 1+
μ, then the transmitted value Cid(Vi, Ui) is.

Cid(Vi, Ui) = (Cs
Li − Vi − Ui

1 + λi(Vi + Ui)
1

1 + μ
+ Cp(Li + μ(Vi + Ui)))λiBi (5)

When using dynamic cache, under case 2, the average request addition is
1+μ, W is the average length of patching channel, then the transmitted value
Cid(Vi, Ui) is.
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Cid(Vi, Ui) = (Cs
W

1 + λi(Vi + Ui)
1

1 + μ
+ Cp(Li + μ(Vi + Ui)))λiBi (6)

The former item represent the transmission value between content server
and proxy server, and the later item is the transmission value between proxy
server and the client. Our major objective is to reduce the resources of backbone
network, and that is the smaller the first item, the better. We considered if two
or more applicants apply for the same video within time Vi+Ui, we may save the
resource of the backbone network for μ times on average, and improve the byte
hit ratio of proxy cache, by making those latter applicants not take up network
resources of the backbone.

This strategy considers the significance of the initial part of a requested
media, and ensures higher efficiency of the proxy cache; however, because the
segmented strategy doesn’t consider adequately the effect imposed on it by the
same media stored in the proxy. We design the algorithm of dynamic cache with
the main intention to consider adequately the case when many clients apply
for the same media within the duration of time and on the basis of segmented
cache, dynamically cache the segmentation of the streaming media on demand
by multi-user so as to ensure that it is necessary for only the very first ap-
plicant to take out the part of media not cached in the proxy cache from the
server and cache this segmentation in the proxy cache. This length of time is re-
garded as the length of the media cached. We adopt FIFO replacement policy to
make this part of cached media meet the need of multi-user within the duration
of time. The efficiency of proxy cache will be influenced by the determination
of this time length. If we determine this time length by calculating users’ be-
havior, then the proxy cache allocates the cache length according to this time
length.

4 Performance Evaluation

4.1 Methodology

We utilize an event-driven simulator to stimulate the proxy cache service and
furthermore to evaluate the algorithm of the dynamic cache based on variable-
size.Let’s suppose that the media objects are videos and the size of these videos
are uniformly distributed between 0.5 B and 1.5 B blocks, where B represents
video size. The default value of B is 2,000. The playing time for a block is as-
sumed to be 1.8 seconds. In other words, the playing time for a video is between
30 minutes and 90 minutes. The size of cache is expressed on the basis of the
quantitative description of media blocks. The default cache size is 400,000 blocks.
The inter-arrival time distributes with the exponent λ. The default value of λ
is 60.0 seconds. The requested video titles are selected from a total of the dis-
tinct video titles. The popularity of each video title M accords to the Zipf-like
distribution. The Zipf-like distribution brings two parameters, x and M. the for-
mer has something to do with the degree of skew. The distribution is given by
pi = C/i1−x for each i∈ (1,· · ·,M), where C = 1/

∑M
i−1 1/i1−x is a normalized
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constant. Suppose x = 0 corresponds to a pure Zipf distribution, which is highly
skew. On the other hand, suppose x = 1 corresponds to a uniform distribution
with no skew. The default value for x is 0.2 and that for M is 2,000. The pop-
ularity of each video title changes with time. It is very likely that a group of
users may visit different video titles at different periods of time and the users’
interest may be different. In our simulations, the distribution of the popular-
ity changes every request R. The correlation between two Zipf-like distributions
is modeled by using a single parameter k which can be any integer value be-
tween 1 and M. First, the most popular video in the first Zipf-like distribution
finds its counterpart, the r1-th most popular video in Zipf-like distribution 1,
where r1 is chosen randomly between 1 and k. Then, the most popular video
in the second Zipf-like distribution finds its counterpart, the r2-th most pop-
ular video. r2 is chosen randomly between 1 and min (M, k+10), except r1.
The rest may be deduced by analog. When k represents the maximum position
in popularity, a video title may shift from one distribution to the next. k = 1
expresses perfect conformity, and k = M expresses the random case or uncon-
formity.

We compared the dynamic cache algorithm with the full video approach, the
variable-sized segmented approach, and the prefix schemes in terms of the impact
they imposed on byte hit ratio and startup delay from the following aspects: the
cache size, the skew of the video popularity, users’ viewing behavior and other
related system parameters.

4.2 Impact of Cache Size

We study the impacts imposed by the cache size on the byte hit ratio and startup
delay. For a fairly wide range of cache size, the dynamic cache method has the
highest byte hit ratio and the lowest fraction of requests with startup delay,
whose byte hit ratio is higher than the variable-sized segmented approach and
the prefix schemes with the same startup delay. Fig.2 shows the impact cache
size imposes on the byte hit ratio. Fig.3 presents the impact imposed by cache
size on the fraction of requests with startup delay. The full video approach and
the prefix have comparable byte hit ratio, with the full video approach having a
slight advantage over the prefix scheme. For a smaller cache size, the advantage
of byte hit ratio managed by the variable-sized segmented approach is quite
evident. The dynamic cache method proves to have the highest byte hit ratio.
Even though the full video and the prefix approaches perform almost equally in
byte hit ratio, they differ dramatically in the fraction of requests with startup
delay. The full video approach has a significantly higher fraction of requests with
startup delay (Fig.3). For example, for a cache size of 400,000 blocks, 0.615 of
the requests cannot start immediately using the full video approach. However,
only 0.162 of applicants encounter startup delay using dynamic cache, variable-
size segmentation and prefix approaches. Within the whole range of cache size,
the effect of the dynamic cache approach, variable-size segmented method and
the prefix strategy are basically the same.They all effectively solve the problem
of startup delay.
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Fig. 2. Impact of byte-hit ratio Fig. 3. Impact of startup delay

4.3 Impact of Video Popularity

Let us examine the impact that the video popularity imposes on the byte hit
ratio and startup delay. The dynamic cache method has the highest byte hit
ratio when the video popularity makes changes of wide scope. The dynamic
cache approach, the variable-sized segmentation and the prefix schemes all have
the same fewest request time with startup delay, which is superior to the whole
video. Fig.4 shows the impact of skew in video popularity on byte hit ratio,
while Fig.5 shows its impact on the startup delay. In addition to the parameter
of Zipf, x, we also studied the changes of the popularity distribution and the
impact of the maximum video shifting position k. The request R of the video
shift was set to be 200. Fig.6 shows the impact of the maximum shifting position
of a video. When the maximum shifting distance increases, the byte hit ratio of
the dynamic cache, the variable-sized segmentation and the prefix approaches
will fall, but only very slightly. The dynamic cache method is always better than
the variable-sized segmentation and the prefix approach, which is closely related
with the popularity distributions of the video titles and with the range of k,
which is from 5 to 40.

Fig. 4. Impact of byte-hit radio Fig. 5. impact of startup delay
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Fig. 6. Impact of popularity Fig. 7. impact of video length

Fig. 8. Impact of video objects Fig. 9. Impact of initial segmentation

4.4 Impact of Other System Parameters

Fig.7 shows the impact of video length imposes on the byte hit ratio. In general,
as the size of the media file increases, the byte hit ratio will fall, this is true for
all the four approaches. When the size of a media file is very large, the dynamic
cache algorithm can ensure higher byte hit ratio than the segmentation and other
two approaches. As to a video with the length of 3000 blocks, the byte hit ratios
of dynamic cache strategy and variable-sized segmented strategy are respectively
0.331 and 0.284. If the length falls to 1000 blocks, the byte hit ratios may reach
0.623 and 0.594 respectively. No matter which approach we use, dynamic cache
strategy or variable-size segmented approach, caching large media will cause the
byte hit ratio in proxy cache to fall. However, dynamic cache strategy is better
than variable-sized segmented strategy.

Fig.8 shows the cases of applicants for distinct media objects from the an-
gle of quantity. Once again, the dynamic cache strategy and the variable-sized
segmented approach have much more advantage over the other two approaches,
even when the conditions for caching are less favorable for both of them. Com-
paratively speaking, the advantage of the cache strategy is more outstanding.
Fig.9 examines the percentage of cache dedication for storing the initial seg-
mentation. Because the cache for the suffixes is reduced, the byte hit ratio falls
with the increase in using initial segmentation. This slight decrease in byte hit
ratio can be offset by increasing benefits substantially by the means of reducing
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start delay. For example, let us compare these two cases,0.052 and 0.154. The
byte hit ratio is barely decreased, but the fraction of delayed startup drops sub-
stantially. However, no more benefits can be derived once the percentage of the
initial segmentation cached increases beyond 0.20.

5 Conclusion

In this paper, we put forward the algorithm for dynamic cache, based on the
variable-sized segmented approach. The segmented approach groups media
blocks into variable-sized segmentations. This method differs from the way we
handle a web object, which is usually handled as a whole. The algorithm of dy-
namic cache considers adequately the users’ request behavior. While maintain-
ing the advantage of the variable-sized segmentation, it provides the multi-user
within a period of time with the same media they request by using dynamic
cache. The algorithm of cache greatly saves traffics resource on the backbone of
network, and enhance the byte hit ratio and efficiency of the proxy cache.
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Abstract. There are many features on a palm and different features re-
flect the different characteristic of a palmprint. Fusion of multiple palm-
print features may enhance the performance of palmprint authentication
system. In this paper, we investigate the fusion of the textural feature
(PalmCode) and the palm-lines. Several fusion strategies have been com-
pared. The experimental results show that the original PalmCode scheme
is optimal for the very high security systems, while the fusion of the Palm-
Code and palm-lines using the Weighted Sum Strategy is the best choice
for other systems.

1 Introduction

Computer-aided personal recognition is becoming increasingly important in our
information society. Biometrics is one of the most important and reliable meth-
ods in this field [1]. The most widely used biometric feature is the fingerprint and
the most reliable feature is the iris. However, it is very difficult to extract small
unique features (known as minutiae) from unclear fingerprints and the iris input
devices are very expensive . Other biometric features, such as the face and voice,
are less accurate and they can be mimicked easily. The palmprint, as a relatively
new biometric feature, has several advantages compared with other currently
available features [1]: palmprints contain more information than fingerprint, so
they are more distinctive; palmprint capture devices are much cheaper than iris
devices; palmprints also contain additional distinctive features such as principal
lines and wrinkles, which can be extracted from low-resolution images; a highly
accurate biometrics system can be built by combining all features of palms, such
as palm geometry, ridge and valley features, and principal lines and wrinkles,
etc. It is for these reasons that palmprint recognition has recently attracted an
increasing amount of attention from researchers [2, 3,4, 5, 6,7].

A palmprint contains following basic elements: principal lines, wrinkles, delta
points and minutiae, etc. [8]. And these basic elements can constitute various
palmprint features. For example, principal lines and wrinkles constitute line

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 1075–1084, 2005.
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features (called palm-lines) and all of these basic elements constitute textural
feature, etc. Different palmprint features reflect the different characteristic of a
palmprint. Fusion of multiple palmprint features may enhance the performance
of palmprint authentication system. The palm-lines and textural features (such
as PalmCode) have been widely used for palmprint recognition. In this paper,
we will investigate the fusion of the palm-lines and PalmCode for palmprint
authentication.

When palmprints are captured, the position, direction and amount of stretch-
ing of a palm may vary so that even palmprints from the same palm may have
a little rotation and translation. Furthermore, palms differ in size. Hence palm-
print images should be orientated and normalized before feature extraction and
matching. The palmprints used in this paper are captured by a CCD based
palmprint capture device [5]. In this device, there are some pegs between fingers
to limit the palm’s stretching, translation and rotation. These pegs separate the
fingers, forming holes between the forefinger and the middle finger, and between
the ring finger and the little finger. In this paper, we use the preprocessing tech-
nique described in [5] to align the palmprints. In this technique, the tangent
of these two holes are computed and used to align the palmprint. The central
part of the image, which is 128 × 128, is then cropped to represent the whole
palmprint. Such preprocessing greatly reduces the translation and rotation of
the palmprints captured from the same palms. Figure 1 shows a palmprint and
its cropped image.

The rest of this paper is organized as follows. Section 2 reviews feature ex-
traction and matching. Section 3 presents several fusion strategies. Section 4
contains some experimental results. And in Section 5, we provide a conclusion.

(a) Original Palmprint (b) Cropped Image

Fig. 1. An example of the palmprint and its cropped image

2 Feature Extraction and Matching

In this section, we will review the PalmCode and palm-lines extraction and
matching.
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2.1 PalmCode Extraction

Let I denote a palmprint image, its PalmCode can be extracted as below [5,
9]. Suppose Gα (α = 0◦, 45◦, 90◦ and 135◦) be a circular Gabor filterwith the
orientation α [10] and use it to filter I as following:

IGα = I ∗ Gα (1)

where “*” represents the convolution operation and Gj

The magnitude of the filtered image IGj is defined as:

Mα(x, y) =
√

IGα(x, y) × ĪGα(x, y) (2)

where “-” represents the complex conjugate.
And the orientation of the point (x, y) is decided by the following equation:

O(x, y) = arg max
α

(Mj(x, y)) (3)

According to Eq. (1) and Eq. (3), the PalmCode can be computed as follow-
ing [9]:

PR(x, y) =
{

1, if Re[IGO(x,y)(x, y)] ≥ 0;
0, otherwise.

(4)

PI(x, y) =
{

1, if Im[IGO(x,y) (x, y)] ≥ 0;
0, otherwise.

(5)

where PR and PI are called the real part and imaginary part of the PalmCode.
For each palmprint, only the pixels at (4i, 4j)(i = 0, . . . , 31, j = 0, . . . , 31)

are used to extract the PalmCode [5, 9].
Figure 2 shows some palmprints and their PalmCodes.

2.2 PalmCode Matching

Suppose PR, QR, PI and QI be the real part and imaginary part of two Palm-
Codes. The normalized hamming distance can be used to measure the similarity
of these two PalmCodes [9].:

D =

N∑
i=1

N∑
j=1

PM (i, j) ∩ QM (i, j) ∩ ((PR(i, j) ⊗ QR(i, j) + PI(i, j) ⊗ QI(i, j)))

2
N∑

i=1

N∑
j=1

PM (i, j) ∩ QM (i, j)

(6)
where PM and QM are the mask of these two PalmCodes respectively. These
masks are used for denoting the non-palmprint pixels [5].

In this paper, we translate the distance to a matching score by following
equation:

S = 1 − D (7)
Obviously, 0 ≤ S ≤ 1 and the larger the matching score, the greater the

similarity between these two PalmCodes.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 2. Some examples of the PalmCodes: (a)–(c) are original palmprints; (d)–(f) are
the real parts of the PalmCodes; (g)–(i) are the imaginary parts of the PalmCodes

2.3 Palm-Line Extraction

Palm-lines can be extracted using the morphological operations described in [11].
In the gray-scale morphology theory, two basic operations, namely dilation and
erosion for image f are defined as follows:
Dilation:

(f ⊕ b)(s, t) =max{f(s− x, t − y) + b(x, y)|
(s − x, t − y) ∈ Df and (x, y) ∈ Db}

(8)
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Erosion:

(f � b)(s, t) =min{f(s − x, t − y) − b(x, y)|
(s − x, t − y) ∈ Df and (x, y) ∈ Db}

(9)

where Df and Db represent the domains of image f and structuring element
b . Furthermore, two additional operations opening and closing are defined by
combining the dilation and erosion operations:
opening:

f ◦ b = (f � b) ⊕ b (10)

closing:
f • b = (f ⊕ b) � b (11)

And using the closing operation, bothat operation is defined as below:
bothat:

h = (f • b) − f (12)

The bothat operation can be used to detect the valley in an image. Because
all palm-lines are valley in a palmprint, the bothat operation is suitable for
palm-line extraction. The shape of the structuring element heavily affects the
result of line extraction. Since the directions of the palm-lines are very irregular,
we should extract these lines in different directions. The directional structuring
element b0◦ used to extract the palm-lines in 0◦ direction is shown in Figure
3(a) and the directional structuring element bθ used to extract the palm-lines in
direction θ can be obtained by rotating b0◦ with degree θ. b45◦ , b90◦ and b135◦

are also shown in Figure 3.

1

1

1

1

1

 

(a) b0◦

11111  

(b) b90◦

10000

01000

00100

00010

00001

 

(c) b45◦

00001

00010

00100

01000

10000

 

(d) b135◦

Fig. 3. The directional structuring elements used for palm-line extraction

The palm-lines in θ direction can be extracted by the following process:

1. Smoothing the original image I by convolving the original image with bθ+90◦ ;
2. Processing the smoothed image by using bothat operation with structuring

element bθ and get the θ-directional magnitude Mθ;
3. Looking for the local maximum points along direction θ + 90◦ in Mθ;
4. Thresholding the maximum magnitude image.
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The palm-lines are first extracted in several directions and the binary image
L containing the final palm-lines can be obtained as follows:

L =
∨
all θ

Lθ, (13)

where Lθ is the binary image containing the extracted palm-lines in θ direction
and “

∨
” is the logical “OR” operation.

After conducting the closing and thinning operations, we obtain the resultant
palm-line image.

In this paper, we extract the palm-lines in four directions: 0◦, 45◦, 90◦ and
135◦. Figure 4 shows some palmprints and their extracted palm-lines.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Some examples of the extracted palm-lines: (a)–(c) are original palmprints;
(d)–(f) are the extracted palm-lines

2.4 Palm-Line Matching

Let I1 and I2 denote two palmprints, and L1 and L2 denote the binary images
containing their palm-lines. The most natural way to match L1 against L2 is to
compute the proportion of the line points that are in the same position in L1
and L2 in the palm-line image. However, because of the existence of noise, the
line points of the same lines may be not superposed on the palmprints captured
from the same palm at a different time. Fortunately, the point shift that results
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from the noise should be small. Therefore we can first dilate L1 to get LD and
then count the overlapping points between L2 and LD. These overlapping points
are regarded as the matched points of L1 and L2. The matching score between
L1 and L2 is defined as the proportion of the matched points to the total line
points in L1 and L2:

S(L1, L2) =
2

ML1 + ML2

×
M∑
i=1

N∑
j=1

[L2(i, j) ∧ LD(i, j)] (14)

where “∧” is logical“AND” operator; M × N is the size of the image; ML1 and
ML2 are the number of the points on the palm-lines in L1 and L2, respectively.
LD is the dilating result of L1.

Obviously, 0 ≤ S ≤ 1, and the larger the matching score, the greater the
similarity between these two palmprints.

3 Fusion Strategies

Denote x1 and x2 as the matching scores of the PalmCode and palm-lines, re-
spectively. We fuse these two scores by following strategies to obtain the final
matching score x.

S1: Maximum Strategy:

x = max(x1, x2) (15)

S2: Product Strategy:
x =

√
x1x2 (16)

S3: Sum Strategy:

x =
x1 + x2

2
(17)

S4: Weighted Sum Strategy:

x = ax1 + bx2, a + b = 1; (18)

Obviously, when a = b = 0.5, the weighted sum strategy is same as the sum
strategy. We find that when a = 0.8 and b = 0.2, this strategy can get the best
performance.

4 Experimental Results

We test the proposed approach on a database containing 3240 palmprints col-
lected from 324 different palms with the CCD-based device [5]. Each palm pro-
vided 10 samples. These palmprints were taken from the people of different ages
and both sexes in the Hongkong Polytechnic University. The size of the images
in the database is 384× 284. Using the preprocessing technique described in [5],
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Fig. 5. Typical Samples in the database

the central 128 × 128 part of the image was cropped to represent the whole
palmprint. Some typical samples in the database are shown in Figure 5.

All of the described fusion strategies were tested. To test the performance of
these fusion strategies, each sample is matched against the other palmprints in
the database. If the matching score exceeds a given threshold, the input palm-
print is accepted. If not, it is rejected. The performance of a biometric method
is often measured by the false accept rate (FAR) and false reject rate (FRR).
While it is ideal that these two rates should be as low as possible, they cannot
be lowered at the same time. So, depending on the application, it is necessary to
make a trade-off: for high security systems, such as some military systems, where
security is the primary criterion, we should reduce FAR, while for low security
systems, such as some civil systems, where ease-of-use is also important, we
should reduce FRR. To test the performance with respect to the FAR and FRR
trade-off, we usually plot the so-called Receiver Operating Characteristic (ROC)
curve, which plots the pairs (FAR, FRR) with different thresholds [12].And the
ROC curve of each fusion strategy is plotted in Figure 6. And their equal error
rate (EER) are listed in Table 1.

Table 1. EERs of the original PalmCode (PC), the line matching (LM), and the
different fusion strategies (S1, S2, S3 and S4)

Scheme PC LM S1 S2 S3 S4

EER (%) 0.23 0.37 0.21 0.22 0.21 0.17
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Fig. 6. The ROC Curves of the original PalmCode (PC), the line matching (LM), and
the different fusion strategies (S1, S2, S3 and S4)

According to the figure, when FAR < 0.015%, the original PalmCode scheme
perform better than others. In other cases, the weighted sum fusion strategy
outperform other strategies. That is, in all of these strategies, the original Palm-
Code is the best for the very high security systems, such as some military sys-
tems, in which FAR should be very low, while for other systems, the fusion
of the PalmCode and palm-lines using the weighted sum strategy is the best
choice.

5 Conclusion

Palmprint is an important complement of the available biometric features. There
are so many features on a palm and the different type features reflect the differ-
ent characteristic of the palm. Among these features, the textural features and
the line features have been extensive investigated for palmprint authentication.
This paper examined the fusion of these two features. Several fusion strategies
have been implemented on a database containing 3240 palmprints and the ex-
perimental results show that the original PalmCode scheme is optimal for the
very high security systems, while the fusion of the PalmCode and palm-lines
using the weighted sum strategy is the best choice for other systems. The EER
of the weighted sum fusion strategy is about 0.17, which is comparable with the
other palmprint recognition approaches.
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Abstract. Artificial neural networks have presented their powerful abil-
ity and efficiency in nonlinear control, chaotic time series prediction, and
many other fields. Reinforcement learning, which is the last learning al-
gorithm by awarding the learner for correct actions, and punishing wrong
actions, however, is few reported to nonlinear prediction.

In this paper, we construct a multi-layer neural network and using re-
inforcement learning, in particular, a learning algorithm called Stochastic
Gradient Ascent (SGA) to predict nonlinear time series. The proposed
system includes 4 layers: input layer, hidden layer, stochastic parameter
layer and output layer. Using stochastic policy, the system optimizes its
weights of connections and output value to obtain its prediction ability
of nonlinear dynamics. In simulation, we used the Lorenz system, and
compared short-term prediction accuracy of our proposed method with
classical learning method.

1 Introduction

Artificial neural network models, as a kind of soft-computing methods, have been
considered as effective nonlinear predictors [1,2,3,4] in last decades. Casdagli
employed the radial basis function network (RBFN) in chaotic time series pre-
diction in early time [1]. Leung and Wang analyzed the structure of hidden-layer
in RBFN, and proposed a technique called the cross-validated subspace method
to estimate the optimum number of hidden units, and applied the method to
prediction of noisy chaotic time series [3]. Oliveira ,Vannucci and Silva suggested
a two-layered feed-forward neural network, where the hyperbolic tangent acti-
vation function was chosen for all hidden units, the linear function for the final
output unit, and obtained good results for the Lorenz system, Henon and Logistic
maps [2]. Such of neural network models are not only developed on fundamental
studies of chaos, but also applied in many nonlinear predictions, e.g., oceanic
radar signals [3], financial time series [4], etc. Kodogiannis and Lolis compared
the performance of some neural networks, i.e., Multi-layer perceptron (MLP),
RBFN, Autoregressive recurrent neural network (ARNN), etc., and fuzzy sys-
tems, used for prediction of currency exchange rates [4].

Meanwhile, reinforcement learning, a kind of goal-directed learning, is of
great use for a learner (agent) adapting unknown environments [5,6]. When
the environment belongs to Markov decision process (MDP), or Partially ob-
servable Markov decision process (POMDP), an learner acts some trial-and-
error searches according to certain policies, and receives reward or punishment.

D.S. Huang, X.-P. Zhang, G.-B. Huang (Eds.): ICIC 2005, Part I, LNCS 3644, pp. 1085–1094, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Through the interactions between the environment and learner, both exploration
and exploitation are carried out, the learner adapts to environment gradually.
Though reinforcement learning has been showing more contributions on artificial
intelligence, optimal control theory and other fields, however, this algorithm of
machine learning is hardly applied in nonlinear prediction [7].

We have proposed a self-organized fuzzy neural network, which using a re-
inforcement learning algorithm called Stochastic Gradient Ascent (SGA) [6] to
predict chaotic time series [7], and obtained a high precision result in simulation.
However, the prediction system used multiple softcomputing techniques includ-
ing fuzzy system, self-organization function, stochastic policy and so on, so it was
complained too complex to use. In this paper, we intend to use a simple multi-
layer neural network but apply SGA on it, to predict nonlinear time series. This
system includes 4 layers: input layer, hidden layer, stochastic parameter layer
and output layer. Using stochastic policy, the system optimizes its weights of
connections and output value to obtain its prediction ability of nonlinear dy-
namics. In simulation, we used the Lorenz system [8], and compared short-term
prediction accuracy of our proposed method with classical learning method, i.e.
error back propagation (BP) [9].

2 Prediction Systems

2.1 Conventional Prediction System

Traditionally, multiple-layer feedforward neural networks serve as a good pred-
itor of nonlinear time series [1,2,4]. Fig. 1 gives an example diagram of the
networks. Units in each layer are linear functions, or monotonous functions i.e.
sigmoid function, generally. Output of units are transfer by weighted connection
to the units in next layer, and by adjusting the weights, network output approach
to a teacher signal, e.g. training data of time series here. The optimal structure
for chaotic time series prediction of this kind of networks are researched detailly
in Ref. [2]. In convenient, multiple nodes in hidden layer accept input with
weights wkn, and their output is given by:

Hk(t) =
1

1 + e−βH

∑
xn(t)wkn

(1)

where βH is a constant.
Similarly, output of unit in output layer of system can be described as:

Ŷ (t + 1) =
1

1 + e−βY
∑

Hk(t)wyk
(2)

where βY is a constant.

2.2 Proposal Prediction System

To deal with nonlinear dynamcs, we could not neglect stochastic methods, which
are more effective on resolving problems in real world. We propose a multiple-
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Fig. 1. Architecture of a prediction system using error back propagation learning al-
gorithm (conventional system)

layer neural network here, as a nonlinnear predictior, using reinforcement learn-
ing algorithm which has a stochastic policy (Fig. 2).

This hierarchical network is composed by 4 layers:

1) Input layer which receiving information of environment, i.e., reconstructed
data of time series;

2) Hidden layer which is constructed by multiple nodes of sigmoid function;
3) Stochastic layer (Distribution of prediction layer in Figure 2) which are pa-

rameters of probability function, and the nodes fire according to sigmoid
function too;

4) Output layer which is a probability function, we use Gaussian function here.
Stochastic gradient ascent (SGA) [6], which respects to continuous action,
is naturally served into the learning of our predictor. The prediction system
and its learning method will be described in detail in this section.

Reconstructed Inputs. According to the Takens embedding theorem [10],
the inputs of prediction system on time t, can be constructed as a n dimensions
vector space X(t), which includes n observed points with same intervals on time
series y(t).

X(t) = (x1(t), x2(t), · · · , xn(t)) (3)
= (y(t), y(t − τ), · · · , y(t − (n − 1)τ) (4)

where τ is time delay (interval of sampling), n is the embedding dimension.
If we set up a suitable time delay and embedding dimension, then a track

which shows the dynamics of time series will be observed in the reconstructed
state space X(t) when time step t increases.
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Hidden Layer. Multiple nodes accept input with weights wij , and their output
is given by:

Rj(t) =
1

1 + e−βR

∑
xi(t)wij

(5)

where βR is a constant.

Stochastic Layer. To each hidden node Rj(t) in hidden layer, parameters
of distribution function are connected in weight wjμ and weight wjσ when we
consider the output is according to Gaussian distribution. Nodes in stochastic
layer give their output μ, σ as:

μ(Rj(t), wjμ) =
1

1 + e−βμ

∑
Rj(t)wjμ

(6)

σ(Rj(t), wjσ) =
1

1 + e−βσ
∑

Rj(t)wjσ
(7)

where βμ, βσ is constant, respectively.

Output Layer. The node in output layer means a stochastic policy in reinforce-
ment learning. Here we use a 1-dimension Gaussian function π(ŷ(t+1), W, X(t))
simply, to predict time series data:

π(ŷ(t + 1), W, X(t)) =
1√
2πσ

e−
(ŷ(t+1)−μ)2

2σ2 (8)

where ŷ(t + 1) is the value of one-step ahead prediction, produce by regular
random numbers. W means weights wij , wjμ and wjσ . This function causes
learner’s action so it is called stochastic policy in reinforcement learning.
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Reinforcement Learning: SGA Algorithm. Kimura and Kobayashi sug-
gested a reinforcement learning algorithm called stochastic gradient ascent
(SGA), to respect to continuous action[6]. Using this stochastic approximation
method, we train the proposed multiple-layer neural network to be nonlinear
predictor. The SGA algorithm is given under.

1. Accept an observation X(t) from environment.
2. Predict a future data ŷ(t + 1) under a probability π(ŷ(t + 1), W, X(t)).
3. Collate training samples of times series, take the error as reward ri.
4. Calculate the degree of adaption ei(t), and its history for all elements ωi of

internal variable W . where γ is a discount(0 ≤ γ < 1).

ei(t) =
∂

∂ωi
ln

(
π(ŷ(t + 1), W, X(t))

)
(9)

Di(t) = ei(t) + γDi(t − 1) (10)
5. Calculate Δωi(t) by under equation.

Δωi(t) = (ri − b)Di(t) (11)

where b is a constant.
6. Improvement of policy: renew W by under equation.

ΔW (t) = (Δω1(t), Δω2(t), · · · , Δωi(t), · · ·) (12)

W ← W + α(1 − γ)ΔW (t) (13)

where α is a learning constant, non-negative.
7. Advance time step t to t + 1, return to (1).

3 Simulation

Using time series data of the Lorenz system [8], we examine efficiency of proposed
prediction system and compare with error back propagation (BP) method, a
classical learning of hierarchical neural network. Both prediction system act in
same procedure: observe the Lorenz time series till 1,500 steps, use the beginning
1,000 steps to be training samples, then perform learning loops till prediction
errors going to a convergence. After the architecture of system becomes stable,
it is employed to predict data from 1,001 step to 1,500 step.

3.1 The Lorenz System

The Lorenz system, which is leaded from convection analysis, is composed with
ordinary differential equations of 3 variableso(t), p(t), q(t). Here, we use their dis-
crete difference equations (Equ. 14 – 16), and predicts the variable o(t)(Equ. 16).

o(t + 1) = o(t) + Δt · σ · (p(t) − o(t)) (14)

p(t + 1) = p(t) − Δt(o(t) · q(t) − r · o(t) + p(t)) (15)

q(t + 1) = q(t) + Δt(o(t) · p(t) − b · q(t)) (16)

here,we set Δt = 0.005, σ = 16.0, γ = 45.92, b = 4.0.
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Fig. 4. Error back propagation (BP): Short-term (1-step ahead) prediction result

3.2 Parameters of Prediction System

Parameters in every part of prediction system are reported here.

1. Reconstruction of input space by embedding(Equ.(1),(2)): Embedding di-
mension n : 3 , Time delay τ : 1 , (i.e.,in the case of input to be data of step
1,2,3, then the data of step 4 will be predicted).
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Fig. 5. Stochastic Gradient Ascent (SGA): Before learning (0 iteration)

2. Multiple neural network using BP:
Number of hidden layer: 1, Number of hidden layer’s nodes: 6, Constant
βH of units in hidden layer: 1.0, Constant βY of unit in output layer: 1.0,
Learning rate: 0.01, Maximum value of error: 0.1.

3. Proposed neural network:
Number of nodes Rj : 60, Constant βR of units in hidden layer: 10.0, Constant
βμ of unit μ in stochastic layer: 8.0, Constant βσ of unit σ in hidden layer:
18.0, Learning constant: For weight wij , αij : 2.0E-6, for weight wjμ, αjμ:
2.0E-5, for weight wjσ , αjσ : 2.0E-6, Reinforcement learning of SGA: Reward
from prediction error rt is

rt =
{

4.0E − 4 if |ŷ(t + 1) − y(t + 1)| ≤ ε

−4.0E − 4 if |ŷ(t + 1) − y(t + 1)| > ε

Limitation of errorsε: 0.1, Discountγ: 0.9.

3.3 Simulation Result

For conventional learning algorithm (BP), Fig. 3 shows its learning result after
2,000 times iteration, and one-head prediction result is shown in Fig. 4. The
average value of prediction error in 500 steps short-term prediction is 0.0129
(values of time series data are regularized into (0, 1)).

For proposed system using reinforcement learning, Fig. 5 and Fig. 6 show
its learning aspects, Fig. 7 shows its learning result after 30,000 times iteration,
and one-head prediction result is shown in Fig. 8. The average value of pre-
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Fig. 6. Stochastic Gradient Ascent (SGA): Learning result (5,000 iterations)
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Fig. 7. SGA: Learning result (30,000 iterations)

diction error in 500 steps short-term prediction is 0.0112 (values of time series
data are regularized into (0, 1)), i.e., prediction precision is raised 13.2% than
conventional algorithm.
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Fig. 8. SGA: Short-term (1-step ahead) prediction result

4 Conclusions

An algorithm of reinforcement learning with stochastic policy, SGA, was applied
to a multi-layer neural network to predict nonlinear time series in this paper. Us-
ing Lorenz chaotic time series, prediction simulation demonstrated the proposed
system provided successful learning results and prediction results comparing with
conventional learning algorithm. For its stochastic output, the proposed system
is expected to be applied on the noise contained complex dynamics, or particially
observable Markov decision process in real world.
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