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Abstract. Online rating systems have been widely adopted by online
trading communities to ban “bad” service providers and prompt them to
provide “good” services. However, the performance of the online rating
systems is easily compromised by various unfair ratings, e.g. balloting,
badmouthing, and complementary unfair ratings. How to mitigate the
influence of the unfair ratings remains an important issue in online rat-
ing systems. In this paper, we propose a novel entropy-based method to
measure the rating quality as well as to screen the unfair ratings. Ex-
perimental results show that the proposed method is both effective and
practical in alleviating the influence of different types of unfair ratings.

1 Introduction

With the development of Internet, a large number of people carry out transac-
tions through online trading communities such as eBay. Nevertheless, people still
regard online trading as a risk since it is hard to determine whether to trust var-
ious online sellers before the transactions [1]. Therefore, reputation mechanisms
have been introduced into online trading communities to establish trust between
sellers and buyers [2]. One way to establish such mechanism is the online rating
systems [2]. The main idea of online rating systems is to allow each buyer give
a rating for the seller after each transaction. The existing ratings of a particular
seller will then be used by the potential buyers to derive the seller’s reputation
score, which serves as an indicator whether the seller will provide “good” service
or not in future transactions.

Online rating systems have already been adopted by many online trading
communities, e.g. eBay [1], and have been credited to their success. Despite the
wide adoption of online rating systems, there are still some open issues, especially
the issue of unfair ratings. That is, buyers might give ratings which are different
from their real experiences, e.g. although seller provides “good” service in one
transaction, buyer gives rating as “bad”, and vice verse. The performance of
online rating systems would easily be compromised by unfair ratings [2].

Finding effective ways to guard against unfair ratings has attracted many
research efforts in recent years, e.g. [3,4,5]. Most of the existing methods depend
on assumptions that sellers’ behaviors (as well as buyers’ ratings) follow a par-
ticular distribution, which hinders their general application to other settings,
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e.g. Beta distribution [4,5]. In this paper, we propose an entropy-based method
to tackle the issue of unfair ratings in online rating systems. An entropy-based
metric is designed to measure the rating quality based on which unfair ratings
can be further screened. Unlike existing methods, the proposed entropy-based
method is distribution-free. It does not make any assumption regarding the dis-
tribution of the ratings. In our current research, the proposed method is explored
in context of Bayesian rating system. Nevertheless, the proposed method is not
limited to Bayesian rating system. It can be easily extended to other types of
rating systems due to its distribution-independent nature.

The remainder of this paper is organized as follows. A review of related work
is given in Section 2. Section 3 gives a brief review of the Bayesian rating system.
Section 4 presents the proposed method to screen unfair ratings in the context
of Bayesian rating system. The effectiveness of the proposed method has been
shown through experimental results in Section 5. Finally, Section 6 concludes
the paper with an overview of future work.

2 Related Work

Online rating systems have played an important role in many online trading
communities, e.g. eBay [1]. The presence of unfair ratings is a threat to online
rating systems [2]. Some methods have been proposed to address this issue.

Whitby et al. [4] propose to screen ratings reported by others (i.e. testi-
monies) in Bayesian rating system by determining whether a testimony is out-
side the q% quantile and (1 − q)% quantile of the majority opinion. If it is,
the testimony is considered as an unfair rating and will be excluded. Then the
majority opinion will be calculated again with the remaining testimonies. This
process is carried out iteratively until no other testimony can be excluded. One
major limitation of this method is that it does not scale well with the increase
in the number of testimonies due to its iterative nature. Moreover, this work
depends on an assumption that the ratings follow a Beta distribution. However,
it is not easy to justify this assumption especially in the scenarios where few
observations are available in the ratings (either local rating or testimonies).

Buchegger and Boudec [5] propose a method to address the issue of unfair
ratings in the context of mobile ad-hoc network. This method has two main
limitations. First, this method does not consider the majority opinions when
screening testimonies. Instead, testimonies that are different from a node’s own
experience (i.e. local rating) are rejected. This may not be true in general, since
one single node’s experience might not reflect the target node’s behavior. Sec-
ondly, it is also based on an assumption that nodes’ behavior follows a Beta
distribution.

Garg et al. [6] developed a reputation system in context of structured P2P
network. After one peer interacts with the target peer, it rates the target peer
and sends the rating to all the M score managers who are responsible for cal-
culating and answering other peers’ query of the target node’s reputation score.
The M score managers then aggregate ratings from all peers who have report
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testimonies on the target peer and calculate the target peer’s reputation score.
When calculating the reputation score, each testimony is given a weight based
on the credibility of the peer who reports the rating. The credibility is deter-
mined based on the difference between this peer’s testimony and score managers’
aggregated rating (i.e. majority opinion). The limitation of this work is that it
also assumes that peers’ behaviors in the reputation system follow a normal
distribution.

In contrast, the proposed method in this paper applies an entropy-based
metric to screen the testimonies. It does not make any assumption regarding the
distribution of ratings. The proposed method also takes the majority opinion
into account to make the screening more accurate. And more desirable, it scales
linearly with the increase in the number of available testimonies.

3 Bayesian Rating System

In our current research, we explore an entropy-based method for filtering unfair
ratings in the context of Bayesian rating systems. Before presenting the proposed
method, this section reviews Bayesian rating systems. We reiterate that the
proposed method is not limited to Bayesian rating system. It can be easily
extended to other types of rating systems due to its distribution-independent
nature.

There are primarily two components in Bayesian rating system [7]: one
for collecting seller’s behaviors in the past transactions, another for predicting
seller’s behaviors in the future transactions.

3.1 Collecting Seller’s Past Behaviors

With Bayesian rating systems, buyers give feedbacks of the seller’s behavior after
a transaction is cleared. Buyer assigns a positive rating of “1” to the seller if he
thinks that the seller provided a “good” service; otherwise it assigns a negative
rating of “0”. Buyer B’s rating for seller S in transaction T can be presented in
vector notion as:

rT
BS =

[
p
n

]
, where

[
p
n

]
=

[
1
0

]
or

[
0
1

]
(1)

Instead of maintaining ratings of all the past transactions, a buyer usually
only maintains a summary of ratings for the past transactions within a window
of size W. This is reasonable since a seller’s behavior is usually changing from
one transaction to another. Moreover, buyers generally choose to “care” more
about a seller’s recent behavior and “forget” its past behavior. By introducing
a forgetting factor (λ), which controls the rate that the seller’s old behaviors
are forgotten, the summary of ratings within the window can be represented in
vector notion as:

rBS =
[
pf
nf

]
=

Tc∑
T=Tc−W+1

λTc−T

[
p
n

]
, (Tc − T ) ≤ W (2)
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where W is the window size, Tc is the latest transaction, and T is the transaction
after which rating was collected, and rBS is termed as the B ’s local rating of S.

3.2 Predicting Seller’s Behaviors

In Bayesian rating system, it is assumed that seller’s behavior (and buyer’s rat-
ing as well) follows a Beta distribution. The probability density function (PDF)
of Beta distribution is given by:

beta(Pr|α, β) =
1

B(α, β)
Prα−1(1 − Pr)β−1; 0 < Pr < 1, α ≥ 1, β ≥ 1 (3)

where B(α, β) is the beta function. This PDF expresses the probability (Pr)
that a seller will provide “good” services in future transactions. Then buyers
predict the probability that the seller will provide “good” service in the next
transaction as the expectation value of the Beta distribution, which is given by:

E(Pr) =
α

α + β
, α = pf + 1, β = nf + 1 (4)

When a buyer has not transacted with a particular seller before, pf = nf = 0, α
and β are set to be 1 correspondingly, which causes E(Pr) = 0.5. It is interpreted
that the seller has equal probabilities of providing “good” or “bad” service. Then
with the update of pf and nf after each transaction, the buyer also updates its
prediction of the seller’s behavior.

3.3 Problems Caused by Unfair Ratings

When making prediction of a seller’s behavior, a buyer will request and aggre-
gate ratings from other buyers who have transacted with the same seller before
[7,4]. The initiating buyer B, who is predicting the seller’s behavior, will send
out a requesting message first. Upon receiving the requesting message from the
initiating buyer, the answering buyers will simply reply as testimonies their local
ratings of the target seller (if any)1. The initiating buyer then updates α and β
by aggregating all the returned testimonies with its local rating (if any). That
is:

α = 1 + pfB +
∑
X∈C

pfX , β = 1 + nfB +
∑
X∈C

nfX (5)

where pfB and nfB denote the number of positive and negative ratings in B’s
local rating respectively, C denotes the set of the answering buyers, and pfX , nfX

refer to the numbers of positive and negative ratings in the testimony returned
by a particular buyer X in the set C. Then the initiating buyer updates its
prediction of the seller’s behavior using Eq. (4).
1 A good testimony propagation algorithm is expected to scale with the size of the

community [2]. Although it is also a very important issue, it is not the focus of this
paper. Instead, we assume in this paper that the initiating buyer can always receive
the testimonies they need.
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However, if the initiating buyer aggregates all returned testimonies blindly,
the answering buyers can easily diverge the initiating buyer’s predictions by re-
porting unfair ratings that are different from their real experiences. For example,
buyer B is now evaluating whether to buy from a potential seller S. B requests
testimonies from other buyers who have interacted with S before. S colludes
with some buyers, who report unfairly higher ratings than the real quality of
services that S delivered. Those unfair positive ratings will increase the value
of α and decrease the value of β in Eq. (5), which immediately leads to an in-
crease in B ’s predicted probability that S will provide “good” service. As this
simple example shows, the performance of online rating systems would easily be
compromised by the presence of unfair ratings [4,8]. Making the rating systems
robust to avoid or mitigate the influence of unfair ratings is a fundamental issue
in building online rating systems [4,8].

4 Entropy-Based Ratings Screening

Motivated by the problems caused by unfair ratings in current online rating
system, in this paper, we propose an entropy-based metric to measure the quality
of the ratings (both local rating and testimonies), based on which to screen
ratings and to mitigate the influence of unfair ratings. The basic idea of the
proposed method is that: if, compared with the quality of the already-aggregated
testimonies (i.e. majority opinion), there is a significant quality improvement or
downgrade in the testimony from a particular buyer, the testimony is away from
the majority opinion. Thus it can be considered as a possible unfair rating.

Entropy, a measure of uncertainty contained in information [9], is employed
as the basis of the rating quality metric. The entropy of a variable V can be
calculated as: H(V ) = −

∑
Pr(v)log(Pr(v)), where v is a possible value of

variable V , and Pr(v) is the corresponding probability of V taking the value v.
Since rating in Bayesian rating system is basically binary, it can be seen

as a discrete variable taking two possible values. Consequently, uncertainty (of
seller’s behavior in future transactions) observed in buyer B ’s rating can be
measured as: H(rB) = −Prplog(Prp)−Prnlog(Prn). Here Prp and Prn denote
the probabilities of positive ratings and negative ratings observed in the window
of past W transactions, which are given by:

Prp =
α

α + β
, Prn =

β

α + β
. (6)

Here α and β share the same meanings as in Eq. (4).
The maximum uncertainty Hmax(rB) occurs when there are identical proba-

bilities of positive and negative rating in the past W transactions [9]. In this case
Hmax(rB) = 1. Minimum uncertainty Hmin(rB) appears when only positive (or
negative) ratings are observed in all the past W transactions.

Now, we can measure the Quality of the rating as:

Q(rB) = 1 − H(rB) − Hmin(rB)
Hmax(rB) − Hmin(rB)

=
Hmax(rB) − H(rB)

Hmax(rB) − Hmin(rB)
(7)
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Quality of testimonies from other buyers can be measured likewise. Then buyer
B aggregates testimony from X if:

|Q(rX) − Q(r)| <= ε

where Q(rX) is the quality of the testimony reported by X, Q(r) is the quality
of buyer B ’s current aggregated rating (Q(r) = Q(rB) initially). ε is a screening
threshold (usually ε ∈ [0, 1]), which controls the sensitivity to the presence of
unfair ratings. With a larger ε, the screening is less sensitive to unfair testimonies,
whereas with a smaller ε, the screening is more sensitive. Both cases may lead to
divergent prediction. A balanced selection of ε is necessary to make the screening
work effectively. Experimental results show that ε ∈ [0.35, 0.45] generally shows
a good balance (See Section 5.4).

The proposed screening method can be outlined as Algorithm 1:

Algorithm 1. Entropy-based rating screening algorithm
B denotes the buyer initiating the testimony aggregation
C denotes the set of buyers whose testimonies are requested
X denotes a particular buyer in the set C

1: measure Quality of buyer B’s local rating Q(rB) using Eq. (7)
2: Q(r) = Q(rB)
3: for all X in C do
4: measure the Quality of the testimony Q(rX ) reported by X using Eq. (7)
5: if |Q(rX) − Q(r)| <= ε then
6: aggregate X’s testimony by updating α and β using Eq. (5) accordingly, and then update

the quality of the aggregated rating Q(r)
7: else
8: discard X’s testimony
9: end if
10: end for

5 Experimental Results

5.1 Setup

We simulate a trading community, in which there is one seller2 and 100 buyers.
There are a total of 1000 transactions in each round of simulation. The seller’s
behavior is mainly controlled by its loyalty, which denotes its willingness to pro-
vide “good” services. The seller may change its loyalty from one transaction
to another due to many reasons, e.g. the fluctuation of the profit by providing
services. In each round of simulation, seller’s initial loyalty is set to be 0.9. We
simulate three styles of changes of the seller’s loyalty in the course of each simu-
lation: increases and decreases from the one in previous transaction, and remains
same as the one in previous transaction. The ratios of different styles of changes
are chosen to be 1/3 respectively. The window size of the past transactions is set

2 The goal of the experiment is to investigate whether Bayesian rating system can
predict seller’s behaviors truly even with presence of unfair ratings. Bayesian rating
system is a distributed rating system [2], in which each seller (and buyer) is treated
equally. One seller is sufficient to meet our goal.
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to 50 (i.e. W=50 in Eq. (2)). And the forgetting factor is set to 0.9 (i.e. λ = 0.9
in Eq. (2)). Punfair is set to 70%.

Before each transaction, buyer will predict the probability that the seller will
provide “good” service based on other buyers’ testimonies and its local rating
(if any). As the unfair ratings usually lead to divergent prediction of the seller’s
behaviors, we can measure the effectiveness of the proposed method by measuring
how close it is between the predicted probability and the seller’s loyalty for each
transaction. We can measure the “closeness” as the Mean Squared Error (MSE)
between the predicted probabilities and seller’s loyalties averaged over all the
1000 transactions. Ideally MSE = 0, which means the predicted probabilities
are always equal to the seller’s loyalties in all transactions.

5.2 Types of Unfair Ratings

There are three types of unfair ratings studied in the experiments [8,10]:

– Ballot-stuffing. A buyer, with a probability Punfair, reports that seller
provides “good” service regardless of its real experience.

– Badmouthing. A buyer, with a probability Punfair, reports that seller pro-
vides “bad” service regardless of its real experience.

– Complementary. A more general type of unfair rating is the Complemen-
tary unfair rating. That is, a buyer, with a probability Punfair, reports a
rating opposite to the real experience.

Before proceeding, we demonstrate the influence of unfair ratings first. Fig.
1(a) shows the seller’s loyalties and predicted probabilities by one buyer3 over
1000 transactions. It can be seen that Bayesian rating system predicts the seller’s
behaviors quite close to the seller’s loyalties without the presence of unfair rat-
ings. Fig. 1(b) shows seller’s loyalties and predicted probabilities over the 1000
transactions with presence of badmouthing unfair rating. It can be observed that
the predicted probabilities now deviate from seller’s loyalties.
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Fig. 1. Influence of unfair ratings and effectiveness of ratings screening

3 Since Bayesian rating system is a distributed rating system, each buyer maintains
a local view of the seller’s behaviors, one buyer’s prediction is enough for studying
the effectiveness of the proposed method.
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Table 1. Comparison of MSEs

Types of unfair rating proposed method not applied proposed method applied
ballot-stuffing 1.7883 ∗ 10−3 1.7816 ∗ 10−3

badmouthing 22.4487 ∗ 10−3 4.6240 ∗ 10−3

complementary 4.9041 ∗ 10−3 1.3683 ∗ 10−3

5.3 Effectiveness of the Proposed Method

Fig. 1(c) shows the seller’s loyalties and the predicted probabilities in the pres-
ence of badmouthing with the proposed screening method applied. Compared
with Fig. 1(b), the predicted probabilities follow seller’s loyalties more closely.
MSEs in scenarios with and without the proposed screening method applied are
listed in Table 1.

Compared with corresponding scenarios without proposed method applied,
the proposed method manages to reduce the MSEs by 0.4%, 79.4%, and 72.1% in
scenarios with the presence of ballot-stuffing, badmouthing, complementary un-
fair ratings respectively. The relatively lower effectiveness in the presence of ballot-
stuffing is due to the reason that unfair ratings (i.e. 1 in this case) are already quite
close to the seller’s loyalties (around 0.9 in the simulation). The proposed method’s
effectiveness in mitigating the influence of the unfair ratings is thus justified.

Experiments are also conducted to study the proposed screening method’s
effectiveness in the presence of various ratios of unfair ratings. MSEs in different
scenarios are plotted in Fig. 2(a)-2(c). With the increase of unfair rating ratio,
the predicted probabilities deviate from seller’s loyalties more significantly in
scenarios both with and without the proposed method applied. However, with
the proposed method applied, improvement over the scenarios without the pro-
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Fig. 2. Change of MSE w.r.t. different unfair rating ratios and ε
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posed method applied is still observable. It can be observed from Fig. 2(a)-2(c)
that the proposed method mitigates the influence of the unfair ratings most ef-
fectively in scenarios with less than 60% ballot-stuffing, 10% badmouthing, and
40% complementary respectively.

We also compare the performance of the proposed screening method against
the one proposed by Whitby et al. in [4]. We implement their method with q value
instantiated as 0.01 since q = 0.01 is a good balance as reported in [4]. MSEs by
applying their method are also plotted in Fig. 2(a)-2(c). It can be observed that
our method outperforms Whitby et al.’s method in the presence of both ballot-
stuffing and complementary unfair ratings. However, our method is not as effec-
tive as Whitby et al.’s method in the presence of badmouthing unfair ratings. This
is because in our experiments, the seller’s loyalties are around 0.9, which means
seller would provide “good” service 90% of all the transactions. However high ra-
tio of badmouthing might make the Prp and Prn in Eq. (6) swap their values,
which makes the quality of the unfair ratings same as the honest ones. For exam-
ple, the majority opinion reports that the seller provides “good” service in 8 out
of 10 transactions, while an unfair rating reports the seller provides “bad” service
in 8 out of 10 transactions. Qualities of both the majority opinion and the unfair
rating are −0.8log(0.8)−0.2log(0.2). In this case, our method becomes ineffective
in screening unfair ratings. However, the proposed method is much faster than
Whitby et al.’s method. It takes about 0.0217 second to screen 100 testimonies
for one transaction by average. In contrast, Whitby et al.’s method takes about
1.4577 seconds. Moreover, their method does not scale well with the increase in the
number of testimonies due to its iterative nature, whereas the proposed method
scales linearly with the increase in the number of available testimonies.

5.4 Effectiveness with Different Screening Threshold ε

In order to study the influence of ε on the proposed method’s effectiveness, we
choose different screening thresholds ε in scenarios with 60% ballot-stuffing, 10%
badmouthing, and 40% complementary. MSEs between the predicted probabili-
ties and the seller’s loyalties with different ε are plotted in Fig. 2(d)-2(f). With
a larger threshold (e.g. ε = 0.6, 0.65), the proposed method is less sensitive to
the presence of the unfair ratings. Larger MSEs are thus observed. The extreme
of this case is that all testimonies are not discarded (e.g. ε ≥ 0.7), which has
the same effect as without proposed method applied. On the other hand, with a
smaller threshold (e.g. ε = 0.25, 0.3), the proposed method is more sensitive to
the presence of unfair ratings, more testimonies (even some honest ones) are dis-
carded, thus the predicted probabilities depend more on the buyer’s local rating
and may not reflect the seller’s loyalties truly. In this case, it may even make the
MSEs larger than the scenarios without the proposed method applied. It can be
observed from Fig. 2(d)-2(f) that ε ∈ [0.35, 0.45] generally shows a good balance.

6 Conclusions and Future Work

To the best of our knowledge, the proposed method in this paper is the first
one to tackle the issue of unfair ratings from a perspective of entropy. It is
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distribution-independent, and it scales linearly with the increase in the number
of testimonies. Our experimental results showed that it manages to mitigate
the influence of different types of unfair ratings. However, as there is no unified
platform and benchmark available, a comprehensive comparison of the proposed
method between other existing methods is not practical for the time being.
With the planned release of “Trust Competition Testbed4” in July 2005, a more
detailed comparison is planned as future work.

The proposed method is not effective enough in some scenarios, e.g. high
loyalty with large ratios of badmouthing unfair ratings as shown by the experi-
mental results. We plan to improve the proposed method’s performance in those
scenarios in our future work. The rationale of the proposed method is that sell-
ers provide indiscriminate services to all buyers. However, there are also cases
that sellers provide “good” service to everyone except a few specific buyers that
they do not “like”. In those cases, even the majority opinion might not reflect
the seller’s real behavior, and the proposed method would become ineffective.
Effectiveness of the proposed method in those cases is to be further investigated.
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