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Abstract. The dependability analysis of an ITS (Intrusion Tolerance System - a 
system that performs continuously minimal essential services even when the 
computer system is partially compromised because of intrusions) is essential for 
the design of the ITS. In this paper, we applied self-healing mechanism, the 
core technology of autonomic computing to analyze the dependability of the 
ITS. In other words, we described the state transition of the ITS composed of a 
primary server and a backup server utilizing two factors of self-healing 
mechanism (fault model and system response) and analyzed it using M/G/1 
queuing technique. We also evaluated the availability of the ITS through 
simulation experiments.  

1   Introduction 

With the intrusion tolerance method, the network-based computer systems 
continuously provides minimal essential services even when the system is partially 
compromised because of the internal and/or external intrusions such as DoS (Denial 
of Service) [1]. Application of the ITS (Intrusion Tolerance System) method has been 
arousing a lot of interest recently. This phenomenon results from a limitation of the 
well-known security technologies such as firewall, vaccine and intrusion detection 
that have individual weaknesses causing them to be vulnerable to accidental or 
intentional attacks and faults that are not known to them. Additionally, when we 
summarize the characteristics of attacking tools recently discovered, they have 
characteristics such as being stealthy, distributed, automated and performing as an 
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agent. Therefore, the problems are bigger than ever. The intrusion tolerance method is 
being actively studied as prevention and countermeasure against various malicious 
attacks to network-based computer systems. 

Intrusion tolerance is different from intrusion detection. It does not guarantee that 
it will beat all the malicious attacks but it guarantees that it will provide services 
continuously by the ITS with dependability (reliability, availability, maintainability, 
safety, survivability etc.) even when some parts of the system are damaged because of 
the successful malicious attacks. In Europe, IST(Information Society Technologies) 
performed studies through the MAFTIA(Malicious-and Accidental-Fault Tolerance 
for Internet Applications) project to develop an ITS [2], and the USA is performing 
intrusion tolerance related projects such as HACQIT(Hierarchical Adaptive Control 
of Quality of service for Intrusion Tolerance), SITAR(Scalable Intrusion Tolerant 
Architecture), and ITUA(Intrusion Tolerance by Unpredictable Adaptation) through 
OASIS(Organically Assured and Survivable Information System) program of 
DARPA(Defense Advanced Research Projects Agency) [3,4,5]. 

On the other hand, a new approach using a self-healing mechanism is being 
proposed [6] where one of the four core technologies of autonomic computing is 
utilized to implement an ITS with dependability. Although the self-healing method 
includes various factors related to the dependability of the system just like fault 
tolerant methods, self-healing provides broader protection than the existing fault 
tolerant method, in that it can provide appropriate responses to the unexpected 
internal and external attacks together self-optimization, self-configuration, and self-
protection [7]. 

2   Related Works 

In [3], they adopted design diversity to enforce fault tolerant functions of the ITS and 
configured that the primary server and the backup server would have different OS and 
web server applications.  However, as both servers were interoperating using the Hot-
standby method (e.g., dynamic redundancy), both of them can be damaged from 
external attacks. Study [8] shows the state transition diagram to describe the dynamic 
abnormal behaviors of intrusion tolerance against external attacks. In this study, they 
performed the study on intrusion tolerance framework regarding how to model the 
vulnerabilities and risk factors of the system. In [9], they attempted quantitative 
performance analysis of several attacks such as DoS based on state transition 
diagrams. ITS frameworks can be divided into two, which is a layer based one and a 
replication based one.  The layer-based structure may be applied to a single host. In 
this model, data integrity will be emphasized. The replication-based structure is to 
increase availability of the distributed computing environments. However, because of 
the increase of replications, secrecy would be threatened [10]. On the other hand, [11] 
shows examples applying self-healing technology to enhance the dependability of the 
distributed embedded system. 

As the ITS is to respond to dynamic abnormal behaviors that are made by attackers 
according to system vulnerabilities or risk factors, it should be able to describe their 
state changes. In other words, we need to identify the attack type and present state of 
the ITS and express it into the state transition model in order to make a quantitative 
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performance analysis of the transition process from the damaged to normal state. In 
this paper, we described the state transition of an ITS composed of a primary server 
and a backup server utilizing the two factors of the self-healing mechanism (fault 
model and system response) and analyzed it using M/G/1 queuing technique. We also 
evaluated the availability of the ITS through simulation experiments. 

3   Intrusion Tolerance System Utilizing Self-healing Mechanism  

Self-healing is the core technology of autonomic computing to enhance dependability 
of the system by minimizing malfunctions of the system through the detection, 
diagnosis and repair of the faults or errors arising from external attacks or internal 
system problems [12]. To implement self-healing technology as a system, there 
should be definitions of four factors such as fault model, system response, system 
completeness and design context [6].  

The fault model defines the characteristics of faults that the system should tolerate 
and system response is a detailed definition regarding the fault detection, response to 
the fault and recovery strategy against external attacks. For example, DoS such as 
SYN Flood and Smurfing may cause the performance degradation of system resource 
by sending malicious requests to a certain server such as DNS(Domain Name Server). 
However, even in this situation, the ‘Gracefully Degradation’ concept that guarantees 
the essential services of the system should be included in elements in system 
response. On the other hand, system completeness is regarding the element should be 
implemented to overcome the structural imperfection of the system implementation in 
the real world.  Design context shows self-healing element to secure homogeneity and 
linearity of the system to be implemented. To let the ITS have self-healing functions, 
a system state transition diagram was drawn with the detailed items related to fault 
model and system response among the four self-healing components described above. 

Figure 1 shows the state transition of the Cold-standby ITS reflecting self-healing 
components. It also shows the detailed factors of the fault model responding to DoS, 
and elements corresponding to those factors such as fault detection, degradation, fault 
response and fault recovery. The followings are the assumptions that are applied for 
the intrusion tolerance system modeling.  

• The switchover mechanism between the primary server and the backup server 
of ITS would follow the Cold-standby method. 

• The sojourn time in each state of ITS would follow a general distribution.  
• The system is properly working in the initial state and intrusion would be 

only possible in this state.  
• After the switchover between the primary server and the backup server, the 

works will be transferred to the primary server when the backup server is only 
in normal state (0,1). 

When vulnerability is exposed in the state of normal operation of both servers (1,1), 
the ITS will be transferred to (V,1). If the intrusion tolerance module defends all the 
vulnerability attacks through network traffic and IP address analysis, it will be 
recovered after a specified time to the initial state. However, if it does not happen, the 
primary server will be attacked (A,1) with the probability of P(V,1). When the attack 
state of the  primary  server  continues  for a certain  time, the  system damage  will be 
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※ State (Primary server, Backup server) 
※ V : Vurnerable state, A : Attack state, R : Rejuvenation state, U : Undetected state 

Fig. 1. State transition diagram of intrusion tolerance system 

accumulated. If the intrusion diagnosis module analyzes system CPU load and 
memory state and the meaningful performance degradation is detected at the 
probability of 1- P(A,1), it will transfer primary server into rejuvenation(restoration, 
reconfiguration or recovery) state (R,1). If it cannot diagnose the performance 
degradation, it is transferred to (U, 1), which means Undetected. Finally, the 
switchover takes place and the backup server will do the job on behalf of the primary 
server (0,1). To prevent the simultaneous down of both servers by external attacks, 
Cold-standby configuration was adopted. In this case, the time needed for switchover 
will be prolonged. The process from the state that the backup server plays the role of 
the primary server (0,1) to the state that the backup server is down (0,0) is same as the 
job transition from the primary server to the backup server in the initial state.  

Generally, in Figure 1, the normal stage is the one where system degradation does 
not happen at all. The intrusion tolerance stage is the one where there is a certain level 
of damage but the system performs its essential services. Failure stage is the one 
where the primary server is not recovered and at the same time, the backup server 
cannot provide services regardless of the operation of the ITS.  

To calculate the availability of the steady-state of the proposed ITS, the stochastic 
process of equation 1 was defined. Through SMP (Semi-Markov Process) analysis 
applying M/G/1 whose service time is general distribution, we calculated the steady-
state probability in each state. 

X(t) :  t > 0 

XS  =  {(1,1),(V,1),(A,1),(R,1),(U,1),(0,1),(0,V),(0,A),(0,R),(0,U),(0,0)}             (1) 



 A Self-healing Mechanism for an Intrusion Tolerance System 45 

 

As all the states shown in Figure 1 are attainable to each other, they are irreducible.  
Additionally, as they do not have a cycle and can return to a certain state they satisfy 
the ergodicity (aperiodic, recurrent, and nonnull) characteristics. Therefore, there is a 
probability in the steady-state of SMP for each state of ITS and each corresponding 
SMP can be induced by embedded DTMC (Discrete-time Markov Chain) using 
transition probability in each state [13]. 

If we define the mean sojourn times in each state of SMP as hi’s and define DTMC 
steady-state probability as di’s, the steady-state probability in each state of SMP (πi) 
can be calculated like equation 2 [14].  
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Whereas, steady-state probability of DTMC di’s will have the following relationship 
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On the other hand, if we put the DTMC steady-state probability calculated in 
equation 5 into equation 2, we can have the steady-state probability of each state of 
SMP (πi). The system availability in the steady-state is defined as equation 6, which is 
same as the exclusion of the probability of being in (U,1), (0,U) and (0,0) in each state 
of XS in the state transition diagram. 

)6()(1 )0,0(),0()1,( πππ ++−= UUtyAvailabili

 

4   Simulation Analysis and Availability Enhancement Methods 

To analysis the SMP model for ITS, we need to set parameters for the transition 
probability  and the  mean sojourn  time in  each state. In this paper, simulations were  
 

Table 1. Simulation Parameter  

Input 
Variables 

Set Value 

Mean  
Sojourn  

Time 
5.0,5.0,2.0,25.0,3/1

5.0,2.0,5.0,25.0,3/1,5.0

)0,0(),0(),0(),0(),0(

)1,0()1,()1,()1,()1,()1,1(
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======
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hhhhhh
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Transition 
Probability 

Among  5  transition  probabilities ),,,,( ),0(),0()1,0()1,()1,( AVAV ppppp , 

we fixed 3 values and changed 2 values (from 0 to 1) 
(eg . : 1,0,5.0 )1,0()1,(),0(),0()1,( <<=== ppppp VAVA ) 

 

Fig. 2. Availability analysis according to the changes in P(V,1) and P(0,1) 
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made based on the values shown in Table 1 [15,16]. As the mean sojourn time in each 
state does not follow a specific distribution, the values are only meaningful as relative 
difference. To analyze the independent influences of each transition probability at the 
5 points shown in the state transition diagram, we set the initial transition probabilities 
with the same value, which is 0.5. 

Figure 2 shows the system availability fluctuation trend according to the changes in 
probability that the primary server is attacked because of non-detection of 
vulnerability (P(V,1)) and the probability that the backup server is exposed to the 
vulnerability (P(0,1)), in order to identify the influences of initial state responding 
competencies of the ITS on the availability in the environments with external 
malicious attacks.  

When the Cold-standby ITS proposed in Figure 1 is configured, the availability is 
increased when the primary and backup server can detect abnormal behaviors of the 
system in the initial state before they are exposed to the attacks or vulnerable 
environments. When P(V,1) and P(0,1) are getting bigger (In other words, detection 
capabilities in initial state are degraded), the availability of the system is reduced 
dramatically. However, if P(V,1) is greater than 0.5 and P(0,1) gets bigger, the 
availability will be increased. It is because the bigger P(V,1) is, the bigger the 
probability that the primary server fails (U,1) will be. Therefore, even when the 
switchover is made from the primary server to the backup server, the continued 
service by the backup server through intrusion tolerance in the state of (0,V) and 
(0,A) rather than the service through the immediate recovery of the primary server 
will be better, because it will reduce the probability to make the system be in the state 
of (U,1). 

Fig. 3. Availability analysis according to the changes in P(A,1) and P(0,A) 

Figure 3 shows the changes in availability according to the changes of the attack 
success probability to the primary server, P(A,1) and to the backup server, P(0,A)  in  
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order to judge the system response capabilities in the situations exposed to attacks. In 
case of P(A,1) is zero regardless of the transition probability related to detection 
capabilities of abnormal behavior in the initial state(P(V,1) and P(0,1) ), we can see from 
the graph that the availability is ideal (1.0). In other words, if we can detect 
meaningful performance degradation immediately in initial state through diagnosis 
functions of the ITS in (A,1) and (0,A) where primary-backup servers are exposed to 
attacks, we can guarantee availability by returning the system to the initial state 
through the switchover to rejuvenation state. However, if P(A,1) and P(0,A) approach 1, 
the probabilities that the system will be put into no service state which are (U,1),(0,U) 
and (0,0) and the availability will be reduced.  

On the other hand, in Figure 2 and Figure 3, when P(A,1) and P(0,A) are 1, the 
availability is nearly the same as that in the state where P(V,1) and P(0,1) have the worst 
values in the system. It is because even though the system does not detect abnormal 
behavior in the initial state, the structure of the Cold-standby ITS reduces the 
probability of no service or system down thanks to switchover, recovery and 
rejuvenation in the environments with external malicious attacks and thereby the 
availability will not be reduced any more.  

5   Conclusion 

In this paper, it was proposed to graft the self-healing mechanism, the core technology 
of autonomic computing in order to analyze the dependability of the ITS. We defined 
11 states of a Cold-standby ITS composed of a primary server and a backup server 
and analyzed system availability by calculating DTMC steady-state probability and 
SMP steady-state probability through the transition probability and the mean sojourn 
time of each state. In the future, we will study how to improve system dependability 
through considering system completeness and design context in addition to the two 
factors of the self-healing mechanism that have already been considered in this paper.  
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