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Preface 
 
 
Sincerely welcome to the proceedings of the 2nd International Conference on Trust, 
Privacy, would be and Security in Digital Business, held in Copenhagen, Denmark, 
from August 22nd till 26th, 2005. This conference was the successor to the successful 
TrustBus 2004 conference, held in 2004 in conjunction with the DEXA conferences 
in Zaragoza. It was our goal that this event would be a forum to bring together 
researchers from academia and commercial developers from industry to discuss the 
state of the art of technology for establishing trust, privacy, and security in digital 
business. We thank the attendees for coming to Copenhagen to participate and debate 
the new emerging advances in this area. 

The workshop program consisted of one invited talk and 11 regular technical paper 
sessions. The invited talk and keynote speech was delivered by Hannes Federrath 
from the Chair for Management of Information Security at the University of 
Regensburg, Germany, on “Privacy Enhanced Technology, Methods – Markets – 
Misuse”. A paper covering his talk is also contained in this book. 

The regular paper sessions covered a broad range of topics, from access control 
issues to electronic auctioning, from trust and protocols to smart cards. The 
conference attracted over 100 submissions of which the Program Committee accepted 
32 papers for presentation and inclusion in the conference proceedings. The authors of 
the accepted papers come from 16 different countries. The proceedings contain the 
revised versions of all accepted papers.  

We would like to express our thanks to the people who helped put together the 
program: the Program Committee members and external reviewers for their timely 
and rigorous reviews of the papers; the DEXA Organizing Committee members in 
particular Mrs. Gabriela Wagner, for their help in administrative work; and, last but 
not least, Mr. Christian Schläger who was the main organizational force behind most 
of the involved tasks in making the conference possible.  

Finally we would like to thank all authors who submitted papers, authors who 
presented papers, and the attendees who made this event an intellectually stimulating 
one. We hope they enjoyed the conference. 
 
 
Athens, Màlaga, Regensburg Sokratis Katsikas 
August 2005 Javier López 
 Günther Pernul 
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Privacy Enhanced Technologies:
Methods – Markets – Misuse

Hannes Federrath

University of Regensburg
hannes.federrath@wiwi.uni-regensburg.de

Abstract. Research in Privacy Enhancing Technologies has a tradition
of about 25 years. The basic technologies and ideas were found until 1995
while the last decade was dominated by the utilisation of such technolo-
gies. The question arises if there is a market for Privacy Enhanced Tech-
nology. The answer is yes, however Privacy Enhancing Technology may
not have been broadly known yet in order to make it profitable. The gov-
ernments or non-profit organisations must therefore run such systems or
at least promote their further development and deployment. Especially
governments have however conflicting interests: While governments of
democratic nations are responsible to keep the freedom of citizens (and
privacy as a part of it), governments also need instruments to prose-
cute criminal activities. Subsequently, Privacy Enhancing Technologies
have to consider law enforcement functionality in order to balance these
different targets.

1 Introduction

Privacy Enhancing Technology (PET) enables the user of communication sys-
tems to protect himself or herself from being traced his or her activities and
behaviour. PET addresses confidentiality aspects:

– Anonymity of a sender or recipient (hiding the identity of a user),
– Unobservability of communication relations (hiding who is communicating

with whom) or
– generally the unlinkability of actions (events).

The terminology and attacker models mostly used in PET are described in [1].
John Borking can be considered as the creator of the term “Privacy Enhancing
Technology (PET)” when he invented the Identity Protector [2].

Encryption (or cryptography in general and public-key encryption in par-
ticular) can be understood as a basic building block for PET systems. Other
building blocks are dummy traffic and broadcasting:

– Sending random bits at every time interval hides when a meaningful en-
crypted message is sent.

– Sending every encrypted message to everybody hides which message a re-
ceiver is interested in and who is the intended recipient.

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 1–9, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 H. Federrath

Table 1. Timeline of the development of modern PET

Year Idea / PET system
1978 Public-key encryption [3]
1981 MIX, Pseudonyms [4]
1983 Blind signature schemes [5]
1985 Credentials [6]
1988 DC network [7]
1990 Privacy preserving value exchange [8]
1991 ISDN-Mixes [9]
1995 Blind message service [10]
1995 Mixmaster [11]
1996 MIXes in mobile communications [12]
1996 Onion Routing [13]
1997 Crowds Anonymizer [14]
1998 Stop-and-Go (SG) Mixes introduced [15]
1999 Zeroknowledge Freedom Anonymizer (service meanwhile closed)
2000 AN.ON/JAP Anonymizer [16]
2004 TOR [17]

The timeline of development of modern PET systems has its beginning in 1981
when Chaum published his paper “Untraceable Electronic Mail, Return Ad-
dresses and Digital Pseudonyms” [4]. From this time Chaum published further
striking ideas (see Table 1) every two or three years for about a decade. Based
on Chaum’s new building blocks (MIX, blind signatures, credentials, DC net-
work) the field has become broader and moved towards research in applications
of Privacy Enhancing Technologies.

2 Methods

Since 2000 the research community on PET systems has its own Workshop on
Privacy Enhancing Technology (PET 20xx ). Another related conference is the
Workshop on Information Hiding (IH). Technical descriptions of new ideas in
PET can mostly be found in the PET- and IH-Workshop-Proceedings.

2.1 Building Blocks

As usual in the development of security systems a lot in PET systems is about
trust. Most privacy enhanced systems should fulfil strong requirements, such as:

– no trust into the network operator, and
– no trust into one centralised station.

When reading “new” ideas on PET systems many young researchers in the field
firstly think of a trusted third party to protect the privacy (or more general
the security) of someone. However, almost everything can be protected by a
trustworthy third station. For example, hiding communication relations is easy
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if an intermediate station (proxy) is used. However, the communication parties
must trust this proxy. The idea of strong PET systems is to avoid this kind of
trust: Users should not feel compelled to trust the network operator, nor one
single station.

The most important methods and building blocks for PET systems are

– for privacy preserving communication systems (e.g. anonymous communica-
tion):

• Chaumian MIXes [4] and their descendants Mixmaster [11] and SG-
Mixes [15],

• DC networks [7], and
• Blind-message service [10],

– for privacy preserving transactions (e.g. anonymous payment, identity man-
agement):

• Blind signatures [5], and
• Credentials [6].

2.2 Example: MIXes

From a practical point of view the MIX concept is the best-known and mostly
used. MIXes [4] realise the unlinkability of the sender and recipient of a message.
A MIX works as an intermediate station (similar to a proxy). However, by send-
ing a message through more than one MIX the users need not trust one station.
It is clear that the attacker is not allowed to control all MIXes of a chain: At
least one MIX operator must be trustworthy – no matter who.

A MIX collects a number of messages of equal lengths from many distinct
senders, discards repeats, changes their encoding, and forwards the messages to a
successor-MIX in a different order. The last MIX in the chain sends the message
to the recipient. Change of encoding of a message can be implemented using
public-key encryption. Since decryption is a deterministic operation, repeats of
messages have to be discarded. Otherwise, the change of encoding does not
prevent tracing messages by traffic analysis.

For a further description and comparison of MIX-types and their attacker models
we suggest reading [18]. A comprehensive bibliography of PET can be found at
[19]. The MIX concept is used for example in Mixmaster [11], JAP [20], and
TOR [21].

3 Market

Is there a market for such systems? First of all we consider privacy as a nat-
ural need of people. Therefore over the last 15 years so-called privacy activists
have been running lots of systems free of charge to the users, e.g. anonymous
remailer systems (anon.penet.fi, Cypherpunk-Remailers, Mixmaster) and World
Wide Web anonymisers (Anonymizer.com, JAP [20], TOR [21]). Some of these
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systems are still hard to use: They come just as command line tools, without
graphical user interfaces, with very limited availability and reliability.

In order to make privacy tools useable for a broad mass, developers have to
concentrate on the improvement of user interfaces. Pretty Good Privacy (PGP)
can be seen as a very good example in terms of dramatically increased usability
from its first versions until now.

Besides availability and reliability issues, the usability of PET systems may
decide whether a system is ready for the market and for commercial use. There-
fore, the well-known MIX-based anonymiser JAP could be a good basis for mar-
ket research because JAP has been designed to fulfil both requirements: security
and usability. See Figure 1 for a screenshot of JAP. [22] gives a short description
of the JAP system architecture.

Fig. 1. Screenshot of JAP

3.1 Willingness to Pay for Anonymity

The following results are based on the JAP anonymity system and its usage. In
her survey [23] Spiekermann found out that about 3/4 of the users are power
users, and 1/4 are normal or sporadic users (see Table 2): If someone is using an
anonymity system he or she will probably use it heavily.

In [24] similar results are shown – differentiated by European and US users.
Because these numbers represent the users of a system free of charge, people
were asked for their willingness to pay for anonymity services. 60 % of the users
are willing to pay, 40 % are not (see Table 3).

An interesting point is that the willingness to pay for anonymity is indepen-
dent of the heaviness of usage [23].
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Table 2. Heaviness of usage of anonymity systems

Type of user
73 % heavy users (use an anonymity system at least daily)
10 % protect their privacy at least twice a week
17 % use such systems sporadic (less than twice the week)

Table 3. Willingness to pay for anonymity services

Charge for anonymity service
40 % not willing to pay
50 % would pay between 2,50 EUR and 5 EUR monthly
10 % willing to pay a monthly charge above 5 EUR

3.2 Anonymised Content

Another interesting question is which content or requests people want to anony-
mise. The following analysis has been done with 150 requests randomly picked
from URLs anonymised by the JAP system in June 2005.

About 44 % of the anonymised requests can be categorised as entertainment
(see Table 4). About 18 % of the JAP users stay anonymously when using Web-
based services (search engines, route planners, etc.). E-shops are surprisingly not
approached anonymously. Nearly the same applies for health-portals.

Table 4. Requested content via an anonymity service

Category of content
44 % Entertainment:

33 % erotic, pornography
8 % private homepages, cinema, amusement, ...
3 % games

18 % Services: search engines, route planners, stock quotes, ...
8 % Companies, institutions, universities, ...
8 % Web-based E-mail services (e.g. Hotmail, GMX, ...)
3 % News, newspapers, magazines, sports news
1 % Health information
0 % Shops, markets, ebay, e-commerce, ...

18 % Misc: not reachable, not categorisable

3.3 Regions

Although anonymity services hide the connection between clients (users) and
servers (e.g. web-sites) such systems do not hide who is using an anonymity
service (but of course what the user is looking for). From May–June 2005 the
JAP project has classified the incoming IP addresses according to countries
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Table 5. Regions of JAP usage

Region
60 % Europe
27 % Asia
12 % America
1 % Rest of the world

Fig. 2. Usage of JAP (day-line)

and regions in order to find out from where the JAP anonymity system is used.
Table 5 shows that JAP is used mainly in Europe and Asia. In America the TOR
system [21] as a comparable system funded by the Electronic Frontier Foundation
(EFF) will probably attract Americans more than JAP (as a European project).
Another problem for American users could be that the main part of the JAP
servers (MIXes) is currently installed in Europe. Therefore, the connection to
JAP servers might be too slow for Americans.

Because JAP is a German project it was clear that a significant proportion of
the users would come from Germany. We furthermore suspected that the project
is sufficiently known in the US to attract users. An analysis of the data brought
to light that a remarkable portion of the users came from the Arab part of the
world. See for example the day-line of 27 May 2005 (Figure 2): During the night-
hours (Central European Time) the largest number of users came from Saudi
Arabia.

4 Misuse

Staying anonymous on the Internet may attract criminals.
The JAP project is currently approached 4-5 times per month on average by

law enforcement agencies and private complaints. See Figure 3 for the develop-
ment of inquiries between July 2001 and December 2004. We are pleased that
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Fig. 3. Number of inquiries by law enforcement agencies and private complaints

there is relatively few abuse compared to the 3-4 terabytes of anonymised data
every month by the JAP project.

A typical inquiry by law enforcement agencies contains the date and time of
the incident and the IP address of the anonymity service (usually the IP address
of the last MIX), and asks for the IP address assigned to the related user at the
entry point (usually the first MIX) of the anonymity service. Because anonymity
services should provide unlinkability of incoming and outgoing messages no data
exists to answer the inquiry. An observation will only be possible if all MIXes
in the chain log connections. MIXes will however usually not log anything since
logging is equivalent to “self-mutilation”.

Although the number of JAP users grew over the time, the number of in-
quiries did not. We think that this has the following reasons:

– More and more honest people are using JAP. At the beginning of the service
probably criminals were highly attracted. However, the vast majority is using
anonymity services for legal purposes.

– Law enforcement agencies are meanwhile used to the fact that anonymity
services like JAP do not collect any data. As soon as the police is recognising
that JAP has been used, an inquiry would not provide new evidences. The
anonymity service therefore won’t learn about the real dimension of misuse.

German operators of telecommunication systems are obliged by German law
to intercept transmissions if a court is ordering it. This court order can be
issued if and only if the crime is listed in a catalogue of very grave crime types.
In June 2003 the JAP project received such an order.1 Since then the open-
source software of the JAP-MIX servers contains a function for tracking users.
1 Details of the so-called “BKA case” (BKA is the German Federal Bureau of Criminal

Investigation) are reported at http://anon.inf.tu-dresden.de/strafverfolgung/
index en.html.
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This function has to be activated in all MIXes of a chain if a certain outgoing
(anonymised) message has to be linked to its originator, i.e. sender. To make
this function useful for criminal investigations all MIXes have to receive such a
court order. If the MIXes are spread over the whole world international law is
necessary to oblige the MIX operators.
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Abstract. Knowledge Management (KM) comprises of a variety of distinct 
technologies and techniques, relative to the uniform treatment of tangible and 
intangible resources. Attempts to extend the traditional single organizational 
resource-sharing scheme, confront various challenges, relative to the 
management of security and heterogeneity issues. In this paper we discuss the 
various security models, presenting potential limitations - as well as the 
advantages - relative to their support to extend the single-domain security 
management framework, to a resilient and robust distributed multi-domain 
Knowledge Management scheme. We present the architecture of a security 
enhanced prototype that supports decentralization, while it maintains the 
autonomic character of the participating domains. We also argue about the 
implementation dependent choices relative to the alleviation of the multifaceted 
problems that a collaborative Inter-organizational knowledge asset exchange 
framework arises.  

1   Introduction 

Knowledge Management (KM) systems emerged during the last decade and rapidly 
transformed into a basic business function for many organizations; still though, their 
flexibility is limited within the borders of a single organization. Among others, a 
serious challenge is the expansion of the capabilities of such a system to utilize 
knowledge assets from other organizations according to Nonaka’s spiral model [1], 
with the basic prerequisite that this management of knowledge assets will happen 
efficiently and through automated, transparent procedures from the user’s perspective. 

Ordinary KM systems attempt to provide the user with the necessary knowledge to 
efficiently fulfill her tasks and by doing so, to raise her productivity as well as the 
overall organization’s response to new emerging challenges that demand accurate, 
constantly updated and on time-fetched knowledge. Still, when it comes to attempt to 
utilize knowledge from distinct organizations through engagement in a cooperative 
framework, serious obstacles are posed that retard knowledge exchange and diffusion. 
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The establishment of the necessary pre-coalition procedures and the exact definition 
of the level of mutual sharing of vital knowledge sources is a long-term and time 
consuming procedure that poses an important overhead on the overall process. Our 
system focuses on providing with sufficient solutions towards the alleviation of this 
problem: first by introducing a scalable and robust solution for correlating roles 
between different organizations, and second by treating heterogeneity problems which 
are a commodity between different information systems. 

Our goals are: a) to enable the realization of cooperation between autonomous, 
policy-managed Information Systems and b) to identify the distributed knowledge 
assets transparently, using agent and ontology technology.  

The rest of the paper is organized as follows: after a brief introduction in section 1, 
section 2 presents the basic concepts and requirements related with distributed KM as 
well as a review of related work on the area; section 3 presents security architectures 
supporting the necessary collaborative frameworks; section 4 presents authorization 
schemes able to support the demands of similar architectures, together with our 
choices which ensure scalability among other characteristics; section 5 presents the 
architecture of our developed prototype, while section 6 concludes the paper and 
provides the directions of our future work.  

The advent of emerging technologies such as portable devices, which enhance 
decentralization of resources, directs traditional KM techniques in failure to meet 
their initial expectations. Users often create knowledge ad-hoc and use their own 
individual IT infrastructure [2]. Although the need for decentralized KM solutions is 
obvious, the amplitude of the field of solutions is still very narrow. A number of both 
technological as well as socio-technical aspects of the problem pose interesting 
research challenges [3]: 

• Heterogeneity (semantic, syntactic). 
• Security. 
• Network efficiency [4].  

In [5], a conceptual architecture is presented for a system based on the notion of trust 
for distributed KM. This system (ADAM), utilizes agent-technique to perform 
knowledge discovery and authorization. ADAM architecture is based on a pair of 
agents one responsible for querying for knowledge and the other handling the 
authorization issues. This system though, manages mainly knowledge about its users 
and bases the authorization process on grounds of reputation collected for a user from 
other nodes. Even though it handles scalability issues very efficiently, this system 
gives the chance to somebody to create a new identity or retain multiple identities 
concurrently and attempt to enter into relations with the system. The application of 
these principles on systems such as Internet transactions (e-commerce) where a 
security failure could direct to financial is not doubted for its validity. ADAM 
authorizes transactions and not users. Furthermore, it functions on total absence of 
explicitly stated organizational policy.  

2   Distributed KM – Related Work  
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XAROP [4], is a peer-to-peer system which utilizes ontologies for handling 
heterogeneity issues arising from the different conceptualizations among different 
domains. The notion of security is rather simplistic and cannot be applied to critical 
environments, comprising of rules manually posed by the user which has to classify 
for each document separately authorized users or groups. Authentication is based on 
PKI infrastructure, where root and subordinate certificate authorities are denoted 
within the XAROP infrastructure. 

3   Security Architectures for Collaborative Environments  

Security policies emerged in the last decades and have attracted considerable attention 
in distributed computing, due to their ability to simplify security management and 
access control enforcement for a large number of heterogeneous components which 
often span across organizational boundaries [6]. A more complicated situation is 
related with the attempt to create a policy-managed collaboration scheme between 
different organizations. In most of the cases, establishing a collaboration access 
scheme involves negotiation off-line, by extra technological means, and includes 
complex procedures, such as identification of the negotiating parties, and common 
agreement every time upon the conditions of sharing a resource, after a new claim has 
been posed. 

Two kinds of systems can be considered under this (collaborating) framework: 
peer-to-peer networks, and autonomous domains. Peer to peer networks resemble 
communities with common interests, the terms of bounding though are more loosely 
coupled than autonomous domains. The second category of systems can be met in 
many real-life systems, such as e-government environments, or healthcare systems 
which consist of several cooperating hospitals. In the latter case, sensitivity of the data 
poses more security restrictions and establishing a common state for knowledge 
exchange requires both that organizational roles are well defined in terms of access 
rights and obligations based on the grounds of a well-stated security policy, while a 
common access state between different organizations is unambiguously allocated.   

We can classify these systems according to the access models they adopt, to the 
following two categories: 

1. Trust based systems.  The notion of trust is introduced mainly in complex, 
non-hierarchical or inter-related systems such as the Internet, where 
unknown totally roles might be interested to enter into relations between 
them, or to cooperate on basis of financial terms. This situation is often on 
Internet transaction systems, such as e-commerce etc. The authorization of a 
transaction is based on the basis of estimating the cost and the substantial 
loss for a specific role, considering a prerequisite the potential risk, 
according to the degree of trust that can be associated to his role, for example 
by questioning his previous activity or users associated with him.  

2. Autonomous systems, with well formed security policy and well defined 
organizational structure.  

We will restrict our scenario to the second category of systems, which are 
characterized by well defined organizational policy and cooperate and on the grounds 
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of a commonly agreed target, such as improvement of efficiency of the governing 
infrastructure or the reducing of response times for health treatment of patients within 
the national healthcare system.  

Our approach supports the formation of coalitions, based on the idea of 
establishing mappings between the policies recorded in XML (Extensible Markup 
Language [14]) type format and by utilizing XML transformation to database 
techniques and accordingly converting the policy mapping problem to a database 
mapping problem, gaining on the same time by obtaining policy non-disclosure (due 
to the easier manipulation of privacy issues based on database technology than 
through XML files where the policy is recorded).  

4   Authorization  chemes  

We can distinguish two approaches [9] concerning authorization schemes: The first 
can be applied on distributed environments which cooperate on the grounds of a non-
formal negotiation scheme. The second applies to more restricted organizational 
schemes, which cooperate under a formal framework, where most of the access rules 
are posed by a strict organizational policy and cooperation is substitute to tight rein.    

Loosely coupled authorization scheme 

Under this framework, we can distinguish two access-control approaches. The first 
uses predefined set of role mappings. It requires from the constituent systems to 
indicate the level of sharing they want to allow and to establish a consistent set of 
mediation rules for inter-domain access. The second relies on bringing together 
unknown individuals by examining their credentials and mapping assigning a level of 
trust which corresponds to a specific level of trust.  

Federal environments  

In this case, criticality can arise as a key concept. Federal environments have a role 
common security policy organizational scheme and local roles correspond to a generic 

Fig. 1. Role mapping across different domains

4.1   Trust Based Versus Policy-Managed Autonomous Systems  

 S
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representation scheme. These systems can be e-government environments, for 
example ministries that participate in the federal government infrastructure and share 
a common policy interpretation model. Typically the roles of a designated system 
have to map to the generic role representation scheme. In Figure 1 a typical 
representation of organizational structure and relative roles from federal 
environments, are mapped through mapping relations (arrows) to a global 
organizational schema. We utilize security clearance levels which are frequently used 
for critical environments and reflect typical situations within military or governmental 
systems. This organizational structure and the interrelated role correlation and 
security attributes can be – together with other organizational assets – represented in 
XML files (policy files), something that facilitates -in terms of interoperability- the 
effective and automated management of resources and simplifies administration tasks 
as already mentioned.  

4.2   Automating the Authorization Process  

Mapping between roles has been proposed as a potential solution for multi-domain 
environments [9] [8]; many issues still remain to be resolved. Recording roles and 
their attributes needs an appropriate, both human and machine interpretable format, 
which can be easily integrated in the security policy requirements and codified in 
means of duties, obligations and permissions as security policy languages demand. 
For interoperability issues, the usage of languages that export their rules in XML 
format is highly required.  

The mapping process between roles needs additive handling on grounds of 
interrelating similar documents that record each organization’s structure (policy files). 
In order to automate the authorization process, we apply a direct mapping between 
security levels (clearances) of different organizations. More specifically, the global 
role scheme to which all the subordinate organizations have to comply, establishes 
several security levels. Mapping of domain roles and their security levels to the global 
role scheme and to the corresponding global level of security clearance is handled by 
the administrator of the global domain. This is a typical necessity in order to reduce 
complexity. In our approach we have adopted a general mapping scheme, to which 
the cooperating domains have to confront, while maintaining their local autonomy in 
policy declaration. This is a typical practice in real scenarios, such as e-government 
environments, where establishment of rules is mainly directed centrally, without 
affecting the establishment of procedures in the interior of subordinate organizations. 
The mapping process which at the lower level reflects to mapping between XML files 
is mainly performed by administrators in each domain, who are aware of the legal, 
ethical implications and the consequences of an incorrect mapping between roles 
among different domains, while they are also technically capable to handle the 
mapping details. 

4.3   Sec – Shield’s Scalable Approach for Mapping Between Roles  

We have utilized the XACML [7] policy framework for enabling distributed 
management of resources. XACML is an XML based framework for specifying and 
applying access control for Web-based resources. XACML specification supports 
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both identical and role based access control and incorporates contextual information 
such as location and time and under several extensions XACML can be applied also 
to secure Web-services environments [10]. 

The administrator for each domain is editing the local policy and classifies the 
access rights to the resources for each role within the organizational borders. For each 
domain an XML file is retained, determining the access rights and the security 
clearance level for each person. A mapping between the general role scheme and the 
role schemes for the local domains is an administrator’s task. An appropriate ontology 
which is an essential part of the system can maintain information about the security 
clearance level of certain roles or individuals within an organization. 

5   Sec-shield’s System Architecture 

We will refer to the key concepts of our implemented prototype, the functionality of 
which continuously arises; namely the design of agents in our framework, the role of 
ontology and techniques utilized, and we will describe the overall architecture of the 
platform.   

5.1   The Role of Agent and Ontology Technologies 

The presence of agents was decided in order to enable transparent identification of 
assets and to provide automated authorization for users. For each domain an agent 
performing the knowledge assets identification, while another one carries the user 
credentials and according to the security policy and the role the user is assigned to, 
provides her with access to the resource or in the opposite case denies access to the 
resource. The agents in our system were implemented with the aid of the JADE 
platform [11]. The agents exchange communication messages based on the agent 
specific FIPA-ACL language [15]. 

In order to handle semantic heterogeneity issues between the different domains [3], 
the Resource Description Framework (RDF) [13] technology is being utilized. The 
RDF ontology enables upon querying, provision of semantically enhanced answers.  

For example, a user upon providing a query for an expert who is specialized on 
certain field, the system will look only to return experts who are specialized in the 
specific area and will regard other knowledge sources that are related to the specific 
subject. In order to enable performance optimization and in order to avoid information 
disclosure to the agents such as the security clearance level for a specific role, a 
transformation of the RDF file to relational database is performed.  

This enables better optimization in terms of avoiding network congestion when 
performing queries on the central ontology. For the transformation process of RDF to 
relational schema, the hybrid inlining algorithm [12] has been utilized. Conceptually, 
we consider a Document Type Definition (DTD) of an XML (or alternatively an 
RDF) file as similar to a schema in relational databases. Having this in mind, the 
process of storing and querying RDF files to a relational database, consists of 
transforming basically the DTD to relational tables. A sample of DTD used for our 
purposes is represented in Table 1. 
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<?xml version="1.0" encoding="UTF-8"?> 
<! ELEMENT SecurityFileXL (Security*)> 
<!ELEMENT  Security (Field+,ComplexField+,Field+,Researchers+, 

Field+)> 
<!ELEMENT  Field (title, Resource+)> 
<!ELEMENT  Title (#PCDATA)> 
<!ELEMENT Resource (title, url, description)> 
<!ELEMENT url (#PCDATA)> 
<!ELEMENT description (#PCDATA)> 
<!ELEMENT ComplexField (title, Field+)> 
<!ELEMENT Researchers (Researcher+)> 
<!ELEMENT Researcher (Name,Email,PersonalPage,ClearanceLevel> 
<!ELEMENT Name (#PCDATA)> 
<!ELEMENT Email (#PCDATA)> 
<!ELEMENT PersonalPage (#PCDATA)> 
<!ELEMENT ClearanceLevel (#PCDATA)> 

Now the basic idea is to transform first the DTD to a graph, and accordingly for the 
major concepts to create relational tables. The graph of the DTD of Table 1 is 
presented on Fig 2.  

 

Fig. 2. DTD to relational schema transformation 

Accordingly, for concepts like the researcher (domain expert), which represents a 
role within one domain, a relational table can be defined. One of the major attributes 
defined for our scenario, is the clearance level. The value stored in this attribute can 
be easily hidden for non-disclosure purposes to all non authorized users, with the 
facilities most DBMS’s provide and can be easily retrieved for authorized purposes 
with easy to form SQL queries. Therefore, we edit security policies in XML format, 
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accordingly this XML-type policy transformed and stored in relational schema, which 
can be further queried for policy mappings and can be efficiently protected against 
non-authorized disclosure. 

Our prototype implementation consists of an organizational memory, consisting of the 
organization’s past experience codified in semi-structured documents, while at the 
same time we correlate the document-based information with each domain’s human 
network of experts. Support is provided also for multimedia files (images, videos) 
through a special purpose repository implemented in Java and Oracle 9i. For 
multimedia file retrieval purposes, a set of meta-data is stored in the organizational 
memory module. This architecture is deployed in different domains, each one 
maintaining its own autonomy. For each domain there is a policy decision point 
(PDP) which directs the policy enforcement point (PEP) to provide -or not- access to 
distributed resources of the system upon a user’s request.  

Upon a user query for a topic of his/her interest, initially the local document 
management module is utilized and accordingly, the knowledge discovery agent 
queries the other domains for similar knowledge sources. The messages exchanged 
between the domain specific agents are based on FIPA protocols [15], and the content 
embodied is based on the RDF ontology, which plays also a key role relative to the 
facilitation of heterogeneous assets knowledge discovery. After resources 
identification is performed, the next step is related with the authorization process 
activation. For transparency reasons, the authorization process will be treated through 
the authorization  agent (Auth-agent, fig3). The authorization  agent provides  the user  

 

Fig. 3. Overall system architecture 

5.2   Overall Sec-shield Architecture   
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credentials, and the security clearance associated with the user’s role on the local 
domain, is exalted to the global security role mapping-scheme, as mentioned in 
section 4.1. Accordingly, a role on the remote domain is assigned to the user and on 
the basis of the remote security policy, the PDP authorizes or not the user upon the 
requested resources. Therefore, the user is provided with the chance to utilize 
knowledge from multiple domains transparently, where all the asset discovery 
procedures and authorization between the domains, are treated by the system, through 
the use of the pair of Auth-Agent and Discovery-Agent, assigned to each domain.  

6   Conclusions  

Contemporary KM approaches suffice to utilize knowledge residing in different 
organizational domains, limiting the resource sharing potential of the developed KM 
systems. Sec-shield pays special emphasis on covering this aspect. Sec-shield is 
characterized by its extended functionalities relative to multi-domain knowledge 
utilization, such as heterogeneous files management (images, text), transparency 
relative to knowledge asset identification, user authorization and access control 
enforcement. Our solution while it maintains its scalability potential, it is 
characterized by its robustness and supports well defined policy frameworks in 
comparison with other approaches [4] that put more emphasis on knowledge sharing 
rather than on access control enforcement. Based on its policy dependent security 
management, it can support large scale infrastructures with frequent changes in the 
policy specification or the number of participating users.  In the future, we plan to 
expand our framework to integrate the identification and authorization of knowledge 
assets through the creation of Web-services running independently for each domain.  
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Abstract. Approaches against Phishing can be classified into modifica-
tions of the traditional PIN/TAN-authentication on the one hand and
approaches that try to reduce the probability of a scammer being success-
ful without changing the existing PIN/TAN-method on the other hand.
We present a new approach, based on challenge-response-authentication.
Since our proposal does not require any new hardware on the client side,
it can be implemented with little additional cost by financial institutions
or other web retailers and therefore is a good compromise compared to
the other approaches. A big drawback is that it doesn’t protect against
man-in-the-middle attacks but most of the other approaches don’t either.

1 Introduction

Phishing – “the hottest, and most troubling, new scam on the Internet” [1]
– is a relatively new fraud technique, utilizing methods of Social Engineering.
The ”victim”, an online customer, is tricked into divulging personal data (e.g.
passwords, credit card number or online banking account) to an attacker. In
1996 the term Phishing – a combination of ”password” and ”fishing” – was first
mentioned on the internet in the alt.2600 hacker newsgroup. See [2] for further
information.

The Anti-Phishing Working Group (APWG), an association of financial in-
stitutions, internet service providers, online-retailers, and other it-companies, is
collecting information on Phishing incidents. The collected data is published in
the monthly Phishing Activity Trends Report, which clearly shows the dramati-
cal increase in Phishing attacks during the last few months (see Fig. 1). Another
study conducted by Gartner showed that 57 million US citizens have already
been victims of a Phishing attack. 1.4 million or 2.5% of them passed sensitive
data unknowingly to third parties which cost banks and credit card companies
$ 1.2 billion in 2003 [4]. According to the APWG-data even 5% of the attacked
are supposed to become victims.

Timeline of a Phishing Attack. According to [5] there is a characteristic proce-
dure:

1. In most cases the attack begins with an email that pretends to come from
a reputable service provider like a bank. At the first glance the fraudulent

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 20–29, 2005.
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Fig. 1. Active Reported Phishing Sites by Week October 2004-January 2005 [3]

email looks reliable regarding its sender, form, and content and is thus almost
indinstinguishable from a real one. Frequently a necessary update, a loss of
data or even a security problem is the pretended reason for the mail.

2. With the email the victim is tricked in following a hyperlink to a counter-
feited website. Like the initial email this website is hardly to identify as an
imitation, because its look and feel is adapted to that of the original one.
The target of the hyperlink within the email can easily be counterfeited
using html-mails. There are several methods to disguise the address in the
address-field of the browser, like:
– Using a similar domain-name (e.g. https://www.postbank-deutschland.

com instead of https://www.postbank.de)
– Exploiting bugs in the browser software (e.g. using long addresses con-

taining the @ character)
– Using sophisticated methods like ”Floating Windows” – small Java

Script programs that overlap the original address-field of the browser
(containing the address of the scammer’s website) with another window
containing the pretended address.

3. The faked website asks for personal data or access information from the user
that is then used for fraudulent transactions.

The tricks and methods of the Phisher become technically more and more
sophisticated what makes them also more dangerous for the victims. A recent
example is a Phishing email containing scripting code that is used to manipulate
the hosts-file of windows-machines [6]. Since this file is used for the resolution of
domain-names the user is automatically redirected towards the attackers page
when he enters the original URL of the service. It is noteworthy that with this
type of attack the content of the fraudulent email does not necessarily have to
have any relation to the later target, what makes the user even more careless.
This type of attack is also known as ”Pharming”.
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The remainder of the paper is organized as follows. First we present known
countermeasures against Phishing (Sect. 2). We continue by proposing a new
solution to the problem (Sect. 3) and finally we evaluate our approach and
compare it to the existing ones.

2 Known Countermeasures

Meanwhile there are a lot of protection mechanisms against Phishing and online-
scammers. These proposals can roughly be separated into two categories: modifi-
cations of the traditional authentication and authorisation-method (PIN/TAN)
on the one hand (Sect. 2.2) and approaches that try to reduce the probability of
a scammer being successful without changing the procedure on the other hand
(Sect. 2.1).

2.1 Minimizing the Risks

This group can be divided into user-dependent and user-independent approaches.

User-Dependent Approaches. Most user-dependent approaches are based
on a kind of guideline that is given to the users and contains information about
the correct usage of the service. The complexity of those guidelines is varying
heavily. Some examples are [5], [7], and [1]. The problem with these guidelines
is that the average Internet user is likely not to put into practice all of those
recommendations – either because he is not capable of doing so or for convenience
reasons. Tools can support the user in terms of security.

Spam-Filters and Filters for Outgoing Data. Manufacturers of anti-virus soft-
ware try to hamper Phishing by the use of filters. Already known Phishing mails
and faked hyperlinks can be identified and the corresponding email can be clas-
sified as spam. Filtering Software is also capable of scanning the outgoing traffic
for sensitive data, blocking it and immediately sending a notification to the user.

Browser Plug-Ins. Browser plug-ins like SpoofStick make it easy to verify the
URL of the currently visited website. The plug-in-software shows the name of the
currently displayed website in a user-configurable color and size (e.g. ”You’re on
ebay.com”). This is an effective countermeasure against attacks aiming to confuse
the user by modifying the address-bar.

The plug-ins ScamBlocker, TrustWatch and Phish Net all use blacklists with
well-known Phishing-sites. Everytime the user wants to visit a website it is com-
pared to the list and in case of a match a warning is displayed to the user.
Additionally Phish Net prevents any kind of navigation through the elements of
that site. The software also stores sensitive user data and issues a notification
to the user every time such data should be transmitted via the Internet.

SpoofGuard visualizes its classification of a website by a traffic light (see Fig.
2) and if necessary a pop-up-window with a warning. The classification depends
on various indicators that can be invidually assessed by the user. For further
information see [8].
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Fig. 2. SpoofGuard

Another tool from the developers of SpoofGuard is PwdHash, an Internet
Explorer plug-in, that computes a hash value from the domain-name of the
currently visited website and the password entered in the password field of the
site. Instead of the password chosen by the user the hash value is transmitted
to the website. Thus the ”passwords” (read hashes) transmitted are different for
all domains and a scammer will not get the right password for another domain
by luring the user to a faked domain.

User-Independent Approaches. All tools mentioned above have to be in-
stalled manually by the user. The service provider has no influence on the (cor-
rect) usage of these security measures. In contrast the methods illustrated in the
following can be implemented solely by the service provider.

Spam-Trap and Domain-Watch. Spam-Trap and Domain-Watch are two differ-
ent approaches that aim on informing the service provider at an early stage of
an attack. Then he is able to give a warning to his customers early enough to
protect them.

– For Spam-Trap email-addresses are dropped in numerous newsgroups, guest-
books and websites with the goal to get as many spam-mails as possible to
that addresses. The incoming emails are subsequently analyzed and if a new
Phishing attack is identified the affected service provider is notified.

– Domain-Watch monitors the registration of new domain-names. Every time
a domain with a name similar to that of an existing service provider is reg-
istered a notification is sent. By this means the service provider can prepare
the suspension of that domain in case of an attack. According to [3], the time
domains used for Phishing attacks were reachable and working, averages 5.8
days. By identifying the owner of that domain before the attack begins, the
service provider is able to considerably shorten that time-period and may
even be able to prevent the attack.

Meanwhile there are a couple of firms that monitor spam and domain-regis-
trations for other firms (see [9]). They even offer countermeasures for the case of
emergency that can go as far as denial-of-service attacks on identified Phishing
sites.

Validation of Sender Information. Sender-validation-techniques are designed to
identify spam and Phishing emails respectively to determine their real originator.
According to [10] all currently available techniques are based on an extension of
the mailserver-entries in the DNS.
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Although there are several proposals for the technical realisation a common
standard has not yet been realized. The IETF working group MARID (MTA
AuthorizationRecords in DNS) announced its dissolution in September 2004,
after a controversy over patent claims of Microsoft Corp. concerning the ”Sender
ID” method, which was the favoured method of the working group up to that
point [11]. Now the different proposals are supposed to be submitted as individual
RFC-drafts to the IETF.

Fraud Detection. Major enterprises normally have the ability to analyze all data
for irregularities in real time. Such irregularities can usually be observed when a
scammer tries to use information obtained by a phishing attack for a transaction.
The Internet Payment Service PayPal uses a 24/7 fraud and spoof detection
system, that is capable of identifying anomalous transactions within one hour.
Each transaction is checked for plausibility (amount, frequency of usage, etc.)
and can be revoked if necessary [9].

2.2 Variations of the Authorization and Authentication Procedure

The approaches described so far are either user-dependent, not yet available (val-
idation of sender information) or merely supporting measures (Fraud Detection,
Spam Trap and Domain Watch). For reasons like carelessness and ignorance of
the users a solution to the problem cannot solely rely on user behaviour. Further-
more a solution should be available soon. The supporting measures alone cannot
prevent Phishing, they are just a possibility to quickly react on attacks. Thus
the only way to effectively solve the problem is to use methods that change the
existing PIN/TAN procedure for authentication and authorization. Therefore we
focus on that kind of approach for the remainder of the paper.

Hardware Tokens. The PIN/TAN-procedure is replaced by a small piece of hard-
ware (hardware token) that is given to all users and that can be used to generate
one-time-passwords.
– According to [12] AOL uses RSA Security’s SecurID hardware token. In

order to log in, users have to type in a 6-digit-Code displayed by the token
and changed every minute, in addition to their regular password.

– A one-time-password token provided by Kobil Systems does not change the
passwords periodically but on user request. Every time the user needs a
password he has to push a button on the token [13].

– A third method is used by the Swedish SEB-bank. It uses a token-based
challenge-response-system [14]. When logging into the bank website with his
ID the user activates his hardware token by entering a PIN. He is shown a
challenge that he has to enter in his token. The response (that is only valid
for 30 seconds) is then computed by the token and has to be transmitted to
the website by the user.

PKI and Digital Signature. When using a Public-Key-Infrastructure (PKI) the
user usually gets a key pair and a certificate guaranteeing the authenticity of
his public key. A time stamp and a digital signature is then added to every
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request sent to the service provider. The service provider can subsequently verify
the request by using the users public key. Thus this approach can guarantee
authenticity and integrity of the transmitted data if the private keys are kept
absolutely confidential and the mapping between a party and its public key is
correct. Usually the private key is stored on a smartcard that is protected from
unauthorized access by a PIN. For the effectiveness of the time-stamp the clocks
of the participating parties should be synchronized.

3 New Proposal

The mechanisms against Phishing shown in the previous sections either need
proper behaviour of the user or additional soft- or hardware. But equipping
all users with additional soft- and/or hardware can be very costly and there
are additional costs associated with installation and user support. Therefore we
propose a new procedure that avoids additional hardware.

3.1 How it Works

The new proposal is mainly the combination of the known PIN/TAN-approach
with a paper-based challenge-response-technique. It differs from PIN/TAN in
the way that the user gets a list with challenge-response-pairs instead of a list
with TANs. Before completing a transaction a challenge is presented to the
user who must enter the corresponding response. If the response is incorrect the
transaction is not carried out.

If the new technique should (also) be used for access control the user has to
enter his ID and then sees a challenge from his list (see Fig. 3). If he enters the
correct response he is granted access. If he finally wants to carry out a transaction
he has to complete the challenge-response procedure again.

Please type in the response to challengecorresponding

637 289 xnm

Fig. 3. Challenge-Response Input-Screen

Any challenge is sent to the user only once regardless of the fact if the re-
sponse was correct or not. If nearly all challenges of the list are used the user
gets a new list. After a predefined number of failed attempts to enter the correct
response (e.g. three) the user should be notified and his account should be locked
(at least temporary). To complicate man-in-the-middle attacks it is reasonable
to limit the validity of the challenge to a short period of time so that the attacker
only has little time available to act.

The usability is increased if challenge and response are clearly distinguish-
able. This could be achieved by using a sequence of numbers as challenge and a
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Fig. 4. Challenge-Response-List

sequence of letters as response. Additionally such a challenge is very easy to find
in an ordered list. To prevent attacks that ask the user to give away a challenge
with the corresponding response the challenge should include some symbols that
simply can’t be keyed in (see Fig. 4, symbols taken from the Ewok language). If
challenge and response are constructed like shown in Fig. 4 the probability for
an attacker to guess the corresponding response to a given challenge is approxi-
mately 1 to 308 millions. Crossing out used pairs is not necessary but it can be
done to keep the look and feel of the traditional TAN lists.

[15] states that it is a major problem that TAN-lists can easily be copied
without the kowledge of the user. He solves this problem by adding a physical
layer that has to be scratched away before the user can see the TAN. This
approach has two drawbacks:
1. The user always has to carry along the list to be able to conduct a transaction

what may result in destroying the physical layer accidentially.
2. In some cases the user may actually want to copy the list, e.g. if he has two

residences and doesn’t want to sway the list between these.
We propose to employ visual cryptography to solve this problem. The user

then gets a sheet of paper and a transparency that he has to keep on two different
places. When carrying out a transaction he has to combine these two things to
be able to see the challenge-response-pairs. Thus on the one hand the legitimate
user can still copy the two things easily, but on the other hand for an adversary
it is much more difficult to get the two duplicates unnoticed than just copying
one list. In short: employing visual cryptography doesn’t protect against copying
the list but complicates this process for an attacker.

3.2 Evaluation

The new proposal is evaluated according to the criteria in [16]. Thus it’s eas-
ily possible to compare it with the PIN/TAN-alternatives evaluated there. [16]
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uses a long list of criteria that is limited to the one’s relevant for Phishing in
this paper. These are the main criterions security, user acceptance and costs.
Additionally this paper introduces the criterion ”Protection against Phishing”.
The token based approaches have also been included in the evaluation. Table 1
summarizes the results. Following [16] ++ stands for very good, + for good, ∼ for
average, - for substandard and -- for not good.

The currently used passwords and TANs provide no protection against Phish-
ing at all. In contrast using PKI and digital signatures has the potential to
protect against Phishing completely because the digitally signed (order-)data
cannot be modified unnoticed provided that the user really signs his data (e.g.
by using an external tamper-proof signing hardware with data visualisation).

As for hardware tokens there are slight differences in the protection against
Phishing depending on the option used: If the one-time-password is changed
periodically the scammer has to carry out a man-in-the-middle attack to be
able to (mis-)use a grifted password. If the token computes a time independent
password on demand of the user he can usually use the password(s) till the
victim logs on to the real website again.

The new proposal protects better against Phishing than a method based on
the latter type of tokens because the scammer needs the correct response to
a specific challenge. And since any challenge is sent to the user only once the
scammer cannot get a pool of challenges to trick the user. It is only possible to
implement a man-in-the-middle attack. Thus the new proposal proctects against
Phishing in nearly the same manner as tokens that generate one-time-passwords
periodically.

Paper based lists like the ones used in the new proposal are very reliable but
they could be misplaced, stolen or copied. By employing visual cryptography
unnoticed copying can be made very difficult. Hardware tokens may – besides of
being stolen or misplaced – stop working because of power breakdown or external
forces.

There is no installation effort for the user neither with hardware tokens nor
with paper based challenge-response-lists. Both alternatives are easy to use but
the new proposal seems more applicable than the use of hardware tokens because
it works more like the well known PIN/TAN-authentication.

Regarding the criterion wide user spectrum the approaches are similar to
passwords. For any new service the user needs a new token or a new list and any
method can be used for other applications like authentication at an ATM. The
transparency of the methods is very high because the user always knows what
he has to do and why. He can completely control what he wants to enter.

The software costs for the two alternatives are low. The new proposal just
requires an extension of the PIN/TAN-authentication module that can easily
be implemented in most cases. If tokens are used a new authentication module
must be implemented or integrated into the system.

There are no additional hardware costs for the new proposal. Just the lists
have to be printed but this is similar to the PIN/TAN-method. Due to the
similarity to the well known PIN/TAN-approach the training costs are low. The
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Table 1. Evaluation of PIN/TAN alternatives from [16], own evaluations in italic
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Password -- ∼ + + + + + + + -
New proposal + ++ ++ ++ + ++ + + + +
Token: Password periodical + + ++ + + ++ + - ∼ +
Token: Password on demand ∼ + ++ + + ++ + - ∼ +
PKI with smart card support ++ + + ++ ++ ++ - - ∼ ∼

administration costs are likely to be lower than for traditional passwords because
the users can’t forget their passwords any more.

In contrast the token based methods are quite expensive because every user
has to get his own token. Also the costs for training and administration are
higher than for password based methods because the users have to be taught
how to use the tokens.

4 Summary

Reliable protection against Phishing can not be achieved with the existing pass-
word and PIN/TAN-mechanism. Thus this method has to be changed to some
degree. Using digital signatures is the best solution in terms of security. Unfor-
tunately there are a lot of additional costs for necessary hardware, user training,
support, PKI, and so on. Another drawback is that the user is no longer highly
mobile because most solutions require a card reader plugged into the PC and the
necessary drivers. But in many cases plugging hardware into a PC and installing
drivers is nearly impossible e.g. on a journey in an Internet Cafe.

Using hardware tokens with periodically changing one-time-passwords is also
a reliable protection against Phishing. But this alternative causes a lot of addi-
tional costs for hardware, user training, and support, too. These are lower than
the costs associated with using digital signatures but not neglectable. In addition
the users won’t be willing to take a unique hardware token with them for every
service they use.

The new paper-based challenge-response-approach suggested in this paper
seems to be a good compromise between security and costs because it protects
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nearly as reliable against Phishing as hardware tokens while causing consider-
ably lower costs. The major drawback is that it doesn’t protect against man-
in-the-middle attacks but this is also true for the alternatives that employ the
mentioned hardware tokens. Due to the similarity to the well known PIN/TAN-
authentication the additional costs for user training and support are very low.
The user’s mobility is nearly the same as before, he just needs a single sheet (and
probably a transparency) with the challenge-response-pairs for every service he
wants to use.

The paper shows that there are many reasonable mechanisms to protect
against Phishing. They just have to be implemented by financial institutions,
web retailers and other service providers.
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Abstract. There is a broad literature on distributed card games over
communications networks, collectively known as mental poker. Like in
any distributed protocol, avoiding the need for a Trusted Third Party
(TTP) in mental poker is highly desirable, because really trusted TTPs
are not always available and seldom free. This paper deals with the player
dropout problem in mental poker without a TTP. A solution based on
zero-knowledge proofs is proposed. While staying TTP-free, our proposal
allows the game to continue after player dropout.

Keywords: Mental poker, player dropout.

1 Introduction

According to Merryll Lynch, the online gambling business is expected to grow
to $48 billion by 2010 and $177 billion by 2015. This booming turnover must be
accompanied by enough security guarantees for online players; unfortunately, this
is not always the case, especially as far as e-poker (mental poker) is concerned.
Mental poker is played like a conventional card game with the difference that
players communicate over a network and do not need to be in the same physical
place. In this situation, cheating becomes especially tempting and must be
prevented. A mental poker solution must offer all protocols needed to complete
a game. These are: shuffling, drawing, discarding and opening.

The above protocols should offer the same security properties as conventional
physical poker, plus some security properties specific to electronic gaming. Such
properties were identified and enumerated by Crépeau in [4].

Dropout tolerance was not listed in [4] as a requirement, but it is nonetheless
a major challenge in remote gaming. In electronic gaming, no one can prevent a
player from quitting a game. Two kinds of dropout can be distinguished:

– Intentional: A player decides to quit the game. This may be attractive for
a player to whom the game is not being favorable.

– Accidental: A player cannot go on playing, for example due to a network
problem.

Whatever the reason for player dropout, the remaining players should be able
to continue the game. If a Trusted Third Party (TTP) is controlling the game,

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 30–40, 2005.
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handling player dropout is greatly simplified. However, a TTP is not always
available or desirable: it may not be trusted by everybody, it may charge some
fee, etc. When no TTP is assumed, dropout becomes a nontrivial problem.

1.1 Contribution and Plan of This Paper

This paper proposes a solution for player dropout in mental poker without a
TTP. The solution is based on zero-knowledge proofs and allows the game to
continue after the dropout.

Section 2 reviews literature on TTP-free mental poker offering player
confidentiality. Our proposed protocol is described in Section 3. Security is
examined in Section 4. Finally, Section 5 is a conclusion. The Appendix contains
the security proofs.

2 Background on TTP-Free Mental Poker Offering
Player Confidentiality

All schemes mentioned in this section fulfill all security requirements identified
in [4], including the confidentiality of player strategy. We next review them by
focusing on their ability to handle player dropout.

Schemes [5,9] do not consider player dropout. In both proposals, each player
has some secret information needed to draw cards from the deck. Without this
information, the game cannot proceed.

In [1] it is proposed that players who quit the the game should disclose
their secret information. However, this solution is only applicable if dropout is
intentional and the player leaving the game is willing to collaborate. In case
of accidental dropout (e.g. due to a network problem) or malicious intentional
dropout, there is no guarantee that the remaining players can go on playing.

The schemes [7,10] represent each card in the deck by a different numerical
value. During card shuffling, those values are encrypted and permuted by each
player. The effect of encryption is analogous to reversing cards in a physical deck.
A secret-sharing scheme is used, so that at least t players are needed to decrypt
values. The goal is that the game can proceed if at least t players remain, which
allows for some dropouts. In [7] the secret sharing scheme is applied to cards.
Each value representing a card is divided into as many shares as there are players.
Then each share is encrypted under the public key of a different player. A card
cannot be decrypted unless at least t players co-operate. In [10], players create
a key pair using the procedure proposed in [8]. Players generate a public key so
that each player gets a share of the private key; thus, the private key cannot be
used unless at least t players co-operate. Even if those schemes based on secret
sharing do offer some dropout tolerance, the bad news is that secret sharing
makes it possible for a sufficiently large collusion of players to obtain all deck
information. Thus, dropout tolerance is traded off against collusion tolerance.
This is frustrating because collusion tolerance is a basic security property already
identified as relevant in [4].
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3 Our Proposal

There is a first round where cards are dealt as in the poker game, and each
player obtains five cards. If a player discards some cards from her hand, a new
dealing round is started so that the player can obtain as many cards as she has
discarded.

We use Protocol 1 to obtain a new deck of cards in each dealing round, in
a similar way as proposed in [12]. In the second and successive dealing rounds
each player vetoes (i.e. marks as unavailable) those cards that she has previously
drawn. Protocol 2 is used to veto drawn cards. If a player obtains a vetoed card,
she cannot use it and she does not know either the value of the vetoed card or
who vetoed it; what the player can do is to show that she obtained a vetoed card
and then draw a new card.

If a player leaves the game, the rest of players generate a new deck and use
it in the game. The new deck includes the cards that were drawn by the player
who left the game, because the latter is no longer there to veto her cards when
the new deck is generated.

We shall use the following notation in the subsequent protocols.

n : number of players (we assume some ordering among the n players);
Pi : the i-th player in the ordered set of n players;
λi : set of cards in Pi’s hand;
Λ : set of all cards in the hands of all players, i.e. Λ = ∪n

i=1λi;
δi : set of cards discarded by Pi.

3.1 System Set-Up

Before a game starts, players P1, . . . ,Pn must set some parameters. They choose
a large prime p so that p = 2q+1 and q is also prime; they also pick one element
g ∈ Z∗

p of order q.
Using the key generation protocol described in [6], players jointly generate a

public key y =
∏n

i=1 yi. Each player Pi keeps her corresponding share αi of the
private key and publishes yi = gαi .

3.2 Deck Generation

Each card is represented by a value jointly computed by all players in Protocol 1.
We first explain what Protocol 1 does and then describe the protocol in detail.

Let us assume that we are in the k-th dealing round. We can see in Step 1 of
Procotol 1 below that every player uses Procedure 1 to compute 52 new values.
These values are sent to the rest of players in Step 2 of Protocol 1. Once every
player gets the new values from the rest of players, the new deck Dk is computed
by all players at Step 3. We use the term face-up deck of cards because every
player can see the value of each card; the j-th value dk,j in Dk represents the
j-th card in the deck.

If dk,j is a face-up card, then we denote by ek,j the corresponding face-down
card. ek,j contains the encrypted version of the exponents that have been used
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to compute dk,j ∈ Dk from dk−1,j ∈ Dk−1. To prove ownership of a card dk,j ,
a player must prove knowledge of those exponents, i.e. prove knowledge of the
discrete logarithm logdk−1,j

(dk,j).
In the first round, all cards are available and E1 = C1,0 is the face-down

deck of cards without shuffling (see Step 4 of Protocol 1). In subsequent rounds,
each player vetoes the cards in her hand using Protocol 2 (called at Step 5a of
Protocol 1); the goal is that cards already drawn should become unavailable.
After using Protocol 2, a player gets one re-masking factor for each card in the
deck; a vetoed card is re-masked with a factor which does not allow decryption,
whereas a non-vetoed card is re-masked with a factor allowing decryption.

In Step 5b players re-mask the encrypted exponents with these factors, and
obtain the face-down deck of cards without shuffling, Ck,0.

We denote by Dl the deck of cards of the l-th round; we denote by D the
set of all decks that have been generated in all rounds, i.e. D = {D1, . . . , Dk}.
In order to run our protocol, we define D0 = {d0,1, . . . , d0,52}, where d0,j = g,
∀j ∈ {1, . . . , 52}.

Protocol 1 (k ≥ 1, Dk−1)

1. Each player Pi uses Procedure 1 on Dk−1 and obtains Dk,i =
{dk,i,1, . . . , dk,i,52} and Ek,i = {ek,i,1, . . . , ek,i,52}, where dk,i,j = d

mk,i,j

k−1,j and
ek,i,j = Ey(mk,i,j);

2. Each Pi publishes Dk,i and Ek,i;
3. All players compute the face-up deck of cards Dk = {dk,1, . . . , dk,52} and

Ek = {ek,1, . . . , ek,52}, where dk,j =
∏n

i=1 dk,i,j = d
mk,1,j+...+mk,n,j

k−1,j and
ek,j = {ek,1,j, . . . , ek,n,j};

4. If k = 1, players compute the face-down deck of cards C1,0 =
{c1,0,1, . . . , c1,0,52}, where c1,0,j = e1,j ∈ E1;

5. If k > 1 then players do the following

(a) Run the vetoing protocol (Protocol 2) and obtain Gk = {gk,1, . . . , gk,52},
where gk,j = {gk,1,j , . . . , gk,n,j};

(b) Compute the face-down deck of cards Ck,0 = {ck,0,1, . . . , ck,0,52}, where
ck,0,j = ek,j · gk,j = {ek,1,j · gk,1,j , . . . , ek,n,j · gk,n,j}. Drawn cards in this
face-down deck have been vetoed.

In the k-th dealing round, each player Pi computes a new value dk,i,j for
each card j. This new value is obtained from dk−1,j (the value used in round
k − 1 to represent card j) raised to a random value mk,i,j . The exponent mk,i,j

is encrypted into Ey(mk,i,j) and sent along with the new value. Players use
Procedure 1 to compute these new values for each card.

Procedure 1 (y, p, D)

1. For each dj in D = {d1, . . . , d52} do:
(a) generate a random value mj, where 2 < mj < q;
(b) compute d

mj

j ;
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(c) encrypt mj into Ey(mj) under public key y;
(d) prove in zero-knowledge to the rest of players that Ey(mj) is the

encryption of logdj
(dmj

j ) using [11];
2. Return the sets D′ = {dm1

1 , . . . , dm52
52 } and E = {Ey(m1), . . . , Ey(m52)}.

Prior to describing Protocol 2 we define ξl,i as the number of cards that Pi

has drawn in the l-th dealing round; we also define ξi as the sum of all cards
drawn by Pi in all previous dealing rounds, that is, ξi =

∑k−1
l=1 ξi,l.

In Step 1a of Protocol 2 each player in turn computes a re-masking factor
for each card dk,j ∈ Dk. Using the construction of [3], Pi proves in Step 1b of
Protocol 2 that 52 − ξi factors have been properly computed (as many factors
as the number of cards Pi has not drawn); in this proof, Pi does not reveal
which subset of factors was properly computed. In Step 1c, Pi again uses the
construction of [3] to prove that she has computed ξi re-masking factors which
veto the cards Pi has drawn (see in Section 4 the lemma that a player vetoes
the cards she has drawn). The re-masking factors that veto all drawn cards by
any player are pooled together in Step 2.

Protocol 2 (Dk)

1. For each Pi (i = 1, . . . , n):
(a) Pi uses Procedure 2 with (Dk, λi, δi,D) and obtains Gi =

{(ui,1, vi,1), . . . , (ui,52, vi,52)}.
(b) Pi proves in zero-knowledge that at least 52−ξi values (ui,j , vi,j) properly

re-mask a card, i.e. they do not veto the card. This is done using the
construction of [3] in order to show that Pi can correctly perform at least
52−ξi executions of the set of zero-knowledge proofs {CPi,1, . . . , CPi,52},
where CPi,j = CP (g, y, ui,j, vi,j)1.

(c) For l = 1 to k, Pi proves in zero-knowledge that she has vetoed as many
cards as the number ξl,i of cards she obtained in the l-th dealing round.
This is done using the construction of [3] in order to prove that she can
perform at least ξl,i executions among the following set of zero-knowledge
proofs {CPl,i,1, . . . , CPl,i,52}, where CPl,i,j = CP (dl−1, ui,j , dl,j , dj);

2. Compute G = {g1, . . . , g52}, where gj = (uj , vj), and uj =
∏n

i=1 ui,j and
vj =

∏n
i=1 vi,j, with (ui,j , vi,j) ∈ Gi;

3. Let G0 = {(g0,1,1, . . . , g0,n,1), . . . , (g0,1,52, . . . , g0,n,52)} := G, that is, g0,ζ,j =
gj ∀ζ ∈ {1, . . . , n} and ∀j ∈ {1, . . . , 52}, and gj = (uj , vj) ∈ G;

4. For each Pi (i = 1, . . . , n):
(a) receive Gi−1 = {(gi−1,1,1, . . . , gi−1,n,1), . . . , (gi−1,1,52, . . . , gi−1,n,52)}

from Pi−1;
(b) compute Gi = {(gi,1,1, . . . , gi,n,1), . . . , (gi,1,52, . . . , gi,n,52)}, where gi,ζ,j =

g
ri,ζ,j

i−1,ζ,j = (uri,ζ,j

i−1,ζ,j , v
ri,ζ,j

i−1,ζ,j) and 1 < ri,ζ,j < q is a value obtained at
random;

1 We will denote by CP (g, y, u, v) the Chaum-Pedersen [2] zero-knowledge proof, i.e.
the proof that logg u = logy v.
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(c) for each gi,ζ,j = (ui,ζ,j , vi,ζ,j) in Gi run
CP (ui−1,ζ,j , vi−1,ζ,j , ui,ζ,j, vi,ζ,j);

(d) send Gi to the next player;
5. Return Gn.

Procedure 2 is used by every player to compute the values used in re-masking.
If card j is not vetoed then a pair (uj, vj) is computed such that logg uj = logy vj .
However, if card j must be vetoed, a pair (uj, vj) such that logg u �= logy v is
computed, in order to prevent a correct decryption.

As will be described in Section 3.4, when Pi obtains a card j at round k, Pi

obtains the discrete logarithm τk,j = logdk−1,j
dk,j . In subsequent rounds Pi uses

that logarithm to veto this card.

Procedure 2 (D, λ, δ,D)

1. For each dj in D = {d1, . . . , d52} do:
(a) if the card represented by dj is in λ ∪ δ do:

i. generate a random value Rj, where 1 < Rj < p;
ii. let us assume that the card represented by dj has been obtained in

round l. In this case τl,j = logdl−1,j
(dl,j) is known (where dl−1,j and

dl,j are in D), so gj = (uj, vj) is computed, where uj = d
τ−1

l,j

j and
vj = Rj;

(b) if the card represented by dj is not in λ ∪ δ do:
i. generate a random rj, where 1 < rj < q;
ii. compute gj = (uj , vj), where uj = grj and vj = yrj ;

2. Return G = {g1, . . . , g52} = {(u1, v1), . . . , (u52, v52)}.

3.3 Card Shuffling

This is done using the procedure described in [1]. The different players in turn
shuffle and re-mask the face-down deck C0 obtained with Protocol 1.

Protocol 3 (C0)

1. For each player Pi (i = 1, . . . , n) do:
(a) Generate a permutation σi of 52 elements;
(b) Permute the elements ci−1,j of the face-down deck Ci−1 with σi to obtain

C∗
i ;

(c) Re-mask the encrypted messages contained in each card of C∗
i without

modifying their content to obtain Ci; this is done by re-masking all
ciphertexts contained in each face-down card C∗

i = {c∗i,1, . . . , c
∗
i,52}, where

c∗i,j = {e∗i,j,1, . . . , e
∗
i,j,n}; specifically, Pi computes Ci = {ci,1, . . . , ci,52},

where ci,j = {e∗i,j,1 · Ey(1, ri,j,1), . . . , e∗i,j,n · Ey(1, ri,j,n)}; values
{ri,j,1, . . . , ri,j,n} are obtained at random;

(d) Use the proof in [1] to prove in zero-knowledge that Ci is a permuted and
re-masked version of Ci−1.

After running the shuffling protocol, players get the set Cn, that is, the
shuffled face-down deck of cards.
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3.4 Card Drawing

The card extraction procedure is as follows. Let us assume that extraction is
performed by player Pi:

Protocol 4

1. Pi randomly selects an element from Cn, namely, cj = (ej,1, . . . , ej,n);
2. Pi asks the rest of players to verifiably send her information to decrypt the

messages ej,ζ contained in cj using [6];
3. After decrypting these messages, Pi obtains {m1, . . . , mn}, where mζ =

D(ej,ζ);
4. Pi searches for an element dk,t ∈ Dk (the k-th dealing round deck) such that

dm1+...+mn

k−1,t ≡ dk,t;
5. If dk,t ∈ Dk then Pi stores τt = (m1 + . . . + mn);
6. If dk,t �∈ Dk then Pi has obtained a vetoed card. In this case, she shows that

the card was vetoed and requests a new one.

3.5 Card Opening

A player must prove to the rest of players that she is the owner of her cards.
The card opening protocol is used to that end.

Let us assume that a player Pi has drawn a card cj ∈ Cn. Pi has received
the partial decryption from the rest of players, and she has verified that each
partial decryption is correct.

Pi opens a card when she publishes the remaining part of the decryption of cj .
With this information, all players can know the value of cj , that is, the decrypted
card exponents D(ej,1), · · · , D(ej,n). The decryption is verifiably performed as
detailed in [6].

3.6 Card Discarding

A player discards a card when she commits herself to not using it. Let us assume
that player Pi has drawn a card cj ∈ Cn using Protocol 4.

Pi discards cj by sending a message discard with cj to the rest of players. cj

is added to the set λi. If Pi wants to open a discarded card, the rest of players
can detect the cheating because the card is in λi.

3.7 Player Dropout

In case one of the players leaves the game, the rest of players can go on playing.
Assuming that player Pi with public key yi leaves the game, the game public
key is updated as y := y/yi. Next, the rest of players continue as if player Pi

had never joined the game. This implies that cards once extracted by Pi will be
back in the deck.



Dropout-Tolerant TTP-Free Mental Poker 37

4 Security

Security results in this section basically state that: i) vetoed cards cannot be
opened; and ii) the set of vetoed cards is the set of drawn cards. Proofs are given
in the Appendix.

Lemma 1. If Pi succeeds in performing CPi,j = CP (g, y, ui,j, vi,j) at Step 1b
of Protocol 2, then (ui,j , vi,j) will not veto the face-down card ck,0,j at Step 5b
of Protocol 1.

The Corollary below follows from the above lemma and from Step 1b of
Protocol 2.

Corollary 1. Let 52 be the total number of cards. Let ξi be the cards drawn by a
player Pi. Then the number of cards xi not vetoed by Pi is such that xi ≥ 52−ξi.

Lemma 2. If, at round k, Pi succeeds in performing CPl,i,j =
CP (dl−1, ui,j , dl,j , dj), l < k, at Step 1c of Protocol 2, then (ui,j , vi,j) vetoes
the face-down card ck,0,j at Step 5b of Protocol 1.

Lemma 3. A player can only veto a card she has drawn.

Lemma 4. The number of cards vetoed by a player is at least the number of
cards drawn by the player.

Theorem 1. The set of cards vetoed by a player is the same as the set of cards
drawn by the player.

Theorem 2. A vetoed card cannot be opened.

5 Conclusions

We have presented a mental poker protocol which, to our best knowledge, is
the first TTP-free proposal tolerating both intentional and accidental player
dropout. Future research will explore applications of the protocol in this paper
to secure multi-party computation problems other than mental poker.
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Appendix

Proof (Lemma 1). A face-down card ck,0,j is formed by a set of ciphertexts
(ek,1,j , · · · , ek,n,j). When a card is not vetoed in Protocol 2, a re-masking factor
(ui,j , vi,j) is used which still allows recovery of the cleartexts from the card
ciphertexts. To allow correct decryption, the re-masking factor must satisfy
logg ui,j = logy vi,j . This is exactly the property proven by CP (g, y, ui,j, vi,j). �

Proof (Lemma 2). Let us assume a card drawn in a dealing round l previous
to the current round k (i.e. l < k). Let the face-up value of that card be dk,j .
CP (dl−1, ui,j , dl,j , dk,j) proves that:

τ = logdl−1,j
(dl,j) = logui,j

dk,j (1)

From Equation 1 we have
ui,j = (dk,j)τ−1

(2)

Now if (ui,j , vi,j) does not actually veto dk,j , the following holds:

logg(ui,j) = logy(vi,j) = loggα(vi,j) =
1
α

logg(vi,j)

The above is equivalent to

α · logg(ui,j) = logg(vi,j) (3)

Combining Equations (2) and (3) yields

logg((dk,j)τ−1
)α = logg vi,j (4)
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If logarithms are removed, we get vi,j = ((dk,j)τ−1
)α. Thus, re-masking factor

(ui,j , vi,j) will pass CP (dl−1, ui,j, dl,j , dk,j) without actually vetoing dk,j only if
it has the form

(ui,j , vi,j) = (dτ−1

k,j , ((dk,j)τ−1
)α) (5)

However, computing vi,j in Expression (5) without knowledge of α nor (dk,j)α is
as hard as the Diffie-Hellman problem. Obtaining α from the public key y is as
hard as the discrete logarithm problem. Thus, passing the verification at Step 1c
of Protocol 2 implies that card dk,j is actually vetoed. 	

Proof (Lemma 3). Assume that the current dealing round is round k; let
{d1,j, · · · , dl,j , · · · , dk,j} be the expressions for the j-th card at each dealing
round l, where τl,j = logdl−1,j dl,j for 1 ≤ l < k. Assume now that Pi wants
to construct a proof of veto for dt,j , for some t < k. Then Pi needs to construct
(ui,j , vi,j) so that she can perform CPt,i,j = CP (dt−1, ui,j, dt,j , dk,j). This means

logdt−1,j
dt,j = logui,j

dk,j , which requires ui,j = d
τ−1

t,j

k,j so that Pi needs to know
τt,j = logdt−1,j

(dt,j) But this logarithm is only known to Pi if she drew the card
at round t (see Protocol 4). 	

Proof (Lemma 4). Let us assume that Pi has extracted ξi cards in previous
dealing rounds. At Step 1c of Protocol 2 Pi uses the proof by Cramer et al. [3]
for the ξi re-masking factors corresponding to the ξi drawn cards. According to
Lemma 2, this guarantees that the ξi drawn cards are vetoed. 	

Proof (Theorem 1). If a re-masking factor (ui,j , vi,j) passes the proof that it is
a vetoing factor for card j, then by Lemma 2 it vetoes card j. On the other hand,
if a re-masking factor (ui,j , vi,j) passes the proof that it is a non-vetoing factor
for card j, then by Lemma 1, it does not veto card j. Now, a re-masking factor
(ui,j , vi,j) cannot at the same time veto and not veto card j. Thus, (ui,j , vi,j)
cannot pass both the proof that it is a vetoing factor and the proof that it is a
non-vetoing factor.

Let us assume that player Pi has drawn ξi cards. By Lemma 1, the number
of cards not vetoed by Pi is at least 52 − ξi. By Lemma 4, the number of cards
vetoed by Pi is at least ξi. Therefore, Pi vetoes exactly ξi cards. Finally, by
Lemma 3, a player can only veto cards she has drawn. Therefore the set of
drawn cards is the same as the set of vetoed cards. 	

Proof (Theorem 2). Without loss of generality we assume n = 2 players P1
and P2. Assume that a round k card dk,j is computed from dk−1,j by raising
a round k − 1 card dk−1,j to exponents m1 and m2, i.e. dk,j = dm1+m2

k−1,j . Note
that mi is secret and only known to Pi, for i = 1, 2, whereas dk,j is public and
obtained at Step 3 of Protocol 1.

At Step 5a of Protocol 1 the vetoing protocol is called to compute re-masking
factors gk,1,j = (u1, v1) and gk,2,j = (u2, v2); at Step 5b these factors are applied
to the encrypted card exponents ek,j = (ek,1,j , ek,2,j) to veto card dk,j . Now,
(u1, v1) and (u2, v2) have been computed by the vetoing protocol (Protocol 2),
so they satisfy
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logg ui �= logy vi for i = 1, 2 (6)

The computations for vetoing dk,j at Step 5b of Protocol 1 are:

ek,j · gk,j = {ek,1,j · gk,1,j, ek,2,j · gk,2,j} = {Ey(m1) · (u1, v1), Ey(m2) · (u2, v2)}

= {(gr1 · u1, m1 · yr1 · v1), (gr2 · u2, m2 · yr2 · v2)} (7)

Opening card dk,j means extracting the secret exponents m1 and m2 from the
face-down card expression ek,j · gk,j . From Expression (7), we have that

m1 =
m1 · yr1 · v1

(gr1 · u1)α
, m2 =

m2 · yr2 · v2

(gr2 · u2)α
(8)

Some algebraic manipulation of Equations (8) leads to

logg u1 = logy v1 , logg u2 = logy v2 (9)

Equations (9) contradict Equations (6). Thus, the card cannot be opened. 	
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Abstract. The dependability analysis of an ITS (Intrusion Tolerance System - a 
system that performs continuously minimal essential services even when the 
computer system is partially compromised because of intrusions) is essential for 
the design of the ITS. In this paper, we applied self-healing mechanism, the 
core technology of autonomic computing to analyze the dependability of the 
ITS. In other words, we described the state transition of the ITS composed of a 
primary server and a backup server utilizing two factors of self-healing 
mechanism (fault model and system response) and analyzed it using M/G/1 
queuing technique. We also evaluated the availability of the ITS through 
simulation experiments.  

1   Introduction 

With the intrusion tolerance method, the network-based computer systems 
continuously provides minimal essential services even when the system is partially 
compromised because of the internal and/or external intrusions such as DoS (Denial 
of Service) [1]. Application of the ITS (Intrusion Tolerance System) method has been 
arousing a lot of interest recently. This phenomenon results from a limitation of the 
well-known security technologies such as firewall, vaccine and intrusion detection 
that have individual weaknesses causing them to be vulnerable to accidental or 
intentional attacks and faults that are not known to them. Additionally, when we 
summarize the characteristics of attacking tools recently discovered, they have 
characteristics such as being stealthy, distributed, automated and performing as an 
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agent. Therefore, the problems are bigger than ever. The intrusion tolerance method is 
being actively studied as prevention and countermeasure against various malicious 
attacks to network-based computer systems. 

Intrusion tolerance is different from intrusion detection. It does not guarantee that 
it will beat all the malicious attacks but it guarantees that it will provide services 
continuously by the ITS with dependability (reliability, availability, maintainability, 
safety, survivability etc.) even when some parts of the system are damaged because of 
the successful malicious attacks. In Europe, IST(Information Society Technologies) 
performed studies through the MAFTIA(Malicious-and Accidental-Fault Tolerance 
for Internet Applications) project to develop an ITS [2], and the USA is performing 
intrusion tolerance related projects such as HACQIT(Hierarchical Adaptive Control 
of Quality of service for Intrusion Tolerance), SITAR(Scalable Intrusion Tolerant 
Architecture), and ITUA(Intrusion Tolerance by Unpredictable Adaptation) through 
OASIS(Organically Assured and Survivable Information System) program of 
DARPA(Defense Advanced Research Projects Agency) [3,4,5]. 

On the other hand, a new approach using a self-healing mechanism is being 
proposed [6] where one of the four core technologies of autonomic computing is 
utilized to implement an ITS with dependability. Although the self-healing method 
includes various factors related to the dependability of the system just like fault 
tolerant methods, self-healing provides broader protection than the existing fault 
tolerant method, in that it can provide appropriate responses to the unexpected 
internal and external attacks together self-optimization, self-configuration, and self-
protection [7]. 

2   Related Works 

In [3], they adopted design diversity to enforce fault tolerant functions of the ITS and 
configured that the primary server and the backup server would have different OS and 
web server applications.  However, as both servers were interoperating using the Hot-
standby method (e.g., dynamic redundancy), both of them can be damaged from 
external attacks. Study [8] shows the state transition diagram to describe the dynamic 
abnormal behaviors of intrusion tolerance against external attacks. In this study, they 
performed the study on intrusion tolerance framework regarding how to model the 
vulnerabilities and risk factors of the system. In [9], they attempted quantitative 
performance analysis of several attacks such as DoS based on state transition 
diagrams. ITS frameworks can be divided into two, which is a layer based one and a 
replication based one.  The layer-based structure may be applied to a single host. In 
this model, data integrity will be emphasized. The replication-based structure is to 
increase availability of the distributed computing environments. However, because of 
the increase of replications, secrecy would be threatened [10]. On the other hand, [11] 
shows examples applying self-healing technology to enhance the dependability of the 
distributed embedded system. 

As the ITS is to respond to dynamic abnormal behaviors that are made by attackers 
according to system vulnerabilities or risk factors, it should be able to describe their 
state changes. In other words, we need to identify the attack type and present state of 
the ITS and express it into the state transition model in order to make a quantitative 
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performance analysis of the transition process from the damaged to normal state. In 
this paper, we described the state transition of an ITS composed of a primary server 
and a backup server utilizing the two factors of the self-healing mechanism (fault 
model and system response) and analyzed it using M/G/1 queuing technique. We also 
evaluated the availability of the ITS through simulation experiments. 

3   Intrusion Tolerance System Utilizing Self-healing Mechanism  

Self-healing is the core technology of autonomic computing to enhance dependability 
of the system by minimizing malfunctions of the system through the detection, 
diagnosis and repair of the faults or errors arising from external attacks or internal 
system problems [12]. To implement self-healing technology as a system, there 
should be definitions of four factors such as fault model, system response, system 
completeness and design context [6].  

The fault model defines the characteristics of faults that the system should tolerate 
and system response is a detailed definition regarding the fault detection, response to 
the fault and recovery strategy against external attacks. For example, DoS such as 
SYN Flood and Smurfing may cause the performance degradation of system resource 
by sending malicious requests to a certain server such as DNS(Domain Name Server). 
However, even in this situation, the ‘Gracefully Degradation’ concept that guarantees 
the essential services of the system should be included in elements in system 
response. On the other hand, system completeness is regarding the element should be 
implemented to overcome the structural imperfection of the system implementation in 
the real world.  Design context shows self-healing element to secure homogeneity and 
linearity of the system to be implemented. To let the ITS have self-healing functions, 
a system state transition diagram was drawn with the detailed items related to fault 
model and system response among the four self-healing components described above. 

Figure 1 shows the state transition of the Cold-standby ITS reflecting self-healing 
components. It also shows the detailed factors of the fault model responding to DoS, 
and elements corresponding to those factors such as fault detection, degradation, fault 
response and fault recovery. The followings are the assumptions that are applied for 
the intrusion tolerance system modeling.  

• The switchover mechanism between the primary server and the backup server 
of ITS would follow the Cold-standby method. 

• The sojourn time in each state of ITS would follow a general distribution.  
• The system is properly working in the initial state and intrusion would be 

only possible in this state.  
• After the switchover between the primary server and the backup server, the 

works will be transferred to the primary server when the backup server is only 
in normal state (0,1). 

When vulnerability is exposed in the state of normal operation of both servers (1,1), 
the ITS will be transferred to (V,1). If the intrusion tolerance module defends all the 
vulnerability attacks through network traffic and IP address analysis, it will be 
recovered after a specified time to the initial state. However, if it does not happen, the 
primary server will be attacked (A,1) with the probability of P(V,1). When the attack 
state of the  primary  server  continues  for a certain  time, the  system damage  will be 
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Fig. 1. State transition diagram of intrusion tolerance system 

accumulated. If the intrusion diagnosis module analyzes system CPU load and 
memory state and the meaningful performance degradation is detected at the 
probability of 1- P(A,1), it will transfer primary server into rejuvenation(restoration, 
reconfiguration or recovery) state (R,1). If it cannot diagnose the performance 
degradation, it is transferred to (U, 1), which means Undetected. Finally, the 
switchover takes place and the backup server will do the job on behalf of the primary 
server (0,1). To prevent the simultaneous down of both servers by external attacks, 
Cold-standby configuration was adopted. In this case, the time needed for switchover 
will be prolonged. The process from the state that the backup server plays the role of 
the primary server (0,1) to the state that the backup server is down (0,0) is same as the 
job transition from the primary server to the backup server in the initial state.  

Generally, in Figure 1, the normal stage is the one where system degradation does 
not happen at all. The intrusion tolerance stage is the one where there is a certain level 
of damage but the system performs its essential services. Failure stage is the one 
where the primary server is not recovered and at the same time, the backup server 
cannot provide services regardless of the operation of the ITS.  

To calculate the availability of the steady-state of the proposed ITS, the stochastic 
process of equation 1 was defined. Through SMP (Semi-Markov Process) analysis 
applying M/G/1 whose service time is general distribution, we calculated the steady-
state probability in each state. 

X(t) :  t > 0 

XS  =  {(1,1),(V,1),(A,1),(R,1),(U,1),(0,1),(0,V),(0,A),(0,R),(0,U),(0,0)}             (1) 
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As all the states shown in Figure 1 are attainable to each other, they are irreducible.  
Additionally, as they do not have a cycle and can return to a certain state they satisfy 
the ergodicity (aperiodic, recurrent, and nonnull) characteristics. Therefore, there is a 
probability in the steady-state of SMP for each state of ITS and each corresponding 
SMP can be induced by embedded DTMC (Discrete-time Markov Chain) using 
transition probability in each state [13]. 

If we define the mean sojourn times in each state of SMP as hi’s and define DTMC 
steady-state probability as di’s, the steady-state probability in each state of SMP (πi) 
can be calculated like equation 2 [14].  

(2)                                        X ji, , S∈=

j
jj

ii
i
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hdπ

 
Whereas, steady-state probability of DTMC di’s will have the following relationship 
as shown in equation 3 and equation 4. 
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On the other hand, if we put the DTMC steady-state probability calculated in 
equation 5 into equation 2, we can have the steady-state probability of each state of 
SMP (πi). The system availability in the steady-state is defined as equation 6, which is 
same as the exclusion of the probability of being in (U,1), (0,U) and (0,0) in each state 
of XS in the state transition diagram. 

)6()(1 )0,0(),0()1,( πππ ++−= UUtyAvailabili

 

4   Simulation Analysis and Availability Enhancement Methods 

To analysis the SMP model for ITS, we need to set parameters for the transition 
probability  and the  mean sojourn  time in  each state. In this paper, simulations were  
 

Table 1. Simulation Parameter  

Input 
Variables 

Set Value 

Mean  
Sojourn  

Time 
5.0,5.0,2.0,25.0,3/1

5.0,2.0,5.0,25.0,3/1,5.0

)0,0(),0(),0(),0(),0(

)1,0()1,()1,()1,()1,()1,1(

=====

======

hhhhh

hhhhhh

URAV

RUAV

 

Transition 
Probability 

Among  5  transition  probabilities ),,,,( ),0(),0()1,0()1,()1,( AVAV ppppp , 

we fixed 3 values and changed 2 values (from 0 to 1) 
(eg . : 1,0,5.0 )1,0()1,(),0(),0()1,( <<=== ppppp VAVA ) 

 

Fig. 2. Availability analysis according to the changes in P(V,1) and P(0,1) 
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order to judge the system response capabilities in the situations exposed to attacks. In 
case of P(A,1) is zero regardless of the transition probability related to detection 
capabilities of abnormal behavior in the initial state(P(V,1) and P(0,1) ), we can see from 
the graph that the availability is ideal (1.0). In other words, if we can detect 
meaningful performance degradation immediately in initial state through diagnosis 
functions of the ITS in (A,1) and (0,A) where primary-backup servers are exposed to 
attacks, we can guarantee availability by returning the system to the initial state 
through the switchover to rejuvenation state. However, if P(A,1) and P(0,A) approach 1, 
the probabilities that the system will be put into no service state which are (U,1),(0,U) 
and (0,0) and the availability will be reduced.  

On the other hand, in Figure 2 and Figure 3, when P(A,1) and P(0,A) are 1, the 
availability is nearly the same as that in the state where P(V,1) and P(0,1) have the worst 
values in the system. It is because even though the system does not detect abnormal 
behavior in the initial state, the structure of the Cold-standby ITS reduces the 
probability of no service or system down thanks to switchover, recovery and 
rejuvenation in the environments with external malicious attacks and thereby the 
availability will not be reduced any more.  

5   Conclusion 

In this paper, it was proposed to graft the self-healing mechanism, the core technology 
of autonomic computing in order to analyze the dependability of the ITS. We defined 
11 states of a Cold-standby ITS composed of a primary server and a backup server 
and analyzed system availability by calculating DTMC steady-state probability and 
SMP steady-state probability through the transition probability and the mean sojourn 
time of each state. In the future, we will study how to improve system dependability 
through considering system completeness and design context in addition to the two 
factors of the self-healing mechanism that have already been considered in this paper.  
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Abstract. Online rating systems have been widely adopted by online
trading communities to ban “bad” service providers and prompt them to
provide “good” services. However, the performance of the online rating
systems is easily compromised by various unfair ratings, e.g. balloting,
badmouthing, and complementary unfair ratings. How to mitigate the
influence of the unfair ratings remains an important issue in online rat-
ing systems. In this paper, we propose a novel entropy-based method to
measure the rating quality as well as to screen the unfair ratings. Ex-
perimental results show that the proposed method is both effective and
practical in alleviating the influence of different types of unfair ratings.

1 Introduction

With the development of Internet, a large number of people carry out transac-
tions through online trading communities such as eBay. Nevertheless, people still
regard online trading as a risk since it is hard to determine whether to trust var-
ious online sellers before the transactions [1]. Therefore, reputation mechanisms
have been introduced into online trading communities to establish trust between
sellers and buyers [2]. One way to establish such mechanism is the online rating
systems [2]. The main idea of online rating systems is to allow each buyer give
a rating for the seller after each transaction. The existing ratings of a particular
seller will then be used by the potential buyers to derive the seller’s reputation
score, which serves as an indicator whether the seller will provide “good” service
or not in future transactions.

Online rating systems have already been adopted by many online trading
communities, e.g. eBay [1], and have been credited to their success. Despite the
wide adoption of online rating systems, there are still some open issues, especially
the issue of unfair ratings. That is, buyers might give ratings which are different
from their real experiences, e.g. although seller provides “good” service in one
transaction, buyer gives rating as “bad”, and vice verse. The performance of
online rating systems would easily be compromised by unfair ratings [2].

Finding effective ways to guard against unfair ratings has attracted many
research efforts in recent years, e.g. [3,4,5]. Most of the existing methods depend
on assumptions that sellers’ behaviors (as well as buyers’ ratings) follow a par-
ticular distribution, which hinders their general application to other settings,

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 50–59, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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e.g. Beta distribution [4,5]. In this paper, we propose an entropy-based method
to tackle the issue of unfair ratings in online rating systems. An entropy-based
metric is designed to measure the rating quality based on which unfair ratings
can be further screened. Unlike existing methods, the proposed entropy-based
method is distribution-free. It does not make any assumption regarding the dis-
tribution of the ratings. In our current research, the proposed method is explored
in context of Bayesian rating system. Nevertheless, the proposed method is not
limited to Bayesian rating system. It can be easily extended to other types of
rating systems due to its distribution-independent nature.

The remainder of this paper is organized as follows. A review of related work
is given in Section 2. Section 3 gives a brief review of the Bayesian rating system.
Section 4 presents the proposed method to screen unfair ratings in the context
of Bayesian rating system. The effectiveness of the proposed method has been
shown through experimental results in Section 5. Finally, Section 6 concludes
the paper with an overview of future work.

2 Related Work

Online rating systems have played an important role in many online trading
communities, e.g. eBay [1]. The presence of unfair ratings is a threat to online
rating systems [2]. Some methods have been proposed to address this issue.

Whitby et al. [4] propose to screen ratings reported by others (i.e. testi-
monies) in Bayesian rating system by determining whether a testimony is out-
side the q% quantile and (1 − q)% quantile of the majority opinion. If it is,
the testimony is considered as an unfair rating and will be excluded. Then the
majority opinion will be calculated again with the remaining testimonies. This
process is carried out iteratively until no other testimony can be excluded. One
major limitation of this method is that it does not scale well with the increase
in the number of testimonies due to its iterative nature. Moreover, this work
depends on an assumption that the ratings follow a Beta distribution. However,
it is not easy to justify this assumption especially in the scenarios where few
observations are available in the ratings (either local rating or testimonies).

Buchegger and Boudec [5] propose a method to address the issue of unfair
ratings in the context of mobile ad-hoc network. This method has two main
limitations. First, this method does not consider the majority opinions when
screening testimonies. Instead, testimonies that are different from a node’s own
experience (i.e. local rating) are rejected. This may not be true in general, since
one single node’s experience might not reflect the target node’s behavior. Sec-
ondly, it is also based on an assumption that nodes’ behavior follows a Beta
distribution.

Garg et al. [6] developed a reputation system in context of structured P2P
network. After one peer interacts with the target peer, it rates the target peer
and sends the rating to all the M score managers who are responsible for cal-
culating and answering other peers’ query of the target node’s reputation score.
The M score managers then aggregate ratings from all peers who have report
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testimonies on the target peer and calculate the target peer’s reputation score.
When calculating the reputation score, each testimony is given a weight based
on the credibility of the peer who reports the rating. The credibility is deter-
mined based on the difference between this peer’s testimony and score managers’
aggregated rating (i.e. majority opinion). The limitation of this work is that it
also assumes that peers’ behaviors in the reputation system follow a normal
distribution.

In contrast, the proposed method in this paper applies an entropy-based
metric to screen the testimonies. It does not make any assumption regarding the
distribution of ratings. The proposed method also takes the majority opinion
into account to make the screening more accurate. And more desirable, it scales
linearly with the increase in the number of available testimonies.

3 Bayesian Rating System

In our current research, we explore an entropy-based method for filtering unfair
ratings in the context of Bayesian rating systems. Before presenting the proposed
method, this section reviews Bayesian rating systems. We reiterate that the
proposed method is not limited to Bayesian rating system. It can be easily
extended to other types of rating systems due to its distribution-independent
nature.

There are primarily two components in Bayesian rating system [7]: one
for collecting seller’s behaviors in the past transactions, another for predicting
seller’s behaviors in the future transactions.

3.1 Collecting Seller’s Past Behaviors

With Bayesian rating systems, buyers give feedbacks of the seller’s behavior after
a transaction is cleared. Buyer assigns a positive rating of “1” to the seller if he
thinks that the seller provided a “good” service; otherwise it assigns a negative
rating of “0”. Buyer B’s rating for seller S in transaction T can be presented in
vector notion as:

rT
BS =

[
p
n

]
, where

[
p
n

]
=

[
1
0

]
or

[
0
1

]
(1)

Instead of maintaining ratings of all the past transactions, a buyer usually
only maintains a summary of ratings for the past transactions within a window
of size W. This is reasonable since a seller’s behavior is usually changing from
one transaction to another. Moreover, buyers generally choose to “care” more
about a seller’s recent behavior and “forget” its past behavior. By introducing
a forgetting factor (λ), which controls the rate that the seller’s old behaviors
are forgotten, the summary of ratings within the window can be represented in
vector notion as:

rBS =
[
pf
nf

]
=

Tc∑
T=Tc−W+1

λTc−T

[
p
n

]
, (Tc − T ) ≤ W (2)
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where W is the window size, Tc is the latest transaction, and T is the transaction
after which rating was collected, and rBS is termed as the B ’s local rating of S.

3.2 Predicting Seller’s Behaviors

In Bayesian rating system, it is assumed that seller’s behavior (and buyer’s rat-
ing as well) follows a Beta distribution. The probability density function (PDF)
of Beta distribution is given by:

beta(Pr|α, β) =
1

B(α, β)
Prα−1(1 − Pr)β−1; 0 < Pr < 1, α ≥ 1, β ≥ 1 (3)

where B(α, β) is the beta function. This PDF expresses the probability (Pr)
that a seller will provide “good” services in future transactions. Then buyers
predict the probability that the seller will provide “good” service in the next
transaction as the expectation value of the Beta distribution, which is given by:

E(Pr) =
α

α + β
, α = pf + 1, β = nf + 1 (4)

When a buyer has not transacted with a particular seller before, pf = nf = 0, α
and β are set to be 1 correspondingly, which causes E(Pr) = 0.5. It is interpreted
that the seller has equal probabilities of providing “good” or “bad” service. Then
with the update of pf and nf after each transaction, the buyer also updates its
prediction of the seller’s behavior.

3.3 Problems Caused by Unfair Ratings

When making prediction of a seller’s behavior, a buyer will request and aggre-
gate ratings from other buyers who have transacted with the same seller before
[7,4]. The initiating buyer B, who is predicting the seller’s behavior, will send
out a requesting message first. Upon receiving the requesting message from the
initiating buyer, the answering buyers will simply reply as testimonies their local
ratings of the target seller (if any)1. The initiating buyer then updates α and β
by aggregating all the returned testimonies with its local rating (if any). That
is:

α = 1 + pfB +
∑
X∈C

pfX , β = 1 + nfB +
∑
X∈C

nfX (5)

where pfB and nfB denote the number of positive and negative ratings in B’s
local rating respectively, C denotes the set of the answering buyers, and pfX , nfX

refer to the numbers of positive and negative ratings in the testimony returned
by a particular buyer X in the set C. Then the initiating buyer updates its
prediction of the seller’s behavior using Eq. (4).
1 A good testimony propagation algorithm is expected to scale with the size of the

community [2]. Although it is also a very important issue, it is not the focus of this
paper. Instead, we assume in this paper that the initiating buyer can always receive
the testimonies they need.
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However, if the initiating buyer aggregates all returned testimonies blindly,
the answering buyers can easily diverge the initiating buyer’s predictions by re-
porting unfair ratings that are different from their real experiences. For example,
buyer B is now evaluating whether to buy from a potential seller S. B requests
testimonies from other buyers who have interacted with S before. S colludes
with some buyers, who report unfairly higher ratings than the real quality of
services that S delivered. Those unfair positive ratings will increase the value
of α and decrease the value of β in Eq. (5), which immediately leads to an in-
crease in B ’s predicted probability that S will provide “good” service. As this
simple example shows, the performance of online rating systems would easily be
compromised by the presence of unfair ratings [4,8]. Making the rating systems
robust to avoid or mitigate the influence of unfair ratings is a fundamental issue
in building online rating systems [4,8].

4 Entropy-Based Ratings Screening

Motivated by the problems caused by unfair ratings in current online rating
system, in this paper, we propose an entropy-based metric to measure the quality
of the ratings (both local rating and testimonies), based on which to screen
ratings and to mitigate the influence of unfair ratings. The basic idea of the
proposed method is that: if, compared with the quality of the already-aggregated
testimonies (i.e. majority opinion), there is a significant quality improvement or
downgrade in the testimony from a particular buyer, the testimony is away from
the majority opinion. Thus it can be considered as a possible unfair rating.

Entropy, a measure of uncertainty contained in information [9], is employed
as the basis of the rating quality metric. The entropy of a variable V can be
calculated as: H(V ) = − ∑

Pr(v)log(Pr(v)), where v is a possible value of
variable V , and Pr(v) is the corresponding probability of V taking the value v.

Since rating in Bayesian rating system is basically binary, it can be seen
as a discrete variable taking two possible values. Consequently, uncertainty (of
seller’s behavior in future transactions) observed in buyer B ’s rating can be
measured as: H(rB) = −Prplog(Prp)−Prnlog(Prn). Here Prp and Prn denote
the probabilities of positive ratings and negative ratings observed in the window
of past W transactions, which are given by:

Prp =
α

α + β
, Prn =

β

α + β
. (6)

Here α and β share the same meanings as in Eq. (4).
The maximum uncertainty Hmax(rB) occurs when there are identical proba-

bilities of positive and negative rating in the past W transactions [9]. In this case
Hmax(rB) = 1. Minimum uncertainty Hmin(rB) appears when only positive (or
negative) ratings are observed in all the past W transactions.

Now, we can measure the Quality of the rating as:

Q(rB) = 1 − H(rB) − Hmin(rB)
Hmax(rB) − Hmin(rB)

=
Hmax(rB) − H(rB)

Hmax(rB) − Hmin(rB)
(7)
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Quality of testimonies from other buyers can be measured likewise. Then buyer
B aggregates testimony from X if:

|Q(rX) − Q(r)| <= ε

where Q(rX) is the quality of the testimony reported by X, Q(r) is the quality
of buyer B ’s current aggregated rating (Q(r) = Q(rB) initially). ε is a screening
threshold (usually ε ∈ [0, 1]), which controls the sensitivity to the presence of
unfair ratings. With a larger ε, the screening is less sensitive to unfair testimonies,
whereas with a smaller ε, the screening is more sensitive. Both cases may lead to
divergent prediction. A balanced selection of ε is necessary to make the screening
work effectively. Experimental results show that ε ∈ [0.35, 0.45] generally shows
a good balance (See Section 5.4).

The proposed screening method can be outlined as Algorithm 1:

Algorithm 1. Entropy-based rating screening algorithm
B denotes the buyer initiating the testimony aggregation
C denotes the set of buyers whose testimonies are requested
X denotes a particular buyer in the set C

1: measure Quality of buyer B’s local rating Q(rB) using Eq. (7)
2: Q(r) = Q(rB)
3: for all X in C do
4: measure the Quality of the testimony Q(rX ) reported by X using Eq. (7)
5: if |Q(rX) − Q(r)| <= ε then
6: aggregate X’s testimony by updating α and β using Eq. (5) accordingly, and then update

the quality of the aggregated rating Q(r)
7: else
8: discard X’s testimony
9: end if
10: end for

5 Experimental Results

5.1 Setup

We simulate a trading community, in which there is one seller2 and 100 buyers.
There are a total of 1000 transactions in each round of simulation. The seller’s
behavior is mainly controlled by its loyalty, which denotes its willingness to pro-
vide “good” services. The seller may change its loyalty from one transaction
to another due to many reasons, e.g. the fluctuation of the profit by providing
services. In each round of simulation, seller’s initial loyalty is set to be 0.9. We
simulate three styles of changes of the seller’s loyalty in the course of each simu-
lation: increases and decreases from the one in previous transaction, and remains
same as the one in previous transaction. The ratios of different styles of changes
are chosen to be 1/3 respectively. The window size of the past transactions is set

2 The goal of the experiment is to investigate whether Bayesian rating system can
predict seller’s behaviors truly even with presence of unfair ratings. Bayesian rating
system is a distributed rating system [2], in which each seller (and buyer) is treated
equally. One seller is sufficient to meet our goal.
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to 50 (i.e. W=50 in Eq. (2)). And the forgetting factor is set to 0.9 (i.e. λ = 0.9
in Eq. (2)). Punfair is set to 70%.

Before each transaction, buyer will predict the probability that the seller will
provide “good” service based on other buyers’ testimonies and its local rating
(if any). As the unfair ratings usually lead to divergent prediction of the seller’s
behaviors, we can measure the effectiveness of the proposed method by measuring
how close it is between the predicted probability and the seller’s loyalty for each
transaction. We can measure the “closeness” as the Mean Squared Error (MSE)
between the predicted probabilities and seller’s loyalties averaged over all the
1000 transactions. Ideally MSE = 0, which means the predicted probabilities
are always equal to the seller’s loyalties in all transactions.

5.2 Types of Unfair Ratings

There are three types of unfair ratings studied in the experiments [8,10]:

– Ballot-stuffing. A buyer, with a probability Punfair, reports that seller
provides “good” service regardless of its real experience.

– Badmouthing. A buyer, with a probability Punfair, reports that seller pro-
vides “bad” service regardless of its real experience.

– Complementary. A more general type of unfair rating is the Complemen-
tary unfair rating. That is, a buyer, with a probability Punfair, reports a
rating opposite to the real experience.

Before proceeding, we demonstrate the influence of unfair ratings first. Fig.
1(a) shows the seller’s loyalties and predicted probabilities by one buyer3 over
1000 transactions. It can be seen that Bayesian rating system predicts the seller’s
behaviors quite close to the seller’s loyalties without the presence of unfair rat-
ings. Fig. 1(b) shows seller’s loyalties and predicted probabilities over the 1000
transactions with presence of badmouthing unfair rating. It can be observed that
the predicted probabilities now deviate from seller’s loyalties.
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Fig. 1. Influence of unfair ratings and effectiveness of ratings screening

3 Since Bayesian rating system is a distributed rating system, each buyer maintains
a local view of the seller’s behaviors, one buyer’s prediction is enough for studying
the effectiveness of the proposed method.
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Table 1. Comparison of MSEs

Types of unfair rating proposed method not applied proposed method applied
ballot-stuffing 1.7883 ∗ 10−3 1.7816 ∗ 10−3

badmouthing 22.4487 ∗ 10−3 4.6240 ∗ 10−3

complementary 4.9041 ∗ 10−3 1.3683 ∗ 10−3

5.3 Effectiveness of the Proposed Method

Fig. 1(c) shows the seller’s loyalties and the predicted probabilities in the pres-
ence of badmouthing with the proposed screening method applied. Compared
with Fig. 1(b), the predicted probabilities follow seller’s loyalties more closely.
MSEs in scenarios with and without the proposed screening method applied are
listed in Table 1.

Compared with corresponding scenarios without proposed method applied,
the proposed method manages to reduce the MSEs by 0.4%, 79.4%, and 72.1% in
scenarios with the presence of ballot-stuffing, badmouthing, complementary un-
fair ratings respectively. The relatively lower effectiveness in the presence of ballot-
stuffing is due to the reason that unfair ratings (i.e. 1 in this case) are already quite
close to the seller’s loyalties (around 0.9 in the simulation). The proposed method’s
effectiveness in mitigating the influence of the unfair ratings is thus justified.

Experiments are also conducted to study the proposed screening method’s
effectiveness in the presence of various ratios of unfair ratings. MSEs in different
scenarios are plotted in Fig. 2(a)-2(c). With the increase of unfair rating ratio,
the predicted probabilities deviate from seller’s loyalties more significantly in
scenarios both with and without the proposed method applied. However, with
the proposed method applied, improvement over the scenarios without the pro-
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posed method applied is still observable. It can be observed from Fig. 2(a)-2(c)
that the proposed method mitigates the influence of the unfair ratings most ef-
fectively in scenarios with less than 60% ballot-stuffing, 10% badmouthing, and
40% complementary respectively.

We also compare the performance of the proposed screening method against
the one proposed by Whitby et al. in [4]. We implement their method with q value
instantiated as 0.01 since q = 0.01 is a good balance as reported in [4]. MSEs by
applying their method are also plotted in Fig. 2(a)-2(c). It can be observed that
our method outperforms Whitby et al.’s method in the presence of both ballot-
stuffing and complementary unfair ratings. However, our method is not as effec-
tive as Whitby et al.’s method in the presence of badmouthing unfair ratings. This
is because in our experiments, the seller’s loyalties are around 0.9, which means
seller would provide “good” service 90% of all the transactions. However high ra-
tio of badmouthing might make the Prp and Prn in Eq. (6) swap their values,
which makes the quality of the unfair ratings same as the honest ones. For exam-
ple, the majority opinion reports that the seller provides “good” service in 8 out
of 10 transactions, while an unfair rating reports the seller provides “bad” service
in 8 out of 10 transactions. Qualities of both the majority opinion and the unfair
rating are −0.8log(0.8)−0.2log(0.2). In this case, our method becomes ineffective
in screening unfair ratings. However, the proposed method is much faster than
Whitby et al.’s method. It takes about 0.0217 second to screen 100 testimonies
for one transaction by average. In contrast, Whitby et al.’s method takes about
1.4577 seconds. Moreover, their method does not scale well with the increase in the
number of testimonies due to its iterative nature, whereas the proposed method
scales linearly with the increase in the number of available testimonies.

5.4 Effectiveness with Different Screening Threshold ε

In order to study the influence of ε on the proposed method’s effectiveness, we
choose different screening thresholds ε in scenarios with 60% ballot-stuffing, 10%
badmouthing, and 40% complementary. MSEs between the predicted probabili-
ties and the seller’s loyalties with different ε are plotted in Fig. 2(d)-2(f). With
a larger threshold (e.g. ε = 0.6, 0.65), the proposed method is less sensitive to
the presence of the unfair ratings. Larger MSEs are thus observed. The extreme
of this case is that all testimonies are not discarded (e.g. ε ≥ 0.7), which has
the same effect as without proposed method applied. On the other hand, with a
smaller threshold (e.g. ε = 0.25, 0.3), the proposed method is more sensitive to
the presence of unfair ratings, more testimonies (even some honest ones) are dis-
carded, thus the predicted probabilities depend more on the buyer’s local rating
and may not reflect the seller’s loyalties truly. In this case, it may even make the
MSEs larger than the scenarios without the proposed method applied. It can be
observed from Fig. 2(d)-2(f) that ε ∈ [0.35, 0.45] generally shows a good balance.

6 Conclusions and Future Work

To the best of our knowledge, the proposed method in this paper is the first
one to tackle the issue of unfair ratings from a perspective of entropy. It is
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distribution-independent, and it scales linearly with the increase in the number
of testimonies. Our experimental results showed that it manages to mitigate
the influence of different types of unfair ratings. However, as there is no unified
platform and benchmark available, a comprehensive comparison of the proposed
method between other existing methods is not practical for the time being.
With the planned release of “Trust Competition Testbed4” in July 2005, a more
detailed comparison is planned as future work.

The proposed method is not effective enough in some scenarios, e.g. high
loyalty with large ratios of badmouthing unfair ratings as shown by the experi-
mental results. We plan to improve the proposed method’s performance in those
scenarios in our future work. The rationale of the proposed method is that sell-
ers provide indiscriminate services to all buyers. However, there are also cases
that sellers provide “good” service to everyone except a few specific buyers that
they do not “like”. In those cases, even the majority opinion might not reflect
the seller’s real behavior, and the proposed method would become ineffective.
Effectiveness of the proposed method in those cases is to be further investigated.
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Abstract. An electronic purchase represents an exchange between money and a 
digital product or the receipt of a physical product. Atomicity is a desired 
feature for electronic payment systems because it allows fair purchases. We 
present a fair payment protocol useful in electronic purchases involving 
electronic coins. The protocol is fair, asynchronous and efficient, and can be 
used with existing payment systems. Moreover we have evaluated the role of 
the TTP in the fair exchange protocol, showing that the incorrect behavior of 
the TTP can be demonstrated in all cases, so the TTP is verifiable. 

Keywords: Atomicity, Verifiability, Fair exchange, Electronic coins, 
Anonymity. 

1   Introduction 

Some electronic services require the atomic exchange of elements between two or 
more users. The fair exchange of values always provides a fair deal to all users. 
Thanks to fairness, at the end of the execution of an exchange, all parties have the 
element they wanted to obtain. Instead, if the execution has not been successful, no 
party has the desired element.  

Among the electronic applications that require a fair exchange of information we 
can find electronic contract signing, certified electronic mail and payment in 
exchange for a receipt (or in the event of purchase of a digital product, the exchange 
for a product).  

An electronic purchase represents the exchange of a payment for a receipt or for a 
product in which the payment can be carried out by means of different types of 
systems. One of them is electronic cash.  

In the purchase of a tangible product, a receipt can be used as a proof of the 
payment to demonstrate, without possible repudiation on the part of the merchant, that 
the user has carried out the payment. When the payment is carried out in the purchase 
of a digital product, the exchange of the money for the product can be carried out 
directly, but the need of fairness remains in the exchange, since the buyer doesn't 
want to take a risk paying without the security that he will receive the product, while 
the merchant doesn’t want to send the product before receiving the payment, neither 
(digital goods can be copied and therefore demanding the refund of the product 
doesn't make sense).  
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The classification of fair exchange protocols is based in the presence or absence of 
trusted third parties (TTP) during the execution of the protocol, and in this case, the 
dependence degree.  
• Protocols for fair exchange that don't require a TTP. These protocols, by 

themselves, guarantee the security of the exchange and therefore they don't require 
the intervention of any TTP. This independence of a third party is a desirable 
feature, but some of these protocols require great number of interactions between 
the parties as good as high calculation complexity.  

• Protocols for fair exchange of values with intervention of a TTP. Among them, 
the protocols that require the intervention of the TTP in each execution of the 
protocol can be distinguished from those where the TTP only intervenes in case the 
exchange doesn't conclude with success (optimistic protocols). The constant 
presence of the TTP has some inconveniences: the cost that the service represents 
for users, the possible congestion in the communication with the TTP and the 
additional delay caused by the communications between the user and the TTP in 
each execution of the protocol. In optimistic protocols the participation of the TTP 
is limited to some cases. They have an exchange subprotocol in which the TTP 
doesn’t intervene. If the exchange subprotocol concludes correctly, then it is not 
necessary to involve the TTP in the execution. If not, another subprotocol will be 
executed, involving the TTP. In function of the presented proofs, the TTP will be 
able to send messages or to make decisions to guarantee the fairness of the 
exchange.  

From the previous classification it is deduced that for efficiency reasons it is desirable 
that a TTP exists, but that it only intervenes to solve disputes when the execution of 
the protocol leads to an unfair situation. In consequence, the desirable properties are 
formulated for optimistic exchanges [1]. These features are:  

• Fairness. When the execution of the protocol concludes, either both parties have 
the wanted objects, or none of the parties has them.  

• Timeliness. A protocol provides timeliness if all of the parties can, at any moment, 
conclude the exchange preserving the fairness. 

• Non repudiation. After the exchange, each participant can prove the origin of the 
object that he or she has received, that is to say, a party cannot refuse the emission 
of the own object.  

• Verifiability of the TTP. If the TTP intervenes in the execution of the exchange 
and acts incorrectly, then the fraudulent behavior should be demonstrable.  

• Efficiency. An efficient protocol will use the smallest possible number of 
interactions among the users.  

• Privacy. A protocol is confidential if it allows hiding the content of the exchange, 
even to the TTP if it is the case. 

2   Payment per Receipt Protocols  

In a payment using a credit card, the purchase order that includes the number of the 
card (and the signature) is exchanged for the receipt of the payment or for the product. 
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The exchange of a signed purchase order in exchange for a receipt of the payment can 
be considered an application of the contract signing protocols. On the other hand, in 
payments with electronic cash, the coin becomes the element to exchange on the part 
of the buyer, and the exchange cannot be considered solved with contract signing 
protocols, since there are specific situations that origin the interruption of the 
exchange and could cause the loss of the coin for the two parties or the loss of 
anonymity to some of them. For example, when in an off-line electronic cash system 
an error causes that a payer doesn’t know if the receiver has received or not the coin, 
the payer cannot take the risk to use the coin again since if the payment had been 
concluded, the payer not only would be identified but also he or she would be accused 
of reutilization.  

Besides providing fairness, it is desirable that the exchange protocols allow 
demonstrating which object the other party has received, and therefore, in the event of 
later dispute, they can present proofs of the exchange. Purchase protocols can provide 
atomic exchange, certified delivery for some or all the parties involved in the 
exchange, or both.  

In [9], atomicity of the money is defined as the feature that avoids the creation or 
destruction of money during its transfer. Therefore, these protocols don’t provide fair 
exchange. Atomicity of goods is defined also in [9] and is applied to the protocols that 
not only present atomicity of the money but also allow the fair exchange between the 
product and the coin.  

Certified delivery [9] provides coin and goods atomicity, and also provides 
evidences to both parties of what they have sent and of what the other party has 
received. This certified delivery can be unilateral or bilateral [4], in function of how 
many parties possess reception proofs. Certified and atomic delivery [7] provides 
atomicity of both the good and the coin and the parties have come to an agreement in 
the initial negotiation and the exchange provides proofs that the goods and the coin 
have been received. It has, at the same time, atomicity of the good and certified 
delivery. Finally, distributed atomic purchase [7] provides atomicity of the money and 
of the good when more than one merchant is involved in the purchase.  

The solution adopted in [9] is useful in the event of shortcomings of the system, 
but it is not useful in case of fraud intent. The system uses a coordinator that knows 
the identity of all the parts, so the system doesn't allow anonymous payments. The 
protocols described in [4, 6, 9, 10] carry out the exchange with an on-line TTP. In [6], 
the active TTP is a blackboard where all users can read and write. [4] provides 
unilateral certified delivery, and the bank that acts as a TTP is involved in the 
payment. [9] presents an on-line payment where the bank also acts as a TTP and it 
guarantees the fair exchange during the payment. Similar solutions are [7] and [8] 
where a coordinator of on-line payment is used.  

Other solutions, as [5], don’t need a TTP. In this case the authors opted to divide 
the coin in two parts that will be sent before and after the reception of the good. The 
merchant is not protected; he can’t contact a TTP if he doesn’t receive the second part 
of the coin. Coins can have an ambiguous state if the buyer doesn't take the risk of 
being identified in case of reutilization. As a conclusion, it doesn’t provide atomicity, 
and it only provides little protection to the payer. [12] doesn’t satisfy the ideal 
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features, if the exchange doesn’t finish in a satisfactory way, the client won’t be able 
to get the good, he will only be able to recover the money, that is to say, the exchange 
can be cancelled, but not finished. [11] doesn’t include the analysis of the payment 
system that would be used in the exchange. The purchase is not certified; the 
merchant cannot demonstrate that the client has received the good.  

According to the ideal features, the objective is a certified and atomic purchase in a 
protocol that provides anonymity, at least to the payer, maintaining the anonymity 
that provides the payment system.  

3   Features of the Proposed Protocol 

The proposed protocol presents the following features:  

• Bilateral certified delivery: The merchant can demonstrate that the buyer has 
received the product or receipt. On the other hand the buyer can demonstrate that 
the merchant has received the payment, as well as which element he has received.  

• Anonymity: The buyer will be anonymous if the payment system used in the 
exchange is an anonymous one, and will remain anonymous although he contacts 
the TTP. If the exchange concludes with the participation of the TTP and the client 
uses the coin again, the reutilization is detected as usual and the buyer is identified.  

• Exchange: The payment is carried out in two stages. In the first one, a part of the 
coin is sent to the merchant while in the second stage a secret proof related with the 
coin, only known by the payer, is revealed. The payee cannot deposit the coin if he 
doesn’t receive the second part of the payment. However, with the first part of the 
coin the payee can contact the TTP to finish the exchange.  

• Security of the payment: The exchange protocol keeps the security of the 
payment system used in the exchange: it can detect double spending, identify 
double spenders and prevent overspending.  

• Off-line TTP: The TTP is involved only to solve conflicts when the exchange has 
not been completed or some party has acted maliciously.  

• Efficient and functional with habitual payment systems: The exchange protocol 
is appropriate for the use with various electronic cash systems. The features that 
these systems must satisfy are:  

− Coin created by the bank (debit system).  
− The bank cannot relate the coins with the payer's identity: anonymous coins.  
− The merchant can verify the coin when he receives it. He cannot prevent double 

spending.  
− The payment has a challenge-response stage.  
− Double spenders are identified a posteriori.  
− The payer remains anonymous if he behaves correctly.  

These features are given in numerous electronic cash protocols, like [2] and [3] that 
have been adapted and used to prove the applicability of the exchange protocol.  

• Exchange finalization: once the purchase commitment is established (2 steps), the 
protocol allows to finish the exchange, not only to cancel it.  
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4   Description of the Fair E-commerce Protocol 

Three parties are involved in the protocol: the buyer (or payer), the merchant (or 
payee) and the TTP. The buyer wants to buy a product identified as Product_code. 
The notation used in the description of the protocol is included in table 1.  

Table 1. Notation 

C Anonymous buyer PRx x's private key 
M Merchant PUx x’s public key 
T TTP Sign[x,y] Signature on x that proves the 

knowledge of a secret element, y 
H[] Hash Function a First part of the coin 
Ek[] Ciphering with secret key k b Secret element, second part of the 

coin 
Dk[] Deciphering with secret key 

k 
CANCELLED 
FINISHED 

Boolean variables, false by default. 

Id Exchange identifier Product_code H[Product_description] 

The protocol is formed by three subprotocols: exchange, cancellation and 
finalization. The exchange subprotocol, described in table 2, is formed by the 
following steps: 

• Step 0. Product selection and purchase order. C sends the purchase order 
referencing Product_code and the first part of the coin that will be involved in the 
payment to M.  

• Step 1. First part of the purchase commitment: challenge. M generates a 
challenge for the payment (pc). This will be the challenge used in the electronic 
payment system. M encrypts the requested product or receipt using the session 
secret key k, then the secret session key using T’s public key. Finally, M signs the 
relationship between both elements and sends them to C.  

• Step 2. Second part of the purchase commitment: response to the challenge. C 
responds to the payment challenge and signs the relationship between a (first part 
of the coin) and the ciphered product or receipt (c), proving that he knows the 
second part of the coin (secret element b). The response to the payment challenge, 
rpc, can be used to identify the client in case of double spending. Once this 
message is received, both parties can request the finalization of the exchange.  

• Step 3. M sends the session key. After the reception of the message sent in step 
2, M verifies the answers received from C: Sign(d, b) and rpc and sends the key k 
for the deciphering of the product or receipt.  

• Step 4. C sends the secret proof. C sends the secret proof that will allow the 
deposit of the coin.   
Steps 1 and 2 of the exchange subprotocol form the purchase commitment. After 

step 2, T can finish the exchange at C or M request executing the finalization  
subprotocol. If the exchange is stopped before the reception of step 2, the 
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commitment is not established, and T cannot conclude it. In order to invalidate the 
elements sent in step 1, M can request the cancellation of the exchange using the 
cancellation subprotocol. A protocol without the fourth step would be vulnerable; 
without the fourth step the receiver of the coin, after step 2, could lie and begin the 
cancellation subprotocol claiming that he hadn’t received the coin. Then, if C uses the 
coin again he would lose privacy because his identity would be revealed.  

Table 2. Exchange subprotocol 

EXCHANGE SUBPROTOCOL 

0. C → M: Product_code, a 

1. M → C: pc, c = Ek(product), Kt = PUT(k), HM = PRM{H[H(c), Kt], Id} 

2. C → M: rpc, d = H[a, c, Id], Sign(d, b) 

3. M → C: KM = PRM (k, Id) 

4. C → M: b 

The cancellation and finalization subprotocols are executed between C or M and T, 
whenever the exchange subprotocol doesn’t conclude successfully. T can choose 
between concluding and canceling the exchange in function of the presented proofs, 
the purchase order and previous decisions. 

Table 3. Cancellation subprotocol 

CANCELLATION SUBPROTOCOL 

 M → T: a, c, kT, hM, hMT1 = PRM(c, kt, hM, a) 

IF (FINISHED = TRUE) T → M: rpc, d, Sign(d, b), PTM = PRT(b) 

ELSE 
T → M: 

T: 

Cancellation proof = PRT(“cancelled”, hM) 

CANCELLED = TRUE 

Table 4. C’s finalization subprotocol 

C’s FINALIZATION SUBPROTOCOL  

 C → T: a, pc, c, kT, hM, rpc, d, Sign(d, b), b 

IF (CANCELLED = 
TRUE) 

T → C: Cancellation proof = PRT(“canc.”, Sign (d, b)) 

ELSE 
T → C: 

T: 

PRT(k) 

FINISH = TRUE 
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The cancellation subprotocol can only be executed by M in case the purchase 
commitment doesn’t conclude (M doesn’t receive the message of the second step of 
the exchange subprotocol). The finalization subprotocol can be executed by both 
parties once the purchase commitment has concluded, that is, if C doesn't receive the 
key k (step 3) or the merchant doesn't receive the proof of the coin, b (step 4). The 
subprotocols are described in tables 3 and 4. 

Table 5. M’s finalization subprotocol 

M’s FINALIZATION SUBPROTOCOL 

 M → T: a, pc, c, kT, hM, rpc, d, Sign(d, b), 

hMT2 =  PRM(c, kt, hm, a, rrp, Sign (d, b)) 

IF (FINISHED = TRUE) T → M: PTM = PRT(b) 

ELSE T → M: 
T: 

Deposit authorization without b 

FINISHED = TRUE 

CANCELLED = FALSE 

4.1   Fairness 

In order to evaluate the fairness of the protocol, we will analyze all possible situations 
derived from the execution of the protocol, involving or not involving the TTP. 

• Concluded Exchange. If the exchange has been carried out without problems, C 
has the product or the receipt (Dk(c)) and he or she can demonstrate that it is the 
received product or receipt (HM=PRM{H[H(c), Kt], Id}). Moreover, C can 
demonstrate that he carried out the payment, since he can provide the key: 
KM=PRM(k, Id). M has both parts of the payment: a, rpc, Sign(d, b) and the secret 
proof of the coin: b. With the last element he can demonstrate that C has received 
the product or receipt.  

• Unfinished exchange. If the exchange doesn’t conclude successfully, both parties 
can contact T and begin the execution of the finalization or cancellation 
subprotocols. The exchange can be broken up in different stages: 
• M doesn't receive the message of step 2. If either step 1 or step 2 are not 

executed, the purchase commitment is not settled down. M can request the 
cancellation of the exchange while C can request its finalization. M cannot 
request the finalization of the exchange since he or she doesn't have the element 
Sign(d, b). In function or the request order, the following situations are possible: 
− C finishes, M cancels: T sends the key k to C and b to M. 
− M cancels, C finishes: T sends a cancellation proof to M. C won't receive the 

key, k. 
• C doesn't receive the message of step 3 or M doesn't receive the message of 

step 4. M can finish or cancel the exchange while C can only finish the 
exchange, so in this case there are four possible situations: 
− M finishes, C finishes: M will obtain an authorization to deposit without b. 

When C tries to finish, T sends him the key, k.  
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−  M cancels, C finishes: M and C will obtain a cancellation proof.  
− C finishes, M cancels or C finishes, M finishes: C will obtain the key k and 

M will obtain b. 
In any case, the execution of the subprotocols leads to a fair situation. 

5   Verifiability of the Trusted Third Party 

During the execution of the cancellation or the finalization subprotocol, T decides the 
final state of the exchange checking the values of the boolean variables and the 
information received in the request. If T doesn’t follow the subprotocol and sends 
inadequate elements to the parties, it is acting unfairly. The parties or an external 
verifier have to be able to detect and prove the fraudulent behavior of T. If the fraud 
can be detected and demonstrated the protocol is verifiable.  

All possible fraudulent behaviors are listed and explained below. 

• If M doesn't receive the message of step 2, the parties can act as follow:  
− M cancels, C finishes. In this case T must send a cancellation proof to M and 

then the same element to C. However, T can act incorrectly, giving a 
cancellation proof to M, and revealing the key k to C. This fraudulent 
behavior will be called FB1. Another incorrect action would be to provide b 
to M, but T cannot do it since T ignores its value.  

− C finishes, M cancels. In this case T has to send PRT(k, id) to C and PTM to M. 
If T doesn’t give the key k to C (instead T sends a cancellation proof to C), 
saying that the exchange has already been canceled, and gives b to M, is 
again acting fraudulently. This situation will be called FB2. In this same 
situation, T can give the key k to C even though he doesn’t give b to M, 
saying that the exchange has not concluded. This is the behavior called FB1, 
as above. 

• If C doesn't receive the message of step 3 or M doesn't receive the message of 
step 4 the following situations are possible: 

− M finishes, C finishes. T must send a deposit authorization to M and the key 
to C. If T doesn’t give k to C, and authorizes M to deposit the coin without 
the knowledge of the secret proof, second part of the coin, b is acting 
fraudulently. This behavior will be called FB3.  

− C finishes, M finishes. T must send the secret proof to M and the key to C. 
FB3 is again possible. Moreover, T can give the key k to C and authorize M 
to deposit the coin without the knowledge of b. This behavior will be called 
FB4.  

Four different fraudulent behaviors have been described. Now we will explain how 
they can be detected:  

• FB1: M has a cancellation proof and C has the key, k. This situation can be the 
result of two kinds of execution. In the first one, C obtains the key from M. Later, 
M requests the cancellation of the exchange and obtains a cancellation proof. T has 
acted correctly; M is the one that has acted fraudulently, since he could have 
requested the finalization of the exchange. C can reveal the identity of the 
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fraudulent party, showing the received signature on the pair k, id, that is, C can 
demonstrate M’s fraud showing M’s signature on k, id sent in step 3 of the 
exchange subprotocol, while T has hMT1. The second kind of execution is the 
cancellation of the exchange at M’s request followed by the transfer of k from T to 
C. To demonstrate the fraudulent behavior of T, M can request C to show the 
signature on k, id. Now C can’t provide the element KM. If C cannot provide it, but 
instead C shows PRT(k) the fraudulent behavior of T can be demonstrated. 

• FB2: Once C has obtained a cancellation proof, he can contact with the bank to 
deposit the coin or to request its change for a coin not used in any purchase 
attempt, without any risk. But now the bank detects that the coin has been 
deposited previously by M, and therefore, the bank suspects that when providing a 
cancellation proof to C, T acted incorrectly. However, T can defend itself 
providing HMT1 if T has it, since in this case T demonstrates that it was M who 
acted incorrectly when he requested the cancellation of the exchange. 

• FB3: This case can be demonstrated as FB2.  
• FB4: M can deposit the coin, but he can also prove that, although without 

damages, T has acted incorrectly giving k to C if C didn’t have KM and on the 
other hand C has PRT(k), since the TTP should have sent b to M, instead of giving 
him an authorization to deposit the coin.  

Anyway, the incorrect behavior of T can be demonstrated, and therefore the TTP is 
verifiable.  

6   Conclusions  

The electronic purchase of a product requires a fair exchange. One of the values to 
exchange is an electronic coin and the other is the product or its receipt, depending on 
the kind of product (digital or physical). This paper presents a fair exchange protocol 
that can be used with existing payment systems. The buyer and the merchant can 
exchange their elements in only 4 steps without the intervention of the TTP. In this 
protocol, however, a TTP can be invoked for dispute resolution. For this reason, a 
fraudulent behavior of the third party would lead to an unfair exchange. We explain 
how the protocol allows the detection of fraud attempts. As a conclusion the TTP is 
verifiable and the exchange is always fair.  
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Abstract. Security requirements for e-tendering systems have not been
closely scrutinised in the literature. This paper identifies key issues to
be addressed in the design of secure e-tendering systems. In particular,
the issues of secure timing and record keeping are raised. This paper
also classifies existing e-tendering system designs by presenting common
e-tendering architectures. A new e-tendering architecture, using distrib-
uted trusted third parties is proposed which may be suitable for secure
large scale operations.

1 Introduction

Tendering has been seen as the fairest means of awarding government contracts
and the method most likely to secure a favourable outcome for a government in
its spending of public money. The basic principles of the tendering process have
been applied to many business areas, such as purchasing goods, seeking service
providers, business consulting, or the selection of main contractors for construc-
tion work. The demand of the electronic environment for business processes has
generated many e-tendering systems around the world with untested legal and
security compliance.

The main parties in an e-tendering system are the principal and the tenderers.
For this paper we consider that the e-tendering process to be conducted as
following. Various tenderers will be pre-qualified and registered by a principal.
The principal then advertises or issues a public invitation to qualified tenderers.
Qualified tenderers make offers or tender submissions to the principal before a
specfied tender closing time. Some time after the tender closing time, the tender
submissions are opened and non-conforming tenders are rejected. The principal
then performs tender evaluation and selects the winner of the tender. The parties
can then form a contract and archive documents that are related to this tender
process.

An investigation of e-tendering systems is important as the process is inher-
ently linked to legal proceedures. A legally binding contract is the product of
the e-tendering process. The amount of money and resources involved in many
tendered projects may tempt insiders to collude. Ensuring the security of the
e-tendering process is paramount.
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Few papers concerning the security of e-tendering systems have been pub-
lished, although international organisations have been standardizing e-tendering
business processes and message formats through ebXML standards. The United
Nations is developing an E-Tendering ebXML Standard. The Business Require-
ment Specification of E-Tendering [1]. eLEGAL [2] was another research project
within the European Information Society Technologies program. eLEGAL tar-
geted the contractual process in the construction industry; and attempted to
develop some ebXML standards for legal elements.

More recently, Du et. al [3], have defined security services for electronic ten-
dering with consideration for its legal nature. Du et. al [4] have also developed a
protocol to preserve e-tendering communication integrity and to protecting con-
tractual evidence. However, only limited e-tendering security issues have been
addressed by them.

The contribution of this paper is to identify key issues to be addressed in
the design of secure e-tendering systems. This paper also classifies existing e-
tendering system designs by presenting common e-tendering architectures. A
new e-tendering architecture is proposed.

The next section of this paper will identify e-tendering security requirements.
Next e-tendering systems are studied and classified into system architectures. A
short discussion then follows analysing the e-tendering architectures.

2 E-Tendering Security Requirements

Some e-tendering security requirements are similar to other electronic commerce
systems. There is a need to address the integrity, confidentiality, authentication
and non-repudiation in e-tendering communications.

E-tendering needs to provide secure access to critical systems, particularly
in the case of the tender box which temporarily stores tender submissions after
the tender closing time. Submitted tenders are highly confidential documents,
which are always the target for business collusion.

System availability is crucial, particularly during the tender submission stage
before the close of tender time.

However, we believe the most important security requirements that are rel-
evant to e-tendering are those that are dependent on legal requirements. These
requirements provide mechanisms that may be called on to provide evidence
in the case of litigation. Specifically, these e-tendering requirements are non-
repudiation and authentication, secure time, and record keeping. These will be
discussed in detail in the following subsections.

2.1 Non-repudiation and Authentication

Non-repudiation property, in a technical sense, is proof or evidence that a par-
ticular action has taken place. The algorithm for non-repudiation can also be an
extension of the authentication process. It provides a defence against denial of
their actions by a participating party.
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Non-repudiation is critical in most electronic commerce applications. In the
e-tendering process, non-repudiation is required to provide reliable evidence to
prove that the principal has advertised the tender specification documents or
awarded the winning tender. Non-repudiation should also be used to prove that
an authorised pre-qualified tenderer has submitted a particular tender offer doc-
ument.

Non-repudiation property is usually implemented through the use of a dig-
itally signed message. Digitally signed messages are often as legally binding as
traditional signatures. Public key cryptography enables the use of digital sig-
natures. In an e-tendering system, the digital signature mechanism [5,6,7], can
provide authentication and non-repudiation. E-Tendering system design should
include a public key infrastructure to support a digital signature mechanism.

2.2 Secure Time

The security of an e-tendering system relies crucially on the recording of the date
and time at which events occur within the system, as well as on the compliance
to agreed timelines. This is particularly important at the close of tender as late
tenders may be deemed to be nonconforming. There are three main areas of
concern relating to secure time: Time integrity, the closing and opening of the
e-tender box and the time of receipt of electronic communications.

Time Integrity. In e-tendering, it is important for litigation to estabish when
key events occur. The integrity of timestamps for the e-tendering process can
be provided by a time stamping mechanism [8,9], which associates a date and
time to a system event. An example of this event is the receipt of an electronic
document or the opening of the e-tender box. The evidentiary value of recorded
temporal information depends on the technical assurance that derives from both
the particular choice of time stamping mechanism and from their correct deploy-
ment and maintenance.

The first option for time stamping an event is to generate a log record that
includes a description of the event and the time of occurrence as measured by
the clock of the local host computer. A second option involves using a digital
time stamping service that associates date and time information to electronic
documents in a cryptographic manner. Digital time stamping services are usually
provided by third parties. The third party digital time-stamping provides a high
level of assurance with respect to the authenticity and integrity of time stamped
documents. However they incur high overhead costs of running or contracting the
service. They also presuppose the existence of a public key infrastructure. There
already exist standards for digital time stamping [10,11] as well as commercial
digital time stamping service providers 1.

Closing/Opening Time of E-Tender Box. The closing time for e-tender
submission and the opening time of the e-tender box are critical from both a
1 http://www.digistamp.co and www.e-timestamp.com.au
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legal and security point of view. No tender submissions should be allowed after
the stipulated closing time. In order to mitigate the threat of insider collusions,
submitted tenders should not be opened before the established opening time,
which must be set to be after submission closing time. There may be situations
when deadlines need to be extended in response to extraordinary circumstances,
such as when due to technical failure of the e-tendering system tenderers have
been unable to submit tenders for a prolonged period. The e-tendering system
should ensure that the functionality for extending submission deadlines is only
available to authorised parties.

A submission closing time and a reasonable transmission time frame need to
be clearly stated in tender specification. A tender submission should be initiated
before the closing time and completed within this reasonable time frame. A time
synchronisation mechanism needs to be in place. Sometimes there are multiple
tender boxes, both electronic or physical. Synchronisation of electronic boxes
can be achieved using time synchronisation protocols, such as NTP [12], which
afford high accuracy and cryptographic authentication.

For the control of e-tender box opening time, there are a variety of technical
mechanisms that can be considered in order to protect the confidentiality of
submitted tenders until the pre-accorded opening time. There are two types
relevant mechanisms, ordinary access control mechanisms and encryption-based
access control mechanisms.

Ordinary access control mechanisms rely on the access control policies en-
forced by the operating system that stores the documents. Such a mechanism
would typically allow the e-tendering application to limit access to tender sub-
missions to specific users (e.g. users with the role of evaluator for a given tender).
Unfortunately, it does not prevent authorised users from accessing tenders before
submission closing time; it merely aims to detect and record such access.

Encryption-based access control mechanisms protect against the main secu-
rity threat posed by inside attackers to the e-tender box. The use of encryption
appears to be a more suitable mechanism for protecting submitted tenders. The
tender/offer will be encrypted and stored as encrypted before opening time. Even
if an insider manages to get access to the submitted tender files, no information
will be revealed. The control of decryption key releasing time can be achieved by
many technologies such as time vault service [13] using pairing based encryption.

Time of Receipt of Electronic Communications. From a legal point of
view, in case of litigation, it is important to know when a communication was
recieved by the system. A clear definition of time-of-receipt for communications
that occur as part an e-tendering process is required. For email based communi-
cation clarification of time of receipt is required as there may be a delay between
when the message is sent and when the receiver reads the message. When using
slow communication links there needs to be clarification as to whether time of
receipt should be recorded at the beginning of the file transfer or whether the
time of receipt should be recorded when the file transfer is complete.



74 R. Du et al.

2.3 Secure Record-Keeping

E-tendering systems generate and process electronic documents that are part of
business activities and hence need to be preserved as records within a record
keeping system in order to comply with relevant legislation and standards. A
key legal requirement for recordkeeping is the preservation of the evidentiary
integrity of records, both documents and contextual data; this poses a major
technical challenge in an electronic environment.

To maximise the evidentiary weight of electronic records, the e-tendering
system needs to ensure that evidentially significant electronic records are iden-
tified, are available and are usable; identify the author of electronic records;
establish the time and date of creation or alteration; establish the authenticity
of electronic records; and establish the reliability of computer programs.

A detailed assessment of the electronic information within an e-tendering sys-
tem that has evidentiary value needs to be performed. Such assessment should
employ a risk management approach, taking into account the likelihood of a
record being used for evidentiary purposes together with the severity of the con-
sequence of the record not being accepted as evidence. The following e-tendering
documents are important evidential material: tenderer document submissions;
tender specification and addenda produced by the principal; tender revocation
notices submitted by tenderers; negotiation communications post tender close
time; request for explanation communications pre-tender close time; award of
tender announcement; and any receipt of message acknowledgments.

When determining the evidentiary weight of a record, it may be necessary to
demonstrate that the software that generated the record was operating correctly.
Assuring high levels of reliability of complex information systems is a difficult and
expensive engineering task. It requires methodological design and deployment,
as well as detailed evaluation. A number of strategies can be taken to enhance
the demonstrable reliability of the software in relation to the evidential value
of records. The first strategy involves identifying and isolating the functionality
within the e-tendering system on which the evidential value of the record relies
upon. Another strategy involves using certified products which are assessed by an
accredited body according to the existing security evaluation standards [14,15].
Finally , the use of trusted operating systems, such as Sun Trusted Solaris of
Sun Microsystems Inc. 2, that provide strong assurance of the operating system’s
access control mechanisms.

3 E-Tendering System Architectures

This section introduces and classifies e-tendering system architecture. These ar-
chitectures have been the result of interviews, system demonstrations and dis-
cussions with four government bodies and two international level private com-
panies. E-tendering web sites were also studied for systems in Australia, China

2 http://www.sun.com/software/security/blueprints/
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HongKong , Japan , UK and the US . This paper describes three possible sys-
tem architectures for e-tendering; principal based, trusted third party (TTP)
based and distributed TTP architecture. The principal and TTP based archi-
tectures have been implemented by many organisations. The distributed TTP
architecture is our new proposal.

Each of the e-tendering architectures has the ability to address the issues
raised in the previous section. It is assumed that trusted operating systems
apply suitable mechanisms for access control to simulate the electronic tender
box and that suitable measures have been taken to ensure system availability,
and record keeping. Secure communication, including authentication and non-
repudiation is assumed to be achieved using public key cryptography and a public
key infrastructure. Secure time is provided through a time-stamping secure time
server. It is the interaction of participating parties, certificate authorities and
time servers that provides the unique advantages and disadvantages in each
system.

3.1 Principal Based Architecture

The principal based architecture is mostly used by government e-tendering or-
ganisations. This architecture only requires two types of parties: the principal
and the tenderer.

The principal is the main administrator of the tendering process and com-
municates directly with the tenderers. The principal is responsible for ensuring
the authentication of the tenderers. Tenderers usually verify the identity of the
principal and all correspondence coming from the principal, including tender
specification documents and addenda, using a certificate distributed by the prin-
cipal. Tenderers submit tender documents directly to the principal. The principal
maintains the tender box application and must store all submitted tender doc-
uments securely, and ensure that no tender documents are submitted after, or
viewed before the designated tender close time. The principal is also responsi-
ble for the secure storage and archiving of documents after the tender has been
awarded.

This architecture places a great deal of trust in the principal. Tenderers place
their trust in the access control system employed by the principal to ensure
that collusion or internal malfeasance by the principal’s users is difficult. The
principal must also develop a scheme for verifying the identity and authenticating
documents from the tenderers. To achieve this, it is likely that the principal
would run a certificate authority, issue certificates and conduct a cryptographic
key generation process with tenderers when they complete the pre-qualification
process. The principal is responsible for providing a standard time for the e-
tendering process.

In summary the principal based architecture depends on the principal to
enforce and maintain the essential e-tendering requirements of non-repudiation
and authentication, secure time and secure record keeping.
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3.2 Trusted Third Party Based Architecture

The TTP based architecture is commonly used by private industry, or indepen-
dent government bodies. Unlike the principal based architecture, the TTP archi-
tecture passes all communications between the principal and tenderers through
a TTP. The TTP is the main administrator in this architecture. The TTP is
responsible for ensuring the authentication of the tenderers and the principal.
All tender documents including tender specification documents, addenda and
negotiation messages are stored by the TTP. The system is usually implemented
using the HTTP protocol with tenderers uploading offer documents to a web
site. The principal also uploads tender specifications and addenda to the web
site. The TTP maintains the tender box application by controlling who views
or downloads the documents. Thus the TTP will only allow the principal to
view tender offers from the tenderer after the tender close time. The TTP can
also act as a messenger so no separate communication between th e! principal
and the tenderer needs to be sent via email. All messages can be verified and
authenticated or kept confidential if necessary by the TTP.

Because the TTP holds all documents during the tender process, it is also
the TTP’s responsibility to secure the storage and archiving of documents after
the tender has been awarded.

Like the principal in the principal based architecture, the TTP is responsible
for authentication of all parties in the architecture. To enable this, the TTP
should act as a certificate authority issuing certificates and cryptographic keys to
the principal and tenderers. The TTP should also act as a secure time server. The
principal and tenderers should synchronise their clocks with the time published
by the TTP.

Thus in the TTP based architecture the TTP entity is responsible for enforc-
ing and maintaining the e-tendering requirements of non-repudiation, authenti-
cation, secure time and record keeping.

3.3 Distributed Trusted Third Party Architecture

The distributed TTP uses multiple TTPs to provide security services such as the
secure time server (STS) and the certificate authority (CA). The STS performs
two functions, time synchronisation and time controlled key release for accessing
submitted tenders. The CA has the function of key registration and key verifica-
tion. These are separate TTPs although both these services may be provided by
the same entity. Because of the separation of these roles this architecture lends
itself to a large scale e-tendering implementation.

Unlike the TTP based architecture, the distributed TTP does not host the
e-tender box, but only provide security services to protect e-tendering process
integrity. The interaction of parties involved in the distributed TTP architecture
can be described in the following steps.

Pre-qualification and Registration stage of the e-tendering process re-
quires potential tenderers to submit a registration form to the principal for
qualification assessment. The principal will assess each registration and issue
pre-qualification status for each qualified potential tenderer to access the e-
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tendering system. This status is usually based on the ability of the potential
tenderer. The CA will distribute user identities, cryptographic keys and creden-
tials to successful tenderers.

Public Invitation stage of the e-tendering process, the principal creates a
public invitation to tender for a particular project. Tender specification docu-
ments are digitally signed and distributed by the principal. Tenderers can use
the CA to verify the principal’s signature and origin of the message.

During this period, tender document clarification may be required by ten-
derers. The principal will send addenda and distribute to all tenderers who are
participating in tendering for the project. On receiving the addenda, each ten-
derer will connect to a CA to verify the signature on the addenda to confirm its
origin and integrity.

During Tender Submission stage the tenderers prepare and submit en-
crypted tender offer documents to the electronic tender box. The principal should
not be able to view the tender offer documents before the close of tender. Tender
submissions should be digitally signed by the tenderer and verified with the CA.
The principal must ensure that its clock is synchronised with the STS and that
the correct submission time is recorded.

Close of Tender stage covers the close of the tender box at a time specified
by the principal. Documents submitted by tenderers are then released to the
principal for evaluation. The principal will request a key to decrypt the offers
from the STS. The STS will only release the key when the tender box is to
be opened at or after the tender close time. After the submission deadline, the
principal can reject any late or non conforming tenders according to the time-
stamping information and tender specification.

During the Tender Evaluation, the principal may need to request more
information from the tenderer. These messages should be signed and the receiver
should verify the message using a CA.

In Award of Tender stage, the principal will accept a tender and send
notification to the winning tenderer. It also involves the public announcement
of the result. A formal contract can then be signed between the principal and
the winning tenderer if it is required. Both the principal and the tenderers will
use a CA to verify each other’s signatures.

For Archiving, both tenderers and the principal need to find a secure way
to store their documents. The document retention will consider the file format,
access, viewing software and integrity verification.

In terms of e-tendering requirements, the distributed TTP architecture dif-
fers from the principal based architecture and TTP based architecture. Different
entities are responsible for each security requirement. Non-repudiation and au-
thentication are provided by the CA. Secure time is maintained by the STS. The
principal is responsible for secure record keeping.

4 Architecture Analysis and Discussion

In a principal based system, tenderers must put their full trust in the principal,
therefore the principal has the potential to manipulate the system. For a TTP
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based system, both tenderers and principals must put their full trust in the TTP,
which is the service provider. For example, both principal and tenderers have
to trust the third party to store their confidential documents, such as biding
strategy. This is an uncomfortable situation for many companies. However, the
TTP architecture may reduce the principal’s capacity for collusion or internal
malfeasance of the system.

A key question is how impartial can the TTP be. The principal is in a position
to choose which third party’s system to use, and tenderers are forced to go
along with the decision. It is obvious that principals will have more favourable
relationship with the TTP than any tenderers in the process.

The trust in the distributed TTP architecture is shared and inter-controlled
by separate TTPs. It minimises the reliance on one party thus reducing the
chance of collusion and single point failure problems. Also the documents for
each tendering project are not stored on a third party system.

CA and STS are specialized security services in controlling of key registra-
tion, certificate verification and opening time of submitted tender document.
These security functions address security issues discussed in section 2, improve
process integrity and increase evidential weight in e-tendering process. In the
distributed TTP architecture, the privilege of controlling these security services
has been separated from the parties who host the e-tendering business process,
principal or single TTP. Tenderers could have the opportunity to choose the
service provider without affecting their ability to tender for a project. The CA
and STS in the distributed TTP architecture are more impartial than the TTP
in existing systems.

The use of an impartial TTP as a certificate authority (CA) allows for a more
trustworthy authentication and identification system. The implementation of
public key infrastructure allows for the user of digital signatures to provide non-
repudiation of documents, although this solution is available for all architectures.
An impartial STS allows parties to be sure that the time cannot be changed to
suit the principal or a malicious tenderer.

The distributed TTP architecture can be easily integrated into current sys-
tems for both principal and TTP based architectures. Other security mechanisms
can be added on in the future by using more TTPs. Each party can focus on
its speciality. The e-tendering business process system can be standardised and
developed as universal software for commercial sale. The security services can
be developed and modifed to suite local legal and security requirements.

5 Conclusion

This paper identifies security requirements and classfies security archtectures for
e-tendering. It also proposes a high level overview of a distributed TTP architec-
ture for e-tendering sytems which may be suitable for large scale operations. The
distributed TTP architecture needs to be investigated in more detail. Specific
cryptographic protocols and mechanisms need to be developed to ensure security,
particularly secure time issues. In addition, the legal aspect of the e-tendering
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process needs to be addressed. Contract terms and conditions for e-tendering
need to be developed that will support security mechanisms.
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Abstract. Beginning with the adoption of the de-facto standard for wireless
LAN communications IEEE 802.11 in 1999 we can observe a continuous growth
of public wireless LAN hotspots that provide access to the Internet for mod-
ern road warriors. Unfortunately, current hotspots still suffer from several secu-
rity drawbacks. In this paper we analyse how payment schemes used in current
hotspot architectures consider the security requirements of both hotspot providers
and subscribers. We identify a conflict between subscribers’ wish for privacy and
hotspot providers’ interest in prohibiting unlicensed (and thus unpaid) usage of
the hotspot as the most challenging security objectives a future payment system
has to fulfill. As a solution solving this conflict we propose a multilateral secure
payment system for wireless LAN hotspots based on electronic coins invented
by David Chaum. As a side effect our approach also supersedes the sophisticated
authentication techniques used in current hotspot implementations, thus, simpli-
fying the roaming between different providers’ hotspots.

1 Introduction

The last years have seen the vision of mobile computing becoming more and more true.
Today, in many public places like airports, railway stations, restaurants or hotels so-
called wireless LAN hotspots offer immediate access to the Internet using any IEEE
802.11 enabled device like a notebook or a PDA. Recent developments even go further
and utilize wireless LAN technology to build Voice-over-IP enabled mobile phones as
an alternative to common DECT or even GSM and UMTS based phones [1].

Wireless hotspot providers want their service to succeed now and in the future and
to receive an economical benefit for their investments. This means providers necessarily
have to assure that potential subscribers trust in their service and thus have to consider
their requirements. Providers either are financed by external partners e.g., by advertis-
ing shown to the subscribers [2], or might charge a fee for the usage to the subscribers.
In the latter case correct and non-repudiable charging of the used services is necessary.
Thus, current hotspot systems put great effort in the accounting of generated traffic [3].
This is typically realized by utilizing common AAA (Authentication, Authorizing and
Accounting) systems [4]. Unfortunately, this leads to a decrease of usability. Before one
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can actually use a hotspot he has first to register with the hotspot provider. During regis-
tration the subscriber has to choose a payment method (e.g. credit card). Depending on
the method chosen he has to provide detailed information about himself, e.g. his name
and his credit card number. In return he receives some token from the hotspot provider
(for instance a login name and a password) to legitimate himself at the hotspot. The
services used by him are then taken into account by the provider and charged to him.
Beside from the already mentioned usability aspects this procedure also suffers from
a significant security drawback: combining the user data acquired during the registra-
tion phase with the data gathered at the hotspots facilitates the generation of detailed
user profiles. Consequently, the lack of security is still seen as an obstacle of current
hotspot systems by the majority of possible subscribers [5,6]. Wireless LAN Hotspots
will only become successful if further efforts are taken to increase security, usability,
interoperability and easy accounting of the service provided.

The integration of techniques and methods from other network standards like GSM,
GPRS and UMTS [7,8,9] will help as well as the usage of Single-Sign-On authenti-
cation methods [10]. Multilateral security in GSM networks has been studied in detail
(e.g., [11]), but so far no similar study exists for wireless LAN.

In this paper we propose a multilateral secure payment system for wireless LAN
hotspots based on electronic coins that allows its anonymous but non-repudiable use. In
addition it supports a better usability as it needs no complicated authentication mecha-
nisms, therefore allowing easy roaming between different hotspot providers. In section
2 we start with a collection of the requirements the participants in a hotspot scenario
have and come to the conclusion that the only potential conflict lies in the hotspot sub-
scriber’s wish of privacy and the hotspot provider’s strong interest in accountability of
usage, i.e. preventing unpaid use. Going on we classify the available payment methods
and examine how far they fulfill the security requirements. In section 3 we describe
the design of our multilateral secure payment scheme. Section 4 is dedicated to the
prototype implementation in Java and section 5 to some concluding remarks.

2 Requirements Analysis

The parties involved in a wireless LAN payment system can be divided into two groups:
the service providers and the subscribers. Speaking of the service provider we further
distinguish [3] between:

Hotspot Property Owner: entity which provides the locality for a wireless LAN hot-
spot, e.g. the owner of a hotel or a restaurant.

Hotspot Operator: entity which provides a wireless network for public Internet access
at hotspots, i.e. technical equipment, maintenance support and backbone connec-
tion.

Clearinghouse: entity which provides the measures needed to invoice the subscriber
for the services he used.

In the following we ignore the hotspot property owner as far as he is not involved
in the operation of the hotspot (e.g. by combination of both hotspot property owner and
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hotspot operator in one person) and not paid on a pro-rata basis depending on the profit
realised. In the latter case he must be treated like a hotspot operator.

Accounting systems used in present hotspot architectures adopt the browser-based
Universal Access Method (UAM) defined by the Wi-Fi Organization [3]. Thus, the
subscriber can access a hotspot with only a Wi-Fi network interface and an Internet
browser on his device. The functional part of such a hotspot consists of four phases:

Registration: Before a subscriber can access a hotspot he has to declare some static
data (e.g., name, address, bank account) to a clearing house associated with the
hotspot operator. The clearinghouse in return provides him with valid access data.

Login: To initiate a wireless Internet access at a hotspot one has to authenticate him-
self using the access data received during the registration. This leads to dynamic
connection data collected by the hotspot operator for each session.

Accounting: So-called accounting events [12] trigger the hotspot to ascertain the ac-
counting data from the connection data.

Billing: The hotspot operator transmits the accounting data to the clearing house which
associates them with static data from the respecting subscribers, subsumes all ac-
cumulated accounting data and issues an invoice for the customer.

Figure 1 depicts the interaction of the involved parties with the accounting system
and the corresponding data flows.

Subscriber Clearinghouse

Hotspot Operator

Registration

Login

Accounting

Billing

AAA

Accounting System

static data access data

access data

connection
data

accounting
dataaccounting 

data

invoice

Fig. 1. Basic Functions of an Accounting System for Wireless LAN Hotspots

2.1 Security Requirements

Most of the involved parties’ security interests are about the handling and separation of
the data processed within the system. Due to the lack of space we only summarize their
major issues briefly in table 1.

The most central conflict in the sense of multilateral security occurs between the
subscriber’s wish to minimize the amount of data transmitted and stored and all partici-
pants’ interest to reach integrity and accountability of network usage that needs data to
be stored as proofs. This conflict is already known from telephone accounts.
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Table 1. Summary of all Participant’s Security Interests

Service Provider
Subscriber Hotspot Operator Clearinghouse

Authenticity of communicating partners + + + + +
Confidentiality of transmission
→ Access data + + + + + +
→ Accounting data + + + + + +
→ Connection data + + ◦ ◦
Confidentiality of subscriber identity + + – – – –
Confidentiality of location data + + – –
Integrity of transmission
→ Access data + + +
→ Accounting data + + + + + +
→ Connection data + ◦ ◦
Accountability + + + + +
Availability + + + + + +

+ + . . . great interest, + . . . normal interest, ◦ . . . no special interest, – . . . dislike, – – . . . great dislike

2.2 Roaming

Beneath the security requirements roaming is one of the most essential features to make
a business model for hotspots successful. Roaming means that the subscriber is a client
of only one provider who makes agreements with other providers that the subscribers
might use their infrastructure and the client’s provider collects the money for this from
his client. The usage of mobile phones has already shown that people travelling much
have to use different providers to guarantee permanent reachability. When travelling
through Europe by train permanent changes of providers occur but subscribers usually
do not notice it in their reachability because of the roaming agreements between the
different providers. In a similar easy way subscribers like to use wireless LAN hotspots.
Independent of their current whereabouts and the provider of the access point at this
place they like to use the respective existing network in an easy way. Requirements on
and specification of possible roaming business models have been studied in [13].

2.3 Payment Methods

Prepaid. Prepaid payment needs no personal data to be gathered as static data, because
the customer pays the provider in advance. Following multilateral security this fulfills
both requirements of subscribers and providers: Unlinkability and anonymity of data
can be realized easily as well as the risk of accountability can be transferred to the
subscriber. The amount to pay will be booked to the subscriber’s prepaid account with
his begin of usage (and then in certain time or data units). If the credit balance the
subscriber pays in advance is stored centrally at the provider the subscriber only holds
the access data which he uses to identify himself within the login, e.g. by username-
password-combination or a remote access card. If the credit balance is stored locally at
the user’s device or smart card it needs to be protected additionally against misuse by
the user with physical measures. The payment needs signals from the provider to the
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user side. To control the other party the one not holding the credit balance must also
log the usage of the service. Altough prepaid payments might be recharged they should
only be used once to prevent the building of at least pseudonymous user profiles.

A special kind of local storage are anonymous digital coins [14] which try to im-
plement the typical features hard cash has. They are issued by a bank and can be used
independently from concrete merchants. The coins allow unlinkability of payments as
well as anonymity of the subscriber using them as long as he only uses a coin once. This
is realized by the usage of blind signatures. Unfortunately, there exists no practical sys-
tem that implements all the above features, not to speak of efficiency of communication
if taking this classical approach of anonymous digital coins.

For hotspot usage it is imaginable to save the communication with a bank if the ser-
vice provider takes the role of the bank and issues coins that are usable at his hotspots
and all other hotspots that allow roaming. The usage of coins in the login process su-
persedes other identification methods. While digital coins did not succeed in payment
for non-digital items or services for the payment of digital services they can be a good
solution because no change of medium occurs.

Postpaid. Postpaid payment necessarily needs the collection of connection data and
the creation of accounting data as well as the storage of corresponding static data. Con-
nection data can be deleted some time after the invoice and should be stored separately
from the static data. Postpaid payment can also be combined with pseudonymous usage
of the service if identity management systems guarantee the necessary accountability
of subscribers to the service providers. But this solution would require an appropriate
infrastructure to exist.

Individual Accounting. A fair solution for accounting is that every subscriber only has
to pay the amount of data or time he used an access point. Technically the individual
accounting will be realized by small time slices or data amounts that will be charged for
fixed prices. This kind of accounting is applicable to both post- and prepaid payment.
Especially the concept of anonymous coins exactly meets the necessary requirements.

Flat Rate. A popular model for internet usage are flat rates where subscribers get a
certain amount of time or traffic he can consume for a fixed price. This business model
is both applicable to pre- and postpaid payment. But only the unlimited amount of traffic
makes the creation of connection and accounting data obsolete.

3 Design of a Multilateral Secure Payment System

Based on the security requirements and possible payment methods we present our de-
sign for a multilateral secure payment system. It is divided into a class model and several
basic interaction protocols describing the static system architecture and the dynamic
system behaviour respectively. We conclude this section with some remarks on the lim-
itations of our approach.

3.1 System Architecture

The central requirements for a multilateral secure payment system identified in the pre-
vious section were the confidentiality and integrity of the transmitted access data as
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well as the concurrent confidentitality of the subscriber’s identity and the accountabil-
ity of the used/provided services. These requirements will be considered in the system
architecture. Of course, availability aspects are of great importance as well, but due to
the lack of space we have to postpone a detailed consideration for future work.

As we have stated in section 2.3 postpaid payments make the anonymous use of a
hotspot more difficult. Thus, we base our system on prepaid vouchers that are used to
transfer real money into electronic coins. In our prototype this transaction is performed
by the subscriber and the clearinghouse. However, it can be easily extended with a third
party acting as a bank to introduce universal usable coins instead of distinct currencies
for each clearinghouse. Apart from the anonymity aspects our solution offers a second
major advantage over current implementations: there is no longer a need for a compli-
cated authentication phase at the hotspot. Hence, the roaming between different hotspot
operators becomes more easy as you only have to check the validity of the coins spent.

Subscriber

Coin

CoinSpent

 *

 *

1

Hotspot Operator

Clearinghouse

CoinSpent

Voucher
* 

* 

1

RMI RMI

RMI

Socket

Fig. 2. Basic Architecture of our Payment System

Figure 2 gives an overview of our system architecture. It is basically divided into
three subsystems, one for the subscriber, one for the hotspot operator, and one for the
clearinghouse respectively. The directed connections indicate the interaction between
the three parties. E.g. the subscriber has to cooperate with the hotspot to initiate a new
session who again falls back on services provided by the clearinghouse to perform
this task. The subscriber’s main task is to manage the subscriber’s purse whereas the
clearinghouse cares about issuing and cashing coins. The hotspot operator’s only task
is to provide an Internet connection for the time paid by the subscriber.

3.2 System Interaction

Our system’s interaction is defined by two central protocols: The Withdrawal Protocol
to generate new coins, and the Payment and Deposit Protocol to initiate a new hotspot
session. The entities in both protocols (Subscriber, Clearinghouse, Hotspot Operator)
correspond to the partners described in Chaum’s scheme [14]. Whereas the Withdrawal
Protocol is more or less a direct adaption of the general model our Payment and Deposit
Protocol is summarized in figure 3.



86 S. Groß, S. Lein, and S. Steinbrecher

Fig. 3. The Payment and Deposit Protocol

3.3 Limitations

There are some aspects we have left out in our current design for the sake of simplicity.
First of all, as with every cryptographic system you have to care about the quality of the
cryptographic tokens used. Thus, the codes used in our voucher based approach must be
of sufficient length. Furthermore, we do not offer a solution against common hijacking
and denial of service attacks utilizing forged deauthentication requests and IP address
spoofing. The transfer of electronic coins between different devices of a subscriber as
well as their protection against loss by theft or system failure is left for future work,
too. The most important limitation of our design is probably its lack of formality. We
deliberately tackled the problem stated in a more pragmatic way to show how easy one
can build a system that respects the interests of all parties involved. Nevertheless, this
approach does not consider some important aspects like the atomicity of the multi-party
protocols used. For example, the coin generation and the payment protocol must be
fair, i.e. no party taking part at these protocols should be cheated if the transaction fails
because of system failure or fraud. Having said this, we still believe that our approach
presents an important step-forward compared to the hotspot systems currently in use.

4 Prototype Implementation

Our prototype implementation is based on Java. The functionality is capsuled in four
fundamental blocks as specified in the following subsections. For the concrete imple-
mentation of anonymous digital money we currently revert to the Lucre project [15], a
Java-based implementation of a Diffie-Hellman variant on Chaumian blinding. Due to
the modular structure of our implementation this can be easily replaced by another im-
plementation. The purse is currently stored in an XML file on the subscriber’s device.
The subscriber’s access to the Internet is regulated at the hotspot by reconfigurating the
firewall settings of the underlying Linux system.
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In addition to the functional part we have also implemented a simple graphical user
interface for better usability. Figure 4 gives an impression of the subscriber’s part of
this interface. The main window represents the subscriber’s purse. It is divided into two
tabs, one for the coins already spent and one for those not. At a hotspot the subscriber
chooses between the available clearinghouses and then spends the required amount of
coins (see small window on the bottom right). The small window on the bottom left
shows the process of cashing a voucher for new coins. Comparable interfaces exist for
the clearinghouse and the hotspot operator.

Fig. 4. The Subscriber’s GUI

4.1 Implementation of the Clearinghouse

The clearinghouse’s interface declares several remotely accessible methods. The most
interesting ones are getNumberOfCoins, getAmount and processCoinRequest. Whereas
getNumberofCoins calculates the number of coins to be generated for a given valid
voucher code and a fixed coin value, processCoinRequest is used to sign several raw
coins as requested by a subscriber. Last but not least getAmount is called by the hotspot
operator to transfer the signed coins given by the subscriber. The coin is checked for
correctness and for resubmission. If both tests pass correctly the coin is marked as spent
by storing its serial number and the available credit is returned to the hotspot operator.

4.2 Implementation of the Subscriber

The abstract class Subscriber represents the subscriber’s device. Its main function is the
administration of the electronic purse. The purse is filled by passing a valid voucher
code and a corresponding clearinghouse address to the method generateCoins. The
communication under the hood is realised with Java RMI. Later, the method spendCoin
is used to initiate an Internet connection at the hotspot. First, it checks which clearing-
houses are available (method getClearinghouseList). Then the so-called SocketListener
is started. This class keeps the running connection under surveillance by opening a
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socket communication for signaling messages about the status of the connection, e.g.
to inform the subscriber if he runs out of credit. Finally, the hotspot operator’s method
dischargeCoin is called to actually spend the coin and enable the Internet connection.

4.3 Implementation of the Hotspot Operator

The most interesting functions of the Hotspot Operator party are those initiated by the
subscriber via RMI calls. This interface is defined in the class HotspotOperator. As
already mentioned in section 4.2 the method getClearinghouseList delivers a list of
all clearinghouse instances available at the hotspot. To establish an Internet connec-
tion the subscriber has to pay the necessary charge using the hotspot operator’s method
dischargeCoin. The hotspot operator processes this request (processCoin) by sending
the handed over coins to the appropriate clearinghouse where the coin is checked for
correctness and resubmission. If none of the tests fails the clearinghouse returns the cor-
responding credit to the hotspot operator who increases the subscriber’s SessionTimer
accordingly or opens a new subscriber session by reconfigurating the firewall settings on
the hotspot’s Internet gateway respectively. The class SessionTimer represents a thread
initiated directly after a subscriber spends his first coin. It manages a socket connection
to notify the subscriber about special system events such as ceasing credits.

4.4 Handling of Electronic Coins

For the sake of modularity the handling of electronic coins is capsuled in a separate
package. This package provides all the functionality used by the subscriber and the
clearinghouse during the generation of new coins. It basically contains three classes:
PublicCoinRequest represents the blended and encrypted serial number of a coin to
be signed. It is accompanied by its counterpart SignedCoinRequest that contains the
matching signature. Last but not least, CoinRequest contains all encryption and de-
cryption parameters known to a Subscriber, e.g. blending factor and serial number.

5 Conclusion and Final Remarks

We explained the wide agreement of all participants involved in a wireless LAN hotspot
scenario concerning central security requirements. On the first view only the subscri-
ber’s wish for unobservability on the one hand and the provider’s great interest in non-
repudiable service usage on the other hand seem to conflict. With our prototype imple-
mentation we have demonstrated that this supposed conflict can easily be solved with
the means of a multilateral secure system design. We strongly believe that our approach
has the potential to put some new life into the domain of electronic cash as it does not
suffer from drawbacks coming from exchanging virtual money with real goods. Instead,
we use electronic coins to pay for the virtual good of using a wireless LAN hotspot. In
addition, our system does not depend on AAA architectures like current systems do and
thus, simplifies the roaming between different hotspot providers. For the future we plan
to extend our prototype with more sophisticated features (e.g., distinct coin values and
the support of electronic change) and evaluate it in a real world scenario.
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Abstract. This paper considers the fundamental problem of key agree-
ment among a group of parties communicating over an insecure public
network. Over the years, a number of solutions to this problem have
been proposed with varying degrees of complexity. However, there seems
to have been no previous systematic look at the growing problem of key
agreement over combined wired and wireless networks, consisting of both
high-performance computing machines and low-power mobile devices. In
this paper we present an efficient group key agreement scheme well suited
for this networking environment. Our construction is intuitively simple,
and yet offers a scalable solution to the problem.

Keywords: Group key agreement, combined wired and wireless net-
works, mobile devices, DDH assumption.

1 Introduction

A group key agreement protocol is designed to allow a group of parties com-
municating over an untrusted, open network to share a secret value called a
session key. This common session key is typically used to facilitate standard
security services, such as authentication, confidentiality, and data integrity, in
various applications which are likely to involve a large number of users. As these
group-oriented applications proliferate in modern computing environments (e.g.,
video conferencing, multi-player game, and replicated database), the design of
an efficient group key agreement protocol has received much attention in the
literature [8,14,3,12,4,5] as an important research goal. The efficiency of group
key agreement protocols is measured with respect to communication complexity,
as well as computational complexity. Communication complexity is quantified
as both the number of rounds of communication among users and the number of
messages sent/received by users, while computational complexity is mostly con-
cerned with the number of public-key cryptography operations that users have
to perform. For a group key agreement protocol to be scalable, it is of prime
importance in many real-life applications that the protocol be able to run only
in a constant number of communication rounds.
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In this paper we consider the scenario where limited-function devices, such as
PDAs and handheld computers, and general-purpose computing machines like
servers and desktop computers coexist participating in the same group. When
one considers the broad range of wirelessly connected mobile devices used to-
day, it is clear that integrating such network-enabled devices into secure group
communication systems is timely and will be increasingly important. Although
mobile devices represent an already large and growing percentage of the com-
puting population, security is still a major gating factor for their full adoption.
Despite all the work conducted over many decades, the implementation of strong
protection in a mobile environment is non-trivial [2]. Security solutions targeted
for more traditional networks are often not directly applicable to wireless net-
works due to a marked difference in computing resources between mobile devices
and stationary computers.

Indeed, most of previous group key agreement protocols are not well suited
for networking environments similar to our setting. Even though some constant-
round protocols have been proposed [8,12,5], they are still too costly to be prac-
tical for applications involving mobile devices with limited computing resources.
The reason for this is that these protocols are fully symmetric and therefore, as
group size grows, the workload of every user also increases substantially, impos-
ing an unfair, excessive burden on small mobile devices. Other constant-round
protocols [4,6], while they require only a fixed amount of computation for all
but one group member, do not provide perfect forward secrecy [10]; i.e., ear-
lier session keys are compromised by loss of some underlying information at
the present time. Furthermore, in these protocols one special user must perform
O(n) public-key cryptography operations in a group of size n, being a significant
performance bottleneck in a large group setting.

In this work we focus on contributory key agreement protocols in which the
session key is derived as a function of contributions provided by all parties.
In contributory key agreement protocols, a correctly behaving party is assured
that as long as his contribution is chosen at random, even a coalition of all
other parties will not be able to have any means of controlling the final value
of the session key. Therefore, contributory key agreement protocols are fairer
and more secure than key transport protocols. Thus, it is often recommended
to use contributory key agreement to prevent some parties having any kind of
advantage over the others [1]. Moreover, most key transport protocols [15,13],
while they focus on minimizing the cost of the rekeying operations associated
with group updates, lack at least one of the important security properties: perfect
forward secrecy or known key security.

Our main contribution is an efficient constant-round scheme for contributory
group key agreement over combined wired and wireless networks, consisting of
arbitrary numbers of mobile devices and stationary high-performance computers.
While a number of problems related to group key agreement have been tackled
and solved over the past years, there seems to have been no previous systematic
look at the growing problem of group key agreement in this networking envi-
ronment. In order to generalize the problem, we broadly divide all the users of
the network into two groups, namely, users that have sufficient computational
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capabilities and users that have relatively low computing resources. By evenly
spreading most of workload across high power users, we avoid any potential per-
formance bottleneck of the system while keeping the computational cost of low
power users at minimal. Our group key agreement scheme is also very efficient
in terms of communication complexity which includes both round and message
complexities. Without respect to the number of users, our scheme requires only
a constant number of communication rounds and furthermore achieves optimal
message complexity [3]. Communication complexity is especially relevant in to-
day’s computing environments where the rapid increase in computation power
of computers exposed high network delay and congestion as a major bottleneck
in group key agreement schemes.

The remainder of this paper is organized as follows. First, we review some
of the most well-known protocols in the next section. Then, we set up some
notation and assumptions in Section 3, and propose our group key agreement
scheme in Section 4. Finally, we discuss the efficiency and the security of the
proposed scheme in Section 5 and Section 6, respectively.

2 Related Work

This section describes some of previous works including all the constant-round
protocols published up to date. The original idea of extending the 2-party Diffie-
Hellman scheme [9] to the multi-party setting dates back to the classical paper
of Ingemarsson et al. [11], and is followed by many works [8,14,3] offering various
levels of complexity. But, only recently have Bresson et al. [7] proposed the first
group key agreement protocol proven secure in a well-defined security model.
This provably-secure protocol is based on one of the protocols of Steiner et
al. [14] and requires n communication rounds to establish a session key among
a group of n parties. Therefore, as group size grows large, this protocol becomes
impractical particularly in wide area networks where the delays associated with
communication dominate the cost of group key agreement protocols.

Fully Symmetric Protocols. Using the security model of Bresson et al. [7],
Katz and Yung [12] have recently proposed the first constant-round and
provably-secure protocol for group key agreement. More precisely, they pro-
vide a formal proof of security for the two-round protocol of Burmester and
Desmedt [8], and introduce a one-round compiler that transforms any group
key agreement protocol secure against a passive adversary into one that is se-
cure against an active adversary. While these protocols [8,12] are very efficient in
general, they are not well suited for applications deployed over a combined wired
and wireless network. Due to the full symmetry of the protocols, each mobile
device has to receive O(n) messages, and perform 3 modular exponentiations,
O(n log n) modular multiplications, O(n) signature verifications, and 2 signa-
ture generations. Most recently, in [5], Bresson and Catalano have introduced
another fully-symmetric protocol which requires two rounds of communication.
Interestingly, unlike previous approaches, they construct the protocol by com-
bining the properties of the ElGamal encryption scheme with standard secret
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sharing techniques. However, with increasing number of users, the complexity of
the protocol becomes beyond the capabilities of small mobile devices.

Extremely Asymmetric Protocols. In [4], Boyd and Nieto have presented
the first group key agreement protocol that can be completed in a single round
of communication. But unfortunately, this protocol does not achieve perfect for-
ward secrecy even if its round complexity is optimal; it still remains an open
problem to find a one-round group key agreement protocol providing forward
secrecy. In 2003, another constant-round protocol that does not achieve for-
ward secrecy has been offered by Bresson et al. [6]. This protocol provides an
efficient method to agree on a session key between a gateway and a cluster of
mobile devices. However, in common with the protocol of Boyd and Nieto [4],
this protocol suffers from extreme asymmetry in the sense that one distinct user
performs O(n) computations whereas the other users perform only O(1) compu-
tations. Consequently, none of previous research addresses well the problem of
group key agreement over combined wired and wireless networks.

3 Protocol Preliminaries

We fix a nonempty set U of n users who wish to agree on a common session key
by participating in a group key agreement protocol. Let U = S ∪ R, where S =
{U1, . . . , Unh

} is the nonempty set of users that have sufficient computational
capabilities and R = {Unh+1, . . . , Un} is the set of users that have relatively
restricted computing resources. As depicted in Fig. 1(a), the users are arranged
in a tree structure with height 2 according to their computing power. All users
in R are at leaves in the tree while the users in S could be at any level in the
hierarchy from 0 to 2. Let nl denote the cardinality of R (i.e., n = nh+nl). Given
nh and nl, the number of users at level 1, m, is determined as follows, aiming to
minimize the maximum amount of computation that one has to perform during
an execution of the protocol.

m =

⎧⎨
⎩

0 if nh = 1 or nh = 2
nh − 1 if nl ≥ (nh − 1)(nh − 2)

k otherwise,

where k is the largest positive integer such that k2 ≤ n − 1. Fig. 1(b) shows
one extreme case where m = 0 (i.e., nh = 1 or nh = 2), and thus, the users are
organized into an (n − 1)-ary tree with height 1.

In the next section, we first construct a two-round protocol for the extreme
case 0 < nh ≤ 2 and then show that an efficient three-round protocol for the case
nh > 2 can be constructed by generalizing the idea of the two-round protocol.
Due to lack of space, we focus on security against passive adversaries and assume
all messages are digitally signed by their source in a way that the signatures
cannot be forged.

To simplify the descriptions of the protocols, we divide the set U into three
disjoint subsets L0, L1 and L2 which denote the sets of users at level 0, 1 and 2,
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…

U1

U2 Um+1

…

…Um+2

…

… Un

…

(a) nh > 2

U1

U2

…

… UnU3

(b) nh = 1 or nh = 2

Fig. 1. U = S ∪ R, S = {U1, . . . , Unh}, R = {Unh+1, . . . , Un}

respectively. We assume that all users know the structure of the tree and their
position within the tree. Furthermore, the finite cyclic group G = 〈g〉 of �-bit
prime order q is assumed to be known in advance. There is also a one-way hash
function H : {0, 1}∗ → {0, 1}� modelled as a random oracle in the security proof.

4 The Proposed Scheme

This section introduces new constant-round protocols for group key agreement,
which take advantage of the difference in computing power between users.

4.1 Basic Protocol

Consider the case 0 < nh ≤ 2. The protocol for this case, on input three sets
L0 = {U1}, L1 = {U2, . . . , Un}, and L2 = ∅, is performed in two communication
rounds, the first with n − 1 unicasts and the second with a single broadcast, as
follows (see Fig. 2 for an example):

Round 1. Each user Ui ∈ L1 chooses a random ri ∈ Zq and computes zi = gri ,
and sends zi to its parent U1, who chooses random s, r1 ∈ Zq and computes
w = gs and x1 = gsr1 .

Round 2. User U1 computes xi = zs
i upon receiving each zi. After computing

X =
∏

i∈[1,n] xi and the set Y = {yi | i ∈ [2, n]}, where yi = X · x−1
i , user

U1 broadcasts w‖Y to its children.
Key computation. Upon receiving the broadcast, each user Ui ∈ L1 computes

X = yi · wri . All users in U compute their session key as K = H(Y‖X).

4.2 Generalized Protocol

This subsection presents our main construction which uses as a basic building
block the two-round protocol described above. The idea is to distribute the users
into m subgroups and to run the basic protocol for each subgroup. After having
derived a shared secret value, each subgroup participates again in the basic
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U1

U2 U4U3

1) 1) 1)2)

1) Round 1: gr2 , gr3 , gr4 . 2) Round 2: w = gs, Y = {gs(r1+r3+r4), gs(r1+r2+r4),
gs(r1+r2+r3)}. Session key: K = H(Y‖gs(r1+r2+r3+r4))

Fig. 2. An execution of the basic protocol with U = {U1, U2, U3, U4}

protocol as a single entity to generate the final group key. Each parent Uj ∈ L1
forms a subgroup with its children (see Fig. 1(a)) and takes charge of the central
control in that subgroup. We denote by Ij the set of indices of the children of
user Uj. Now the users in three nonempty sets, L0 = {U1}, L1 = {U2, . . . , Um+1}
and L2 = {Um+2, . . . , Un}, agree on a common session key as follows (see also
Fig. 3):

Round 1. Each user Ui ∈ L2 chooses a random ri ∈ Zq and computes zi = gri ,
and sends zi to its parent. The other users (i.e., the users with children)
select two random values; user U1 chooses random s1, k1 ∈ Zq and computes
w1 = gs1 and x̂1 = gs1k1 , and user Uj ∈ L1 chooses random sj , rj ∈ Zq and
computes wj = gsj and xj = gsjrj .

Round 2. Each user Uj ∈ L1, upon receiving each message zi for i ∈ Ij ,
computes xi = z

sj

i . After computing Xj =
∏

i∈Ij∪{j} xi, the set Yj = {Yi |
i ∈ Ij}, where Yi = Xj ·x−1

i , the subgroup key kj = H(Yj‖Xj), and ẑj = gkj ,
user Uj broadcasts mj = ẑj‖wj‖Yj .

Round 3. The user U1 ∈ L0, upon receiving each message mj for j ∈ [2, m+1],
computes x̂j = ẑs1

j . After computing X1 =
∏

j∈[1,m+1] x̂j , Y1 = {Ŷj | j ∈
[2, m + 1]}, where Ŷj = X1 · x̂−1

j , user U1 broadcasts w1‖Y1.
Key computation. Now for all j ∈ [2, m + 1] and all i ∈ Ij , user Ui is able

to generate the session key K; first Ui calculates kj = H(Yj‖Xj) with Xj =
Yi · wri

j and then K = H(Y1‖X1) with X1 = Ŷj · wkj

1 .

5 Efficiency

To the best of our knowledge, the protocol of Burmester and Desmedt [8] (often
called the BD protocol) is the most efficient one among forward-secure group
key agreement protocols published up to date. Therefore, in Table 1 we compare
the efficiency of our protocols with the BD protocol. As for computational costs,
the table lists the amount of computation that each user has to perform.

The protocols proposed in this paper are very efficient in terms of both round
and message complexities. In particular, both the two- and three-round protocols
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U1

U2 U4

U5 U8

U3

U6 U7 U9 U10 U11 U12

1) 1) 1) 1) 1) 1) 1) 1)

2) 2) 2)

2) 2) 2)

3)

1) Round 1: gr5 , . . . , gr12 . 2) Round 2: ẑ2‖gs2‖Y2, . . . , ẑ4‖gs4‖Y4. 3) Round 3: gs1‖Y1.
Subgroup keys: k2 = H(Y2‖gs2(r2+r5+r6+r7)), k3 = H(Y3‖gs3(r3+r8+r9+r10)),

k4 = H(Y4‖gs4(r4+r11+r12)). Session key: K = H(Y1‖gs1(k1+k2+k3+k4))

Fig. 3. An execution of the generalized protocol with U = {U1, . . . , U12}

achieve optimal message complexity, requiring only n messages (see Theorem 2
of [3]). Our group key agreement protocols are also very efficient in terms of
the computational cost of mobile devices. If precomputations are possible, all
the exponentiations in the first round of the protocols can be performed off-line
and thus, only one or two exponentiations per mobile device is required to be
done on-line. Furthermore, the three-round protocol avoids any potential perfor-
mance bottleneck by distributing computation among the high power users; the
maximum computation rate per user is bounded by O(

√
n) with the reasonable

assumption that the number of high power users is at least
√

nl.
On the other hand, in the BD protocol, all users behave in a completely

symmetric manner; each user broadcasts one message per round, and performs
3 modular exponentiations and O(n log n) modular multiplications. While this
protocol takes only two communication rounds, the full symmetry negatively
impacts on the overall performance of the protocol involving mobile devices.
The number of messages received by each mobile device is O(n) compared to
O(1) in our protocols. This implies that in the BD protocol, all users including
mobile users have to perform O(n) signature verifications. Moreover, the number
of modular multiplications per user increases rapidly as group size grows.

We summarize as follows: in situations where users with equal computational
capabilities communicate over a broadcast network, the fully-symmetric protocol
of Burmester and Desmedt might be more favorable than our protocols which, in
contrast, are well suited for more realistic settings where users with asymmetric
computing powers are spread across a wide area network.

6 Security of the Protocols

The main new building block of our scheme is the two-round protocol for the
case 0 < nh ≤ 2. Hence, we restrict our discussion to proving that the security
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Table 1. Complexity comparison with the protocol of Burmester and Desmedt [8]

Communication Computation
Rounds Unicasts Broadcasts Restricted Sufficient

BD 2 2n 3E + O(n)V + O(n log n)M
Basic 2 n − 1 1 2E + 1V O(n)E + O(n)V

Generalized 3 n − m − 1 m + 1 3E + 2V O(
√

n)E + O(
√

n)V
E: Exponentiation, V: Verification, M: Multiplication

of the two-round protocol is based on the well-studied Decisional Diffie-Hellman
(DDH) assumption; yet the security of the three-round protocol can be proved
in a similar way by using the random self-reducibility of the DDH problem, and
its proof will be given in the full version of this paper.

Before describing the details of the proof, let us first define Advddh
G (t) as the

maximum value, over all distinguishers D running in time at most t, of:∣∣∣Pr[D(g, gx, gy, gxy) = 1 | x, y ← Zq] − Pr[D(g, gx, gy, gz) = 1 | x, y, z ← Zq]
∣∣∣.

Now we consider the following two distributions:

Real =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∣∣ r1, . . . , rn, s ∈R Zq;∣∣ z1 = gr1 , . . . , zn = grn , w = gs;
(T, K)

∣∣ x1 = gsr1 , . . . , xn = gsrn ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

,

Fake =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∣∣ r1, . . . , rn, s, a1, . . . , an ∈R Zq;∣∣ z1 = gr1 , . . . , zn = grn , w = gs;
(T, K)

∣∣ x1 = ga1 , . . . , xn = gan ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

,

where T = (w, z2, . . . , zn, Y2, . . . , Yn) and K = H(Y2‖Y3‖ . . . ‖Yn‖X).

Lemma 1. Let D be a distinguisher that, given (T, K) coming from one of the
two distributions Real and Fake, runs in time t and outputs 0 or 1. Then we
have:∣∣Pr[D(T, K) = 1 | (T, K) ← Real]−

Pr[D(T, K) = 1 | (T, K) ← Fake]
∣∣

≤ Advddh
G (t + (4n − 6)texp),

where texp is the time required to compute an exponentiation in G.

Proof. We prove the lemma by using the random self-reducibility of the DDH
problem. Consider the following distribution, which is constructed from the triple
(gs, gr2 , gs′r2) ∈ G3:
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Dist =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣ r1, α3, β3, . . . , αn, βn ∈R Zq;∣∣ z1 = gr1, z2 = gr2 ,∣∣ z3 = gr1α3+r2β3 , . . . , zn = gr1αn+r2βn , w = gs;
(T, K)

∣∣ x1 = gsr1 , x2 = gs′r2 ,∣∣ x3 = gsr1α3+s′r2β3 , . . . , xn = gsr1αn+s′r2βn ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

where T and K are as defined above. If (gs, gr2, gs′r2) is a Diffie-Hellman triple
(i.e., s = s′), we have Dist ≡ Real since xi = zs

i for all i ∈ [1, n]. If instead
(gs, gr2 , gs′r2) is a random triple, it is clear thatDist ≡ Fake.

Lemma 2. For any (computationally unbounded) adversary A, we have:

Pr[A(T, Kb) = b | (T, K1) ← Fake; K0 ← {0, 1}�; b ← {0, 1}] = 1/2.

Proof. In experiment Fake, the transcript T constrains the values ai by the
following n − 1 equations:

logg y2 = −a2 +
∑n

i=1 ai,
...

logg yn = −an +
∑n

i=1 ai.

Since T does not constrain the values ai any further and since the equation
logg X =

∑n
i=1 ai is not expressible as a linear combination of the n−1 equations

above, we have that the value of X is independent of T. This implies that

Pr[A(T, Xb) = b | (T, X1) ← Fake; X0 ← G; b ← {0, 1}] = 1/2.

Then, since H is a random oracle, the statement of Lemma 2 immediately follows.

Theorem 1. Let A be a passive adversary attacking the protocol and running
in time t. Then we have

Pr[A(T, Kb) = b | (T, K1) ← Real; K0 ← {0, 1}�; b ← {0, 1}] ≤
1/2 + Advddh

G (t′),

where t′ = t + O(nQtexp), with Q being the number of protocol transcripts ob-
tained by A.

Proof. This immediately follows from the lemmas 1 and 2 above, and the random
self-reducibility of the DDH problem.

7 Conclusion

In this paper we have provided an efficient solution to the growing problem of
contributory group key agreement over combined wired and wireless networks,



Secure Group Communications 99

which consist of both small mobile devices with limited computational resources
and general-purpose computing machines with relatively high computing power.
Our scheme takes only a constant number of communication rounds while achiev-
ing optimal message complexity. Furthermore, by spreading most of workload
across the high power users, the scheme offers a low, fixed amount of computa-
tions to its mobile users and bounds the computational complexity of the other
users by O(

√
n).
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Abstract. Third party service providers are starting to use advanced lo-
cation services based on area or periodical notification in order to develop
innovative applications. However, such functions can be easily misused
for tracking users and building their activity profiles, if privacy enhance-
ment mechanisms are not integrated into the service architecture. In this
paper we present a protocol based on transaction pseudonyms that pro-
tects the user’s address from being disclosed and associated with their
location. Based on hash chains, the pseudonyms are used to authorize ser-
vice and the localization requests, making possible ad hoc service usage
without registration. We further analyze security aspects of the proposed
protocol.

1 Introduction

Increasingly, applications for mobile users take advantage of user personalized
data, such as online status (presence), location, contact address, user preferences,
etc. These applications are only the beginning of a new class of context-aware ser-
vices which will ”know” how, where and when to contact the user without their
explicit intervention. Such applications raise however serious privacy concerns,
especially in cases where the trustworthiness of Application Providers cannot be
thoroughly investigated prior the service invocation.

The scenarios that motivated this work were related to Location Based Ser-
vices, although other privacy information, such as presence, user addresses for
receiving messages or phone calls turned out to be equally important and pri-
vacy sensitive. In the rest of the paper we assume that location information can
be provided to the application by the Network Operator. Therefore, the applica-
tion provides advanced notification functions which allows automatic recurrent
notifications or asynchronous callbacks when the user enters or leaves a certain
area. The main contributions of this work are to develop a protocol that allows:

– a user to transfer to an application a request under a pseudonym that is
passed from the application to the network and is recognized by the latter
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Fig. 1. System Architecture

– the application logic (workflow) to call different Network Services using its
own and the user’s pseudonym

– the Network Services (e.g location, messaging) to authorize requests from
the application based on the contained pseudonyms

– a user to invoke a service without prior registration (and event to pay for it
via the network user account)

– certain protection against security attacks

The remainder of the paper is organized as follows: in section 2 we give a
general description of the system architecture, its components and the interfaces
between them. We go on with a detailed description of the service protocol inter-
actions in section 3 and analyze the security of the protocol and its underlying
mechanisms in section 4. In section 5 we conclude with further research topics.

2 System Architecture

As stated in the previous section, the privacy enhancing architecture invokes
three actors: the (third party) Application Provider, the Network Operator and
the User (terminal), see Fig. 1. The architecture makes use of Parlay X Web Ser-
vice interfaces, specified recently by the OSA/Parlay Group [1], which promise
to open the Network Services for Third Party Application Providers. Among
these SOAP [2] APIs, there are location, presence, payment, call control, and
messaging interfaces [1]. All these interfaces use an EndUserIdentifier to iden-
tify a certain user for a location request or for sending an SMS message. Cur-
rently, the Network Operator has to check the authorization to perform each
requested operation. The check could also be part of the new Privacy Service.
Similar to the Identity Broker entity in [3] which translates identity attributes
into pseudonyms, a Privacy Agent generates pseudonyms on the basis of at-
tributes that are stored in the User Profile database. The Privacy Agent in the
user terminal and its counterpart, the Privacy Service, exchange at the begin-
ning secret information allowing the Privacy Service to authorize requests and
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translate the pseudonyms back to the public user addresses without disclosure
to the application.

In the protocol analysis presented in the next section, we use the roles of
watcher and presentity, which are derived from the presence terminology and
which denote the user that localises and the localised user, respectively. In most
applications in which a user seeks location privacy, both roles are contained in
the same terminal.

3 Service Protocol Interactions

This section describes messages exchanged between services used in this archi-
tecture. First, we describe the interactions that allow a user to contact another
user and in this context apply for authorisation of subsequent location requests
by applications. In the same way, we describe the subscription process of ap-
plications. Then, we go into deails of services that receive location information
from the Location Service at regular intervals.

3.1 User Subscription Phase

The general model is based on the subscription of a user to private information
of themself or other users. The subscription interaction has a two-fold objective:
first, to initialize a pseudonym exchange phase between two entities (between
user’s Privacy Agent and Network Operator’s Privacy Service or between an
application and Privacy Service) and second, to request the authorization from
the presentity for subsequent private information (location) delivery.

3.2 Service Initialisation

As the presentity receives and accepts a subscription request from the watcher
(Message 1 - 2 in Figure 2), the Privacy Service generates a random number r we
subsequently call anchor (Step 3). Each anchor is the arithmetical basis for all
Presentity Transaction Pseudonym (PTP) calculations regarding one particular
presentity. The first PTP is calculated on the basis of this anchor and the secret
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shared with the watcher: PTP1 = hkwatcher(r) (Step 5.1). Each PTP1...PTPn

is associated with just one particular presentity. Next, the user’s Privacy Agent
receives the anchor from the Privacy Service and thereupon also computes PTP1
(Message 4, Step 5.b). It therefore applies the same calculation as the Privacy
Service with the result that both the user’s Privacy Agent and the Privacy
Service share the same PTP to address one particular presentity. Since each ap-
plication needs to exchange pseudonyms with the Privacy Service as well and
provided that business contracts between the application Provider and the Net-
work Operator already exist, the exchange of the anchor and the shared key can
also be done offline and in advance to the first serivce invocation. However, from
the cryptographic point of view the Application Transaction Pseudonym (ATP)
is calculated in the same way as PTPs, starting with the initial ATP1 = hkapp(r)
with anchor r and the shared secret kapp.

3.3 Service Invocations

In order to initiate a service request (e.g. the periodic notification service), the
client first generates a transport message (e.g. SOAP or XML-RPC) which con-
tains the command (in this case startPeriodicNotification(.)). Further,
this message includes PTPs of each presentity the periodic notification process
shall be started for. Additionally, each message appends a signature we denote
correlator. The client uses the signature as a session identifier which allows him
later to controll and terminate active localisation processes. As the application
receives the transport message from the watcher, it uses the appended signature
correlator as session identifier and computes the next ATP. The newly gener-
ated ATP is appended to the client’s transport message and again signed for data
integrity reasons. This extended transport message is then forwarded to the re-
spective Location Service. Upon receipt, the Location Service first contacts the
Privacy Service which checks the validity of the ATP signature. Next, given
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all pseudonyms are valid, that is all PTPs are found in the Privacy Service’s
database, it queries the respective watcher’s password to recalculate and verify
the correlator and hence prove the integrity of the transport message. After the
Privacy Service translated each PTP, the corresponding MSISDNs are sent back
to the Location Service which may now start localisations on a continuing basis.
Each time the location of one or more presentities changes, the Location Service
sends a notification message back to the application. Eventually, the presentities
locations fulfil the watchers predefined trigger conditions. Thereupon, the user is
notified either via a SOAP message or SMS. If for whatever reason the watcher
decides to stop an active periodic notification process ahead of time, the Privacy
Agent computes all required PTP for each presentity. In order to stop distinc-
tive periodic localisations of presentities, the client may also select a subset of
those presentities for which a localisation process is active. Until localisations
of all presenties are terminated all information that is stored in the context of
a correlator i.e. starting with the Privacy Service or the Location Service, the
application and the user’s client delete all relevant data such as correlators.

3.4 Single Location Requests

If a watcher wants to know the actual position of one or more presentities, she
sends a location request for one particular presentity. In contrast to periodic lo-
cation notifications, single localisation requests do not require additional session
management activities. Neither does the client need to generate a correlator,
nor is any session information to be administered throughout the system. Be-
side single location requests which may include only one particular presentitiy,
a watcher may also ask for the position of several presentities at the same time.
A watcher may ask for the position of one or more presentities even if he has
already started a periodic notification process for at least one presentity re-
spectively up to all presentities involved in a periodic localisation process. Since
from a watcher’s point of view each PTP denotes exactly one presentity, different
kinds of localisations may be performed by several watchers at the same time
without interference even if they address the same presentities.

3.5 Interlinked Application Services

Each application service call requires the watcher to provide exactly one PTP
for each presentity. Since PTPs can be used only once, this prevents applica-
tions from calling several services consecutively with the same PTP. However,
applications that provide periodic notifications need to call different services,
possibly multiple times. Hence, each subsequent application’s service call pro-
vides the correlator and an ATP which is computed the same way as PTPs, that
is, by applying the HMAC function. Before transmission, the application gener-
ates a message signature. For this purpose, it concatenates the command (e.g.
sendMessage(.)), the actual ATP, the correlator as well as the whole user’s
transport message. The secret shared between the application and the Privacy
Service is the key for the HMAC function. Thereupon, the Privacy Service can
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verify each request on the basis of the signature and associate each ATP to one
particular application. The correlator is used by the Privacy Service to recover
the current service session which can thereupon deduce the watcher as well as
each presentities identity.

4 Security Considerations

In this section we analyse different security and privacy aspects of the proposed
system. First, we discuss the cryptographic primitives used to protect the pro-
tocol functions. Next, we analyse the protocol and how potential attacks may
affect the system. Finally, we discuss general aspects concerning security and
privacy of each of each component of the system and its interactions.

4.1 Cryptographic Primitives

PRIVES uses hash chains based on the Keyed-Hash Message Authentication
Code (HMAC ) [4,5] as underlying security function. It is constructed from a
randomly chosen anchor r by consecutively applying a hash function on r such
that

hi
k(r) = hk(hi−1

k (r)), i = 1, 2, . . .

where hk denotes the keyed hash function with the key k. The requirements for
a secure hash functions are [6]:

1. Pre-image Resistance: For a given hash value y it is impossible to find x,
where h(x) = y.

2. Second Pre-image Resistance: For a given x1 it is computationally infeasible
to find x2 such that h(x1) = h(x2).

3. Collision Resistance: It is infeasible to find a pair (x1, x2) such that h(x1) =
h(x2).

The security of the hash chain depends heavily on the security of the underlying
HMAC scheme which in turn is based on standard hash functions. The most
popular of them to be used with HMAC are SHA-1 [7] and MD5 [8]. These hash
functions are initialised with a fixed initial value (IV), while in contrast HMAC is
initialised with a secret key instead. Recently attacks on hash functions have been
discovered and gained significant attention in the cryptographic community [9],
[10]. With these attacks it is possible to find collisions for hash functions. That
means, it is possible to find a pair (x1, x2) such that h(x1) = h(x2). However,
this works only for a limited number of selected values of x and not for arbitrary
values. To launch a successful attack against HMAC much more effort is required.
Adversaries are able to attack the HMAC scheme if they are capable of finding
the output y = hk(x) of the keyed hash function without knowing the key are
also able to attack the underlying hash function in one of the two possible ways:

1. The attacker is able to find a collision with a randomly chosen secret key
where the hash value is not known.
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2. The attacker is able to find the output of the hash function with a randomly
chosen secret key.

These attacks are currently considered to be impractical and thus HMAC still
remains secure [11]. Finding collisions mainly has an impact on the generation
of signatures, where an adversary is able to produce the same hash value for
two distinct messages resulting in the same valid signature for the two messages,
e.g. SIG(h(x1)) = SIG(h(x2)). The security of our scheme is build on the pre-
image resistance of HMAC and the underlying hash function. Thus, the second
attack described above would have serious impact on the security of PRIVES.
But this would also imply that the randomness of the hash function is very poor
and it would be possible to predict the output of the hash function although
the input is only partially known. But so far the randomness properties of hash
functions are not in question. The recent attacks neither enable an attacker to
finde collisions starting from a random and secret initial value nor to generate
known outputs from a random and secret initial value. Finding collisions in the
unkeyed hash function with a fixed IV is much easier because an attacker needs
no interactions with the legitimate user in order to produce a high number of
input/output pairs for launching a brute force attack. In the key-less case, the
attacker can work in finding collisions independently of any user or key because
initial value is fixed and publicly known. In contrast to this keyed hash functions
like HMAC replace the initial value by a randomly chosen secret key. With the
result that the input to the hash function used with HMAC is only partly known
to an attacker. The HMAC scheme is still considered to be secure in terms of
collision resistance. Moreover, in order to attack our protocol one must be able
to generate a valid HMAC pre-images without knowing the secret key k. All
recent attacks are aiming at breaking the collision resistance of a hash function,
whereas the security of our scheme is based on its pre-image resistance.

4.2 Protocol Security Details

Transaction Pseudonym Interception: Transaction pseudonyms are a reli-
able mechanism to hide the identity of a user. But the protocol needs not only
to be reliable in terms of user’s privacy. Another important requirement is to
protect the integrity of each transport message. Analyses of our protocol turn
out that the weakest communication links in our architecture are those between
the Privacy Agent and the application as well as between the application and
the Telecom Server. The communication link between the client and the network
operator’s OSA/Parlay interface is assumed to be secure since these messages do
not leave the domain of the network operator. We see that the use of PTPs pro-
vides at least data confidentiality. But as the following example shows, without
integrity protection mechanisms some may start malicious service invocations.

Consider the following example: An intruder intercepts a SOAP, HTTP or
XML-RPC transport message while in transit from the watcher to the appli-
cation. Since the transport message is sent in cleartext it is easy to find the
command and all PTPs. The intruder may construct a new message by simply
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changing the original command. For example, the original transport message
contains the location lookup command getLocation() which returns the coor-
dinates of one or more presentities (expressed by PTPs) immediately. When this
command is replaced by e.g. startPeriodicNotification() a long term pro-
cess is initiated. This causes severe harm to the watcher who intends to start a
single location lookup routine. To protect watchers from this kind of Man-in-the-
middle attacks, digital signatures can be used to guarantee transport message
integrity.

Mobile Client Transport Message Integrity: In order to provide end-to-
end integrity of transport messages that are in transit from the Privacy Agent to
the Privacy Service, the watcher appends a digital signature termed correlator.
It is calculated by the use of the HMAC hash function which takes the command
(e.g. startPeriodicNotification()) and the respective PTPs as input. The
secret kwatcher shared with the Privacy Service is used as password:

correlator = hkwatcher
(commandwatcher||PTP1||PTP2|| . . . ||PTPn)

As depicted in Fig. 4 the transport message has the following format:

commandwatcher||PTP1||PTP2|| . . . ||PTPn||correlator
When the Privacy Service receives this message, it first recalculates the correla-
tor to verify that the content of the transport message was not modified. Any
modification like substitution of the command or any of the PTPs results in
hash value irregularities whereupon the message is discarded. The application
relies on the integrity of the received transport message’s content as well as the
appendant correlator and forwards it to the respective service without additional
verification. In contrast to digital signatures, that are based on asymmetric keys,
HMAC hash values also provide secure transport message integrity but without
the need of long-term keys.

4.3 Service Application Authentication

In general, applications generate two types of messages. The first one contains
the complete transport message of a watcher (correlator and PTPs) and is used
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to start a service. The second message type requires only the correlator of the
original transport message and is mainly used to control active sessions or invoke
additional services. commandwatcher contains the information about which ser-
vice to call but no information about the presentity’s identity. If required, other
anonymizing techniques such as described in [12] can additionally be applied to
veil any information about the requestor. Despite anonymous and unverifiable
messages, economic incentives induce applications to forward these messages to
the destined network service. To do so, it first generates an Application Trans-
action Pseudonym (ATP) to provide message authenticity. But, the application
must also guarantee message integrity to avoid erroneous or intentional substitu-
tion of the ATP or the transport message. Therefore, it calculates an application
signature appsig which inseperably concatenates the input of the hash function:

appsig = hkapp(ATP1||commandwatcher||PTP1||PTP2|| . . . ||PTPn)||correlator).
The composition of the second message type is similar except that this time the
application uses only the correlator of the transport message (see Fig. 3). This
time, the message has the following format:

ATP2||commandapp||correlator||appsig
To sum up, it is essential that any message, no matter if it is conveyed by the user
or the application, can be further anonymized, but nevertheless all mandatory
information such as the command operation, the identities of the watcher and
the presentities as well as the application cannot be forged or reused but can be
recovered only by the Privacy Service.

4.4 Protocol Error Recovery

If for any reason (due to transmission error or Man-in-the-middle Attack) a
pseudonym cannot be verified by the Privacy Service, it returns an exception
message. Thereupon, the Privacy Agent initiates a subscription request for the
relevant presentities. As the subscription status is still valid, the Privacy Service
computes for each involved presentity a new anchor and the first PTP. Like the
Privacy Service, the Privacy Agent computes the first PTP for the next service
call on the basis of the received anchor.

5 Concluding Remarks

While in the near future proliferation of innovative services that use network
operator’s services are expected to enter the market, users are also increasingly
concerned about their privacy. In this paper, we have presented a service ar-
chitecture that allows users to invoke applications without explicit registration
and thus use services offered by the network operators. The protocol we propose
allows users and a trusted Privacy Service to exchange transaction-pseudonyms
that are light-weight hash values and can be easily generated in mobile devices
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with limited computing resources. The protocol maintains message confidential-
ity, authenticity and integrity assurances without the need of long-term keys. At
present we have implemented the basic functionality that includes the subscrip-
tion phase as well as the single location lookup scenario that is based on the
proposed protocol [13]. The prototype application makes use of a geographical
information web service which provides digital maps on the basis of geographical
coordinates that are received from the Location Service. We plan to continue our
implementations and develop further services such as Messaging and Presence
as well as more complex applications which implement periodic notifications.
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Abstract. In 1999 the directive 1999/93/EC of the European Parliament and of 
the Council was enacted, providing a legal framework for a common introduc-
tion of electronic signatures in Europe. So far the signature market has failed 
miserably. Mobile electronic signatures could be a potential and promising way 
to increase the market acceptance of electronic signatures. In this contribution 
we used an infrastructure for qualified mobile electronic signatures proposed in 
[Ross2004] as the basis of our assumptions. This infrastructure does not require 
the mobile operator to act as a certificate service provider (CSP). Instead the 
user can freely choose a CSP and add the signature functionality along with the 
required certificates later on demand. The mobile operator would act as the card 
issuer and would only profit from traffic caused by signature applications. 
However, mobile operators will only enter the signature market if they expect a 
profit in return. Therefore, we take a look at the economic feasibility of mobile 
qualified electronic signatures from the viewpoint of a mobile operator (MO) 
and try to predict the return on investment. Also, the CSP will only accept this 
infrastructure, by giving up the control over the signature card, if profits can be 
expected. Therefore, we examine potential revenue sources for CSPs, using new 
business models proposed in [LiRo2005] that have the potential to be far more 
successful than the current ones. Our prediction shows that mobile qualified 
electronic signatures can be quite profitable for both parties. 

1   Introduction 

With the directive 1999/93/EC of the European Parliament and of the Council 
[ECDir1999] legal requirements for a common introduction of electronic signatures in 
Europe were enacted. The directive sets a framework of requirements for security of 
technology used for electronic signatures. Based on certificates issued by certifica-
tion authorities, which certify public keys for a person registered by a registration 
authority, electronic signatures can be created with a so-called “secure signature 
creation device” (SSCD), carrying the private keys of a person. The EC-directive 
distinguishes between “electronic signatures” and “advanced electronic signatures” 
[ECDir1999]. Certification service providers can issue certificates for advanced sig-
natures that will be qualified if they meet the requirements of Annex I of the directive. 
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Those advanced signatures with qualified certificates will be referred to in this paper 
as qualified signatures. 

The market share of EC-directive conforming signature cards is disappointingly 
low, failing to meet any involved party’s expectations. The lack of customers prevents 
companies from investing in signature products. As a result almost no commercial 
usage for qualified electronic signatures exists. Consequently no customers seek to 
obtain signature products.  

Mobile signatures are expected to have a great potential to break up this deadlock 
of missing applications and customers. These mobile signatures are electronic signa-
tures which are created using a mobile device and rely on signature or certification 
services in a location independent telecommunication environment. They allow signa-
tory mobility beyond fixed, secure desktop workstations with trusted, personal sign-
ing equipment [FrRaRo2003]. Although using mobile devices for signature creation 
has several shortcomings (e.g. display size, communication costs, limited computing 
power), the high market penetration of cell phones [GSM2005] and the mobility 
gained make this effort potentially successful and promising. 

Two possible signing approaches in the mobile environment have been proposed in 
the past: signatures created in centralised signing server environments located at ser-
vice providers like mobile network carriers; and electronic signatures created inside 
the signatory’s mobile device using a smart card. In [Ross2004] we concluded that 
only client signatures are capable to meet the requirements for advanced electronic 
signatures of the EC-directive. Also we concluded that signature capable Subscriber 
Identity Module (SIM) cards provide the most convenient solution for the customer. 
However, mobile operators will only enter the signature market if they expect a profit 
in return. Given the current market situation this seems to be very unlikely if the mo-
bile operator (MO) has to operate its own trust centre. But there is also the possibility 
for the mobile operator to only issue the signature capable SIM card without offering 
any certification services. In that case the customer has to choose a certification ser-
vice provider (CSP) that issues a certificate for the public key stored on the SIM card 
[Ross2004]. Therefore, the mobile operator will only make profits caused by the traf-
fic of signature applications. This would also enable CSPs to reach a lot of potential 
adopters of their technology and to increase their customer base. Of course the CSPs 
must be willing to accept the standard set by the MO, but given their current losses 
they should have a major interest in doing so. 

However, using a single smart card for multiple purposes raises new questions and 
challenges. The SIM card is issued by the telecommunication provider, while the 
SSCD used to be issued by a certification service provider. Combining both functions 
in one card raises the question how the CSP can issue a certificate for a card that 
never was in its possession. In [Ross2004] we proposed a protocol called Certification 
on Demand (COD) that solves this problem:  

The mobile operator sells SIM cards equipped with a key generator for one or more 
key pair(s) which can be used for the signing functionality. After obtaining the SIM-
card from the mobile operator, the customer can then generate the keys and activate 
the signature component and the public key(s) can be certified by any certification 
service provider on demand. 
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Through the separation of the telephone functionality and the (possibly later) certi-
fication of the user’s identity by a certification service provider, both functions can be 
sold separately and can be obtained from different providers. 
This will lead to increased costs for the signature capable SIM card. But 
The mobile operator can also expect a traffic increase caused by signature services. 
No changes to the existing distribution infrastructure of mobile operators are neces-
sary. The customer is not forced to certify his keys and can use the SIM for telephone 
functionality only [Ross2004].  

As stated above a mobile operator will only invest in signature capable SIM cards 
if an increase in revenue can be expected. Therefore, we are trying to forecast if 
enough traffic can be generated to make the issuing of signature capable SIM cards 
profitable for the mobile operator and also to provide a prediction of the potential 
return on investment. In addition, we will examine the potential revenues gained by a 
CSP that is accepting such mobile signatures and is using new business models as 
proposed in [LiRo2004].  

This paper is structured as follows: In section 2 we will present our method of fore-
casting the potential benefits as well as our initial assumptions. In section 3 the results 
of our calculation will be presented and in section 4 we will conclude our findings. 

2   Our Forecasting Approach 

The complex nature of the mobile communication market and its key players make it 
difficult to come up with a generalised approach for the prediction of future trends. 
Nevertheless, using a combination of different methods, such as simulation, invest-
ment theory, or scenario techniques, one can analyse the possible direction of the 
future development of such technologies and their diffusion into the market 
[Pott1998]. 

Looking at the approach taken for this analysis, the market for mobile signatures 
was modelled from the perspectives of a mobile operator and a certification service 
provider. In order to display the diffusion rate of the COD technology, it is important 
to anticipate the willingness of the customers to switch to the technology. Based upon 
the number of users in the market for mobile signatures, one can forecast the addi-
tional data traffic, produced by the signature applications by each individual user. 
Furthermore, this data traffic generates revenue for the mobile operator and certifica-
tion transactions for the CSP. 

For the analysis conducted here, we chose a time period of 3 years and two basic 
scenarios (namely: optimistic and conservative) for the development of the market 
segmentation, the market composition, and the market growth for both market play-
ers. Finally, we used the current yield of 3,85% as interest rate for our financial calcu-
lations, representing the market’s interest rate for general investments and being our 
comparative value for the internal rate of return (IRR). 

2.1   Initial Assumptions for a Mobile Operator 

Starting with the segmentation of the market for mobile signatures, we assumed that 
the market can be split into three different consumer panels, representing the different 
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usage by the user (assumption MO1), namely pro, mid, and private users. While for 
example private users only generate a small amount of traffic, it is more likely that 
pro users will be the key players in this market, similar to the early days of mobile 
telecommunications [GrVe2001]. Furthermore, we assumed that the distribution of 
the panels is mainly composed of pro and mid users (assumption MO2). This is based 
upon the fact that mobile signatures will at first most likely be used for professional 
purposes. Though having the biggest future potential in the market growth, the private 
users only play a minor role in our calculations. Table 1 gives an overview of the 
market composition and segmentation for the chosen scenarios analysed here: 

Table 1. Development of the data-traffic per quarter 

 Optimistic Conservative 

 Traffic per Quarter: 

Panel / Market Segmentation Year 1 Year 2 Year 3 Year 1 Year 2 Year 3 

Pro Users  (60,00%) 1000kB 1500kB 2500kB 600kB 800kB 1200kB 

Mid Users  (30,00%) 500kB 750kB 1000kB 150kB 200kB 250kB 

Private Users  (10,00%) 100kB 200kB 250kB 50kB 75kB 125kB 

 

For the calculation of the mobile operator’s traffic we used an average size of 5kb 
for a certification transaction [UMTS2003]. Taking the optimistic case for a pro user 
in year 1 as an example, this would sum up to 200 transactions per quarter (about 63 
working days), which would mean that an average “pro” user would conduct about 3 
certification service transactions per working day (assumption MO3). This is still a 
considerably low and conservative number. Especially, when taking into considera-
tion that a lot of the traffic will not be caused by certification services themselves, but 
instead by applications, that have been impossible to be offered without electronic 
signatures, e.g. transaction services in a mobile brokerage scenario as presented by 
[MuRoRa2005]. Therefore, we assumed that an average transaction will cause be-
tween 20kB and 60kB of traffic, depending on the usage scenario (assumption MO4). 
This would mean that a pro user in the optimistic scenario in year 1 would on average 
conduct one transaction every 3 days. 

Moreover, the development of the market and its growth for the given period must 
also be taken into consideration. In order to avoid the overestimates of the PKI market 
in recent studies [Data1999], we used the actual growth rate of a similar technology to 
predict our projected market development. We chose to use the development of Se-
cure Socket Layer (SSL) [IDC2004] as the basis of our predictions (assumption 
MO5). This is due to the fact that both technologies are similar in two major ways:  

(1) Both are preventive innovations, because they lower the probability that 
some unwanted event (loss of confidentiality for SSL; loss of integrity and 
accountability for electronic signatures) may occur in the future 
[Rogers2003]. 

(2) Furthermore, both represent interactive innovations, meaning that they are 
of little use to an adopting individual unless other individuals with whom 
the adopter wishes to communicate also adopt [MaRo1999].  
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Therefore, we assumed that the more market participants are available and the 
more services are offered, the more people will actually enter the market for mobile 
qualified electronic signatures. These positive network effects [ShVa1998] 
[Econ1996] [KaSh1986] are represented by an increasing market growth of the cus-
tomer base per quarter (see Table 2). For the optimistic scenario, these figures are 
based upon the current market growth rates for SSL products with a fixed annual 
value of 15%. For the conservative scenario we used a fixed rate of 2,50% for the 
growth rate. As stated before, this is used as a simplification, assuming that the mar-
ket for mobile signature services will mostly be used for certain specialised applica-
tions (e.g. access to company portals), taking into consideration that the overall mar-
ket for additional services will not be as successful and innovative as anticipated be-
fore. However, even in this niche market scenario, a small but steady growth of 
2,50% per year can be expected, especially in the sector of applications targeted on 
the professional market. 

Table 2. Market growth 

 Optimistic Conservative 

 Year 1 Year 2 Year 3 Year 1 Year 2 Year 3 

Market Growths 15,00% 30,00% 45,00% 10,00% 12,50% 15,00% 

 

For the initial customer base, we assumed a quantity of 10.000 (conservative) to 
15.000 (optimistic) SIMs in the market (assumption MO6). These customers could for 
example stem from prototype projects, conducted by the mobile operator or certifica-
tion service providers, which will stay in the market after an initial testing phase for 
this technology. 

In order to calculate the actual revenue for the financial analysis, we used the cur-
rent average price for GPRS data traffic of mobile operators in Germany of 0,01€ per 
KB (assumption MO7). Moreover, it is likely that future prices for data traffic will be 
significantly lower. So, a decline of the price for data traffic of 25% per year has also 
been taken into consideration (assumption MO8). 

Looking at the investment that has to be done by the mobile operator, we identified 
the costs for the initial evaluation of the SIM against EAL 4+ of the Common Criteria 
(150.000 €) (assumption MO9) and the costs for the initial setup of the infrastructure 
(500.000 €), such as additional personnel costs and billing systems (assumption 
MO10). Furthermore, the mobile operator has to issue the crypto enabled SIM to its 
customers, whereby additional, variable costs will arise (assumption MO11). For our 
calculation we used the average price a mobile operator charges to its customers for 
the exchange of a SIM card (about 20,00 € per card). These costs are bound to the 
number of new mobile users being added to the market (assumption MO12). More-
over, a fixed sum of 200.000€, for the additional annual personnel and process costs, 
is added to the cash outflows (assumption MO13). By using a higher value for this 
parameter, the actual cash outflows would be overcompensated, due to the fact that 
parts of the personnel and process costs are already covered by the exchange fee for 
the crypto enabled SIM (assumption MO14). 
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2.2   Initial Assumptions for a Certification Service Provider 

For the CSP, we took a similar approach: Based upon the traffic figures for a mobile 
operator and using the scenario laid out by [LiRo2005], we modelled the market for a 
CSP. Table 3 gives an overview of the pricing scheme for a certification transaction 
(assumption CA1) and the distribution of the market segments with regard to the 
mobile operator (assumption CA2). Moreover, the average size of a transaction is 
presented (assumption CA3), which is used to calculate the actual number of transac-
tions per user, using the traffic data of the mobile operator (cp. Table 1): 

Table 3. Pricing scheme and market composition for the CSP 

User Panel / Rate / Market share Initial 
Costs 

Basic Rate / 
Year 

Certification 
Transaction 

Average KB / 
Transaction 

Public (33.3%) 0,00 € 60,00 € 0,05€ 60KB 

Business (33,3%) 0,00 € 30,00 € 0,10€ 60KB 

Pro Users  

Flatrate (33,3%) 0,00 € 85,00 € 0,00€ 60KB 

Mid Users  Independence 0,00 € 15,00 € 0,25€ 35KB 

Private Users Starter 15,00€ 0,00 € 0,40€ 20KB 

 

Looking at the investment that has to be done by an existing CSP, in order to offer 
such a service, we estimated 5 Mio € for the setup of the needed infrastructure and 
processes (assumption CA4). Furthermore, 1 Mio € of additional running costs per 
year are added to the cash outflows, including items such as personnel cost, etc (as-
sumption CA5). 

3   Results 

Starting with our initial customer base of 15.000 SIMs for the market growth (see 
Table 2) we projected the customer base development. By the end of year 3 and 
using the optimistic scenario, about 300.000 customers have entered the market, 
while in the conservative scenario only 56.000 users are actively using our proposed 
infrastructure. Figure 1 illustrates this prediction of the market development. 

In the optimistic scenario the critical mass of customers in order to induce positive 
network effects [MaRo1999] will be reached in quarter 9. These positive network 
effects lead to a very high diffusion rate of the product in the following quarters. In 
the conservative scenario, however, the critical mass necessary to achieve positive-
network effects will not be reached within our 3 year time frame of this analysis. 
Therefore, the diffusion of the proposed technology will be significantly slower. 

Based upon this customer base development, we calculated the potential annual 
cash in- and outflows for a 3 year period, using the projected traffic per user and 
group and the projected price per KB. Also, the temporal variances of the price and 
the traffic usage were taken into consideration. The results for the MO and the CSP 
are shown in Table 4 and 5. 
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Fig. 1. Customer base development 

Table 4. Projected Cash In- and Outflows for the Mobile Operator 

 Year 1 Year 2 Year 3 

Optimistic Scenario 

Cash Inflows 569.233,00 € 1.575.567,00 € 7.371.262,00 € 

Cash Outflows -356.240,00 € -1.046.760,00 € -4.656.860,00 € 

Result 212.993,00 € 528.807,00 € 2.714.402,00 € 

    

Conservative Scenario 

Cash Inflows 285.422,00 € 444.008,00 € 834.056,00 € 

Cash Outflows -299.300,00 € -460.260,00 € -678.980,00 € 

Result -13.878,00 € 3.748,00 € 138.460,00 € 

 

The results of the preliminary stages can now be used for the assessment of the in-
vestment. As Table 6 shows, the optimistic scenario for the mobile operator will pay 
back within 1,91 years and for the CSP within 2,35 years. The IRR will reach a 
90,52% for the MO and 42,01% for the CSP for the analysed 3 year period. The con-
servative scenarios on the other hand will not reach the break even point within the 
timeframe of our analysis, due to their slower growth of the customer base. The same 
effects also apply to the IRR, which is negative in both cases. The development of the 
net present value of both market players is illustrated in Figure 2. 

In the optimistic scenario the investment into mobile signatures would be very 
advisable for mobile operators and CSPs, generating a considerable amount of 
revenue. Although not looking attractive, the conservative scenarios will break even, 
once they reach a critical mass of adopters. Due to further calculations we conducted, 
investing into mobile signatures will be profitable by year 5. Since both scenarios 
represent extreme cases, we expect that the actual market development will be within 
this range. Therefore, the investment into mobile signatures based upon the proposed 
infrastructure seems to be profitable for all market players. 
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Table 5. Projected Cash In- and Outflows for the CSP 

 Year 1 Year 2 Year 3 

Optimistic Scenario 

Cash Inflows 452.903,00 € 2.550.297,00 € 14.221.343,00 € 

Cash Outflows -1.000.000,00 € -1.000.000,00 € -1.000.000,00 € 

Result -547.098,00 € 1.550.297,00 € 13.221.343,00 € 

    

Conservative Scenario 

Cash Inflows 253.803,00 € 794.524,00 € 2103.045,00 € 

Cash Outflows -1.000.000,00 € -1.000.000,00 € -1.000.000,00 € 

Result -746.197,00 € -205.476,00 € 1.103.045,00 € 
 

Table 6. Results of the investment calculation 

 Opt. MO Con. MO Opt. CSP Con. CSP 

NPV after 3 Years 2.468.986,91 € -521.428,01 € 7.715.396,02 € -4.924.198,16 € 

Payback Period 1,91 Years > 3 Years 2,35 Years > 3 Years 

IRR after 3 Years 90,52% Negative 42,01% Negative 
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Fig. 2. Development of the investments’ NPV – MO & CSP 

4   Conclusion 

Mobile signatures are a promising approach to break the deadlock between missing 
customers and missing applications. The high market penetration of mobile phones 
enables CSPs to target a lot of new potential customers. We used the infrastructure 
proposed in [Ross2004] that allows the mobile operator to only act as the card issuer 
while earning revenue from the transferred data, caused by signature services. The 
qualified certificate of the user will be issued by a CSP of choice, enabling market 
competition between CSPs. However, a mobile operator will only issue signature 
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capable SIM cards if a positive return on investment can be expected. Also, a CSP 
will only accept this infrastructure and the ensuing loss of control over the SSCD if 
this would lead to a profit increase. Therefore, we presented a forecast of the potential 
market development, using two extreme scenarios (optimistic and conservative) and a 
set of initial assumptions, based upon the market mechanisms of related technologies. 
By means of these basic figures, we projected the potential cash in-/outflows for each 
scenario. As our results show, mobile qualified electronic signatures seem to be a 
profitable investment for mobile operators as well as certificate service providers. 
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Abstract. The public-key is usually made public by way of a digital
document called Identity Certificate (IC). ICs are valid during quite long
periods of time. However, there are circumstances under which the valid-
ity of an IC must be terminated sooner than assigned and thus, the IC
needs to be revoked. In this paper, we present practical aspects of a cer-
tificate revocation system called Huffman Merkle Hash Tree (HuffMHT).
HuffMHT provides an efficient and balanced performance with regards
other proposals in the sense that the system does not save bandwidth at
the expense of processing capacity and viceversa. Finally, some perfor-
mance results of HuffMHT are exposed as well.

1 Introduction

A Public Key Infrastructure (PKI) is required to securely deliver public-keys to
widely-distributed users or systems. The public key is usually made public by
way of a digital document called Identity Certificate (IC). The PKI is responsible
for the Identity Certificates (ICs) not only at the issuing time but also during
the whole life-time of the certificate. An IC has a bounded life-time: it is not
valid prior to the activation date and it is not valid beyond the expiration date.
Typically, the validity period of an IC ranges from several months to several
years. In this context, certificate revocation can be defined as “the mechanism
under which an issuer can invalidate the binding between an identity and a public-
key before the expiration of the corresponding certificate” (see also [4] for more
details). Thus, the existence of a certificate is a necessary but not sufficient
evidence for its validity, the PKI needs to provide its end users with the ability
to check, at the time of usage, that certificates are still valid (not revoked). This
feature is commonly known in the PKI as the status checking.

The Revocation Dictionary (RD) can be defined as the cryptographic struc-
ture that contains the status data about the revoked certificates of the PKI
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domain. The master copy of the RD for a set of certificates is updated by a
Trusted Third Party (TTP) called “issuer”. The update process must reflect
the revocations and expirations (if a certificate has expired it makes no sense
to store revocation information about it). The RD issuer is also responsible for
making publicly available the status data. Usually, the end entities that want to
perform a status checking do not have a straight connection to the issuer, they
get the status data from intermediate entities instead. In this sense, the issuer
can distribute the RD using two kind of intermediate entities:

– Repositories (offline status checking). In this case repositories are not
TTPs because the cryptographic evidence for the status data is previously
produced by a trusted issuer. The simplest structure for offline distribution
is a signed “black” list that includes all the identifiers (serial numbers) of
all revoked but not expired certificates issued by the PKI domain. There are
several standards based on this idea, below we mention them.

Traditional Certificate Revocation List (CRL) is the most mature offline
system. CRL is part of X.509 [12] and it has also been profiled for the Inter-
net in [1]. A CRL is a digitally signed list of revoked certificates where for
each entry within the list the following information is stored: the certificate
serial number, the revocation reason and the revocation date. Delta-CRL
(D-CRL) [3] is an attempt of reducing the size of the CRLs. A Delta-CRL
is a small CRL that provides information about the certificates whose sta-
tus have changed since the issuance of a complete list called Base-CRL. In
CRL-Distribution Points (CRL-DP) [3] each list contains the status infor-
mation of a certain subgroup of certificates and each subgroup is associated
with a distribution point. Each certificate has a pointer to the location of its
distribution point. The Certificate Revocation Tree (CRT) [5] and the Au-
thenticated Dictionary (AD) [11] are both based on hash trees [6]. The hash
tree allows content to be retrieved in a trusted fashion with only a small
amount of trusted data. The content is stored in the leaves of the hash tree
but only the root of the tree is trusted (this structure is further discussed in
the next Section).

– Responders (online status checking). In this case the cryptographic ev-
idence for the status data is produced online by the responder, that is to
say, responders are TTPs. Online schemes usually use the responder’s signa-
ture over the status data as cryptographic evidence. Notice that end entities
are not required to be aware of the back-end infrastructure used to collect
the revocation information and maintain the responder’s local database1.
The most popular online protocol used by responders is the Online Cer-
tificate Status Protocol (OCSP) [10] that has been proposed by the PKIX
workgroup of the IETF.

Many benefits can be found in offline status checking. Since repositories are not
TTPs, there is not a private key to be protected and the compromise of a reposi-
1 The responder database is usually updated by means of a CRL or requesting other

responders.
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tory does not compromise the security of the revocation system. Furthermore, it
is easy to add redundancy for status checking in the PKI domain and provides a
low-cost status checking in terms of processing capacity necessary in the repos-
itory. Traditionally, the main drawback of offline systems is the communication
overhead introduced in the status checking which hinders its development in
bandwidth-constrained environments (such as m-commerce).

In this paper, we present Huffman Merkle Hash Tree (HuffMHT), a re-
vocation system that provides an efficient status checking using repositories.
HuffMHT presents the inherent advantages of offline distribution and also keeps
a good performance in terms of processing capacity and communication over-
head. Besides, HuffMHT is not constrained by large populations, being scalabil-
ity one of its main advantages and becoming therefore a realistic and practical
system. HuffMHT uses the statistics of the status checking, like in the Huffman
algorithm for source coding, for building an unbalanced MHT that minimises
the average communication overhead in the status checking process.

The rest of the paper is organised as follows: in Section 2, we describe AD-
MHT and HuffMHT. In Section 3, we introduce the most relevant practical
aspects that must be taken into account to implement HuffMHT and the design
decisions made. In Section 4, we present performance results of HuffMHT com-
pared to AD-MHT that show the better performance of HuffMHT. Finally, we
conclude in Section 5.

2 Related Work

2.1 ADMHT

We need first to describe AD-MHT [7], an implementation of a certificate re-
vocation system that uses the data structures proposed by Naor and Nissim in
their Authenticated Dictionary (AD) [11]. AD-MHT is based in a balanced hash
tree. A sample balanced hash tree is depicted in Figure 1.

N1,0

N0,0 N0,1

N1,1

N0,2 N0,3

N2,0

H 1,0 H 1,1 h ( H    | H    )h ( H    | H    )

H 0,0 0h ( s  ) H 0,1 1h ( s  ) H 0,2 2h ( s  ) H 0,3 3h ( s  )

H root= H 2,0 h ( H    | H    )= 1,11,0

= =0,10,0 0,30,2

= = = =

Note: h is a OWHF

Fig. 1. Sample AD-MHT

We denote by Ni,j the nodes within the tree here i and j represent respec-
tively the i-th level and the j-th node. We denote by Hi,j the cryptographic value
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stored by node Ni,j . Nodes at level 0 are called “leaves” and they represent the
data stored in the tree. In the case of revocation, leaves represent the set Φ of
certificates that have been revoked: Φ = {s0, s1, . . . , sj , . . . , sn−1}. Here sj is the
data stored by leaf N0,j. Then, H0,j is computed as (1)

H0,j = h(sj) . (1)

Here h is a One Way Hash Function (OWHF). To build the tree, a set of k
adjacent nodes at a given level i; Ni,j , Ni,j+1, . . . ,Ni,j+k−1, are combined into
one node in the upper level, node that we denote by Ni+1,j . Then, Hi+1,j is
obtained by applying h to the concatenation of the k cryptographic variables (2)

Hi+1,j = h(Hi,j | Hi,j+1| . . . | Hi,j+k−1). (2)

At the top level there is only one node called “root”. The Digest of the tree is
defined as the Hroot value and a validity period signed by the issuer. The Pathsj

can be defined as the set of cryptographic values necessary to compute Hroot

from the leaf sj .
Example. Let us suppose that a certain user wants to find out if s1 belongs
to the sample tree of Figure 1. Then Paths1 = {H0,0, H1,1} and the response
verification consists in checking that the H2,0 computed from the Paths1 matches
H2,0 included in the Digest

Hroot = H2,0 = h(h(h(s1)|H0,0)|H1,1) . (3)

Notice that the hash tree can be pre-computed by a TTP and distributed
to a repository because a leaf cannot be added or deleted to the RD without
modifying Hroot

2 which is included in the Digest.
The sample tree of Figure 1 is a binary tree because adjacent nodes are

combined in pairs to form a node in the next level (k = 2).

2.2 HuffMHT

Despite the good behaviour of balanced hash trees compared to CRLs [7], they
have higher communication costs than online systems which is still a problem in
bandwidth-constrained environments. HuffMHT uses the statistics of the status
checking for building an unbalanced hash tree. The idea is to provide shorter
paths for the leaves that have the higher request rates. This structure minimises
the average length of the membership response provided by the RD compared
to balanced hash trees. A formal evaluation of this performance based on the
average communication between a client and a server is presented in [8].

The unbalanced hash tree performs better than the balanced hash trees when
the membership of certain elements of the dictionary is verified more frequently
than other elements. In the case of revocation this might happen in many scenar-
ios, for instance, in the Business-to-Consumer scenario (B2C) where status data
2 To do such a thing, an attacker needs to find a pre-image of a OWHF which is by

definition computationally infeasible.
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of the servers’ certificates is requested more often compared to clients’. Anyway,
in the worst case (the request rate is equiprobable for all the data contained by
the tree) our approach leads to a binary balanced tree.

Below, we outline the algorithm3 that builds the hash tree (for further in-
formation see [8]). Let us assume that Πi is the probability for membership of
element si to be requested, then

1. Line up the set of elements by falling probabilities Πi.
2. The two elements with least probabilities are combined to generate a new node

as explained in the previous Section. The new node (a internal tree’s node) now
is considered to have a probability the sum of probabilities of the two elements.

3. Go to the first step until a single node which probability is 1 is generated. This
element will be the root of the tree.

3 Key Implementation Aspects

The basic idea of the HuffMHT has already been exposed, but several implemen-
tation decisions have to be properly addressed in order to implement a practical
system. In particular, the most critical problems to solve are derived from the
fact that tree adjacent leaves do not contain consecutive serial numbers. In this
section, we briefly describe several key aspects that we had to face during the
implementation phase.

3.1 Content of the Tree Leaves

The AD-MHT implementation stores single certificates in the tree leaves which
are ordered by serial number in the last level. This eases searching information
within the tree and supports the dynamism of the tree. To demonstrate the
validity of a certain certificate, the next evidences must be given:

– The existence of a minor adjacent to the target certificate which is revoked.
– The existence of a major adjacent to the target certificate which is revoked.
– It must be demonstrated that those previous adjacent leaves are effectively

adjacent in the tree.

However, this ”adjacency checking” is not practical for the HuffMHT, because
the leaves in the last level of the tree, instead of being ordered by their serial
number, are randomly ordered depending on their probability. To overcome this
problem, HuffMHT stores serial number intervals in the tree leaves, making
”adjacency checking” not necessary.

3 The algorithm we use to build the unbalanced binary tree is equivalent to the one
used by Huffman in the binary coding [2].
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3.2 Searching Leaves in the Tree

The leaves of the AD-MHT are sorted and, therefore, is quite straightforward
to implement a searching algorithm of complexity O(log(N)) for a tree with N
leaves. However, due to its unpredictable topology, the HuffMHT seems to lack
of the necessary dynamism to implement an efficient searching within it. In this
section, we will show that the same codification used to build the tree can be
easily used to implement an efficient leaf-searching algorithm. This idea leads us
to implement a practical revocation system with a computational overhead in
the server comparable with the AD-MHT system.

There are two main data structures in the HuffMHT: the hash tree and the
associated list. The ”associated list” (AL) is a sorted list which stores all the
necessary information to efficiently reach a target leaf within the tree. The AL
is formed by tuples of three values (4):

< minor certificate, major certificate, codification > (4)

The codification shows the path to follow from the root to reach the leaf
storing the revocation information, the cryptographic value, of that interval.
The criterion applied to get the codification of a leaf is: being in a parent node,
if codification indicates ’1’ redirect to the right child and redirect to the left child
if codification indicates ’0’. Note that the codification of a leaf exactly matches
with its associated binary Huffman code.

With respect to the hash tree, its topology depends exclusively on the re-
quests statistics (unbalanced). A sample HuffMHT tree is shown in Figure 2:

h ( H    | H    )H

H 1,1 h ( H    | H    )H 1,0 = h[180−299)

Codification: 0

H 0,0 H 0,1

N2,0 = 1,11,0

N0,0 N0,1

N1,0 N1,1
= 0,10,0

2,1

= h[0−179)

Codification: 10

= h[300−Infinite)

Codification: 11

Fig. 2. A sample HuffMHT tree. The certificates with serial numbers 180 and 300 are
revoked. The interval [180-299) is checked with probability 0,5, while the others are
checked with probability 0,25 each one.

It can be seen that leaves can be found in any level and each has its codifi-
cation associated. Table 1 shows the AL corresponding to this sample tree. The
table is sorted, allowing a searching algorithm of complexity O(log(N)). When
a certificate is found in the AL, its associated codification directly indicates its
position in the HuffMHT. The searching algorithm is as simple as starting at
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Table 1. Associate list (AL) of the sample HuffMHT tree shown in Figure

Table entry Minor certificate Major certificate Codification
#1 0 179 10
#2 180 299 0
#3 300 Infinite 11

the root node and, depending on the bit of the codeword; move to the right (1)
or to the left (0), form the first to the last bit of the codeword.

For example, let us assume that we are requesting about the status of the
certificate with a serial number of 150. From the AL we obtain that 10 is the
codification associated from this range. To search the position of the leaf in the
tree, we begin in the root node, then the first 1 lead us to N1,1, and finally the
last 0 lead us to node N0,0.

3.3 Tree Set-Up and Update

Before building the initial tree, we must know the probability of each leaf of the
tree. Usually, when the system starts up, these probabilities are not known. In
this case, the leaves can be considered equiprobable, leading to a balanced tree.
Later, adaptive algorithms can be used to learn the actual probability of each
leaf through statistical monitoring (for this purpose, counters in the repositories
can be used to inform the issuer).

On the other hand, when a certificate has been revoked the status data must
be updated. The tree is periodically rebuilt to include updated data and the
rebuilding process is performed according to the collected statistics.

4 Evaluation

HuffMHT is not only a set of theoretical mechanisms but it is also a prac-
tical revocation system that has been implemented by the authors inside the
CERVANTES platform [9]. CERVANTES is a Java platform for testing imple-
mentations of real revocation systems.

In this section, we use CERVANTES to make a brief comparison between
the implementation of HuffMHT and the implementation of AD-MHT. Figure 3
shows the downlink bandwidth difference in % between the two systems regard-
ing the population size. It is assumed that the revocation % is fixed to 10% and
that there is a set of certificates that are more frequently asked than others. In
this case, the group of frequently asked certificates is formed by 50 certificates
that take the 30% of the status checking requests.

Figure 3 shows the better performance of HuffMHT versus AD-MHT. It
can be observed that the performance of HuffMHT is better with bigger pop-
ulation sizes. This performance is also obviously better with smaller groups of
frequently asked certificates that take more status checking requests. In any case,
the HuffMHT always performs better than the AD-MHT.
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Fig. 3. Scalability performance

5 Conclusions

In this paper we have proposed an operative implementation of a system which
manages to minimise the main constraint of an offline revocation system (band-
width) maintaining a good performance in the rest of parameters (processing
capacity) and all the advantages of an offline system (non-TTP distribution).
System performance is what we have called balanced.

Huffman encoding allows to distribute leaves containing revocation informa-
tion in a fashion which minimises the average response length. The HuffMHT
provides high bandwidth savings for all kind of statistics which can be found
in the status checking. The system performs better than balanced hash trees
when the status of a subset of certificates is verified frequently. On the other
hand, if status checking rates are similar for all certificates, our approach leads
to a binary balanced tree which is the best option among the balanced trees.
Besides, it has been proved that storing intervals in the leaves instead of single
serial numbers leads to reduce bandwidth as well since ”adjacency checking” is
not necessary. HuffMHT scalability has also been proved to be high, what is
essential for nowadays distributed environment.
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Abstract. A secure index search protocol makes it possible to search
for the index of encrypted documents using specified keywords even
without decrypting them. An untrusted server storing the documents
learns nothing more than the search result about the documents without
revealing the keyword. Secure index search protocols in the literature
only consider a search process between a single-user and a server.
However, in real organizations such as government offices or enterprises
with many departments, a group search occurs more often. In this
paper, we study natural extension of previous results, i.e., secure index
search between a server and group members, where a file may be shared
by a group or a person with a server. The difficulty in designing such
a group setting arises from dynamic group, where each member of the
group may join to or leave from the group. To resolve this difficulty
efficiently, we propose novel secure index search protocols without re-
encryption of the old encrypted documents when group keys are updated.

Keywords: Index search, privacy, database, keyword, hierarchical
group.

1 Introduction

When documents contain sensitive data, those are usually encrypted and then
stored for secrecy. A secure index search protocol enables a legitimate querier
to search encrypted documents with a keyword in a server without decrypting
them and revealing any information on the documents to any other, even to the
server. Up until now, there have been many works on the search protocols for
encrypted documents, but they only consider the search between a single-user
and a server [1,2,6,7,9,11,13].

In practical environments, however, a document may be shared by a group or
a person, and a server stores documents shared by different groups and persons.
For example, the departments of organizations such as companies and municipal
offices store their documents at a server, search, and update them as needed.
Since there may be the documents requiring security, those documents are en-
crypted and then stored in order to make them fetchable only by employees in a
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
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specific department, while any others including the server storing the documents
can not get any information about them.

In this paper, we study secure index search, which extends the search between
a server and a single-user to the search between a server and multi-user (or
group). In such multi-user setting, a server contains heterogeneous documents
accessible by different groups or persons. Designing secure index search in the
multi-user setting is not an easy work since a group may be dynamic, i.e., a
person may join to and leave from the group. First, for a leaving member from a
group, all documents accessible to the group should not be accessible any more.
This can be resolved by updating a group key so that the leaving member cannot
compute a new group key. Second, a newly joining member to a group should be
able to obtain all the group keys because all documents accessible to the group
must be still available. This makes the design even harder. A naive solution will
be to decrypt all documents of the group, and re-encrypt them by the new group
key. But this requires a large amount of computational overheads. In this paper,
we propose two schemes which can search the encrypted documents without
re-encrypting them.

Related Works and Our Contributions. Very recently, Goh proposed a
secure index scheme [9], which defines a secure index and formulates a security
model for indexes known as semantic security (or no leakage of information)
against adaptive chosen keyword attack (IND-CKA). The IND-CKA captures
that the contents of a document are not revealed from its index and the indexes
of other documents apart from what an adversary already knows from previous
query results or other channels. The author also developed an efficient IND-
CKA secure index construction called Z-IDX using pseudo-random functions
and Bloom filters (BF).

Boneh et al. developed the keyword search using a public key system, where
they defined the concept of a public key encryption with keyword search (PEKS)
and gave two constructions [2]. Chang and Mitzenmacher proposed two index
search schemes using the idea of pre-built dictionaries [7].

The above protocols only consider the search between a single-user and a
server. In this paper, we investigate secure index search protocols in the multi-
user setting. The contributions of this paper are as follows.

• Extension. We extend a single-user setting into a multi-user setting so that
a member in a hierarchical group can search the encrypted documents shared
among the group members securely.

• Access Control. There are various types of encrypted documents; docu-
ments open to all members in a group, documents shared by a subgroup and
private documents owned by a person. Our protocol provides access control
for these documents. That is, only those people who have the search key cor-
responding to the documents can inspect, read and update their encrypted
documents.

• Efficiency. The proposed schemes handle availability. That is, the schemes
enable a legitimate member of a group to search both old and new documents
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that have been shared by the group without re-encrypting the old documents
with a new group key.

• Privacy. The schemes provide users with privacy against an untrusted
server.

• Forward Secrecy. The schemes guarantee forward secrecy for leaving mem-
bers of a group, i.e., they can not search documents created after their re-
vocation.

2 Security Definition and Primitives

In this section, we describe security requirements for our schemes. We first
present the security notion of IND-CKA introduced by Goh [9]. And then, we
describe two properties of a one-way hash key chain which are used as primitives
of our schemes.

Definition 1. IND-CKA : Semantic Security Against Adaprive Chosen
Keyword Attack [9]. This notion is defined via the following game played by
an adversary. Suppose the challenger C gives the adversary A two equal length
documents V0 and V1, each containing some (possibly unequal) number of words,
together with an index. A’s challenge is to determine which document is encoded
in the index. If the problem of distinguishing between the index for V0 and V1
is hard, then deducing at least one of the words that V0 and V1 do not have
in common from the index must also be hard. If A cannot determine which
document is encoded in the index with probability non-negligibly different from
1/2, then we say that the index reveals nothing about its contents.

Definition 2. One-Way Hash Key Chain. Next, we discuss a one-way hash
key chain, in short, one-way key chain. It is generated by selecting the last value
at random and applying a one-way hash function H repeatedly. Note that the
initially chosen value is the last value of the chain used. The followings are two
properties of a one-way hash chain.

• Property 1 : Anybody can deduce that an earlier value ki really belongs
to the one-way key chain by using the later value kj of the chain and by
checking Hj−i(kj) which equals ki with the later value kj .

• Property 2 : Given the latest released value ki of a one-way key chain,
an adversary cannot find a later value kj such that Hj−i(kj) equals ki.
Even when value ki+1 is released, the second pre-image collision resistant
property prevents an adversary from finding k

′
i+1 different from ki+1 such

that H(ki+1) equals ki.

3 Constructing Secure Index Search for Groups

In this section we construct a secure index search in a hierarchical group. In
Figure.1 we illustrate an example of a hierarchical group. The group includes
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Fig. 1. An example of a group

subgroups (g1, g2, ..., g7) and members (p1, p2, ..., p15) belonging to the corre-
sponding groups.

Our schemes assume a group controller (GC). The GC manages group session
keys for secure group communication and the search keys of all the groups for
secure index search. Search keys consist of two keys; one is a document encryption
key and the other is an index generation key. Due to two separated search keys,
we can compress and encrypt the documents more readily, and store documents
at a server more efficiently. In addition, search keys are used independently from
a group session key or a member’s private key for more strong security.

We construct two schemes; one is a SIS-D (secure index search in a direct
way) which enables users to search directly with a server without a GC. The
other is a SIS-C (secure index search via a GC) which enables users to search
their encrypted documents through a GC. The GC of SIS-C takes user’s place
and plays rolls of a TTP (trusted third party) and a mix-net.

Each of them is again divided into two search protocols; for shared secret
documents of a group and for private secret documents. In this section, four
schemes are introduced; secure index search for a group user in a direct way
(SIS-GD), secure index search for a private user in a direct way (SIS-PD), secure
index search for a group user passing through a group controller (SIS-GC), secure
index search for a private user passing through a group controller (SIS-PC).

Based on the four elementary algorithms of Z-IDX, each of our proposed pro-
tocols consist of six stages; key Generation Stage, Trapdoor Generation Stage,
Index Building Stage, Data Building Stage, Uploading Stage, and Index Search-
ing Stage.

3.1 Notation

• kgi
j : a group session key of the subgroup gj at i-th session.

• KDi
gj

: a document encryption key of a subgroup gj at i-th session.
• KIi

gj
= (gki

j,1, gki
j,2, ..., gki

j,r) : an index generation key for a subgroup gj

at i-th session. The key consists of r keys to produce input-value for r hash
functions of BF (Refer to Appendix A).

• kpi : a private key of a user pi.
• KDpi : a document encryption key of a private user pi.
• KIpi = (pki,1, pki,2, .., pki,r) : an index generation key of a private user pi.
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• Twj = (xi
1, x

i
2, .., x

i
r) : a trapdoor for a word wj at i-th session.

• (yi
1, y

i
2, ..., y

i
r) = (f(i, xi

1), f(i, xi
2), ..., f(i, xi

r)) : a codeword for a keyword wj

at i-th session.
• Di : a document with identifier i.
• IDi : an index of Di.

3.2 SIS-D

The GC in the SIS-D only plays a roll of a key manager, and the search is
processed directly between a user and a server.

SIS-GD. The search keys in SIS-GD are generated by using one-way hash key
chains based on hash function. For clear understanding, all stages are described
when a member p1 of a group g1 is in the second session. The six stages of
SIS-GD are as follows.

1. Key Generation Stage. First, GC generates a group session key, a docu-
ment encryption key and an index generation key for each group, then GC
keeps the keys.

Table 1 shows that if the first session is changed into the second session

Table 1. Key table of each group when a session is changed

Groups Group session key Document encryption key Index generation key
g1 kg1

1→kg2
1→kg3

1 ... KD1
g1→KD2

g1→KD3
g1 ... KI1

g1→KI2
g1→KI3

g1 ...

g2 kg1
2→kg2

2→kg3
2 ... KD1

g2→KD2
g2→KD3

g2 ... KI1
g2→KI2

g2→KI3
g2 ...

: : : :

then the first session key kg1
1 of subgroup g1 is changed into kg2

1. Then a
document encryption key and an index generation key are also changed as
in Table 1; KD1

g1
→ KD2

g1
, KI1

g1
→ KI2

g1
. These search keys are generated

as follows. Given a security parameter s, we choose the last key of a key
chain (i.e. KIq

g1
and KDq

g1
if the length of a key chain is q.) and one-way

hash function randomly. We apply the last key to a hash function repeatedly
and compute all other keys : KIi

g1
= hr(KIi+1

g1
), KDi

g1
= h(KDi+1

g1
), where

i ∈ [1, q−1] and the notation hr means that h is applied to each of r elements
independently. In this way, we can generate the search keys reversely.

KIi
g1

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

KIq
g1

= (gkq
1,1, gkq

1,2, ..., gkq
1,r)∈R{0, 1}sr

KIq−1
g1

= hr(KIq
g1

) = (h(gkq
1,1), h(gkq

1,2), ..., h(gkq
1,r))

= (gkq−1
1,1 , gkq−1

1,2 , ..., gkq−1
1,r )

KIq−2
g1

= hr(KIq−1
g1

) = (h(gkq−1
1,1 ), h(gkq−1

1,2 ), ..., h(gkq−1
1,r ))

= (gkq−2
1,1 , gkq−2

1,2 , ..., gkq−2
1,r )

......
KI1

g1
= hr(KI2

g1
) = (h(gk2

1,1), h(gk2
1,2), ..., h(gk2

1,r))
= (gk1

1,1, gk1
1,2, ..., gk1

1,r)
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KDi
g1

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

KDq
g1

∈R {0, 1}s

KDq−1
g1

= h(KDq
g1

),
KDq−2

g1
= h(KDq−1

g1
)

......
KD1

g1
= h(KD2

g1
)

In our construction, the usage of one-way hash function h is critical. The
one-wayness of h prohibits a leaving member from computing new keys after
leaving. But, since it is easy to compute h, any newly joining member can
obtain all the previous keys by applying the current key to h repeatedly in or-
der to search all the documents. This eliminate decryption and re-encryption
of the previous documents. For example, in the second session, a member p1
of subgroup g1 receives a new key kg2

1. The key can be generated by using
well-known group key protocols, such as one in [3]. Then KD2

g1
and KI2

g1
,

which have been computed in advance by the key chain, are encrypted with
kg2

1 and transferred to all members of subgroup g1.

2. Trapdoor Generation Stage. A user p1 chooses a pseudo-random function
f : {0, 1}n×{0, 1}s →{0, 1}s randomly. A document Di consists of an unique
identifier i ∈ {0, 1}n and a list of words (w0, .., wt) ∈ {0, 1}nt. As inputs
to pseudo-random function f , p1 takes the index generation key KI2

g1
=

(gk2
1,1, gk2

1,2, ..., gk2
1,r) and a word wj , and computes the trapdoor Twj for

a word wj .
Twj = (f(wj , gk2

1,1), f(wj , gk2
1,2), ..., f(wj , gk2

1,r)) = (x1, x2, ..., xr).

Namely, p1 encrypts the keywords(a list of words) with the index generation
key.

3. Index Building Stage. p1 performs the followings, with the document Di

and the trapdoor Twj .

• Codeword: The user computes a codeword with the trapdoor Twj for
wj in Di where codeword (y1, y2, ..., yr) is (f(i, x1), f(i, x2), ..., f(i, xr)).
Namely, a user encrypts the trapdoor Twj together with an unique iden-
tifer i of the document containing a word wj .

• Construction of BF for Di: The user inserts codeword (y1, y2, ..., yr)
into BF . For each wj in Di, repeat the above process and construct BF
for Di. (Refer to [12].)

• Building an index: The user produces IDi = (i‖BF ) as the index for
Di, i.e., this BF is the index for the document Di with identifier i.

4. Data Building Stage and Uploading Stage. After encrypting the doc-
ument Di with the second session document encryption key KD2

g1
, p1 con-

catenates them with an unique identifier i and sends the results to a server
together with the indexes {IDi} generated in the 3rd stage.

C = [{EKD2
g1

(Di) ‖ i}, {IDi = (i ‖ BF )}]

The server stores the received ciphertexts C.
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GC User Server

Setup
1. Key Generation

kg1
1→kg2

1

KD1
g1→KD2

g1

KI1
g1→KI2

g1−−−→ 2. Trapdoor Generation
Twj = (f(wj , gk2

1,1), ..., f(wj , gk2
1,r))

3. Index Building
IDi = (i‖BF )

4. DataBuilding
Uploading

−−−→ C = [{EKD2
g1

(Di) ‖ i}
, {IDi = (i ‖ BF )}]

Searching
5. Index Searching

5.1.Query Tw2 , Tw1

−−−→ 5.2. Generate codeword,
BF test

5.3. Return {EKD2
g1

(Di)},
{EKD1

g1
(Di)}

5.4.Decrypt ←−−−
Fig. 2. SIS-GD

5. Index Searching Stage. Since a keyword w may be included in the docu-
ment at the second session or/and the first session, a user p1 must compute
the trapdoors Tw2 = (x2

1, x
2
2, .., x

2
r) and Tw1 = (x1

1, x
1
2, .., x

1
r) for the keyword

w with KI2
g1

and KI1
g1

= hr(KI2
g1

). That is, p1 has to produce trapdoors
as many as the number of the sessions, which is possible because p1 can
compute all the previous search keys by applying the current search key to
hash function h. Then, p1 sends all generated trapdoors to a server. The
server computes the codewords for the keyword with trapdoors Tw2 , Tw1 ,
and identifiers of all documents D′

is.

(y2
1 , y

2
2 , ..., y

2
r) = (f(i, x2

1), f(i, x2
2), ..., f(i, x2

r))

(y1
1 , y

1
2 , ..., y

1
r) = (f(i, x1

1), f(i, x1
2), ..., f(i, x1

r))

Next, the server performs BF test. If there exists i passing BF test
to the codewords (y2

1 , y
2
2 , ..., y

2
r) and (y1

1 , y
1
2 , ..., y

1
r), the server sends doc-

uments {EKD2
g1

(Di)}, {EKD1
g1

(Di)} corresponding to i to p1. Receiving
{EKD2

g1
(Di)} and {EKD1

g1
(Di)}, p1 decrypts them and obtains the docu-

ments;
{DKD2

g1
(EKD2

g1
(Di))}, {DKD1

g1
(EKD1

g1
(Di))}, where KD1

g1
= h(KD2

g1
).

If it’s the q-th session, a user must produce q trapdoors and decrypt the re-
ceived documents until obtaining the plaintexts by applying the current key
to a hash function repeatedly. We illustrate a SIS-GD protocol in Figure 2.
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SIS-PD. In SIS-PD protocol, p1 has three keys; a private key kp1 which GC
knows, the document encryption key KDp1, and the index generation key KIp1.
Two keys KDp1 and KIp1 are generated by a user oneself and are not known
even to GC. The search processes are well depicted in the full paper.

Table 2. GC’s key for each group when a session is changed

group group’s key the GC’s document
encryption key for
each group

the GC’s index gen-
eration key for each
group

g1 kg1
1→kg2

1→kg3
1 ... KDg1 KIg1

g2 kg1
2→kg2

2→kg3
2 ... KDg2 KIg2

: : : :

3.3 SIS-C (via GC)

Since SIS-D is a direct search system, a user’s computational overhead is in-
creased as the number of sessions grows. In order to keep the search keys for
each group to be unchanged in spite of session changes, SIS-C scheme assumes
that users must pass through the GC. Accordingly, GC in SIS-C must perform
the search process instead of a user. Furthermore, we can also guarantee a user
the protection of privacy by giving GC authority to play roles of a TTP and a
mix-net.

SIS-GC. GC keeps key matching table as in Table 2. Although the group session
key of subgroup g1 is changed from kg1

1 to kg2
1 , GC’s document encryption key

and index generation key (KDg1 , KIg1) corresponding to the subgroup g1 are
not changed but fixed. When a member p1 of subgroup g1 intends to store and
search the shared data of subgroup g1, the search processes are shown in Figure 3.

SIS-PC. The server in SIS-GC can never know what are the keyword, the
content of data, and the identity of a user, whereas GC knows everythings about
the search processes. Of course, it doesn’t matter because the GC plays a role of
TTP. Nevertheless, p1 with private purpose may want even GC not to know all
informations abot the search as in SIS-PD. So p1 generates the search keys and
performs all the search processes by oneself. A private user only passes through
the GC. Refer to the full paper for the detail search process.

4 Privacy and Secrecy
4.1 Privacy
The Privacy proposed in our schemes has the following properties.

• An untrusted server can search a secret keyword without learning the word
and cannot learn anything about the plaintext when only given the cipher-
text.
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User GC Server

Setup
1. Key Generation

KDg1

KIg1 = (gk1,1, gk1,2, ..., gk1,r)
2. Data Building

Transfer
C = [{Ekg2

1
(Di‖i)},

Ekg2
1
(W )]

−−−→
3. Trapdoor Generation

Decrypt →re-encrypt
Compute trapdoor Twj

= (f(wj , gk1,1), ..., f(wj , gk1,r))
4. Index Building
5. Uploading

−−−→ C = [{EKDg1
(Di) ‖ i},{IDi}]

Searching
6. Index Searching

6.1.Transfer Ekg2
1
(w)

−−−→ 6.2. Decrypt →re-encrypt
Query Tw

−−−→ 6.3. Generate codeword
BF test

6.4.Return {EKDg1
(Di)}

6.5.Decrypt → re-encrypt ←−−−
Return Ekg2

1
(Di)

6.6.Decryption ←−−−
Fig. 3. SIS-GC

• An untrusted server cannot correlate a keyword with the searched docu-
ments.

• An untrusted server cannot determine whether the searched documents are
the secret documents for a person or the shared documents for a group.

In SIS-GC, GC can learn all process about the search. However, except for
GC, privacy can be provided almost perfectly to users against the untrusted
server. The followings guarantee our schemes to hold the above properties.

• A trapdoor : An untrusted server cannot learn a keyword from a trapdoor.
• The GC as a mix-net : In this paper, the GC plays a role of a mix-net which

have the following three phases.
1. Encryption/decryption phase : Input data is encrypted or decrypted.

Also, the user’s information address is removed or encrypted in this step.
2. Batch generation phase : Input data is processed by batch.
3. Mixing phase : Input data are processed by a pseudo-random permuta-

tion function.
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A mix network is a multi-party protocol that takes as input a list of cipher-
text items and from this produces a new, random list of ciphertext items such
that there is a one-to-one correspondence between the underlying plaintexts
of input and output items. In other words, the underlying output plaintexts
represent a random permutation of the underlying input plaintexts. The se-
curity of a mix network is characterized by the infeasibility for an adversary
of determining which output items correspond to which input items [16].
Moreover, since the information of address is removed or encrypted in the
encryption/decrypion phase, the untrusted server cannot know who queries
with which keyword. And he doesn’t know the contents of the retrieved
documents, too [5,8].

• The encrypted documents : Returning the encrypted documents to the GC,
the server cannot know the contents of returning documents and also the
destination of it.

By passing through a GC, SIS-C provides anonymity of a sender/receiver and un-
traceability. Also the server cannot know the contents of the searched documents
corresponding to the trapdoor of a keyword as well as whether the documents
are a single-user’s secret data or the group members’ shared data.

Although SIS-D is a direct search without passing through a GC, as the same
manner in SIS-G, a user of SIS-D also queries the trapdoor for a keyword and
the server returns the encrypted documents. Hence the server cannot know the
contents of the searched documents corresponding to the trapdoor of a keyword.
Accordingly, we can say that SIS-D provides privacy in the search system, too.

4.2 Secrecy

The search process in our schemes is based on the serach algorithm of Z-IDX.
The security of secure algorithm in Z-IDX is proven semantic secure against
adaptively chosen keyword attack in [9], so we do not mention it.

Next, we consider the security requirements for dynamic groups. The group
key secrecy depends on the security of a group key agreement protocol used in
our schemes. If we use a secure group key agreement protocol, then our schemes
satisfy the group key secrecy.

Forward secrecy can be provided in both SIS-D and SIS-C. For a leaving
member, new group keys are generated randomly, and the user in SIS-C can not
know new session keys. Hence, SIS-C guarantees forward secrecy. Not receiv-
ing a new session key from the GC, a leaving user of SIS-D can never know a
new session key due to one-wayness property of the key chain. Since he cannot
produce any valid trapdoor for the sessions after leaving, he cannot search the
encrypted documents thereafter.

On the other hand, our schemes don’t provide a joiner with backward secrecy.
However, backward secrecy is useless for our schemes. New joiners of a group
such as a company or a government office would rather require to search both
old and new documents, because they have to refer to old documents to perform
successive tasks of the group. By the Property 1 of a one-way hash key chain,
this requirement can be accomplished.
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5 Discussion

Since the proposed schemes are the initial schemes of the search system for
groups, there is no previous schemes to be compared with.

Comparing SIS-D with SIS-C, the difference are originated from that SIS-D
is a direct search scheme between a user and a server using the one-way hash
key chain and SIS-C is the search passing through a GC.

In SIS-GD, a user must generate q trapdoors as the same number of the
changed sessions for one keyword, and has to decrypt the received documents
till obtaining the plaintexts by applying the current key to a hash function
repeatedly. Although it’s much more efficient than re-encrypting all of the old
documents, it does not fit for the mobile system whose membership change is
very dynamic.

However, our system is not for such a mobile system but for a group like
a company or a government office. Such groups manage their documents in a
server by certain periods of time; every three months of a year, semiannually,
annually, and so on. If the length of a key chain is selected appropriately, SIS-GD
becomes more efficient for these group members to search their documents by
certain periods of time.

In SIS-C, GC keeps the fixed values of search keys for each group none the
less for the change of sessions so that GC does nothing but generate one trapdoor
for one keyword. Since a user must pass through the GC, a user’s computational
overhead becomes much less. However, it has disadvantages of intervention of a
GC and the growing number of flows. Instead, we can enhance the protection of
privacy in the search system by giving a GC authority of a TTP and a mixnet.

6 Application Scenario

As an applicable system, we can consider a general hospital. For reference
of Figure.1, we presume a huge group TG as a general hospital, subgroups
(g1, g2, ..., g7) as many departments such as a surgery ward, a psychiatry ward,
the department of radiology, and so on, and many members (p1, p2, ..., p15) as
the employees of the general hospital.

We suppose a subgroup g1 as a psychiatry ward. Then, note that psychiatry
patients’ medical records must not be read by any other people than the psychi-
atry staffs. Only the psychiatry doctors and nurses can record and read them.
In principle, it doesn’t allow the patients or other people to read such medi-
cal records. Hence, our new schemes can prevent the other group’s memeber
from leaking some information about the hospital. Especially, considering the
increasing violation of privacy(The leaking of registered information or sensitive
medical records such as a venereal disease or a plastic operation history may
bring about a lot of social issues) by the internal staffs, our schemes are needed
more acutely.

If a new doctor join the psychiatry ward, he must refer to old documents to
learn his assigned patients’ history. Hence, our schemes are fit for this system
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because they can search all of the old and new documents without re-encrypting
the previous documents.

7 Conclusion

We have discussed the new schemes extending a user into multi-users of a group
in the searching system of encrypted documents.

The schemes are searchable systems under the access control giving a user
the limit of access level ; the secret data of a private user, the shared secret data
of a subgroup, the shared secret data of total group. One of the most important
things is the possibility of searching without re-encrypting old documents. In
addition, they can provide privacy by encrypting a keyword (i.e. trapdoor) and
documents. Particularly, SIS-C can guarantee almost perfect privacy by giving
a GC the functions of a TTP and a mix-net.

However, SIS-C must pass through the GC and SIS-D is not appropriate for
a dynamic mobile system because too many trapdoors to be generated cause
computational overheads. Hence, we need to work continuously to make the
scheme for groups which is fit for mobile systems without GC.
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Abstract. This paper is derived from research work conducted within eMayor 
project, funded by the EU committee (IST-2003-507217). Motivation of the 
project was the fact that small and medium sized governmental organizations 
(SMGOs) interact frequently with citizens and/or businesses, to offer paper-
based and electronic services utilizing a limited number of resources (e.g. em-
ployees and funds). SMGOs also interact with each other, in local or cross-
border transactions, to exchange information on behalf of citizens, businesses or 
the organization itself. Main objectives of eMayor are to build a secure, inter-
operable, cost-effective and open e-government platform, addressing the needs 
of SMGOs. The core of the eMayor platform will be built upon state-of-the-art 
web-services technology which enables the interoperability with existing web-
services already provided by governmental organizations. However, the prob-
lem of heterogeneity of security, access control, privacy and process flow poli-
cies among the different organization remains, both on national and interna-
tional level. To provide full interoperability a framework which solves the ad-
dressed issues and provides transparent coordination of different policy en-
forcement mechanisms is needed. Such a framework, enforcing security and ac-
cess-control policies across a decentralized network of governmental organiza-
tions is discussed in this paper. First the system architecture of eMayor platform 
is introduced. Thereafter, general and specific security requirements that apply 
to an interoperable e-government platform are discussed and the trust model to-
gether with the roles which pose different authentication and authorization at-
tributes are depicted. Results of the requirements analysis provide input for 
platform design. Policy enforcement mechanisms together with an overview of 
security solutions on identified communication channels are presented. De-
ployment of chosen technologies, specifically for distributed e-Government 
structures, is introduced taking into account the possible extensions in order to 
provide higher level of security standards. The paper concludes with final ob-
jectives on policy enforcement framework and outlines the work in progress. 

1   Introduction and Motivation 

Citizens interact at regular intervals with municipalities or municipal organizations. 
Public administrations offer a variety of services like requests/processing of certifi-
cates, (local) tax payment, and promotion of city information. An effective and effi-
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cient service provision brings benefits to both municipalities and the involved citi-
zens/customers of the particular services. Electronic services provide a unique oppor-
tunity to enhance and expand the offered services by making them more flexible, 
since they may provide location and time independent access to the citizens, as well 
as a rapid execution of services that might otherwise require a considerable amount of 
time and effort. These benefits are not realizable where there is a lack of the proper 
infrastructure to serve citizens, such as in small municipalities with limited resources 
and/or large areas of responsibility.  

The provision of such electronic services can be achieved with the use of multimo-
dal access mechanisms [1]. Due to the fact that exchanged data in forms and docu-
ments may contain private or sensitive data, it is imperative to introduce security 
mechanisms that guarantee to citizens a trustworthy means of communication. Trust 
can be achieved through the use of cryptographic mechanisms that assure the security 
requirements of confidentiality, authentication of data and users, integrity of content, 
non-repudiation by the origin and non-repudiation by the receiver. Further, cross-
border services involve different municipalities and other public authorities in the 
processes. The support of municipalities across Europe in their cooperation is one of 
the main objectives of the eMayor project. Legal aspects are very important to be 
considered to run e-Services that must be legally validated.  

2   eMayor Project 

eMayor addresses the specific audience of SMGOs across Europe. The project looks 
especially at transactions that are performed on an European level. Such services 
typically handle the secure exchange of documents, forms, and other information 
across national borders. The terms of “SMGO” and “cross-border service” has been 
defined by the eMayor consortium. All participating municipalities fall into the cate-
gory of SMGOs. They vary greatly in size, the smallest one with 10.000 inhabitants 
and the biggest one with well over 500.000 inhabitants. 

The target group for eMayor comprises municipalities up to half a million citizens 
normally located in urban or metropolitan areas. The approach is to build a generic 
platform (eMayor platform) hosting municipal services that are generically designed, 
adapted and implemented considering specific stakeholder needs, and then validated 
within several municipalities.  

3   Platform Description 

The realization approach of eMayor has been planed to go through three major phases: 
requirements analysis, system design and platform implementation. During the require-
ments analysis phase of the project, needs and requirements of SMGOs from four 
different European countries have been investigated. Existing services, data formats 
and infrastructures were examined and evaluated. The evaluation resulted into the 
construction of usage scenarios. The result of the requirements analysis served as the 
base for the next phase towards the realization of the platform, namely the design of 
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its architecture [2]. The main objective of the design was to provide a well-defined 
easy-to-implement architecture, which reflects the operational requirements set by the 
analysis phase and complies with legal frameworks and policies. The approach chosen 
for modeling the overall architecture relies on the Reference Model of Open Distributed 
Processing [3][4][5] which defines the following five “viewpoints” of a system: 

• Enterprise Viewpoint: Purpose, scope and policies of the system. 
• Information Viewpoint: Semantics of information and information processing. 
• Computational Viewpoint: Functional decomposition of the system into objects 

which interact at interfaces. 
• Engineering Viewpoint: Mechanisms and functions required to support distributed 

interaction between objects in the system. 
• Technology Viewpoint: Choice of technology in the system 

At first, the identified requirements together with the legal frameworks formed the 
Enterprise Viewpoint. The information that is required and the data that should be 
processed have been the specified in the Information Viewpoint. The interaction be-
tween system components on the functional level and their respective interfaces have 
been described in the Computational Viewpoint. Engineering and Technology View-
points have been placed in the implementation phase. 

User Interface

Service Handling

Persistent 
Storage

Municipal 
Systems

Policy 
Enforcement

(Legal & Security 
Policies)

Fromat 
Transformation

Content Routing Municipal Systems 
Adaptation

Printing

Notification

Presentation

Middleware

Back End

 

Fig. 1. Top-level view of the eMayor system 

The system design resulted into the specification of an architecture, which is now 
described at the top-level, as a set of modules, each one comprising certain functional-
ities (Fig. 1): 

• User Interface communicates with the Service Handling for the actual processing 
of the service. The Policy Enforcement encapsulates a set of functionalities such as 
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auditing, access control, security mechanisms and the policies of the municipali-
ties’ legal frameworks. 

• Service Handling represents the core of the eMayor platform and has dependencies 
to all other components. It communicates with the Policy Enforcement (e.g., for 
access control, encryption and digital signature of documents and messages, etc.).  

• Format Transformation is responsible for transforming legal documents from a 
country-bound local format to a universal format for transport within the eMayor 
environment and vice versa.  

• Content Routing provides the routing functionality for forwarding requests and 
legal documents from one municipality to another.  

• Municipal Systems Adaptation is the linking point with the existing (legacy) sys-
tems of the municipalities. 

• Persistent Storage modules handle storage to the file system or databases. 
• Finally, Output Notification and Printing provide support for notification and print-

ing services. 

4   Security and Policy Enforcement Framework 

It has already been stressed that policy enforcement and secure and trustworthy de-
ployment of cross-border municipal services are major requirements for the realiza-
tion of the platform. Therefore, specific research has been done focusing on these 
issues in order to provide the best possible results for a secure, reliable and trustwor-
thy platform which enforces several sets of policies required by the municipalities.  

4.1   Security Requirements 

The participating municipalities have set security requirements of the agreed munici-
pal services. The evaluation of the research on protection requirements showed that 
the security services and features, which are required from the municipalities, include 
the following: 

• Mutual authentication between user and system both for citizens and civil servants 
• Confidentiality of the transmitted information 
• Integrity of the transmitted information 
• Non-repudiation of certain actions 

Each agreed municipal service requires a subset of the above security services. 
Considering the fact, that more municipal services will be added to the eMayor plat-
form in the future, the implementation of the basic set of security services appears 
inevitable. 

4.2   Trust Model 

A trust model has been established within the platform context, in order to provide 
trust relationships between participating entities in the system. Certification Authori-
ties (CAs) are considered the only trusted entities. All communicating partners estab-
lish session trust via authentication. 
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Fig. 2. Trust Model of the eMayor Platform 

Fig. 2 shows that for communication between a user and a municipality 
authentication is needed because the relation is untrusted. Authentication is also 
required for communication between two municipalities. Thus, a citizen should 
authenticate him/herself in order to get access to the eMayor platform of a 
municipality and be able to submit requests for municipal services. Accordingly, a 
civil servant should authenticate him/herself before being able to use his/her 
respective eMayor services. 

4.3   Security of the Communication Channels 

Another point of research was to identify the physical and logical communication 
channels that exist in the system and between platforms. The heterogeneity of the 
existing municipal systems, which comes along with the heterogeneity of their exist-
ing security models, had to be taken into account. This means that a wide variety of 
security tokens, authentication mechanisms, signature formats and encryption tech-
nologies should be supported. 

The use of security in municipal service deployment is reduced to message secu-
rity, regarding the logical channels. Security of the transport layer is based on HTTP 
with TLS/SSL extension, if required. Thus, a secure connection is provided by redi-
recting to a HTTPS session provided by the web-server. The web-server should be 
configured accordingly.  

Fig. 3 is a simplified depiction of the above assumptions. The upper scheme shows 
the measures for providing transport security (physical channels) and the lower 
scheme, the measures in order to provide application security (logical channels). 
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Fig. 4. Policy Types 

• AccessControlPolicy regulates access control to the requested municipal 
services. The next step towards the implementation is to define the structure of 
these policies. 

• AuditPolicy controls how actions are recorded in the system for auditing pur-
poses.  

• LegalPolicy manifests the legal rules that have to be applied during the provi-
sion of a requested service. 

The Policy information object can be in one of two states. As shown in Fig. 5, it 
can be either an Inactive Policy or an Active Policy.  

Inactive Active

[ Storage and enforcement successful ]

[ Storage or enforcement failed ]

[ Drafting procedure activated ]  

Fig. 5. Policy states and transitions 

A policy is in the Inactive state, during the process of its initial making and defini-
tion. When the policy is structured and brought into force, it passes into the Active 
state. At the time of a policy update, it will pass from the Active state to the Inactive 
state in order to apply the changes. When the update of the policy definition is com-
plete, the policy will once again pass to the Active state [2]. 

A policy can also be described as a “sentence” which consists of special “words”. 
These words reflect, in most cases, obligation, authorization and permission or prohi-
bition. Such a sentence has – as in the normal grammatical case – subjects, verbs, 
objects and conditional adverbs. Additionally, constraints on possible actions are also 
introduced by verbs. Putting these terms into the presented model, the structure de-
picted in Fig. 6 is obtained.  

Certain policy types make use of a subset or all of the information elements that com-
prise the policy. The PolicySubject represents the entity, which will invoke one or 
more PolicyAction objects. A PolicyAction may take effect on a Poli-
cyObject. The result of a PolicyAction or even one or more PolicyOb-
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jects are related to the PolicyTarget, which is the end-point within a policy. 
One or more PolicyPreCondition, PolicyCondition and PolicyPost-
Condition objects control the invocation of one or more PolicyAction objects, 
depending on the policy type. 

PolicySubject

PolicyAction

PolicyTarget

PolicyObject

PolicyPreCondition

PolicyPostConditionPolicy

**

*

PolicyCondition

11

 

Fig. 6. Policy Elements 

4.5   Development of the Policy Enforcement 

Policy Enforcement will be implemented in the policy enforcement module. This 
module resides in the eMayor platform of each municipality. Components of the pol-
icy enforcement module comprise different sets of functionalities. Policy Enforce-
ment Management exposes a set of “enforcer” interfaces to the Service Handling 
module. Policy Evaluation component contains all elements, which are responsible 
for taking a decision if a request or functionality complies with the appropriate policy. 
Policy Retrieval component queries the respective policy repositories and retrieves 
the appropriate policy or policy set. The model of the components and their commu-
nication within the policy enforcement module derives partially from the XACML [7] 
and SAML specifications [8], as part of the Web Services Security infrastructure 
[9][10].  

Following, a general description of the classes included in the above described 
components is provided (Fig. 7).  Policy Enforcement Management component com-
prises the interfaces, which are visible to the Service Handling module. These inter-
faces provide policy enforcement and its respective mechanisms: 

− User Authentication 
− User Authorization 
− Verification of Digital Signatures 

Timestamping of the Documents  

Policy Evaluation component consists of the PolicyEvaluator which is re-
sponsible for evaluating policies. After the evaluation of the specific policy or poliicy 
set which are relevant to the request of the Service Handling, the result (decision, in 
case of access control) is sent back to the Policy Enforcement Management compo-
nent. Policy Mechanisms are used to realize the policy enforcement by applying them 
according to each policy.  
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Fig. 7. Class View of the Policy Enforcement architecture 

5   Conclusions and Outlook 

Secure and reliable cross-border service provision on the pan-european level is an 
active research area and the main objective for eMayor project. The introduced 
framework for the policy enforcement combined with a security architecture for such 
platforms is also a major research topic. This topic addresses many problems, which 
should be solved in order to achieve the desired deployment of governmental services. 
Emerging technologies provide some first notion on how these problems could be 
solved but as in many other areas, such solutions cannot be directly applied. These 
solutions, require enhancements, modifications and correct combination of used tech-
nologies. The presented approach encompasses the intention to extend and continue 
the ongoing research, in order to provide a reliable architecture with a set of mecha-
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nisms, which can integrate secure policy enforcement into municipal electronic envi-
ronments across Europe. The eMayor project aims to provide such solution. 
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Abstract. Utility has become an important consideration for informa-
tion security. In this paper, we show that decisions by security mech-
anisms, such as the authorization decisions in a mobile agent based e-
commerce system, have a direct impact on the utility of the underlying
system. While benevolent behaviors contribute to the utility, malicious
behaviors are the causes for lost of utility. Furthermore we show that
a trust enhanced security framework can be deployed to maximize the
utility of the mobile agent based e-commerce systems. This is due to one
of the unique features of trust enhanced security solutions - the abil-
ity to use trust evaluation to “weed out” malicious entities. This paper
presents a qualitative solution for utility maximization, and paves the
way for future development of quantitative solutions. Finally, we study
the properties of the proposed framework through simulation and present
the results of the simulated studies which confirm our intuitions about
utility maximization.

1 Introduction

Internet based e-commerce has been growing increasingly popular in recent years.
Mobile agent is a new paradigm for distributed computing, in which mobile
agents are autonomous programs and follow a route, migrate through a net-
work of agent enabled sites to accomplish tasks on behalf of their owners. The
mobile agent model, which offers unique features such as reducing the network
load, executing asynchronously and autonomously, and adapting dynamically,
has been considered as an attractive option to build the infrastructures of mo-
bile e-commerce applications [7,16].

While mobile agent based e-commerce offers the above attractive features,
security has been a big challenge, due to the very same reasons that have brought
about the advantages. It is the mobility and autonomous nature of mobile e-
commerce model that has violated many fundamental security assumptions. This
presents challenges to the mobile agent security in two aspects: protection of
service provider hosts is difficult, due to the fact that the identity of a requesting
party can no longer be determined with certainty as in the case of an non-mobile

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 151–160, 2005.
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based e-commerce; clients requesting goods and services now have the difficulties
in protecting its agents, because these agents are now able to roam around a
series of hosts conducting itinerant mobile e-commerce transactions, such as
conducting a complete travel plan for its human principal in terms of booking
the airline tickets, hotel reservations and car rental etc. The hosts that the agents
traverse are often competitors with each other, so collaborations between them
can not always be expected. This means one host may do a numbers of malicious
things to the agent in order to gain economical benefits from it. On the other
hand, agents from a malicious host can also attempt to do harms to a receiving
host.

Most of existing security solutions (e.g. [5,11]) for mobile agents are based
on traditional security mechanisms, which can not guarantee how actually the
authorized entities will behave [12]. In fact the assumptions of these traditional
security models are violated by the unique nature of mobile agents [2]. The
security performance is thus hindered by these violations.

While these issues are difficult to solve within the context of security mech-
anisms, some researchers have pointed out that trust is an important notion for
mobile agent security and have developed security solutions with trust
[14,17,8,9]. These trust based security models have shown the potential to over-
come the drawbacks of traditional security models by ensuring a higher level of
trustworthiness of authorized entities and thus raising the security levels.

In recent time, utility has been recognized as an important factor in security
system development [4]. Now there is a consensus emerging that every security
question is in fact an economical question concerning the utility of the underlying
system [4]. It is easy to show that in a mobile agent based e-commerce system,
both the protection of agents and hosts have a direct impact on the utility:
attacks on a host by malicious agents will cause loss of commercial secrets such
customers private information, downtime to the system, loss of customers, and
eventually all these will be counted as utility loss. Attacks on agents will result in
similar consequences that will also lead to the lost of utility. In this paper, for the
sake of simplicity, we focus on the utility associated with the host protection -
i.e. the authorization process. In the rest of the paper, we investigate the impact
that security mechanisms have on system utility and show how utility can be
maximized with a trust enhanced security framework.

The main contributions of this paper are:

– Discovering the direct impact on system utility by security decisions.
– Enabling utility maximization with a trust enhanced security framework.
– Presenting simulated studies of the utility maximizing properties of the pro-

posed framework.

The paper is organized as follows. In Section 1 we identify the direct impact
that security decision can have on the system utility. Section 2 describes related
work. Section 3 introduces a trust enhanced security framework that maximizes
utilities. In Section 4 we present the simulated studies of the proposed framework
and analyze the simulation results. Finally, we provide concluding remarks and
directions for future research in Section 5.
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2 Related Work

2.1 Utility and Trust

The notion of utility and its application in computer science are not new. Marsh
introduced the notion of utility as a member of a set of parameters used for
constructing his trust model for multi-agent systems where, utility was actually
used as an input for his trust calculation [10].

2.2 Traditional Authorization

Most mobile agent security systems are built on traditional security models,
including two most widely used models - the mandatory access control (MAC)
and the discretionary access control (DAC) models [3]. While these models aim
at the enforcement of access control of system resources, they are not concerned
about the system utility on which they do have a direct impact. This is because
malicious behaviors can happen even after the authorization stage [12].

2.3 Payment Based Authorization

Sonntag et al. [13] has proposed a payment based scheme for mobile agent based
e-commerce applications. Depending on the trustworthiness of the requesting
entity, different prepaid amounts may need to be submitted to the server in
order to gain the access which could not otherwise be granted. The prepaid
amount should be more than the lost caused by any malicious behaviors. This
proposal has introduced the notion of dynamic authorization in a sense that
permissions to agents are made according to the trustworthiness of the agent
and these permissions demand prepayments to insure against potential damages.
Their model, while covering utility loss implicitly, does not deal with it explicitly.

3 Trust Enhanced Security Model and System Utility

In our model, we deal with utility explicitly by linking it with the operations of
the underlying security models. We show that utility is, in fact, directly related
to the outcomes of interactions granted by the security operations. Furthermore
we demonstrate the ability of maximizing utility by the trust enhanced security
operations.

3.1 The Overview of the New Framework

We now present the trust enhanced security framework that maximize the util-
ity. Our conceptual model of the framework is depicted in Figure 1. The idea
here is to use trust information, managed by the trust model, to fine tune the
authorization decisions, such that malicious entities will be identified through
past experiences and will be “weeded out”. And it is by the removal of malicious
entities (and thus the malicious behaviors) that we have the opportunity to im-
prove authorization performance and thus the system utility. Next we describe
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Trust 
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Authorization Interaction Utility 
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3 54
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Fig. 1. Trust Enhanced Authorization for Mobile Agents

the main building blocks of our model in the following subsections. Please note
that the trust model presented here is a simplistic one, and is used for the pur-
pose of illustrating the new approach. A more detailed treatment of a practical
trust model for mobile agents can be found in [9].

3.1.1 Trust Model
The trust model manages the trust information in the system. For the purpose
of our study here, the trust information contains a set of pairs {(a, t)}, where
a is an agent id and t ranging over [0, 1] is the trust value. While a ∈ A is a
relatively static value, t ∈ T is a dynamic one which is updated according to
past experiences e ∈ E by a trust update function:

δ : T × E → T (1)

where T is a set of trust values, E is a set of experiences from previous
interactions.

When requested by the incoming agent for authorization (i.e. arrow 1 in
Fig. 1, the proposed solution invokes the trust model to make a trust decision1.

decision : (t > tth) → {−1, 1} (2)

Where tth is the trust threshold.
When the above condition is tested true, then the agent is trusted and deci-

sion is set to 1; otherwise, the agent is regarded as malicious and decision is set
to −1.

3.1.2 Authorization
This component performs the standard authorization function as per the desig-
nated base security model with only one difference - this component will only
be invoked if the test in Equation 2 is true (i.e. arrow 3 is active).

auth : A × R → P (3)

1 Note that the dashed line 2 in Fig.1 indicates the bypassing of the trust model
rendering the model to a standard authorization-only model.
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Where R is a set of requests, and P a set of permissions for carrying out the
requests.

3.1.3 Interaction
Once an agent has passed the test in Equation 2 and has been granted proper
permissions by Equation 3, then it can proceed with its intended transactions
(i.e. arrow 4 in Fig. 1). The interaction result will be marked as a satisfactory
one if no malicious behavior has been detected, otherwise it will be marked as
unsatisfactory 2. The result will be put into the set E. This set will be fed-back
(i.e. arrow 6 in Fig. 1) to the trust model for trust update with Equation 1, and
fed-forward (i.e. arrow 5 in Fig. 1) to utility module for utility calculation in
Equations 4 and 5.

3.1.4 Utility
Once we have obtained the set E (the interaction results), we can proceed to
calculate the system utility:

utility : E × F → U (4)

where F is a set of utility factors, and U is a set of the resultant utility values
from the past interactions.

Thus the total system utility can be updated as:

total utility =
n∑
0

(U) (5)

Where n is the number of agents n = |A|.

4 Simulation and Analysis

We now evaluate the proposed framework by a detailed system simulation with
our new model. Let us consider a mobile agent based e-commerce system (such
as an e-bookshop or a travel agency) where a service provider host is receiving
agents from different owner hosts representing the customers and it needs to
make the authorization decisions. We set up the following parameters for the
simulation.

– Total Number of Interactions: i = 100
– Total Number of Agents: n = |A| = 100
– Trust Threshold: tth = 0.5 3

2 Various cryptographic checksums have been developed for checking malicious behav-
iors in terms of data and code tampering [15].

3 The threshold value used here is an arbitrary one for illustrative purpose only. This
is clearly an application dependent issue, e.g. different agent tasks will demand
different trust values. Naturally one can infer that the agent host will use a higher
trust threshold on a travel booking agent than a book enquiring agent.
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– Initial Trust Value for Each Agent: t = 0.58 4

– System Utility Factor for Security Policy Compliance: f1 = 1
– System Utility Factor for Security Policy Violation: f2 = −2
– Trust Update Function 5:

• ti+1 = ti + 0.02, when last interaction is satisfactory
• ti+1 = ti − 0.04, when last interaction is unsatisfactory

– Agent Behavior Probability Distribution = {0%, 25%, 50%, 75%, 100%}
(For simplicity, agents are evenly grouped into four behavior categories,
ranging from most trustworthy to totally malicious. Their external mali-
cious behaviors can be categorized by a set of certain probability distribu-
tion {0%, 25%, 50%, 75%, 100%}. Here 0% means the entity is totally trust-
worthy, and never deviates from benevolent actions during each transaction,
while 100% indicates a totally malicious entity that will attack every time
when granted access).

The simulation model is implemented with MATLAB (www.mathworks.com)
for the framework described in Section 3. We run the simulation for both our
proposed framework and the authorization only solution (by shorting link 2 in
Fig.1 to bypass the trust model).

4.1 Trust Evaluation

Many trust models have been developed for distributed systems over the years
[10,1,6]. However, for our purpose, it is sufficient to use a simple trust model,
with additive trust updates using previous experiences (capturing satisfactory
and unsatisfactory experiences) as described in Section 3.1.1.

When the trust model is enabled (Fig.1), we had one additional layer - the
trust layer to make decisions about the trust worthiness of the requesting agent.
We can then decide: 1) to reject a request if the relevant trust value is less than
the threshold, 2) to otherwise pass the request onto the authorization stage for
a final decision.

The trust evaluation and the associated trust decisions are captured in
Figs. 6,7,8,9. It is important to observe that while the mostly benevolent agents
(with behavior probabilities of 0% and 25% security violations, see Figs. 6,7)
are regarded as trustworthy and granted access for all the requests, the more
malicious agents (with behavior probabilities of 50%, 75% and 100% security
violations, see Figs. 8 and 9) are watched out closely by the trust model, and
have been “weeded out” at various stages once their trust value dropped below
the threshold caused by frequent malicious behaviors. It is this feature that has
contributed to the vast improvement to system utility as discussed in the next
section.
4 The initial trust value is set arbitrarily to a value above the threshold to allow some

initial interactions for all agents thus presenting a more general case for the trust
model.

5 In practice, these values are application dependent and should be set by the relevant
trust policies. For more practical evaluation methods of trust update, see [9].
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4.2 Trust Enhanced Authorization and Utility Maximization

As seen from Fig.2 and Fig.4, the authorization-only model (with link 2 closed
in Fig. 1) grants all of its permissions to recognized entities purely based on
authorization policy; the trust enhanced security framework, on the other hand,
uses trust to make a trust decision first, then decide if authorization needs to
be invoked. While in the former case the malicious behaviors are not captured
automatically to influence the security decisions, the latter framework has a
trust model to evaluate the trustworthiness of each entities and to form a trust
decision as an on/off switch (or a gate-keeper) for the authorization module.
This effectively means that if an entity is not trusted enough (i.e. its trust value
does not exceed the threshold), it won’t not be evaluated by the authorization
module. This would result in both the security and performance enhancements
in addition to the desirable feature of utility maximization. These improvements
in utility are shown in Fig.3 and Fig.5, where the new model has reversed the
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Fig. 7. Trust Evolution and Deci-
sion for Entities of 25% Security
Violation

negative trends as a result of authorization-only model (see Fig.2 and Fig.4) has
turned it to positive trends.

Without the trust model, the authorization-only system reacts mechanically
to the agent’s requests, as the authorization module grants blindly to any agent
that has passed the authentication stage, either legally or illegally. It does not
have the ability to make any additional decisions. Any of the malicious agents,
who are granted permissions by the authorization module, will have the oppor-
tunity to attack. 6

5 Conclusions

We have proposed a trust enhanced security approach that maximizes the un-
derlying system utility. To our best knowledge, this paper is the first to discover
direct impact on the underlying system utility by security mechanisms. Fur-
thermore, this paper leverages trust based security model to obtain the utility
maximization solution. This has, therefore, achieved the first step in linking
security solutions with business objectives through utility maximization.

This paper has provided a qualitative solution to the utility maximization
problem, and it has opened up a new direction for future research. Our immediate
focus is to develop a quantitative model that can provide exact answers as to how
much privileges/permissions should be granted for any given trust value. Such a

6 While we do not consider the exact forms of attacks in this paper, a brief discussion
can be found in Gong Li’s book [3].
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Fig. 8. Trust Evolution and Deci-
sion for Entities of 50% Security
Violation
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Fig. 9. Trust Evolution and Deci-
sion for Entities of 75% Security
Violation

quantitative model will help achieve two objectives at the same time: fine-grained
access control and precise authorization specification for utility maximization.

Furthermore, we envisage that our new approach has the potential to hold
together the business analysts, developers and security experts with a common
objective in developing more secure and profitable mobile e-commerce solutions.

Acknowledgements

I would like to thank the three anonymous reviewers for their valuable comments
and suggestions for this paper.

References

1. T Beth, M Borcherding, and B Klein. Valuation of trust in open networks. In
Computer Security - ESORICS ’94, D. Gollmann (Ed), Lecture Notes in Computer
Science, Berline: Springer-Verlag, volume 875, pages 3–18, 1994.

2. D. M. Chess. Security issues in mobile code systems. In Mobile Agents and Security,
Editor Vigna, volume LNCS1419. Springer-Verlag, 1998.

3. Li Gong, Gary Ellison, and Mary Dageforde, editors. Inside Java 2 Platform
Security: Architecture, API Design, and Implementation, 2nd Edition. Addison-
Wesley PublishingCo., Inc., May 2003.

4. IEEE Security and Privacy, Volume 3, Number 1, Economics of Information Se-
curity. IEEE Computer Society, 2005.



160 C. Lin, V. Varadharajan, and Y. Wang

5. W. Jansen. Countermeasures for mobile agent security. Comupter Communica-
tions, Special Issue on Advances of Network Security, November 2000.

6. Audun Josang. A logic for uncertain probabilities. International Journal of Un-
certainty, Fuzziness and Knowledge-Based Systems, 9(3):279–311, 2001.

7. D. B. Lange and M. Oshima. Programming and Deploying Java Mobile Agents
with Aglets. Addison-Wesley, 1998.

8. Ching Lin, Vijay Varadharajan, Yan Wang, and Yi Mu. On the design of a new
trust model for mobile agent security. In 1st International Conference on Trust
and Privacy in Digital Business (TrustBus04), volume LNCS 3184, pages 60–69,
Zaragoza, Spain, September 2004. Springer Verlag, LNCS 3184.

9. Ching Lin, Vijay Varadharajan, Yan Wang, and Vineet Pruthi. Trust enhanced
security for mobile agents. To appear in 7th International IEEE Conference on E-
Commerce Technology 2005, Technische Universitt Mnchen, Germany, July 19-22,
2005. IEEE Computer Society Press.

10. S. Marsh. Formalising trust as a computational concept. PhD thesis, University
of Stirling, 1994.

11. R. Oppliger. Security issues related to mobile code and agent-based systems. Com-
puter Communications, 22(12):1165–1170, July, 1999.

12. L. Rasmusson and S. Jansson. Simulated social control for secure internet com-
merce: Position paper at the new security paradigms workshop. 1996.

13. Michael Sonntag and Rudolf Hrmanseder. Mobile agent security based on payment.
Operating Systems Review, 34(4):48–55, 2000.

14. Hock Kim Tan and Luc Moreau. Trust relationships in a mobile agent system. In
Gian Pietro Picco, editor, Fifth IEEE International Conference on Mobile Agents,
volume LNCS2240, Atlanta, Georgia, December, 2001. Springer-Verlag.

15. Vijay Varadharajan. Security enhanced mobile agents. Proc. of 7th ACM Confer-
ence on Computer and Communication Security, 2000.

16. Yan Wang, Kian-Lee Tan, and Jian Ren. Pumamart: A parallel and autonomous
agents based internet marketplace. Electronic Commerce Research and Applica-
tions (ECRA), Elsevier Science, 3(3):294–310, 2004.

17. Uwe G. Wilhelm, Sebastian Staamann, and Levente Buttyn. On the problem of
trust in mobile agent systems. In Proceedings of 1998 Network and Distributed
Security Symposium, San Diego, California, Internet Society, March 11-13 1998.



 

S. Katsikas, J. López, G. Pernul (Eds.):  TrustBus 2005, LNCS 3592, pp. 161 – 174, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

The Fuzzy and Dynamic Nature of Trust 

Elizabeth Chang1, Patricia Thomson1, Tharam Dillon2  and Farookh Hussain1 

1 Centre for Extended Enterprise and Business Intelligence, 
Curtin Business School, Curtin University of Technology, Perth, Western Australia, 

elizabeth.chang, patricia.thomson, 
farookh.hussain@cbs.curtin.edu.au 

2 Faculty of Information Technology, 
University of Technology Sydney, Sydney, Australia 

tharam@it.uts.edu.au 

Abstract. Trust is one of the most fuzzy, dynamic and complex concepts in 
both social and business relationships. The difficulty in measuring Trust and 
predicting Trustworthiness in service-oriented network environments leads to 
many questions. These include issues such as how to measure the willingness 
and capability of individuals in the Trust dynamic and how to assign a concrete 
level of Trust to an individual or Agent. In this paper, we analyze the fuzzy, 
dynamic and complex nature of Trust.  

The dynamic nature of Trust creates the biggest challenge in measuring 
Trust and predicting Trustworthiness. In order to develop a Trustworthiness 
Measure and Prediction Method, we first need to understand what we can 
actually measure in a Trust Relationship. 

1   Introduction 

Trustworthiness Measurement and prediction are complex and limited by the fuzzy, 
dynamic and complex nature of Trust. In this context, we need to consider the social 
aspects of fuzziness, dynamism and the complexity of Trust. Some explicit 
considerations are relevant to this: 

• The term fuzzy refers to the indefinite, imprecise and sometimes unclear nature of 
Trust.  

• The term dynamic refers to Trust not being stable or changing as time passes.  
• The term complex refers to the multiple ways of measuring and the variety in 

views on Trust. 
We note that when something cannot be explicitly defined, and is not stable and 

associated with a variety of views and opinions, it always difficult to manage and 
predict.  

2   Existing Literature 

Upon reviewing the existing literature on Trust, it is evident that there have not been 
many studies into the fuzziness, dynamism and complexity of Trust of the impact on 

,
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Trust, Trust Measurement and Trustworthiness prediction, especially in the world of 
e-business and in service-oriented network environments. Some studies by Egger [4, 
5, 6, & 16] consider how the usability of Websites (a Website may represent a service 
provider), the way content is organized and how security and privacy issues are 
addressed, communicate Trust to their human users. Factors considered by Egger are 
applicable for B2C (Business to Customer) e-commerce, where the customer (usually 
the client) interacts with the service providers through websites.  

Kim and Moon [8] investigated how graphic design elements in a website can 
communicate Trust to human users. However, the studies do not investigate how the 
usability of a Website can assist in communicating, establishing Trust between 
providers and customers and Trustworthiness Measurement and prediction. Other 
work only provides reference to a single Trust Value and a single context for Trust 
Management. They do not consider other factors such as context dependence, 
timeslots for frames, or internal factors of interacting parties or Agents, nor have they 
examined all the possible fuzzy, dynamic and complex characteristics of Trust.   

The psychological nature of the Trusting Agent has impact on the trust decisions to 
another Agent. In psychological terms, according to Myers [12] and Mallach [11] it is 
reasonable to assume that: People with a ‘sensing preference’ will not trust any 
person with whom they did not have any previous interaction.  Both Myers and 
Mallach [11] indicate that people with a ‘sensing’ preference have a tendency to rely 
on facts and experience People with an ‘intuition preference’ may trust a person with 
whom they have not had any previous interactions.  The preference of the Trusting 
Agent will influence its decision to trust a given Trusted Agent, with or without 
detailed information on the trustworthiness of the Trusted Agent.  Myers [12] and 
Mallach [11] contend that persons with an ‘intuition preference’ have a tendency to 
rely more on possibilities and taking risks. People with a ‘thinking preference’ have a 
tendency to analyse things in an objective and logical fashion with little or no regard 
for personal values before they reach or take a decision [11]. We could also believe 
that if the Trusting Agent has a thinking preference, they will pay little or no attention 
to the personal values of the Trusted Agent, or to personal feelings about the Trusted 
Agent and make an objective and logical decision regarding whether to trust the 
Trusted Agent or not. People who have a ‘feeling preference’ will place primary 
importance on personal values, before reaching a decision [11]. We could also believe 
that the Trusting Agents who give preference to feeling will place greater importance 
on his/her personal feelings about the Trusted Agent and values of the Trusted Agent 
while they decide whether or not to trust the Trusted Agent [2, 7]. 

3   Fuzzy and Dynamic Characteristics of Trust 

The six important fuzzy and dynamic characteristics of Trust are the Implicitness in 
Trust, Asymmetry in Trust, Transitivity in Trust, Antonymy in Context, Asynchrony 
in Time Space and Gravity in Relationships. These factors create big challenges in 
Trustworthiness measurement and prediction. They are important to the 
understanding of the complexity of Trust and its measurement and prediction.  
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3.1 Implicitness  

Trust is implicit. This means that a Trusting Agent may not be able to explicitly 
specify their belief, the willingness and capability of the Trusted Agent, and the 
context and the time dependency of Trust. These can only be estimated. A Trust 
Relationship can involve one individual only (i.e. ‘I trust myself’), or involve another 
party or Agent (i.e. I trust my boss), or a group or an organisation (i.e. I trust the 
Bank). 

We can most often define the context and time frame relating to a Trust 
Relationship, but we cannot explicitly state the willingness and capability of 
individuals or others involved in the Trust Relationship; nor the understanding that 
the context may change and as time passes, beliefs change. Trust is therefore implicit 
(i.e. understood by parties). 

Trust is fuzzy because it is not obviously stated.  Trust is also dynamic as 
individuals may able to define the ‘context’ and ‘timeslot’ relating to Trust but they 
cannot give explicit definitions of ‘willingness’ and ‘capability’ with regard to an 
individual or others about their Trust. This reinforces the view that Trust is implicit. 
The only thing we can do is to give an estimate of ‘willingness’ and ‘capability’, 
through behaviour monitoring, evaluation and a correlation with an individual’s 
behaviour.  

The challenge in Trustworthiness Measurement or Trustworthiness Prediction is 
the degree of the implicitness of Trust; that is the explicit measure of ‘belief’, 
‘‘willingness’ and ‘capability’ in the Trust Dynamic. We can provide an estimate of 
this measure through a well known scientific method; namely the correlation or 
regression of behaviour or a correlation between what people say and what people do. 
In business we can correlate committed services with an actual delivered service to 
validate the Trust level.  

3.2   Asymmetry 

Trust is asymmetric. This means that a Trusting Agent has a certain belief in the 
Trusted Agent in a particular context. It does not imply that the Trusted Agent ‘B’ 
should have the same belief in the Trusting Agent ‘A’ in the same context. Hence, due 
to the non-mutual reciprocal nature in the Trust Relationship, Trust is asymmetric. 

The characteristics of the Trust Relationship are also influenced by the Agents’ 
internal factors (characteristics). There is no explicit understanding of the value of the 
Trust in the relationship between the two parties unless it is, in a human context, 
verbalised. In general terms, Agents do not explicitly verbalise a numeric Trust 
Value; they generally verbalise a level of Trust. Fuzziness, therefore, is evident. 

Trust can change from being symmetric to asymmetric. Let us assume that Agent A 
and Agent B Trust each other to exchange or deliver high quality music to each other 
in 2004. With the passage of time in 2005, Agent B’s capability or willingness to 
deliver high quality music to Agent A decreases.  As a result of this, the Trust that 
Agent A has in Agent B in the context of procuring or delivering high quality music 
decreases or becomes null. Hence we see that Trust, which was initially symmetric 
(equal) between two Agents, has become asymmetric due to the passing of time. This 
is also related to the dynamic nature of Trust with time.  
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Trust is uni-directional (goes in one direction). This means that if we assume the 
Trusting Agent A to be Alice and the Trusted Agent B to be Bob, the Trust Measure 
or estimation is only from Alice to Bob or Bob to Alice, but not both.  However, Bob 
can also be a Trusting Agent and Alice is his Trusted Agent.  We consider that this is 
a different Trust Relationship, because it has a different Trust Value. The Trust level 
and the Trust Value are assigned by the Trusting Agent to the Trusted Agent. It needs 
to be clearly understood that the Trust measure or prediction is asymmetric, regardless 
as to whether it is measured in the physical world or the virtual world. 

The challenge of a Trustworthiness Measure and prediction is conditioned on the 
asymmetric character of Trust. Therefore, one Trust Value does not represent both 
parties in a Trust Relationship. This is often implicitly assumed in a static social 
world which is conceptually negligent, as Trust in the social world can also imply a 
dynamic exchange between individuals that is sometimes multidirectional. A Trust 
Measure in a service-oriented network environment must be uni-directional and only 
from a Trusting Agent to the Trusted Agent. It is only meaningful to the Trusting 
Agent and for use by the Trusting Agent. The Trust Value can move from symmetric 
to asymmetric or vice versa. Fuzziness and dynamism is therefore again apparent in 
the situation. 

3.3   Transitiveness  

Trust is transitive. It is illogical to assume that transitive Trust is an explicit 
phenomenon. The transitivity of Trust, also known as a derived Trust, means that 
Trust is derived from an existing Trust between Agents. Note that derived Trust and 
the Trust from which it is derived should be considered within the same context. It is 
important to understand that this derived Trust may be explicit, but generally, it is 
very hard to quantify accurately. We assume then, some level of implicitness 
(fuzziness). 

The level of Trust through a transitive introduction may be held at the same level 
between both parties and is dependent on the strength of the original Agent’s Trust 
relationship. Transitive Trust is a very important concept in the service-oriented 
network environment where anonymous users or Agents often want to identify quality 
service through a transitive introduction, also known as ‘a recommendation’ or 
‘reputation’. The recommendation or reputation is fuzzy in the sense that a transitive 
introduction is context and time dependent. These dependencies are not always 
explicit as there is an innate inability to hold the same view or understanding about 
the context and the exact time frame where the Trust Value or level was assigned. 

Transitive Trust is also time dependent. This means that it is dependent on when a 
Trust Value is assigned and when the Trust Value is recommended. Trustworthiness 
prediction has to take aggregated time frames or slots in order to more accurately 
determine a Trust Value. Note that this value could change when time passes. This is 
the dynamic characteristic of Trust. Transitive Trust is affected by other opinions. 

The challenge of a Trustworthiness Measure and Prediction is the method of using 
a transitive Trust Value, also known as the recommendation value. Often we derive 
different Trust Values from different Agents about ‘a particular Agent’ or ‘a service’. 
They relate to different time frames (timeslots). Additionally, we have to consider 
first hand, second hand and third hand opinions. 
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3.4   Antonymy 

The antonymous nature of Trust  is related to ‘Context’; that is the Context may 
understood differently by two Agents, A and B, involved in a Trust relationship. 
Therefore, what may be clear to one Agent may not be clear to another. Fuzziness is 
evident in the antonymous dynamic of the Trust  relationship. 

The context, as seen from the perspective of Agent A, may be the opposite or 
different from that seen from the perspective of Agent B. We note that the ‘context’ 
may be understood in an opposite way; it is used in a different way and often 
implicitly recognized by either party or Agents. Each party perceives the context to be 
the opposite of that perceived by the other party. Agent A may see the context of the 
Trust relationship as one of ‘buy’; Agent B may see the context of the Trust  
relationship as one of ‘sell’. 

Fuzziness is evident because of the antonymous nature of the relationship between 
both Agents. The challenge of the Trust  measure and the Trustworthiness prediction 
is to define the context clearly. This is difficult to do even in the real physical world.  

3.5   Asynchrony 

The asynchronous nature of Trust refers to asynchrony in a ‘Timeslot’. That is the 
timeslot of the Trustworthiness may be understood or defined differently between 
Trusting Agents and Trusted Agents. Fuzziness is inherent in any situation that 
becomes unclear to either party or Agents in the Trust relationship. 

Agents may understand the timeslot differently for a given same context. The timeslots 
between the Agents may be the same, completely different, or partially overlapping. As a 
result of the asynchronous nature of timeslots, Trustworthiness prediction cannot be 
straight forward. The challenge of the Trust measure and Trustworthiness prediction is 
that we have to deal with different timeslots in a time space. We need both to aggregate 
the timeslot and also average the Trust Value over the aggregated timeslots. This is 
important when recommendations or Trust reputation takes place.  

3.6   Gravity 

The Gravity of Trust refers to the gravity of the Trust relationship; the seriousness of 
the relationship to each Agent, or the influence on each party to the relationship. Each 
Agent has their own views on whether or not the relationship means much to them, and 
what influence it could have on their business or lives. As stated in all previous 
examples, fuzziness and dynamism is inherent in this characteristic. Regardless of who 
is the Trusting Agent or the Trusted Agent, from Agent A’s point of view, the Agent A 
to Agent B relationship within a particular context could be unimportant to Agent A. 
However, from Agent B’s point of view, the relationship may be very important.  

4   Reasoning the Fuzziness and Dynamism  

In the previous section, we illustrated the six characteristics of the fuzziness and 
dynamism of Trust. We also illustrated the endogenous and exogenous factors of the 
Agents. Now we would like to show how these are related to each other.   
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4.1   Internal Factors of Trusted Agent 

In order to study why Trust is fuzzy and dynamic, we now look at the Agents who are 
involved in the Trust Relationship and their impact on the fuzziness and dynamism of 
Trust. In service-oriented network environments, we have defined Trust as the belief 
that the Trusting Agent has in the Trusted Agent’s willingness and capability to 
deliver a mutually agreed service in a given context and in a given timeslot. The key 
challenge is how to measure willingness and capability, so that a Trust Value can 
closely represent the truth or quality of the Trusted Agents. 

Willingness symbolizes the Trusted Agent’s will to act or be in readiness to act 
gladly, honestly, truthfully, reliably and sincerely in delivering on the mutually agreed 
behaviour. As this factor is internal to Agents, it is very hard to estimate even with 
scientific research methods.  The willingness of a person or an Agent could change as 
time passes, as it may be dependent on the mood of a person. Therefore, it makes a 
Trust Model dynamic. 

We have defined Capability as the talent, competence, aptitude, and ability of the 
Trusted Agent in delivering on the mutually agreed services. Capability signifies the 
Agent’s intelligence. It is internal to an Agent. A person or an Agent’s intelligence 
changes with time due to internal or external influences. Examples of external 
influences could be further training or study. These changes could happen in any 
given timeslot or over many timeslots. 

These two factors are internal factors of Agents. As they are internal, we therefore 
cannot have direct measures because we can not obtain it on hand to qualify it. 
Therefore, when we derive a Trust Value, it is only an estimate or an approximate 
value. Willingness symbolizes the Trusted Agent’s will to act or be in readiness to act 
gladly, honestly, truthfully, reliably and sincerely in delivering on the mutually agreed 
behaviour. As this factor is internal to Agents, it is very hard to estimate even with 
scientific research methods. The willingness of a person or an Agent could be 
changed as time passes, as it could be dependent on the mood of a person. Therefore, 
it makes the Trust Model dynamic.  

4.2   Fuzzy and Dynamic Characteristics in Trust Model 

The six Fuzzy and Dynamic characteristics of Trust are as follows: Implicitness in 
Trust, Asymmetry in Trust, Transitivity in Trust, Antonymy in Context, Asynchrony 
in Time, and Gravity in Relationship. In view of the six fuzzy and dynamic 
characteristics of Trust, we could distinguish that characteristics 1 to 3 are related to 
Trust Value and characteristics 4 to 6 are related to Trust relationships.  

• ‘Implicitness of Trust ’, ‘Asymmetry in Trust’ and ‘Transitivity of Trust’ are 
related to Trust Values because Agents make a decision on Trust Values, not 
anything else. Therefore ‘implicitness’, ‘asymmetry’, ‘transitivity’ are relevant 
only to Trust  Values; 

• ‘Antonym in context’, ‘Asynchrony in Time Space’ and ‘Gravity of the 
Relationship’ are related to the Trust Relationship, which is context and time 
dependent. Agents make the perception of the context, time or gravity of the 
relationship. This is an Agent’s own view or opinion about what they see or 
believe in a Trust Relationship.  
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4.3   Endogenous and Exogenous Characteristics  

In view of the Trust Model, we see the relationship involves Agents. Each Agent has 
endogenous and exogenous factors that impact on Trust decision making and this in 
turn affects the Trust relationship. In view of the Trust Model, we see that both 
endogenous factors and exogenous factors are related to Agents in the Trust Model. 

Endogenous factors of an Agent refer to internal factors, psychological factors and 
personal characteristics, knowledge or skills etc of the Agent. The endogenous 
factors, including psychological factors, are factors internal to the Trusting parties. 
These internal factors can never be captured explicitly and they change as time 
passes. An Agent’s ‘willingness’ and ‘capability’ are part of endogenous factors. 
When predicting Trust in a relationship, the factors that influence the Trust decision 
and that cannot be explicitly managed so far, are the endogenous factors. For 
example, if a person’s thinking is changed; no one could know or capture this 
immediately. Endogenous factors cause the changes in the Trust relationship.  

However, the endogenous factors cannot be captured directly on hand, thus the 
measure and prediction of Trustworthiness of an Agent is only at an estimate or 
approximate level. The challenge of the Trustworthiness measure and prediction is 
that we are unable to explicitly capture the endogenous characters of Agents. 
Therefore, we have to develop some methods for the Trustworthiness measure and 
prediction that can through some external factors for which we can observe, capture 
and use it to give an estimate of the Trustworthiness of the Agent. 

Exogenous factors are known as external factors of Trust, such as external 
activities, i.e. behavioural changes such as making a commitment to deliver a service 
or valuating an actual service delivery. These external activities can be identified and 
predicted. Exogenous activity influences the Trust Value and prediction; it may be 
caused by the environment where a business interaction is carried out or a service 
provider is unable to fulfil their commitments. The service-oriented environment is a 
heterogeneous environment and consists of anonymous, pseudo-anonymous, and non-
anonymous users or machines communicating with each other for services. In P2P 
service-oriented networks, file sharing applications such as Gnutella and Napster 
enable the users to share files amongst each other.  Free Net is a P2P oriented service 
network for anonymous storage.  SETI@HOME is an example of a pseudo 
anonymous P2P application for distributed computing. In non-anonymous service-
oriented environments, such as Logistic networks, Agents make use of each other’s 
resources. These resources can be either physical resources (like warehouse space or 
the transport capabilities) or digital resources (like each other’s track-and-trace 
applications). However, the exogenous factors or external activity can be captured, 
analysed, measured and be calculated to determine a level of Trustworthiness. The 
challenge of the Trust measure and Trustworthiness prediction is to develop an 
estimation method that can handle heterogeneous environments and anonymous, 
pseudo-anonymous, and non-anonymous users and service providers and service 
interactions for predicting the Trustworthiness value.  

4.4   Reason for Fuzziness and Dynamism 

The six fuzzy and dynamic characteristics of Trust are triggered by Agents (Figure 1). 
As an Agent’s endogenous factors are hard to capture and predict, and exogenous 
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factors have a strong impact on the Agent’s self development and Agent decision 
making. However, external factors can be captured and therefore can be used to help 
estimate an Agent’s Trustworthiness. In view of the Trust Model (Figure 2), we see 
that both endogenous factors and exogenous factors are related to Peers in Trust 
relationships.  

Endogenous Factors 
Internal factors 
Psychological factors 
Personal characteristics 
Knowledge, Skills 
Abilities etc 

Fuzziness and Dynamism Nature of Trust
Implicitness in trust 
Asymmetry in trust 
Transitivity in trust 
Antonym in context 
Asynchrony in time 

Gravity in relationship

Agent 

Exogenous Factors 
Environmental influences 
Conditions and rules 
Behaviour constraints 
Policies and regulations 
Agreements etc 

 

Fig. 1. Exogenous and Endogenous factors of Agents [2] 

4.5   Fuzzy and Dynamic Characteristics and Trustworthiness Measure 

The dynamism of Trust is influenced by the factors associated with Trust and Trust 
Relationships. We now analyse eight characteristics of Trust aligned with the Trust 
Definition and Trust Model, in order to reason factors that determine the Trust 
dynamics. While some changes (such as external behaviour) can be predicted, 
because they can be explicitly defined, others cannot be predicted (such as internal 
factors of Agents), because they cannot be explicitly defined.  We can only give a 
measure or an estimate of the dynamism of Trust in the Trust relationship. We note 
that change can be caused by external factors as well as internal factors. In real life, 
we note that both factors could cause the change. However, the internal factors are 
hard to capture and predict, even with great scientific studies. This is unlike external 
factors, where one can feel them, predict them, and try to manage them. Therefore, 
the internal factors cause the dynamism or changes. These are the factors that humans 
or machines cannot manage.  Humans or machines can manage the external factors 
that cause the dynamism or changes. They can be captured so they are considered to 
be static. 

5   Managing Trust 

There are several issues to be considered in the context of Managing Trust because 
Trust is dynamic and not always well-defined. 
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5.1   Measuring the Service 

In most internet Trustworthiness systems, they have features on measuring service 
providers, merchants, or on-line shops. However, if a provider offers a very good 
service on books but very bad service on delivery, then the Trustworthiness value for 
the merchant should be distinguished. Measuring the service is the most difficult task 
in using the Internet, or in the service-oriented environment. It is important, that in the 
service-oriented network environment, we should provider service rating, or 
Trustworthiness of service. Each service provider may have a number of services. 
However, the objective here is to measure the service of the provider, rather than that 
of the provider.  

5.2   Measuring the Product or Website 

This measuring has been used in most internet Trustworthiness systems. The features 
include measuring service providers, merchants, or on-line shops. The measure is 
much simpler than measuring the service, where human intelligence behind the 
service and have right to give input on the quality of service. Here, for example, in 
measuring the product, if we say a camera is good or bad, we do not have to (and 
cannot) get the opinion of the ‘camera’ about the comments that the customer made. 

5.3   Managing the Dynamism of Trust 

In the existing literature the methods of managing Trust focus on assigning the Trust 
Value with the assumption that there is only one context and the Trust Value is 
assigned only for that context. This is due to the fact that many e-service providers 
only provide a single service (single context). However, this assumption becomes less 
relevant as the concept of e-services has expanded to multiple services over the last 
few years. Also in the literature, the methods of managing Trust only consider one 
Trust Value and the value does not change. These methods do not consider the 
dynamic nature of Trust and the change of Trust Values with time.  

5.4   Time Spot, Timeslot and Time Space 

We define Trustworthiness prediction as the process of determining the future Trust 
Value known as Trustworthiness value of the Trusted entity or Agent, given it’s past 
repute values or historical Trust  Value or direct interaction from the given time spot, 
slot and space. A Time Spot is a particular time at which an entity interacted with 
another entity and subsequently assigned a Trustworthiness value to it. The Timeslot of 
a Trustworthiness prediction is the breadth or duration of time over which the Trust 
Value from the historical Trust Value or repute value is collected. In order to analyse the 
dynamic behaviour of Trust Values, a Time Space consists of a number of non-
overlapping Timeslots. An entity will have a Trust Value or repute value for each 
Timeslot. These past Trust Values or repute values are aggregated and used for 
predicting future Trust Values known as a Trustworthiness value. The Time Space of a 
Trustworthiness prediction is the total duration of time over which the behaviour of the 
Trusted entity will be analysed and the process of Trustworthiness prediction carried 
out. The repute value is a Trust Value for an entity, i.e. its reputation in a given context 
and in a given Timeslot as recommended by a witness entity or witness Agent. 
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5.5   Managing the Trust Dynamism 

In order to manage Trust over the network as adequately as possible, one must 
consider the fuzziness and dynamism of the Trust. To give an estimate of a 
Trustworthiness value, we will carry out a correlation between an expected service 
and an actual delivered service to predict a Trustworthiness Value. For the 
determination of the Trustworthiness value for a Trusted entity or Agent, we choose 
to apply a technique used in the human world, i.e. a correlation between an expected 
behaviour and an actual behaviour to determine the level of Trust. We adopt this 
approach for the Trustworthiness prediction in e-business or e-services to overcome 
the dynamism of Trust.  The expected behaviour of the Trusted Agent is the mutually 
anticipated conduct of the Trusted Agent prior to its interaction with the Trusting 
Agent. The correlation is the degree of similarity between the expected delivery of the 
Trusted Agent and actual delivery of the Trusted Agent during interaction.   

5.6   Correlation of Behaviour 

Correlation refers to how similar the following two factors are: (1) The impression 
that the Trusting Agent has of the Trusted Agent in a given context, and (2) The 
outcome of the interaction between the Trusting Agent and the Trusted Agent in that 
particular context in a given timeslot. The greater the correlation between these two 
factors, the higher the Trustworthiness value assigned to the Trusted Agent by the 
Trusting Agent and vice versa.  Strong correlations between the two factors indicate 
that the Trusted Agent met the impression held by the Trusting Agent, in that context.  
Conversely, a weak correlation indicates that the Trusted Agent did not meet the 
impression held by a Trusting Agent. 

5.7   Challenges in Trust Measure and Prediction 

In the existing literature the methods of managing Trust focus on assigning the Trust 
Value with the assumption that there is only one context and the Trust Value is 
assigned only for that context. This is due to the fact that many e-service providers 
only provide a single service (single context). However, this assumption becomes less 
relevant as the concept of e-services has expanded to multiple services over the last 
few years. Also in the literature, the methods of managing Trust only consider one 
Trust Value and that the value does not change. These methods do not consider the 
dynamic nature of Trust and the change of Trust Values with time.  

Trustworthiness is a prediction of future Trust Values that depicts the level of the 
Trust Relationship that the Trusting Agent has with the Trusted Agent in a given 
context, in a given timeslot and with a given type of initial relationship association In 
other words, Trustworthiness is a prediction of the Trust level against context and 
time with the type of initiation of the Trust relationship. The prediction can only be 
done by correlating the actual behaviour with the expected behaviour, in a given 
context and in a particular timeslot with respect to a given method of initiation. The 
constraint with the measurement of Trust and the prediction of Trustworthiness lies in 
the inability to handle the ‘internal factors’ of Agents, namely their ‘willingness’ and 
‘capability’. 



 The Fuzzy and Dynamic Nature of Trust 171 

 

 
Endogenous factors 
Exogenous factors 

Trust Value  

Trusting Agent 

Trusted Agent 

Relationship

M 

M 

1 

 
Fig. 2. Alignment of the Agent’s Endogenous and Exogenous Factors in the Trust Model [2] 

Table 1. The factors determining the Nature of Trust 

Trust 
Definition 
Contains 
Concepts 

Trust Model 
Contains 
concepts 

Trust 
Characteristics 

Agent 
Characteristics 

Trustworthin
ess  

Belief Trust Value Implicitness of 
Trust Asymmetry 
in Trust 
Transitivity of 
Trust 

 Fuzzy result 

Trusting 
Agent and 
Trusted 
Agent 

Relationship Gravity of  
Relationship 

 Explicit result 

Willingness 
Capability 

Agents 
(Conceptual 
behaviour) 

 Endogenous 
 

Fuzzy result 

Delivery of  
the mutually 
agreed 
services 

Agents  
(External 
behaviour) 

 
 

Exogenous Explicit result 

A given 
Context 

 

Context Antonym in 
Context 

 Explicit result 

A given 
Timeslot 

 

Timeslot Asynchrony in 
Time Space 

 Explicit result 

In the Trust Model (Figure 2), we see that both endogenous factors and exogenous 
factors are related to Agents in the Trust Model. 

Table 1 below describes the factors associated with determining the nature of trust.  
In Table 1 below, we note that: the first column describes the concepts of Trust; the 

second column describes the Trust Model and all related concepts in the Trust Model 
(Figure 2). Column 2 is a pictorial representation of Column 1 (see Figure 2). The 
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third column aligns the fuzzy and dynamic characteristics to the trust definition and 
Trust Model. The fourth column aligns the endogenous and exogenous (internal and 
external) characteristics of an Agent to the trust definition and the Trust Model. The 
fifth column shows the Trustworthiness Measure or prediction and which concepts 
can be explicitly defined and which concepts cannot. 

In Table 2 below, we further explain what can be measured and what cannot.  We 
note that change can be caused by external factors as well as internal factors 

Table 2. An Agent’s internal and external factors and the impact on the Dynamism of Trust 
 

Aspects of the 
Trust 

 

Relation to 
Agents 

Dynamism Analysis 

Belief 
Willingness  
Capability 

Agent’s  
internal activity 

Internal factors are very hard to capture. They 
could be changed by both internal influence and 
external influence. For example, more education 
or an accident could change the capability of a 
person, or psychological advice could affect the 
level of willingness. However, no one can predict 
how much they will change with time. Therefore, 
internal factors cause the dynamic nature in the 
trust model. 

Trusting Agent 
and Trusted Agent 

Agent’s  
external activity 

Identifying a Trusting Agent or a Trusted Agent is 
an external activity. They can be explicitly 
defined. 

Deliver the 
mutually agreed 
services 

 

Agent’s  
external activity 

External factors can be captured though 
correlation of expected delivery of the service 
compared to the actual service that is provided. 

A given Context, 
A given Timeslot  

 

Agent’s  
external activity 

These are external factors and can be captured; 
therefore they are not the cause of the dynamism 
in the Trust Model. 

In real life, we note that both factors could cause the change.  However, the 
internal factors are hard to capture and predict, even after intense empirical studies of 
a person’s psychology.  This is unlike external factors, where one can directly observe 
them, predict them, and try to manage them.  Therefore, the internal factors cause the 
dynamism or changes and they are the factors that humans or machines cannot 
manage.  Humans or machines can manage the external factors that cause the 
dynamism or changes, but they can be captured so they are considered to be stable in 
the Trust Model. 

6   Summary 

The limitation with the measurement of Trust and the prediction of Trustworthiness 
lies in the inability to consider accurately the internal factors of Agents, namely their 
willingness and capability. Since capability and willingness are by and large not 
directly observable, we arrive at an estimation of these by utilising the external factors 
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(expected and actual behaviours) of Agents within the context of the relationship. In 
addition to the endogenic factors of willingness and capability, psychological factors 
of Trusting Agents contribute to Trust dynamism. The preference of the Trusting 
Agent for ‘sensing’ or ‘intuition’ will influence their decision to Trust a given Trusted 
Agent, with or without detailed information on the Trustworthiness of the Trusted 
Agent. Whether a Trusting Agent gives preference to a ‘thinking’ or ‘feeling’ 
psychological disposition, will determine whether they make a decision based on facts 
or the personal values of the Trusted Agent. 

We can conclude the following from our analysis of the dynamic nature of Trust:  

• The internal factors of Agents determine the dynamic nature of the Agents 
• The dynamic nature of the Agents leads to the dynamic nature of Trust, Trust 

relationships and Trust Values. 
• ‘Context’, ‘Time’ and ‘Initiation of Relationship’ are not dynamic as these 

factors are defined by the Agents, and once defined, they do not change.  
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Towards an Ontology of Trust
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Abstract. Trust is a fundamental factor when people are interacting with each
other, hence it is natural that trust has been researched also in relation to appli-
cations and agents. However, there is no single definition of trust that everybody
would share. This, in turn, has caused a multitude of formal or computational trust
models to emerge to enable trust use and dependence in applications. Since the
field is so diverse, there also exists a confusion of terminology, where similar con-
cepts have different names and, what is more disturbing, same terms are also used
for different concepts. To organize the research models in a new and more struc-
tured way, this paper surveys and classifies thirteen computational trust models
by the trust decision input factors. This analysis is used to create a new compre-
hensive ontology for trust to facilitate interaction between business systems.

1 Introduction

Trust, trust models and trust management systems have been under a lot of research
in recent years. In the field of computing it is not sufficient to just define trust: for
automation the concept of trust must be represented by a trust model, which can be
utilized by systems enabling business interaction. Here we define a trust model to be
the formal or computational realization of a trust definition, verbal or implicit. The word
computational is used here loosely, meaning a model that can be utilized by computer
applications. It is important to note that the models are by necessity simplifications of
the complexity of trust and different models simplify differently.

Since there is no universal definition of trust, the developed models and systems
relying on those models are very different in both verbal and formal trust definitions,
and also in the used vocabulary. Therefore, it is beneficial to survey recent work in
this area, classify the models according to their trust input factors and to develop a
partial ontology. A trust ontology enables systems with different trust models to share
trust relationship information and information on how this trust relationship has been
formed. This is crucial in today’s digital business, where different organizations with
differing infrastructure must co-operate to utilize networked services.

This analysis focuses on only one aspect of trust, information to be utilized by the
trust decision process. However, there are three distinct problem areas around trust. The
first one is to define the facts that support trust, the second is how to find the appropriate
rules to derive consequences of a set of assumptions about trust, and the third is how
to use information about trust to take decisions [9]. This analysis focuses clearly on
the first problem, i.e. finding a maximal set of support facts. Therefore many important
trust research areas, for example reasoning logics or negotiation protocols, are not part
of this analysis.

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 175–184, 2005.
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2 On Trust and Trust Research

Trust has been a very awkward concept in computer science since it is silently embed-
ded in many aspects of human behaviour and it is in its very nature quite subjective.
However, since trust is a part of the basic decision making framework for humans, it
has also some interest from the computer systems point of view.

2.1 Trust Characteristics

There have been many definitions of trust, below are examples from Diego Gambetta
and Audun Jøsang:

trust (or, symmetrically, distrust) is a particular level of the subjective proba-
bility with which an agent assesses that another agent or group of agents will
perform a particular action, both before he can monitor such action (or inde-
pendently of his capacity ever to be able to monitor it) and in a context in which
it affects his own action [12].

Trust in a passionate entity is the belief that it will behave without malicious
intent ... Trust in a rational entity is the belief that it will resist malicious ma-
nipulation by a passionate entity [15].

These definitions are very different and use widely different vocabulary. How can
the models built on these definitions interact in any way? Before we can attempt an
answer, some characteristics of trust need to be explored. Since trust is subjective, we
must assume a role of some subject and evaluate the trust from that particular perspec-
tive. From this the lack of global trust is evident, i.e. there are no entities everybody
trusts. From this basic property, other natural characteristics follow:

– Trust is not symmetric. If ”Alice trusts Bob”, it does not follow that ”Bob trusts
Alice”.

– Trust is not distributive. If “Alice trusts (Bob and Carol)”, it does not follow that
“(Alice trusts Bob) and (Alice trusts Carol)”.

– Trust is not associative, since the trust-operator does not map from entities to en-
tities. Therefore “(Alice trusts Bob) trusts Carol” is not a valid trust expression.
However, “Alice trusts (Bob trusts Carol)” is a possibility.

– Trust is not inherently transitive. If “Alice trusts Bob” and “Bob trusts Carol”, it
does not automatically follow that “Alice trusts Carol”.

2.2 Trust Model Research

Early attempts to formalise trust for computer use have been in the context of authen-
tication. Yahalom et al. developed a trust model to be used in authentication scenarios
[20]. One of the earliest attempts to define trust from the general and computational
point of view was Stephen Marsh’s thesis [16], which drew input from the sociologi-
cal trust research. After that several interesting trust models and also systems, such as
PolicyMaker [4], KeyNote [3] and REFEREE [8] have emerged. Around that time also
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Abdul-Rahman et al. [1], Daniel Essin [11] and Audun Jøsang [15] described their trust
concepts and models.

In recent years the focus has been on more comprehensive and concrete systems
having wider trust management elements, such as Poblano [7], Free Haven [10], SUL-
TAN [14], TERM [2] and SECURE [5,6]. But since the applicability of trust has been
widened to cover more than authentication and authorization, they do not necessarily
use the same terminology or basic components. Additionally, some models do not fo-
cus on general trust management, but have tried to explore trust in various application
domains, such as peer-to-peer networking or web applications.

These thirteen models span a time frame of ten years of trust model research and
form a comprehensive set of research models. Thus this set is used for the actual factor
analysis.

3 Taxonomy of Trust Models

One of the key differentiating elements in trust models is the list of factors required or
used in the trust evaluation. Because of this factor diversity, it is impossible to give a
simple taxonomy where each model sits squarely only in one classification box along
this axis. Instead, a classification of factors has been developed and each model can be
desribed by what set of factors it is using or, in our terminology, is aware of. A summary
is shown in Figure 1.

3.1 Identity-Aware Models

All reviewed systems are identity-aware, i.e. they assume to have some identifying in-
formation on the target of the trust evaluation. This identity awareness does not require
knowing the real name or other globally unique information of the communicating prin-
cipal. In some models it is quite sufficient that the identity is only locally unique and
temporally sufficiently stable so that it aids in recognizing the same entity in this sys-
tem over time. There are models that use globally unique identities or locally unique

Fig. 1. Trust model input factor summary
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identities. For example, the Poblano system uses peerID, which needs to be unique
across the universe of peers. An example of local identities can be found in the work of
Abdul-Rahman et al.

3.2 Action-Aware Models

Most trust models have noticed that there is an action component to trust. That is, the
actual trust evaluation and decision depends on what the target of our trust is trying to
do in or with our system or for what purpose we are trusting the target. This is very
intuitive, as we may trust one party to relay our messages but not to transfer any money.
This is also reflected in the definition by Gambetta in Chapter 2 above. On the other
hand, the action component is not always necessary, since there is a concept called
general trust which is an unqualified trust towards a principal [16].

In action-aware models the set of actions can be closed or open. A closed set is a set
of pre-defined actions the model supports and no others can be defined by organizations
using the model. An open set of actions means that the model offers a way of defining
at least some of the actions or does not restrict them to a particular set.

This concept has many names in the actual models. PolicyMaker, REFEREE and
KeyNote call this action and Abdul-Rahman et al. have a trust category. Yahalom et
al. use a closed set of trust classes for which they trust a certain principal. SULTAN
uses the name context, but in its core the the definition is about actions and action
sets. Similarly, the SECURE project uses context in the meaning of action. Essin has
the concept of activity, although it is not used in the trust evaluation directly, but as a
subcomponent in determining the capability of trust subject and subject reputation.

However, not all models use the action factor explicitly. Some specialized systems,
for example Poblano and Free Haven, use the trust valuation in relation to data content
received from a network peer. There the actions are implicit in the system definition,
but since there is only the one basic action type and the action set is closed, Poblano or
Free Haven systems are not considered action-aware.

Marsh describes a situation, which is a point of time relative to a specific agent, i.e.
the principal evaluating trust. This definition includes the actions the other principals
are attempting, therefore Marsh’s model is action-aware. The TERM system has no
action concept as such, but trust calculations are related to roles in role-based access
control. There are two roles, an access role and a testifying role, so the system has two
predefined actions. Hence it is action-aware, although the action set is closed.

3.3 Business Value Awareness

Between people trust implies potential loss and also potential benefit. In several models
there are concepts called risk, benefit or value. These are all associated with a partic-
ular action and try to give impression on how the action can help us or how the mis-
placed trust can hurt us. Risk is the most commonly modeled business value element.
However, to understand the full impact of the attempted action, risk needs to be bal-
anced against the potential benefits or value of the action. We combine these under the
common concept of business value, since all these concepts try to model the potential
impact, positive or negative, of the attempted operation.
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Marsh is using three separate business value concepts: utility, importance and risk.
Utility is a measurable benefit, importance a subjective valuation of the importance of
the action. These both are used in evaluating situational trust, i.e. trust in a specific
situation or action. Risk is used in determining the co-operation threshold, i.e. whether
to actually engage in the action in a particular situation.

The model by Essin also uses several business value factors. He uses the concept
of valuation as the cost of the resources or assets affected by the action. He also uses
stake which is the degree to which the entity(s) proposing to engage in the activity has
a vested interest in the outcome. Stake tries to measure the level of commitment for this
action and thus it is quite close to the concept of importance. He also uses the concepts
of risk and benefit, although his model combines these to a single risk/benefit set.

In the Poblano P2P system, risk is a statistically computed metric of peer acces-
sibility and performance, both viewed technically. Here the considered risk is of the
type “risk of not getting the information” instead of any loss of data or money. This
is however, well within the defined use of “risk”, so Poblano is business value aware.
Poblano also uses importance, which is the importance in engaging in the activity, when
calculating the co-operation threshold.

The SECURE model does not have risk as part of the formal trust model, although
the resulting system has an added risk and cost/benefit analysis as part of the trust
evaluation. Therefore the model itself is not business-value aware.

3.4 Competence-Aware Models

One type of trust decision factor is information on the competence of the subject with
regard to performing a particular action. When human clients are considered, this is an
important decision factor, but with automated clients at least some degree of technical
competence in following the specification should be assumed. Therefore this factor is
not very common in the reviewed models.

Competence is considered by Marsh in calculating the co-operation threshold based
on trust. The SULTAN model uses competence as a factor in their verbal trust definition,
but surprisingly does not include it in the computational model. This concept of ability
to perform a task is called capability by Essin. He defines capability as measurable
expertise that the entity possesses about the activity, i.e. competence in this common
vocabulary.

One interesting variant of this is lifting the competence evaluation from the technical
to the semantic level. The Poblano model has a concept of CodatConfidence, which is a
measure of semantic experience, i.e. the system’s competence in providing us with rel-
evant information. Similarly, the Free Haven system has a concept of metatrust, which
signals that the data received from a node is indeed valuable information. For example,
if the Free Haven system agrees with a recommendation from a third party, the third
party metatrust is incremented.

3.5 Capability-Aware Models

Capability has a dual meaning in the security and trust research. On one hand, capability
is considered synonymous with competence, i.e. evaluating the peer’s ability to perform
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a certain task. On the other hand, a capability has a very specialized meaning in the field
of security as a token given to a peer to access a resource. We differentiate between these
two concepts and here define capability as a form of an access granting token.

This latter form is also used by Essin. In addition to the capability as competence
definition, he defines capability also as demonstrable access and authority necessary to
act [11]. This is capability in this second sense.

3.6 Confidence-Aware Models

As input for the trust calculation can be received from multiple sources, sometimes also
as external recommendations or reputation, we may also have uncertainty associated
with trust or the trust input factors. The concept of confidence reflects this uncertainty,
although in the actual models this concept has many names.

The TERM model uses the concept of an opinion, meaning how much the cal-
culating TERM server believes the trust statement. The Poblano system also uses a
confidence value, PeerConfidence, in determining whether the trust subject is able to
co-operate and thus being trustworthy.

Confidence can also relate to only one of the trust input factors. Essin uses the term
certainty that the true identity of the trust subject is known. The Free Haven system
uses the concept of confidence rating, which is used as a measure of how fast or slow
external recommendations change our trust value in regards of that particular entity.

3.7 Context-Aware Models

The trust evaluation may depend on the evaluating system internal or external status
at that particular point of time, i.e. context. If, for example, the organization firewall is
experiencing heavy port scanning activity, it may be sensible to lower the trust valuation
on all or some principals to limit exposure to potentially malicious activity.

Interestingly enough, this is not a very widely used factor. Essin uses it as a subfactor
in determining the action valuation and subject stake in the action. In PolicyMaker, the
policy is defined in an interpreted programming language and it thus can obtain some
context information. The set of local policies are considered the context under which
the trust is evaluated.

The SECURE model also defines trust via a policy construct. Theoretically it may
be possible to include context information in the policy, but since this option is not
explored in their work, SECURE is not classified here as context-aware. Neither is
the SULTAN model since it uses context to mean the action to be performed (see
Chapter 3.2).

3.8 History Awareness

When people interact, one of the key components in our trust evaluation is the trustee
past behaviour or track record. This can be modeled using vocabulary like experience
or evidence or local reputation.

Reputation is opinion or view of one about something [18]. There can be two types
of reputation: subjective reputation is reputation calculated directly from the trustor
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direct experiences and external reputation is reputation received from third parties. The
former type of subjective reputation is considered in this history awareness category.

Essin uses the word reputation but does not differentiate between subjective and
external reputation. The Marsh model also includes past history data by including the
trust values in all previous similar situations in the situational trust evaluation.

The TERM model includes a concept called direct experience. It is used by the
system to evaluate trust opinions, although it is not formally defined. The SECURE
model is very flexible so that it can also use history information if required by making
history part of the local trust policy.

3.9 Third Party Awareness

A trust model can be open or closed. A closed model does not take into account any
input from outside the actors involved in the trust evaluation. Open trust models ac-
cept information from third parties. This information can be in the form of external
reputation, recommendations or even delegated decision making.

In addition to subjective reputation discussed above with regards to history-
awareness, we also have external reputation. For example, we may belong to a com-
munity, which has a common reputation service with shared ontology and receive rep-
utation information from that external source. This external type of reputation is also
considered in this third party awareness category. This is not a widely used feature. In
the Essin model there is reputation, either generally or bound to a specific action, as a
component in the trust evaluation [11].

Recommendations are conceptually somewhat difficult. Since trust is not transitive,
recommendations should not be taken directly as trust. However, third party recommen-
dations can be an influencing factor when deciding about trust. Recommendations are
considered by many models. For example the models by Yahalom et al. and Abdul-
Rahman et al. use them. The SULTAN model and system also uses recommendations
as a basis for new trust relationships. The Free Haven system uses the word of referral
instead of a recommendation. The TERM model also uses recommendations, although
it is said that they are used indirectly because of the transitivity issue.

Delegated decision making is not very common. The SECURE model is third party
aware because it can handle delegation where a principal can refer to another principal’s
trust information.

External information can be carried in the form of a credential, which is simply a
statement, purportedly made by some speaker [8]. Thus a credential is not a semantic
information category, but a technical one. A credential can carry identity information,
subject properties, reputation data or even capabilities. Therefore we do not categorize
models as credential-aware, but the classifying factor is the semantic category such as
identity or a particular property. The TERM model calls these credentials evidence. In
some systems credentials can also be executable programs. This is true in the Keynote
and PolicyMaker systems, where these programs are called assertions. In the REFEREE
system a credential is also a program that examines the inital statements passed to it and
derives additional statements.
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4 Towards an Ontology of Trust

The trust model analysis above gives us a wide view on how trust has been modeled in
previous research. This information makes it possible to create a domain ontology, i.e. a
description of the concepts and relationships in the trust domain. Trust ontologies have
been made before [13], but not based on a comprehensive analysis. This background
analysis makes this new ontology widely usable and compatible with previous research
models. Therefore this ontology can facilitate not only discussion across trust models,
but also interoperability across different trust systems in autonomous applications.

Because different trust models emphasize different features in the concept and ab-
stract away others, it is assumed that a union of these emphasized features across all
models provides us with a maximal list of trust input factors. Based on this maximal list
we formulate the following ontological structure.

First of all, trust is a relationship between two principals, the subject, trustor, and
the target, trustee. The trust between trustor and trustee may depend on the the action
trustor is attempting. The action may have a score of business value properties attached
to it. The trustor also may use context information or history data to help in the trust

Fig. 2. Trust as a UML diagram
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evaluation. The trust can also depend on the peer competence. Additionally, there can
be an element of confidence attached to the trust relationship. There can also be a set of
third party opinions in the form of reputation information, recommendations or creden-
tials that influence the trust evaluation.

A UML diagram modeling these relationships in trust is presented in Figure 2. The
model in the picture is a level 1 metamodel, i.e. it models a particular application do-
main, trust, which is represented in a UML modeling system [17]. An actual population
of this model, such as defining trust relationships between concrete principals, is a level
0 metamodel and can be created utilizing this level 1 model.

The conceptualization can also be described in the OWL Web Ontology language
[19]. Trust can easily be described as a trustor property used to list all trusted principals.
This is a good option for describing general trust, i.e. trust not linked to a specific action.
As can be seen from the general characteristics of trust discussed in Chapter 2, this
property can not be a transitive or symmetric property in the OWL model. However,
this is not enough for situational trust, i.e. trust which is linked to a particular action.
Therefore we transform the UML model in Figure 2 to an ontology expressed in the
OWL language using to ontology definition metamodel guidelines [17]. The resulting
OWL file can be obtained from the URL http://tinyurl.com/4pw5p .

5 Conclusion

Thirteen very different computational trust models were analyzed on what information
they require for the trust decision. This has accomplished two important goals. First,
a common vocabulary for describing facts that are considered for trust calculation in
the reviewed trust models was created. The models can be classified as identity-aware,
action-aware, business value aware, capability-aware, competence-aware, confidence-
aware, context-aware, history-aware and third-party aware in their input factors. This
new vocabulary facilitates communication when models use different terminology for
similar concepts.

Secondly, based on this analysis, the paper presents a new level 1 UML metamodel
for the trust concept and link to the corresponding OWL ontology. This ontology can
be utilized in digital business in several ways. First of all, it supports trust model shar-
ing between organizations, although the sharing of the trust relationship data may be
restricted because of privacy or security reasons. Secondly, new business applications
may emerge that automatically process and integrate trust information to be usable in
business scenarios. One key area could be single sign on systems or Web Services busi-
ness communities, which require trust to offer services.
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Abstract. As a special digital signature, a group signature scheme al-
lows a group member to sign message on behalf of the group in an anony-
mous and unlinkability way, In case of a dispute, a designated group
manager can reveal the actual identity of the signer. Anonymity and
unlinkability are basic properties of group signature, which distinguish
other signature schemes. Recently, based on a variant of Nyberg-Rueppel
signature and knowledge proof signature, A.Miyaji et al proposed a new
group signature scheme over only known-order group and claimed that
the scheme is secure. Unfortunately, in this work we first show that the
scheme has linkability, Namely, any one can distinguish whether two dif-
ferent group signatures are produced by the same signer, then give the
corresponding attack on the scheme. Finally, we propose an improved
scheme to overcome the above drawback:linkability and include a novel
concept:individual revocation of signatures. At the same time, we give
the security analysis of the improved scheme.

1 Introduction

Digital signature plays an important role to provide data integrity, authentica-
tion and undeniability for electronic transactions. Group signatures, first intro-
duced by Chaum and van Heyst in[14]. In such a scheme each group member of a
given group is allowed to sign messages on behalf of the group in an anonymous
and unlinkable way. A receiver only needs the unique group public key to check
the validity of a group signature. In case of a dispute, group manager can reveal
the identify the identity of the signer, while other group members neither can
identify the identity of the signer nor determine whether multiple signature are
produced by the same group member.

With time, more security requirements were added, including unlinkability,
unforgeability, collusion resistance [4], exculpability [4], and framing resistance
[16]. Many practical schemes were presented, some with claims of proven security
in the random oracle model [1]. However, it is often unclear what the schemes or
claimed proofs in these works actually deliver in terms of security guarantees, due
largely to the fact that the requirements are informal and sometimes ambiguous,
not precisely specifying adversary capabilities and goals. It would be beneficial
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in this context to have proper foundations, meaning strong formal definition and
rigorously proven-secure schemes.

Anonymity and unlinkability are two important properties of group signature.
Because of the anonymity and unlinkability of group signature, their properties
can hide the group internal structure for a verifier, while they can assure group
manager to reveal the signer’s identities. Hence, group signature is widely used in
electronic cash,electronic voting, electronic bid and so on. Unlinkability cannot
make that the merchant (or auction center) link two transactions (or bids) of
the user, thus protect the privacy of the user.

In real life, a signer often meets to mistakenly signing a message and needs
himself to revoke this mistake signature. We call this revocation as individual
revocation. While The traditional group signature revocation means that the
group manager revokes signing capability of group member. To truly simulate
signature revocation in real life, in the following,we construct a signature scheme
to realize individual revocation.

2 Related Work

Following the first schemes constructed in [14], a number of new group signature
schemes and improvements have been proposed [15, 9,10,2,3,18,8,17,14,12,7]. In
[15], Chen and Pedersen constructed the first scheme, which allows new mem-
bers to join the group dynamically, and suggested to use group signatures in
e-bidding. Camenisch and Stadler proposed the first group signature scheme
that can be used for large groups, since in their scheme the group public key and
signatures have lengths independent of the group size[9]. Based on the strong
RSA assumption[16], Camenisch and Michels presented an efficient group sig-
nature scheme in [10, 11]. Later, Kim et al. extended their scheme to support
efficient member revocation[18]. Ateniese and Tsudik pointed out some obsta-
cles that stand in the way of real world applications of group signatures, such as
coalition attacks and member deletion [2]. At present, there have been several
papers which focused on the problem of member deletion[3,8,4,18]. Ateniese et
al. presented a provably secure group signature scheme in [1]. in 2003, Ateniese
and de Medeiros[5] proposed another group scheme, which is not as efficient as
ACJT2000 scheme. However, it aims at one big advantage over other schemes:no
party is required to know any trapdoor secret. So different groups can share the
same cryptographic domain without compromising security. it is new research
branch of group signature.

At present, these group signature schemes available are mainly classified into
two types, a public-key registration type, and a certificate-based type. In the
former type, [5,6] are constructed by using only known-order groups. However,
in their schemes, both a group public key and the signature size depend on the
number of group members. It yields a serious problem for large groups. In the
latter type,[9,8,1,4,16,7,3,2]give a membership certificate to group embers, and
the group signature is based on the zero-knowledge proof of knowledge(SPK)
of membership certificate. Therefore, neither a group public key nor signature
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size depends on the number of group members. In these previous certificate-
based type group signature schemes, the membership certificate has used an RSA
signature over an unknown-order group, and, thus, the size of group signature
becomes huge.

Though many group signature schemes[1-5,7-15,17] were proposed and re-
searched by many specialists. because these special properties: anonymity and
unlinkability, the construction of group signature is intricate. Some schemes
among group signature schemes available are insecure. Attack on the group sig-
nature schemes is mainly divided into unforgeability attack and unlinkability
attack . the unforgeability of signature is a basic property which all secure sig-
nature schemes should satisfy. as for group signature, unlinkability problem is an
important problem of group signature. Because of this property, group signature
is widely used in electronic commerce such as e-bid. In the following security
analysis, we mainly aim at unlinkability of the scheme to attack.

Recently, A.Miyaji[3] et al presents an efficient group signature scheme based
on a Nyberg -Rueppel signature and knowledge proof signature. The scheme
is the first scheme that is constructed on only known-order groups, and they
claim that the scheme realizes the full features of unforgeability, exculpabil-
ity,anonymity, traceability, unlinkability, and revocability. And the signature size
and computation amount of signature generation and verification are reduced.
Unfortunately, in this paper, we present security analysis of the scheme and show
that the scheme is is linkable, any one can determine whether two different group
signatures are produced by the same signer. Because of its linkability, it weakens
the anonymity of the scheme. Finally, we give an improved scheme to overcome
the linkability of the scheme.

3 Definition

A secure group signature scheme involves a group manager, a set of group mem-
bers, and a set of verifiers. The group manager (for short, GM) is responsible
for admitting/revoking group members, and for opening group signatures to re-
veal the true signers. When a potential user registers with GM, he/she becomes
a group member and then can sign messages on behalf of the group. A veri-
fier checks the validity of a group signature by using the unique group public
key. The computational capability of each entity is modeled by a probabilis-
tic polynomial-time Turing machine. We now review the definitions of forward-
secure group signature schemes and their security requirements as follows. For
more formal definitions on this subject, please refer to [7].

Definition 1. A secure group signature scheme is comprised of the following
procedures [9,2,3,14,16]:

• SETUP: On input of a security parameter , this probabilistic algorithm out-
puts the initial group public key and the secret key for the group manager.

• JOIN: An interactive protocol between the group manager and a user that
results in the user becoming a new group member. The user’s output is a
group-signing key.
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• SIGN: A probabilistic algorithm that on input a group public key, a group
signing key, and a message m outputs a group signature on m.

• VERIFY: An algorithm for establishing the validity of an alleged group
signature of a message with respect to a group public key.

• OPEN: An algorithm that, given a message, a valid group signature on
it, a group public key and the corresponding group manger’s secret key,
determines the identity of the signer.

• REVOKE: An algorithm that on input a group member’s certificate, a group
public key and the corresponding group manger’s secret key, outputs a re-
vocation token that revokes the group member’s signing ability.

Definition 2. A secure group signature scheme is secure if it satisfies all the
following security requirements [1,2,3,14,16]:

• Correctness: Signatures produced by a group member using SIGN procedure
must be accepted by VERIFY procedure.

• Unforgeability: Only group members are able to sign messages on behalf of
the group.

• Anonimity: Given a valid group signature for some message, identifying the
actual signer is computationally hard for everyone but the group manager.

• Unlinkability: Deciding whether two different valid signatures were generated
by the same group member is computationally hard for everyone but the
group manager.

• Excupability: Even if the group manager and some of the group members
collude, they cannot sign on behalf of non-involved group members.

• Traceability: The group manager can always open a valid group signature
using OPEN procedure and then identify the actual signer.

• Coalition-resistance: A colluding subset of group members cannot generate
a valid group signature that cannot be traced by the group manager.

• Revocability: The group manager can revoke a group member so that this
group member cannot produce a valid group signature any more after being
revoked.

In real life, a signer often wants himself to revoke a certain of his signature.
The signature revocation means that the group manager revokes signing capabil-
ity of group member in traditional group signature. To truly simulate signature
revocation in real life, we include a novel conception: individual revocation.
Individual revocation means that a signer can revoke himself a certain of his
signature without affecting other signatures.

4 Review of A.Miyaji et al Scheme

In the following, we briefly describe A.Miyaji scheme, please interested reader
refer to [3] for more detail. in the paper, the symbol ”SPK” denotes knowledge
proof signature.
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[Setup Phase]

(1) Choose two primes p, q with q|p − 1, and set P = pq.
(2) Randomly choose another a prime P̃ of such that P |(P̃ − 1).
(3) Set two cyclic subgroups GP ⊂ Z∗

P with order q and GP̃ ⊂ Z∗
P̃

with order P .
(4) choose elements g1, g2, g3 and g4 ∈R GP \{1} such that the discrete loga-

rithm based on each other elements are unkonwn.
(5) Chooses an element g̃ ∈R GP̃ \{1}.
(6) Finally, the group manager randomly chooses a secret key xGM ∈R Zq and

computes y1 = gxGM
1 mod P and y2 = gxGM

3 mod P , and publishes the group
public key Y = {q, P, P̃ , g1, g2, g3, g4, g̃, y1, y2} .

[Join Phase]

(1) the group member Mi chooses a membership key xi ∈R Zq, set zi = gxi
2

mod P , and sends zi with δi = SPK[α : zi = gα
2 modP ](′′) to GM.

(2) GM checks the validity of αi, chooses a random integer wi ∈R Zq computes
Ai = zig

−wi
1 mod P and bi = wi−AixGM mod q, and sends (Ai, bi) ∈ ZP ×Zq

to Mi . through a secure channel.
(3) GM adds (Ai, bi) with Mi’s identity IDi to the member list ML.
(4) Mi verifies that Aiy

Ai
1 gbi

1 = zi.
(5) GM outputs the renewed member listML = {(IDi, Ai, bi)}.
(6) Mi possesses a membership key xi and a membership certificate (Ai, bi) ∈

Zp × Zq.

[Revocation Phase]
In order to revoke a new subset of member whose revoked member list is RML =
(ID, b), GM computes as follows

(1) choose a new revocation base g4 ∈R GP \{1} and update the group public
key Y .

(2) compute Vi = g
bj

4 mod P for bj ∈ RML (i ≤ j ≤ u).
(3) Output the renewed certificate revocation list CRL = {Vj |1 ≤ j ≤ u}.

[Signing Phase]

(1) Choose a random integer w ∈R Zq.

(2) Compute T1 = g̃gw
3 mod P̃ , T2 = T

g
bi
4

1 mod P̃ , T3 = gbi
3 gw

4 mod P , T4 = Aig
w
3

mod P , and T5 = yw
2 mod P .

(3) δ1 = SPK[(α1, α2) : T1 = g̃g
α2
3 modP̃ ∧ T2 = T

g
α1
4

1 modP̃ ∧ T3 =
gα1
3 gα2

4 modP ](m) = (c1, s11, . . . , s1k, s2k, . . . , s2k) ∈ {0, 1}k × Z2k
q

(4) Generate

δ2 = SPK[(α3, α4, α5, α6) : α3 ∈ ZP ∧ T3 = gα4
3 gα6

4 modP ∧ T4 = y−α3
1

g−α4
1 gα5

2 gα6
3 modP ∧ T5 = yα6

2 modP ∧ g̃T4 = T α3
1 modP̃ ](m)

= (c2, s3, s4, s5, s6) ∈ {0, 1}k × Z3
q × ZP

(5) Finally, the group signature is δ = {T1, T2, T3, T4, T5, δ1, δ2}
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[Verification Phase]

(1) Check the validity of δ1 and δ2.
(2) If T

Vj

1 �= T2 mod P̃ for ∀Vj ∈ CRL, then accept the signature otherwise
reject the signature.

[Tracing Phase]

(1) Recover Ai = T4/T
1/xGM

5 mod P .
(2) Identify a signer Mi from Ai by using the member list ML.
(3) Output the signer’s actual identity ID.

5 Security Analysis of A.Miyaji et al Scheme

After analyzing the security of the scheme[3], A.Miyaji et al have claimed that
their scheme was able to realize the anonymity and unlinkability. Unfortunately,
we find that this is not the fact.In the following discuss, we show that the scheme
has linkability.

In the following, we show that the scheme has linkability, Namely, any one
can determine whether two different group signatures are produced by the same
signer, the detail attack is as follows.

Let (T1, T2, T3, T4, T5, δ1, δ2) and (T ′
1, T

′
2, T

′
3, T

′
4, T

′
5, δ

′
1, δ

′
2) be two valid group

signatures. To decide whether they are produced by the same group member, a
verifier only need to compute the following relation.

γ = T−1
4 modP (1)

μ = T4 − T ′
4modP. (2)

θ1 = T1/T ′
1modP̃ (3)

θ2 = T γμ
1 modP̃ (4)

if the equation (3) and equation (4) are equal, then it means that the two group
signatures are produced by the same signer, otherwise, they are produced by the
different group member.

Theorem 1. Given a group signature (T1, T2, T3, T4, T5, δ1, δ2), then T4 satisfies
Gcd(T4, P ) = 1 in overwhelming probability 1 − 1

2160 .

Proof. According to generation of the group signature, we know T4 = Aig
w
3 mod

P and P = pq where p, q are large primes. Thus the probability of Gcd(T4, P ) �= 1
is (p + q − 1)/pq. Because the size of p, q is not less than 160 bits and the
probability of Gcd(T4, P ) = 1 is 1 - (p+q−1)

pq , then we have

Pr[Gcd(T4, P ) = 1] ≥ 1 − 1
2160

Thus, T4 satisfies Gcd(T4, P ) = 1 in overwhelming probability.
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Theorem 2. If two different group signatures (T1, T2, T3, T4, T5, δ1, δ2) and
(T ′

1, T
′
2, T ′

3, T
′
4, T

′
5, δ

′
1, δ

′
2) satisfy the above equation (3) and equation (4), then

two group signatures must be produced by the same signer.

Proof. According to the above signing phase, we know

T1 = g̃gw
3 modP̃ , T4 = Aig

w
3 modP

T ′
1 = g̃gw′

3 modP̃ , T ′
4 = Aig

w′
3 modP

hence, we have
μ = T4 − T ′

4 = Ai(gw
3 − gw′

3 )modP

we know the order g̃ is P , and Gcd(T4, P ) = 1 in overwhelming probability by
the above Theorem 1. So that we can solve the inverse γ of T4 by the Extended
Euclidean Algorithm (EEA) . it follows that

T
T −1
4

1 = g̃γ = g̃A−1
i

g̃A−1
i μ = g̃gw

3 −gw′
3

g̃gw
3 −gw′

3 = T1/T ′
1

Finally, we can conclude that the above equation(3) and equation (4) is equal.
Hence, it means that the scheme has linkability.
Unlinkability is the basic property of group signature. this property makes group
signature widely be used in electronic commerce such as e-cash. The reason of
producing the above attack is to use the same random number in T1 and T4. To
overcome the attack, we can adopt two random numbers to randomize T1 and
T4. In next section ,we will give an improved scheme.

6 The Improved Scheme

In this section, we give an improved scheme to overcome the linkability of
A.Miyaji et al scheme. The improved scheme has also individual revocation be-
side the properties above. Individual revocation is that a group member can re-
voke himself a certain of his signatures. The improved scheme is as follows: Setup
phase, Join phase, Revocation phase and Trace phase of our improved scheme
are the similar with those of A.Miyaji scheme, only a difference is Signing phase .

Signing Phase of our improved scheme is as follows

(1) Choose two random integers w, u ∈R Zq.

(2) Compute T1 = g̃gw
3 mod P̃ , T2 = T

g
bi
4

1 mod P̃ , T3 = gbi
3 gw

4 mod P , T4 = Aig
u
3

mod P , T5 = yu
2 mod P and T6 = yAi

1 gu
4 mod P .
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(3) δ1 = SPK[(α1, α2) : T1 = g̃g
α2
3 modP̃ ∧ T2 = T

g
α1
4

1 modP̃ ∧ T3 = gα1
3 gα2

4
modP ](m) = (c1, s11, . . . , s1k, s2k, . . . , s2k) ∈ {0, 1}k × Z2k

q

(4) Generate

δ2 = SPK[(α3, α4, α5, α6, α7, α8) : α3 ∈ ZP ∧ T4T6 = g−α4
1 gα5

2 gα7
3 gα7

4 modP

∧T5 = yα7
2 modP ∧ T3 = gα4

3 gα8
4 ∧ T4 = α3g

α7
3 ∧ T6 = yα3

1 gα7
4 modP ](m)

= (c2, s3, s4, s5, s6, s7, s8) ∈ {0, 1}k × ZP × Z4
q

(5) Finally, the group signature is δ = {T1, T2, T3, T4, T5, T6, δ1, δ2}

In our improved scheme, we randomize T1, T2, T3, T4, T5, T6 to overcome the
above attack by introducing two random number w, u. (T4, T5) in the signa-
ture are the ElGamal ciphertext in order to trace the identity of the signer.
(T4, T6) is to proof the membership certificate that satisfies Aiy

Ai
1 gbi = zi mod

P . the security of our improved scheme is the same as one of A.Miyaji et al
scheme[3].Namely, both schemes are based on the MDLP (the Multiple Discrete
Logarithm Problem). The detail security analysis refers to [3].

The prominent property of the improved scheme is to realize individual re-
vocation. If the group member wants himself to revoke a certain of his signa-
tures,then he only needs to publish gbi

4 in revocation list and requests that the
group manager renews g4. When a user verifies a group signature, he only chooses
gbi

4 from the revocation list, and verifies T
g

si
4

1
?= T2. If it holds, then it indicates

that this signature is already revoked.

7 Security Analysis of our Improved Scheme

Theorem 3. The underlying interactive protocol of the improved group signa-
ture scheme is an honest-verifier perfect zero-knowledge proof of knowledge of a
membership certificate, corresponding signing key and the corresponding random
number used for encryption of ElGamal ciphertext. Furthermore, it proves that
the pair(T4, T5) encrypts the membership certificate under the group manager’s
public key y2.

since the space is limited and the the proof can be given in a standard
manner,we omit the proof here.

Theorem 4. the improved group signature scheme is unforgeable if Nyberg-
Rueppel signature scheme is existentially unforgeable under an adaptive chosen
message attack in the random oracle model.

Proof. From the above join phase of the improved group signature, we know
that in fact a membership certificate (Ai, bi) with Ai ∈ ZP is a Nyberg-Rueppel
signature on a message zi. Supposed that there exists an attacker A that can
forge a group signature, then there exists an attacker A’ that breaks the EUF-
CMA of the Nyerg-Rueppel signature. the attack of A’ is as follows:



An Improved Group Signature Scheme 193

1. key generation of the Nyberg-Rueppel signature scheme is the same as Setup
phase of the above group signature scheme.

2. when the attacker A queries a joining oracle to join the group by giving
zi = gxi

2 , A’ asks its signing oracle to sign on zi. Then A’ sends the answer
of the oracle A, which is the membership certificate.

3. Supposed that A can forge a group signature by a membership certificate
that A’ has never sent A.Then , A plays a role of a knowledge extractor,
namely, rewinds A and chooses another random oracle to extract the member
certificate (A′

i, b
′
i) and the signing key x′

i. This is possible from Theorem 3.
Then A’ outputs this extracted data (x′

i, (A
′
i, b

′
i)) as a forged signature of

Nyberg-Rueppel signature scheme.

In the following , we show that our improved scheme satisfies all features neces-
sary of group signature.

Unforgeability: From the above Theorem 3, we can know that {T1, T2, T3, T4, T5,
T6} of a group signature is an commitment to membership certificate (Ai, bi)
and corresponding membership key xi with satisfying Aiy

Ai

i gbi
1 = gxi

2 . it is in-
feasible to find a pair (Ai, bi) corresponding a membership key xi without the
secret key of the group manager under the Multiple Discrete Logarithm as-
sumption[3].Therefore, the membership certificate and the group signature are
unforgeable.
Exculpability: GM knows a member’s membership certificate, but he can not
get any information about the membership key xi. Hence, He can sign on behalf
of member Mi. It is equivalent to break the EUF-CMA of the Nyerg-Rueppel
signature scheme for several members colluding to produce a membership cer-
tificate.
Anonymity: it is obvious.
Unlinkability: In the above improved scheme, we randomize T1, T2, T3, T4, T5, T6
to overcome the above attack by introducing two random number w, u. As two
group signature (T1, T2, T3, T4, T5, T6) and (T ′

1, T
′
2, T

′
3, T

′
4, T

′
5, T

′
6), they are uni-

formly randomized by random number. So that it is hard to distinguish whether
two group signatures are produced by the same signer.
Traceability: when the signature is valid,(T4, T5) encrypts the membership cer-
tificate Ai under the group manager’s public key y2. Therefore, the memeber
certificate Ai can be uniquely traced by group manager.

8 Conclusion

In this paper, we presented security analysis of A.Miyaji et al group signature.
By successfully attack on the scheme, we demonstrated that their scheme is
insecure. More specifically, we shows that the scheme is linkable,namely any
one can distinguish whether two different group signatures are produced by the
same signer. At the same time , we give an improved scheme which can realize
individual revocation of group signature and analyze the security of the improved
scheme. It is an open problem to how design a secure and more efficient group
signature scheme.
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Abstract. Group signature schemes allow a group member to sign mes-
sages anonymously on behalf of the group. During last decade, group sig-
nature schemes have been intensively investigated in the literature and
applied to various applications. Especially, as noted in [3], the complex-
ity of member deletion stands in the way of real world applications of
group signatures. In this paper, we propose a group signature scheme
with an efficient member revocation procedure. The proposed scheme is
based on the scheme [18], which was turned out to be flawed [21]. We
modify the scheme in [18] so as to obtain secure and efficient member
revocation and unlinkability of signatures. Our revocation method is an
improvement over the work of Camenisch and Lysyanskaya [9], which is
known to be the most efficient scheme so far.

1 Introduction

The concept of a group signature was introduced by Chaum and van Heyst [13].
Various researches in group signature schemes have been investigated to propose
an efficient one of which the length of signatures and the size of the group public
key are independent of the size of the group. Group signature schemes should be
also coalition resistant. With the improvement in both efficiency and security,
group signature schemes have been adapted to various applications such as an
electronic cash system, voting and so on. However, for group signature schemes to
be adapted to real applications, a few problems need to be solved. Among them is
the efficiency of member deletion. In practical applications, a group is dynamic,
i.e., a membership changes frequently. In the latter case, it is necessary to prevent
the deleted member from generating any valid group signature. Furthermore this
revocation procedure should be performed efficiently.

Related Work. Since the work of Chaum et al. [13], various group signature
schemes has been proposed [8,11,12,14,16], but without considering membership
revocation. Kim et al. [18] proposed the first group signature scheme with a mem-
ber deletion that is based on the Camenisch-Michels group signature scheme [10].
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Whenever a member joins or leaves the group, each group member updates his
secret key by doing only one modular multiplication. However, this scheme has
some flaws in member deletion process, as shown in [21]. Then various group
signature scheme has proposed [2,5] with considering membership revocation,
which has drawback that the size of a group signature or the work of the verifier
is linear in the number of revoked members. Recently, Camenisch et al. [9] pro-
posed a new revocation method which is an improvement over previous works
since the verification phase requires a constant work. More recently, Boneh et
al. [4] proposed a short group signature. Whenever a member changes, each re-
maining member perform the modular exponentiations which is similar to the
computational complexity of the scheme in [9].

Our Contributions. Among various signature schemes with a member dele-
tion, the scheme of Camenisch et al. [9] is the most efficient. However, whenever
a member joins or leaves a group, the scheme requires modular exponentiations.
In this paper, we propose an efficient revocation method in a point of view of
group members. Our scheme is the modification of Kim et al.’s scheme [18],
which has flaws, as analyzed in [21], such that group signatures are linkable and
membership revocation procedure is not secure. To remedy these flaws, we use a
secure symmetric encryption algorithm to provide secure group member revoca-
tion and we modify the process of signature generation to provide unlinkability.
In our scheme, whenever a member joins or leaves a group, each modification
requires only one modular multiplication and one execution of symmetric en-
cryption algorithm. Hence our model is an acceptable solution for a large group
where a membership changes frequently.

2 Group Signature Model
The following parties participate in a group signature scheme.

Membership Manager : The membership manager manages each group mem-
ber’s membership key for group signatures and performs a join/delete algorithm
for adding or deleting members.

Revocation Manager : When a dispute with a group signature occurs, the
revocation manager can identify a group member who has generated the group
signature with the request of the membership manager.

Users : Users join a group by the membership managers and then anonymously
generate a group signature.
A group signature scheme consists of the following procedures:

• Setup(G0) : An interactive protocol between the membership manager and
the revocation manager. The outputs are the membership manager’s secret key
xM and public key yM , and the revocation manager’s secret key xR and public
key yR. i.e, the initial group G0 is generated.
• Join(J, G′) : An interactive protocol between the membership manager and
a user that results in the user becoming a new group member. Inputs of this
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algorithm are set of joining member’s identity denoted by J and the current
group denoted by G′. The outputs are a group member’s secret key xI , a group
member’s public key yI , a group member secret property key UI , the group public
property key UM , the group renewal property key UN and a shared symmetric
key K with the membership manager. Then, the group renewal property key
UN is encrypted with the group members’ symmetric keys and is published the
group. Each valid group’s member decrypts the encrypted message using own
symmetric key K, update own secret property key UI and verify the correctness
of own secret property key UI using the group public key UM .

• Delete(D, G′) : Inputs of this algorithm are set of joining member’s identity
denoted by D, a member’s public key yI and the current group G′. The outputs
are the group’s public property key UM and the renewal property key UN . Then
each valid group member performs updating process which is similar to Join’s
updating processes.

• Sign : A signature generation algorithm that on input a message m, xI , yI , yR

and UI outputs a signature σ.

• Verify : A verification algorithm that on input a message m, a signature
σ, yM , yR, and UM return 1 if and only if σ was generated by a proper group
member using

• User-Tracing : A user tracing algorithm that on input a signature σ, a
message m, xR, and yR outputs the identity of the group member who generated
the signature σ.

• Sign-Tracing : A sign tracing algorithm that on input a part of a signature
σ, yI and xR outputs 1 if and only if the signature was generated by a specific
member.

A group signature scheme must satisfy the following properties:

Unforgeability of signatures : Only current group members are able to gen-
erate valid signatures. In particular, if a group member leaves a group, he should
not be able to generate a valid signature any more.

Anonymity : It is infeasible to find out a member who generated a given
signature except the revocation manager.

Unlinkability of signatures : Given two signatures, no one except the revo-
cation manager can decide whether or not the signatures have been computed
by a same group member.

No framing : Any coalition of group members, the membership manager, and
the revocation manager can not compute a signature on behalf of non-involved
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honest group member. Furthermore, they should not be able to sign message on
behalf of a deleted group member.

Unforgeability of user-tracing verification : Given a signature, the revoca-
tion manager should not be able to falsely blame a signer for having produced
a signature.

Unforgeability of sign-tracing verification : The revocation manager should
not be able to falsely insist that a signature was generated by a designated
member.

3 Our Proposal

In this section we propose a modification of [18] that provides secure member
revocation using secure symmetric encryption algorithm and unlinkability of
signatures by modifying process of signature generation. The security of our
scheme is based on RSA, modified strong RSA, DDH [10] and CDH assumption
[7]. In particular, the security relies on CDH assumption. The scheme is especially
described in the viewpoint of addition/deletion of a member.

3.1 System Setup

In our scheme, the system is set up by generating the group’s public keys and
choosing secret keys.
The membership manager executes the setup procedure as follows:

1. Choose a group G =< g > and two random elements z, h ∈ G with the same
(large) order (≈ 2�g) such that modified strong RSA and DDH assumptions
hold, then publish them. Computing discrete logarithms in G to the bases g, h,
or z must be infeasible. Only the membership manager can easily compute these
roots, the membership manager should keep the order of G secretly.
2. Choose two large random primes p1, q1 (≈ 2�g/2) of the form p1 = 2p2+1, q1 =
2q2+1 where p2, q2 are primes such that p1, q1 �= 1 (mod 8) and p1 �= q1 (mod 8),
keep p1 and q1 secretly, and publish n := p1q1.
3. Select and publish a large prime p, generator α of Z∗

p, 2 ≤ α ≤ p−2 such that
CDH assumption holds. Choose t ∈ Z∗

p at random and keep t secretly. Compute
PK := αt mod p and publish PK.
4. Choose a public key eN and a secret key dN such that eNdN ≡ 1 (mod φ(n))
where n is a RSA-modulus and publish eN .
5. Generate a signature key pair (skM , vkM ): skM is the secret signing key and
vkM is the public verification key, and publish vkM

6. Set up hash functions H : {0, 1}∗ → {0, 1}k, H0 : {0, 1}∗ → {0, 1}k, H1 :
{0, 1}∗ → {0, 1}k and security parameters �̃, �1, �2, �g and ε.
6. Set up a secure signature algorithm Σ = (K, S, V ).
7. Publish a counter c in order to indicate a membership exchange event and
increase a counter c in the event of membership changes.



Efficient Member Revocation in Group Signature Schemes 199

The revocation manager executes the setup procedure as follows :
1. Choose a secret key xR randomly in {0, · · · , 2lg − 1}.
2. Publish yR = gxR as a public key.

3.2 Join

This is an interactive protocol between the membership manager and Alice who
wants to become a new group member. Through join process, Alice obtians the
membership key (xI , yI), where yI ∈ G holds yxI

I = z, and shares symmetric key
with the membership manager. Also the membership manager regenerates group
public property key UM and renewal property key UN using yI and generates
Alice’s secret property key UI . New renewal property key is encrypted with the
symmetric keys of group members. Then the group’s public property key and
the encrypted messages is published. Before generating any signature, current
members check whether the group renewal property key has been updated or
not. Let C := {I1, I2, · · · , Im−1} be the set of current group members, and Im

be a new member, Alice. Before adding Alice to the group, the group public
property key has been UM := yI1 · · · yIm−1y

′ with a random number y′ ∈R G
and a counter c. Alice does the followings :

1. Generate a signature key pair (skIm , vkIm).
2. Choose random primes x̂Im ∈R {2�̃−1, · · · , 2�̃ −1} and xIm ∈R {2�1 , · · · , 2�1 +
2�2 − 1} such that x̂ImxIm �= 1 (mod 8) and x̂Im �= xIm (mod 8).
3. Compute x̃Im := xIm x̂Im and z̃ := zx̂Im , and commit to x̃Im and z̃.
4. Choose tm ∈ Z∗

p at random, and compute SKm := αtmmod p and the shared
key Km = (PK)tmmod p (Assume Km differs from other group members’ tis ,
1 ≤ i ≤ m − 1).
5. Generate signature s = SskIm

(SKm) and compute H0(c ‖ Km). Then she
sends identity, SKm, s, H0(c ‖ Km), x̃Im , z̃ and their commitments to the mem-
bership manager.
6. Execute the interactive protocols corresponding to W :=SPK{ (τ, �) | zx̃Im =
z̃τ ∧ z̃ = z	 ∧ τ ∈ {2�1 − 2ε(�2+k)+1, · · · , 2�1 + 2ε(�2+k)+1 }}(z̃) with the mem-
bership manager.

W is a statistical zero-knowledge proof of knowledge of the discrete logarithm
of z̃(= zx̂Im ) and an integer xIm such that xIm ∈ {2�1 − 2ε(�2+k)+1, · · · , 2�1 +
2ε(�2+k)+1 } and z̃xIm = zx̃Im . Therefore the membership manager trusts Alice
to have chosen x̃Im and z̃ correctly by the proof W .
The membership manager does the followings :

1. Check s to verify the received value SKm and compute the shared key
Km = (SKm)t mod p to verify H0(c ‖ Km). If successful, the membership
manager accepts that Km is actually shared with Alice and increases a counter
c into c′. (If not, the protocol halts)
2. Generate signature s′ = SskM (SKm), and compute H1(c′ ‖ Km).
3. Generate Alice’s public key yIm := z̃1/x̃Im and compute a new group’s public
property key UM := yI1 · · · yIm−1yImy′′, where y′′ ∈R G.
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4. Compute the new group’s renewal property key UN := (yImy′′/y′)dN .
5. Generate the member Im’s secret property key UIm := (yI1yI2 · · · yIm−1y

′′)dN .
6. Encrypt UIm and yIm with the shared symmetric key Km, encrypt UN with
the group members’s symmetric keys, and publish EKi(UN ), 1 ≤ i ≤ m − 1.
7. Send EKm(UIm , yIm), s′, and H1(c′ ‖ Km) to Alice and publish c′, UM .
Alice does the followings :

1. Check s′, c′ and H1(c′ ‖ Km) to verify the shared symmetric key. If successful,
Alice accepts that Km is actually shared with the membership manager(If not,
the protocol halts). Then decrypt the received message EKm(UIm , yIm).

The pair (xIm , yIm) becomes the membership key of Alice. A new member
Im, Alice, verifies her public key yIm and secret property key UIm by checking
y

xIm

Im
= z and (UIm)eN yIm = UM respectively. First, each valid group member

Ii(1 ≤ i ≤ m − 1) except a new member Im decrypts the encrypted messages
with the shared symmetric key Ki(1 ≤ i ≤ m−1) and changes his secret property
key UIi := (yI1 · · · yIi−1yIi+1 · · · yIm−1y

′)dN into U ′
Ii

= UIi · UN , where
U ′

Ii
=UIi · UN = (yI1 · · · yIi−1yIi+1 · · · yIm−1yImy′′)dN .

Each group member can check new value U ′
Ii

by computing UM = (U ′
Ii

)eN yIi .

3.3 Delete

This protocol is similar to the addition procedure of a group member. To delete
the group member Ij the membership manager eliminates public key yIj from
the group public property key UM and changes a random number. The remaining
group members change their secret property keys to generate a valid signature.
Let the current group’s public property key be UM := yI1 · · · yImy′ where y′ ∈R G
and a counter c. The membership manager performs Delete as follows :

1. Compute UM :=UM · y′′
yIj

y′ where y′′ ∈R G, i.e., UM =yI1 · · · yIj−1yIj+1 · · ·yImy′′.

2. Compute UN :=(y′′/(yIj y
′))dN and increase a counter c into c′.

3. Encrypt UN with the group members’s symmetric keys and publishes UM , c′

and EKi(UN ), 1 ≤ i(i �= j) ≤ m.
Each valid group member Ii(1 ≤ i (i �= j) ≤ m) decrypts the encrypted

messages with the shared symmetric key Ki(1 ≤ i (i �= j) ≤ m). Then each
group member Ii can change his secret property key UIi into U ′

Ii
= UIi · UN .

3.4 Sign

First, We define a group signature.

Definition 1. Let ε, �1 and �2 be security parameters such that ε > 1, �2 <
�1 < �g, and �2 <

�g−2
ε − k holds. A group-signature of a message m ∈ {0, 1}∗ is

a tuple (c, s1, s2, s3, s4, a, b, d, α, β) ∈ {0, 1}k × {−2�2+k, · · · , 2ε(�2+k)} ×
{−2�g+�1+k, · · · , 2ε(�g+�1+k)}×{−2�g+k, · · · , 2ε(�g+k)}×{−2�g+k,· · ·, 2ε(�g+k)}×
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G5 satisfying c = H(g||h||yR||z||a||b||d||β||zcbs1−c2�1
/ys2

R ||as1−c2�1
/gs2 ||acgs3 ||

dcgs1−c2�1
hs2 ||βcys3

R hs4eN ||m).

Remark 1. Such a group-signature would be denoted by
L = SPK{ (θ, λ, μ) : z = bθ/yθλ

R ∧ 1 = aθ/gθλ ∧ a = gλ ∧ d = gθhθλ

∧ β = yλ
RhμeN ∧ θ ∈ Γ ′) }(m).

The non-interactive protocol corresponding to L is a statistical zero-knowledge
proof of knowledge w1, w2 of the discrete logarithm of a, β and an integer xI

such that xI ∈ [2�1 − 2�̃, · · · , 2�1 + 2�̃] and yxI

I = z.
To sign a message m ∈ {0, 1}∗, a group member does the followings :

1. Choose an integer w1, w2 ∈R {0, 1}�g and compute a := gw1 , b := yIy
w1
R , d :=

gxI hxIw1 , α := UIg
w1hw2 , and β := yw1

R hw2eN .
2. Choose r1 ∈R {0, 1}ε(�2+k), r2 ∈R {0, 1}ε(�g+�1+k) and r3 ∈R {0, 1}ε(�g+k).
3. Compute t1 := br1(1/yR)r2 , t2 := ar1(1/g)r2, t3 := gr3 , t4 := gr1hr2 , t5 :=
yr3

R hr3eN and compute c := H(g||h||yR||z||a||b||d||β||t1||t2||t3||t4||t5||m).
4. s1 := r1 − c(xI − 2�1) (in Z), s2 := r2 − cw1xI (in Z), s3 := r3 − cw1 (in Z)
and s4 := r3 − cw2 (in Z).
The signature on the message m is (c, s1, s2, s3, s4, a, b, d, α, β).

3.5 Verifying Signatures, User-Tracing, and Sign-Tracing

Verifying Signature : Given a signature, it is verified that the signature sat-
isfies the verification condition given in Definition 1. If it is satisfied, a veri-
fier trusts that two random values w1, w2 have been chosen honestly and β =
yw1

R hw2eN has been formed by a signer with a valid membership key. Finally,
the verifier checks if UM ( a

α )eN β = b holds; this equality holds if and only if the
signature was generated by a valid group member.

User-Tracing : To reveal the signer of a given signature σ = (c, s1, s2, s3, s4, a,
b, d, α, β) of the message m, the revocation manager first checks its correctness
and then computes y′

I := b/axR. For the proof of unforgeability of user-tracing,
he issues a signature P := SPK{ (ρ) : yR = gρ ∧ b/y′

I = aρ }(y′
I ||σ||m) and

reveals arg := y′
I ||P . This SPK shows the equality of two discrete logarithms

yR and b/y′
I , and it is a statistical zero-knowledge proof of knowledge of the

discrete logarithm of yR(= gxR). He looks up y′
I in the group-member list and

finds the corresponding yI .

Sign-Tracing : To find whether a signature σ = (c, s1, s2, s3, s4, a, b,d, α, β)
was generated by a specific (illegal) member, the membership manager sends
(a, ydN

I α, β) to the revocation manager where yI is a specific member’s pub-
lic key. The revocation manager computes (ydN

I · α
a )eN /( β

axR
) and checks if the

result equals to UM . If the signature was generated by the member, the revo-
cation manager sends 1 to the membership manager. In case that the signature
was not generated by the member, the revocation manager cannot acquire any
information except that the member did not generate it.
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3.6 Security Proof

In this section, we prove that our group signature scheme satisfies security re-
quirements in Section 2. First, we prove the security of our scheme in point
of view of Unforgeability of signatures in Theorem 1 and Corollary 1. Then in
Theorem 2 we prove that our scheme guarantees all properties in Section 2.

In our scheme P, the security against signature forgery attacks is related
to a renewal property key UN , since the group member must update his secret
property key using a renewal property key in the event of membership change.
Therefore the security of our group signature scheme is based on the security
of a renewal property key. For the proof of the unforgeability, we first define
security notions.
Security Notions. Let A be an adversary which tries to forge a valid signature
against our group signature scheme P. Let Succgks cma

P,A be a success probability
of A’s existential forgery under a chosen message attack against P. Then, P is a
CMA-secure group signature scheme if there exists a negligible function ε such
that for sufficiently large k, Succgks cma

P = max
A

{Succgks cma
P,A } ≤ ε(k).

For the security of a renewal key, we consider a renewal property key UN as a
session key in general group key distribution schemes [7]: In group key manage-
ment schemes, a new session key is generated and is secretly shared between all
the group members, whenever a membership changes. Therefore, we can prove
the security of a renewal property key in the security model for group key man-
agement schemes. We briefly present a security model for a renewal property key
based on [6] by Bresson et al. and [17] by Katz and Yung as follows.

We denote that Πj
Ii

is an instance j of a group member Ii. An instance Πj
Ii

has
unique session identifier sidj

Ii
and partner identifier pidj

Ii
. After the instance has been

terminated successfully, Πj
Ii

has a unique renewal property key identifier Rj
Ii

corre-
sponding to a renewal property key UN and pidj

Ii
corresponds to a set of group mem-

bers who obtain the same renewal property key UN . We state the instances of the
group members with the same renewal property key UN are partnered. The followings
queries are allowed to an adversary A against a renewal property key of our scheme P .
– Send(Πj

Ii
, M), Reveal(Πj

Ii
), Corrupt(Ii) : These processes are similar to the queries

described in [17].
– Setup(G0), Join(J, G′), Delete(D, G′) : Using these queries, A can start the Setup,

Join or Delete algorithm.
– Test(Πj

Ii
) : This query is used to define the advantage of an adversary. A executes

this query on a fresh instance Πj
Ii

at any time, but only once. When A asks this
query, it receives a renewal property key UN of the instance Πj

Ii
if b = 1 or a random

string if b = 0 where b is the result of a coin flip. Finally, A outputs a bit b′.
Based on this security model, we define the advantage of A’s attacks against renewal

property keys in our group signature scheme P . When A asks a Test query to a fresh
instance Πj

Ii
in P , A receives a coin-flip bit b and then outputs a bit b′. If the probability

that A correctly guesses the bit b is negligible, P is secure in the sense that A cannot
obtain any information about a renewal property key through the encryption messages
transmitted by the membership manager’s in Join or Delete algorithm.

Let Advren
A,P denote the advantage for A’s guess over the result of a coin-flip in a

Test query with P . Then we say that P is secure in a point of view of renewal property
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keys if there exists a negligible function ε such that for sufficiently large k,
Advren

P,A = P r [b′ = 1|b = 1] − P r [b′ = 1|b = 0] = 2P r [b′ = b] − 1,
Advren

P = max
A

{Advren
P,A} ≤ ε(k).

The security of a renewal property key of our scheme P is dependent on the prob-
abilities Succcma

Σ and Succcdh
G as described in [7], since an adversary A against P can

obtain information about a renewal property key only by two methods: A successfully
performs either signature forgery attacks against the secure signature algorithm Σ or
CDH attacks.

Theorem 1. Let A be an active adversary against our scheme P in the random oracle
model. Let qs be the number of Send queries and qH be the number of queries to the
hash oracle H. Then,

Advren
P ≤ 2n · Succcma

Σ (t, qs) + 2qHqs · Succcdh
G (t)

where n is the maximum number of group members and t is the adversary’s running
time.

Corollary 1. Let P be our group signature scheme. Then, P satisfies that
Succgks cma

P = Advren
P .

For space limited we omit the proofs. The proofs of Theorem 1, Corollary 1 will appear
in the full version. In Theorem 2, we only discuss unforgeability of signatures, sign-
tracing verification and unlinkability of signatures. In Theorem 1, we have proved our
scheme P satisfies other security properties.

Theorem 2. Our scheme P guarantees unforgeability, anonymity, unlinkability, and
no-framing properties.

Proof. Since our scheme is based on the schemes [10] by Camenish et al., several
security properties of our scheme are satisfied as well as the schemes [10]. Hence detail
proofs for some properties are omitted here.

i) Anonymity and No-Framing: theses properties are satisfied by our scheme P
based on [10].

ii) Unforgeability of Signatures : Only the valid group members can generate valid
signatures which will be able to be user-traced and sign-traced by the revocation
manager. In our scheme, by the above Corollary 1 and Theorem 1, the adversary
can obtain the information of a renewal property key by trying either a CDH
attack or a signature forgery attack. Also a deleted member cannot easily generate
an valid signature satisfying UM ( a

α
)eN β = b without the updated renewal property

key.
iii) Unforgeability of Sign-tracing Verification: Given (a, ydN

I α, β), if the revo-
cation manager returns 1 to the membership manager, the membership manager
computes αeN b/(aeN UMβ). This value is 1 if and only if the revocation manager
has executed the sign-tracing correctly.

iv) Unlinkability of Signatures: To link two signatures, we have to decide whether
two signatures (c, s1, s2, s3, s4, a, b, d, α, β), (c′, s′

1, s
′
2, s

′
3, s

′
4, a

′, b′, d′, α′, β′) origi-
nate from the same group member. i.e., deciding require to decide whether logg

a
a′ =

logyR
b
b′ , where c, s1, s2, s3, s4, d,α, β and c′, s′

1, s
′
2, s

′
3, s4, d

′, α′, β′ do not reveal use-
ful knowledge. Under DDH assumption, this is infeasible. Hence signatures are
unlinkable.

Form i, ii, iii and iv, Theorem 2 has been proved. �
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4 Efficiency

In the section, we compare the efficiency of our scheme with the efficiency of the
scheme in [9]. A group signature scheme consists of the group manager and the
group members. In practical circumstance, the computational environment of
group signature schemes may be viewed as asymmetric, i.e., the group manager
is a server with relatively higher computational ability and a group member is a
client such as mobile elements with relatively lower computational ability. Hence
whenever a member changes, the amount of group member’s computation must
be kept low. In case of applying dynamic accumulators to the Ateniese et al.
scheme [1] that is based on the Camenisch et al. group signature scheme [10]
as mentioned in [9], the group manager chooses and publishes the accumulator
value. Then whenever a member joins or leaves the group, each group member
has to update own membership by doing modular exponentiation.

In case of our method, whenever membership changes, each group member
updates his secret property key only by decrypting the encrypted message with
the shared symmetric key and doing one modular multiplication. Our scheme
does not require any additional proof of knowledge. Though our scheme requires
a more works of the manager, each group member does a simple operation.
Therefore our scheme is more efficient than using dynamic accumulators from
the viewpoint of group members. The following table shows the amount of com-
putation of group member/manager in the case of a member join/delete event.

Table 1. Let C := {I1, I2, · · · , Im−1} be the set of current group members. When the
group member Gm joins (leaves) the group, m (m − 1) is the number of members
in the group. CExp, CMul, CE and CD are respectively the computational cost of one
evaluation of the modular exponentiation, multiplication operation, one evaluation of
the symmetric encryption algorithm E , one evaluation of E ’s decryption algorithm D.

Computation: Join (delete)

Scheme Accumulator Our scheme

Manager CExp CExp + 3 · CMul + (m − 1) · CE
(CExp) (CExp + 3 · CMul+(m − 1) · CE )

Member CExp (2 · CExp) CMul + CD (CMul + CD)
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Abstract. We consider conditional digital signatures (CDS for short). Accord-
ing to this scheme a creator of a CDS signature, say Alice, signs a message M1

conditioned by a Bob’s signature of M2. The string created by Alice can be trans-
formed into an Alice’s digital signature of M1, once we are given a signature of
M2 generated by Bob. Until the moment of creating a Bob’s signature of M2,
Alice’s signature of M1 does not exist in a technical sense. This differs from the
previous solutions where merely a condition about M2 has been included into a
message signed by Alice. The key feature of our scheme is that Alice prepares
the CDS signature before Bob actually signs M2.

We propose two CDS schemes – the first one prohibits checking that a signa-
ture of M1 has been prepared by Alice until Bob signs M2. In the second case,
Alice can prove interactively that the string created hides a CDS signature of
some form, but the proof is useless for a third party.

We present applications of CDS signatures in business and European legal
frameworks. In particular, CDS schemes can be used to build a system in which
a signature can be retrieved at a given future date. This feature requires only an
institution signing periodically the current time. The scheme is also quite useful
for wireless mobile networks, where unreliability of communication may cause
many problems. CDS scheme may be used there for signing in advance even if a
protocol requires a fixed sequential schedule.

1 Introduction

Digital signatures provide a reliable framework for authorization of digital documents.
In certain situations digital signatures are more secure and provide more relevant prac-
tical features than handwritten signatures.

On the other hand, there are certain negative aspects of digital documents. One of
them is that a party issuing a digital signature of digital data may loose control over
the digital document created – it is easy to make copies and each copy is regarded
to be original in the legal sense. In many situations this is an advantage, but it may
happen that this is a severe disadvantage. A handwritten document after signing can be
shown to parties involved and then placed in a safe deposit. In this way we can enforce
some rules who can access the document and under which conditions. For classical
digital signatures it is impossible - once they are presented, there are no technological
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limitations to make a copy and distribute it. This might be a problem for instance in
the case of business negotiations. The parties involved may sign protocols concerning
already agreed terms as a kind of security guarantee. However, a dishonest party can
show these protocols to another negotiation partner. The point is that one cannot deposit
such a signed digital document in a safe.

In order to cope with this problem we investigate digital signatures such that their
flow can be controlled in some way. Namely, we design signatures such that can be
conditioned upon a certain event.

More precisely, we design signatures that do not exist after signing, but the codes
created can be transformed easily into a digital signature once a particular event occurs.
Non-existence is meant in the functional sense: European legal framework [1] demands
that it is possible to perform a verification procedure, but the codes created prohibit
such a verification.

Previous Results. The notion of conditional digital signatures appeared already in the
literature. They reflect the possibility to include conditions and excluding clauses in
legal documents. For instance, if Alice wishes to sign a contract M1 which is valid if
and only if some other document M2 is valid (i.e. digitally signed), then she has to make
a direct reference to the document M2. So, the document M1 will contain a statement
like the following one: “This document is valid only if M2 has been signed by Bob.”.
To avoid changes of M2, we have to refer to the hash or the fingerprint of M2, so our
condition turns into: “This document is valid only if document M2, which hash value is
equal to 27b4706ed908dbd6e3be3da5ad2ba85d, has been signed by Bob.”.

A variation of conditional signatures was introduced by Kim and Lee in [7]. The
idea presented is straightforward and addressed for a specific, but important application
- fair exchange of digital signatures. It allows secure trade (goods and money are treated
as digital signatures). Later, Berta et al. [2] extended this protocol adapting it to the use
on chip cards.

So far the solutions proposed provide only a basic framework. In no way they cope
with the problem of uncontrolled dissemination of digital documents. They also change
the contents of the signed messages, which also might be a disadvantage (a good exam-
ple are messages related to stock exchange operations, where we wish to hide conditions
for triggering some deal by a broker).

New Approach. In our approach, we do not require references to other documents in
the message contents. We introduce conditional digital signatures and conditional en-
cryption scheme, which have impact only on signature creation, not the message itself.
The conditional encryption scheme has the following features:

– it is infeasible to recover the plaintext M , unless a specific message is signed by
Bob,

– Bob need not to be aware whether M has been encrypted and what is the ciphertext
in order to issue the signature mentioned.

The conditional signature scheme has the following features. Consider an Alice’s
signature of M1 conditioned by Bob’s signature of M2. We have two subprocedures of
the scheme:
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1. issuing a pre-signature by Alice,
2. retrieving an Alice’s signature from: the pre-signature and Bob’s signature of M2.

The scheme has the following features:

– signing M1 by Alice requires an explicit decision that the signature is conditioned
by Bob’s signature of M2, this decision is irrevocable – modifications in M2 or
changing the signer of M2 prevent retrieval of Alice’s signature,

– it is infeasible to recover the Alice’s signature of M1 from the pre-signature unless
we are given a Bob’s signature of M2,

– one cannot prove (without involvement of Alice) that the code produced by Alice is
a conditional signature of a given kind; depending on the scheme, Alice may prove
it interactively, but the proof is useless for a party not involved in the interactive
proof; consequently a protocol of interaction cannot be regarded as advanced digital
Alice’s signature of M1 in the sense of European law systems [1],

– after Bob signs M2 and Alice’s signature of M1 is retrieved, it is just a standard
Alice’s signature of M1 with no reference to Bob and M2.

The schemes we propose require that the first component of ElGamal signature of
M2 is published in advance. We call it a commitment.

2 Example Applications

Some applications of conditional signature are quite obvious (for instance they may be
used to simplify protocols from [7,2]). In this section we discuss a few specific sce-
narios, in which using conditional digital signatures are helpful. However, the scheme
presented is quite general, so they are just examples not excluding further applications.

Fair Stock Exchange. Consider a stock exchange and a person wishing to send an
order depending on a future event to a broker. For example, he orders to sell shares of
company ABC for at least 40 EUR when shares of DEF fall under 23 EUR. Nowadays
it is impossible to keep such an order in secrecy from the broker. A dishonest broker can
use knowledge on such orders for his own purpose (even if it is prohibited by law, there
are thousands of ways to use such an information so that a dishonest broker cannot be
accused).

Our solution to the problem mentioned is that the stock exchange publishes signa-
tures about different share prices. The commitments for these signatures must be pub-
lished in advance – one commitment for each price. If a given price level was achieved
then the stock exchange signs a message “ the price of ABC is over x EUR” and, at the
same time, creates a new commitment under the message “the price of ABC is under
x EUR”.

Now, with use of conditional ciphertexts, every player can place his orders without
revealing them in advance. In order to buy/sell a share of ABC if the price of DEF
falls under x, he sends the ciphertexts of the order conditioned upon signature of the
messages “the price of DEF is under x EUR”.
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Secure Credit Cards and Online Transactions. One of the major risks concerning
the use of credit cards are frauds and use of stolen cards. Using smart cards and digital
signatures improves security only if PIN-based access is not compromised (monitoring
users at ATM with hidden cameras and stealing cards becomes a growing problem). It
becomes even worse, since digital signatures are hard to be denied, for instance accord-
ing to Polish Digital Signature Act from 2001.

Conditional digital signatures may be used for consumer protection, in particular in
the case of online services. (This is a paradox, but in some legal systems in some situa-
tions there is less consumer protection if the transactions is processed online). However
a payment order can be signed conditionally at time T , and the signature can be re-
trieved only when the financial institution issuing the card signs a message: at time T
the card number 132. . . 27 has not been blocked. This scenario protects the user while
the seller may demand a proof that the per-signature hides a particular signature.

Time Authority. In real life we very often encounter situation when we need to reveal
a particular signature at a chosen moment in the future. The reason might be business
motivated or a purely technical one. To address all that issues, a Time Authority could be
established that confirms periodically (e.g. every hour) the current time. More precisely,
on day X immediately after hour Y it signs a message

today is X, the current time has passed Y

Time Authority keeps signing and publishing such messages for years. These time dec-
larations can be used in the following way. Once we wish that a signature on M1 will
be revealed on day X , at time Y we construct a signature of M1 conditioned by a sig-
nature of Time Authority of M2 which has the form “today is X , the current time has
passed Y ”.

The presented solution is extremely simple and can be easily adapted into a PKI
infrastructure or a basic public e-service. The only problem is to publish timely the
signatures. As we shall see in the later sections we need also a kind of commitments to
be published in advance. However, they can be generated and published in advance for
a couple of years.

Let us remark that in the same way we may build a system in which a ciphertext can
be opened at a chosen time. We use ciphertext which are conditioned by the signatures
of Time Authority.

Protocols for Ad Hoc Systems. Due to channel faults and a limited bandwidth, in
wireless mobile systems the communication between stations should be based on as
simple protocols as possible. Conditional encryption and signatures offer here flexibil-
ity that can be used for simplifying interaction between stations. Let us consider the
following example. Let P be a provider of some data x, U be a user and B be a billing
system. A straightforward way to fetch and pay for x is the following:

(1) U requests x from P ,
(2) P responds with x encrypted with a random key k, together with a ciphertext of k

encrypted with the public key of B,
(3) U sends the ciphertext of k and charging request to B,



210 M. Klonowski et al.

(4) B updates the billing information, deciphers k and sends it (again encrypted) to U ,
(5) U retrieves k and decodes the ciphertext of x.

One can simplify step 3 and reduce transmission volume, if the following steps are
executed:

(2’) P responds with a ciphertext of x conditioned by the signature of the billing system
stating that U is entitled to decrypt x,

(3’) U sends only a charging request to B,
(4’) B updates the billing information and sends a signature (encrypted) that U is enti-

tled for x,
(5’) U decrypts the ciphertext of x.

3 ElGamal Based Conditional Signatures

From now on we will work in cyclic group Z
∗
p (in fact we can work in any cyclic

group with hard discrete logarithm problem). In order to abbreviate notation we skip
“ mod p” where it is obvious from the context.

3.1 Conditional Signature Based on ElGamal Scheme

ElGamal Encryption Scheme. This algorithm was introduced in [5] and is based on
difficulty of finding discrete logarithm. It works as follows:

Preliminaries: A group Z∗
p is chosen for prime number p. Then an generator g this

group is chosen. Parameters p and g are published.

Key Setup: We chose 0 < x < p − 1 as a private key, the corresponding public key
is y such that y = gx is published.

Encryption: To encrypt message m a number 0 < k < p − 1, is chosen uniformly at
random over all elements of Z∗

p. Then we put α := gk and β = m · yk. The pair (α, β)
is a ciphertext of m.

Decryption: Using private key x it is possible to compute m using the equality

β

αx
=

m · yk

gkx
= m .

ElGamal Signing Scheme.

Preliminaries and Key Setup: As before, let g be a generator of Z∗
p. Private key 0 <

x < p − 1 is chosen at random and y = gx is published as the corresponding public
key.

Signing: To sign message M Alice chooses random k which is co-prime with p − 1.
Then she computes a := gk mod p and t := k−1 mod p − 1. Then she computes
b := t · (H(M) − x · a) mod p − 1, where H is a secure hash function. The pair (a, b)
is a signature of M .

Verification: The signature is considered valid if and only if ya · ab = gH(M).
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Creation of a CDS Signature. Consider Alice and Bob who use the same group Z∗
p

with generator g. Let x1 and x2 be the private keys of Alice and Bob, respectively, and
y1 = gx1 and y2 = gx2 be the corresponding public keys. Assume that Alice wants to
generate a signature of document M1 conditioned by a Bob’s signature of M2. Let Z
denote the pre-signature that has to be computed by Alice.

The main feature of the pre-signature Z is that it can be easily transformed into an
ElGamal signature (a1, b1) of M1 when the Bob’s signature (a2, b2) of M2 is given.
By the definition, the signature (a1, b1) has to satisfy the equality ya1

1 ab1
1 = gH(M1) or

equivalently ab1
1 = gH(M1)y−a1

1 for a hash function H .

Creating a Commitment. We require that a2 = gk2 , for some random number k2 co-
prime with p − 1 is published in advance, before Bob decides to sign M2, and before
Alice creates a pre-signature. Then Bob computes and publishes S = gH(M2)y−a2

2 . The
pair (a2, S) we called a commitment of Bob. Note that S does not depend on M1. Also
S = ab2

2 , if (a2, b2) is an ElGamal signature of M2.

Creation of a Pre-signature. Alice creates a tuple (a1, b1S
z, az

2) for a number z chosen
uniformly at random. This is a pre-signature Z of M1 conditioned by Bob’s signature
of M2.

Signature Retrieval. As soon as (a2, b2) becomes published, we can use b2. Notice that

b1S
z

(az
2)

b2
=

b1S
z

(ab2
2 )z

=
b1S

z

Sz
= b1

So, everybody can compute b1. Obviously, z must be unpredictable. Otherwise anybody
would remove the factor Sz from b1S

z without Bob’s signature of M2.

Security of the Signature Scheme. The first important observation is that a2 = gk2 for
a generator g and a random value k2 co-prime with p − 1 is also a generator of the
group Z∗

p. Thus b1, the second element of signature of M1, is in fact encrypted by the

regular ElGamal scheme: (b1S
z, az

2) is a ciphertext of b1 for the public key S = ab2
2 ,

private key b2 and a generator a2. So, retrieving b1 would require breaking an ElGamal
ciphertext. The second point is that revealing a1 in advance does not help an attack on
ElGamal encryption scheme. Indeed, any adversary that tries to present a valid signature
has to show a pair (a, b) such that yaab = gH(M). Since parameter a can be any value,
establishing it in advance gives no information about b.

3.2 Conditional Encryption Scheme

Almost the same scheme can be used for conditional encryption. In order to encrypt
x0 Alice computes (x0 · Sz, az

2) for a random z. Exactly as in the case of conditional
signatures, one can retrieve x0 once b2 is published.

4 Conditional Signatures Based on Undeniable Signatures

We consider the following problem. Assume that Alice produces a pre-signature z for
message M1 and Bob’s commitment c for M2. Now, the following question arises: how
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a third party, say Eve, can check that z can be transformed into Alice’s signature of M1,
when Bob signs M2 according to commitment c?

A solution in which Eve could check herself validity of z would convert z into
a kind of electronic signature scheme (from the point of view of legal requirements),
since there would be an off-line verification process. In such a case a CDS construction
would be pointless. Therefore we turn to a protocol in which Eve works in interaction
with Alice and such that a transcript of a verification session does not provide a proof
for a third party.

Setup. Let p, q be primes, such that p = 2q + 1. Let G be a subgroup of Z∗
p of order q.

We assume that discrete logarithm problem is hard for G. Let g be a generator of G,
which is used by Alice, Bob and Eve - the verifier of the pre-signature. Bob has a private
key x2 and the corresponding public key y2 = gx2 .

Creating a Commitment. Before creating the undeniable conditional signature by Alice,
Bob chooses uniformly at random k2. Then he computes commitment a2 := gk2 and
publishes it.

Creating of a Pre-signature of M1. Let d be the private key of Alice, the corresponding
public key is e = gd. First, Alice chooses k uniformly at random. Then she computes

– S := gH(M2) · y−a2
2 ,

– u := Sk,
– v := ak

2 ,
– U := Md

1 · Sdk,
– V := adk

2 .

Then (u, v, U, V ) is a pre-signature of M1.

Interactive Signature Checking. In cooperation with Alice, Eve can verify a pre-sig-
nature of message M1. In fact, this is a standard protocol borrowed from undeniable
signatures:

– Eve chooses i, j ∈ {1, . . . , q − 1} uniformly at random, computes
z := U i · (e · V )j (= Mdi

1 · Sdki · ej · adkj
2 ) and presents z to Alice.

– Alice computes w := (z)d
−1 mod q (which should be M i

1 ·Ski ·gj ·akj
2 ) and presents

w to Eve.
– Eve computes: w′ := (M1 · u)i · (g · a2)

j and accepts the pre-signature, if w = w′.

If the pre-signature created by Alice is correct, then:

w = (z)d
−1

=
(
M i

1 · Ski · gj · akj
2

)
=

(
M1 · Sk

)i · (
g · ak

2
)j

= w′.

If w �= w′ then:

– Eve chooses î, ĵ ∈ {1, . . . , q − 1} uniformly at random, computes

ẑ := U î · (e · V )ĵ = M d̂i
1 · Sdk̂i · eĵ · adkĵ

2 and presents ẑ to Alice.
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– Alice computes ŵ := (ẑ)d−1 mod q which should be equal to M î
1 · Sk̂i · gĵ · akĵ

2 =(
M1 · Sk

)̂i · (
g · ak

2
)ĵ

and presents ŵ to Eve.

– Eve computes: ŵ′ =
(
M1 · Sk

)̂i · (
g · ak

2
)ĵ

. If ŵ = ŵ′, she accepts the pre-
signature.

If ŵ′ �= ŵ, then:

– Eve computes:

c :=
(
w · (g · v)−j

)î

which should be equal to
(
M1 · Sk

)îi
and ĉ=

(
ŵ · (g · v)−ĵ

)i

(=
(
M1 · Sk

)̂ii
).

– If c = ĉ, then she considers this pre-signature invalid. If c �= ĉ, then Eve knows that
the pre-signature is valid, but Alice is cheating (trying to deny it).

Signature Transformation. After publishing (a2, b2) by Bob, we can use the component
b2 which satisfies the equality b2k2 = H(M2) − a2x2 mod p − 1 according to the
ElGamal scheme. So

U

V b2
=

Md
1 Sdk

(adk
2 )b2

=
Md

1 Sdk

(ab2
2 )dk

=
Md

1 Sdk

Sdk
= Md

1 mod p .

Everybody can compute Md
1 , which is the Alice’s undeniable signature of message

M1. But there is still one problem: the undeniable signature, because of an interactive
verification, is not a standard advanced electronic signature in the legal sense as imple-
mented in European countries according to [1]. Nevertheless, adding few parameters to
Alice’s signing process and using non-interactive zero-knowledge protocol for showing
the equality of discrete logarithms one can convert it to a standard (in the legal sense)
advanced electronic signature.

Transformation into a Signature with Off-line Verification. To allow an off-line ver-
ification of undeniable signature of message M1, Alice has to choose r uniformly at
random. Afterwards she computes and publishes (together with the pre-signature of
M1) the following values:

– w1 := gr,
– w2 := M1

r,
– a := H(w1, w2),
– b := a · d + r mod q.

It should be stressed that these parameters do not reveal any information about d and
on M1.

Off-line Verification of M1
d The parameters w1, w2, a, b together with e and M1

d must
convince the verifier that Alice has a secret value d such that logge = logM1

(M1
d) = d.

In order to do that the verifier has to check only, if:

w1 · ea = gb and w2 ·
(
M1

d
)a

= M1
b

and of course that a = H(w1, w2).
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5 Additional Schemes

In this section we present a few extensions and modifications of the schemes presented
in the previous section.

5.1 Multiple Conditions

We may change the conditional signature scheme so that multiple messages must be
signed before we may derive a signature from a pre-signature. In this way we may
condition emerging of a signature by signing different documents by different parties.
For instance, if there are two Time Authorities we may demand that both of them sign
that time t has passed, before a signature is revealed.

ElGamal based scheme can be modified slightly in order to implement a version
with multiple conditions. Instead of defining a pre-signature as (a1, b1S

z, az
2) for S =

gM2y−a2
2 we construct a pre-signature of the form

(a1, b1

k∏
i+2

Szi

i , az2
2 , . . . , azk

k )

where Si = gMiy−ai

i , yi is the public key of the party that is supposed to sign Mi, ai

is a commitment of this party, that is, the first component of a signature (ai, bi) of Mi.
In order to retrieve b1 one has to compute each Szi

i . This is possible once we have
the numbers b2, . . . , bk, since Szi

i = abi

i .

5.2 k Out of n Conditions

In the next simple extension a signature part b1 can be retrieved once k out of n mes-
sages M2 . . . Mn+1 get signed by respective parties. The scheme is based on secret
Shamir’s sharing scheme. Let x0 be the secret value that has to be recovered after sig-
natures are presented.

Creation of the Conditional Ciphertext. Let p be prime such that p > x0 and p > n.
Alice chooses uniformly at random coefficients: w1, . . . , wk−1 < p and computes a
polynomial w(x) of degree k − 1:

w(x) = x0 +
k−1∑
i=1

wi · xi.

Then she computes ξi = w(i) mod p, for i = 1, . . . , n. For each ξi Alice creates vi

which is a ciphertext of ξi conditioned by signature of message Mi+1.

Secret Recovery. Secret x0 could be decrypted only if any k out of n messages M2,
. . . , Mn+1 are signed. In this situation one can recover k shares of ξ1, . . . , ξn and con-
sequently the polynomial w and x0.
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6 Conclusion and Open Problems

We have presented a new cryptographic primitive that enables to get more control over
the documents signed digitally. Construction of conditional signatures is quite straight-
forward and finally we obtain quite standard signatures.

The main practical problem of the schemes proposed is that the person signing the
conditioning document has to prepare and publish some additional parameters long be-
fore signing it. The most important issue in our opinion is to construct a scheme that
does not need any additional parameters during preparation of pre-signatures related to
signature creation for conditioning message. Such a solution would introduce full inde-
pendence between conditioned and conditioning messages. Such a construction would
open perspectives for a number of new applications. However, it is not clear that such a
construction is possible.

While combining the idea of conditional messages with other schemes based on
discrete logarithm problem seems to be feasible, at the moment we are not aware of any
scheme based on RSA.

Acknowledgment. We would like to thank Dariusz Adamski from CBKE, University
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Abstract. Proxy signature schemes allow an original signer to dele-
gate his signing rights to a proxy signer. Most proxy signature schemes
have succeeded for proxy delegations and they are considered very useful
methods when one needs to delegate his signing power to other per-
son in digital business. However, many proxy signature schemes have
the defects that cannot solve proxy revocation problems. Moreover, they
cannot provide the immediate revocation, even if a proxy signer colludes
with any malicious attacker. In this paper, we propose a mediated proxy
signature scheme with fast revocation. Our scheme solves the weaknesses
of most proxy signature schemes and satisfies the security requirements
for proxy signature scheme. And it also provides an effective proxy revo-
cation whenever the original signer wants or signer’s key is compromised.

1 Introduction

The growing popularity of the Internet is driving various applications for carry-
ing out on-line transactions and message transmission. Digital signature schemes
are used to provide security services such as user authentication, data integrity
and non-repudiations for electronic transactions and data transmission in the
Internet. Sometimes, however, a user must sign messages during a certain pe-
riod of time in which he cannot do it. For example, this user may be in holidays
or go on a business trip to someplace which has no computer network access.
During the trip he will receive e-mail, and expect to respond to some messages
quickly, and he will have to sign the important contract. Therefore, the user
needs a proxy signer to sign messages on behalf of him.

The concept of a proxy signature scheme was first introduced by Mambo,
Usuda, and Okamoto in 1996[8], and a number of proxy signature schemes have
been proposed. The proxy signature scheme allows a designated person, called a
proxy signer, to sign on behalf of an original signer. This proxy signature scheme
can be used in delegation of the power to sign messages in digital business. So
far, there has been four types of delegation: full delegation, partial delegation,
delegation by warrant, and partial delegation with warrant [4,5,8]. In full dele-
gation, the original signer gives his private key to the proxy signer. So, it has
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the main weakness that the proxy signature cannot be distinguishable from the
original signer’s signature. In partial delegation, the original signer generates a
delegation key through a trap-door permutation of his private key and gives it
to the proxy signer. The proxy signer generates a proxy signature key from the
proxy signer’s private key and the delegation key. However, the proxy signer can
abuse his delegated rights, because partial delegation does not restrict the proxy
signer’s signing capability. In delegation by warrant, the original signer uses the
ordinary signature schemes without any modification and his secret key to cre-
ate a warrant, which contains information regarding the particular proxy signer.
The partial delegation does not have such a property, but it has a computational
advantage over the delegation by warrant. The partial delegation with warrant
combines the benefit of the partial delegation and the delegation by warrant. So
this approach has fast processing speed and can eliminate the weaknesses of full
delegation and partial delegation by adding an explicit warrant[4]. Most work on
proxy signature schemes has focused on the type of the partial delegation with
warrant.

The revocation of delegated rights is an essential issue of the proxy signature
schemes. For instance, the employee of a company assigns his secretary to sign
the contract on behalf of him. The secretary, however, may change her position
in the company or leave the company. Therefore, the proxy revocation, i.e, the
revocation of delegated rights is needed and it is important for the situation
where proxy signer or signer’s key is compromised and the delegated rights are
abused. It may also happen that the original signer wants to terminate the del-
egated rights before the expiration of the delegation period[2,7].

However, most existing proxy signature schemes including partial delegation
with warrant have following two weaknesses. First, the declaration of a valid del-
egation period in the warrant is useless because the proxy signer can still create a
proxy signature and claim that his signing was done during the delegation period
even if the delegation period has expired. So, a malicious proxy signer can send
the proxy signature to an attacker who colludes with him. Any verifier cannot
be certain of the exact time when the proxy signature was created. Second, even
if the signer’s key is compromised and the delegated rights are abused, or the
original signer wants to revoke the delegation earlier than his plan, the original
signer cannot do anything[2,7,10,11]. So, most existing proxy signature schemes
cannot provide the proxy revocation, properly.

Although Sun proposed a time-stamped proxy signature scheme and claimed
that the revocation problem can be solved by using a time-stamp, these schemes
suffer from some security weaknesses and they cannot solve the second problem
[10]. We briefly describe these weaknesses in section 3. Recently, Lu et al. and
Das et al. proposed the proxy signature schemes with revocation to solve these
problems[2,7]. These schemes are based on discrete logarithm problem and RSA
cryptosystem, respectively. But, their schemes has many computation and it is
very inefficient.
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1.1 Our Contribution

In this paper, we propose a new proxy signature scheme with fast revocation,
called a mediated proxy signature scheme, to solve the above weaknesses. To
construct the mediated proxy signature scheme, we use a special entity, called
a SEM (SEcurity Mediator), an on-line partially trusted server[1]. In the medi-
ated proxy signature scheme, the original signer splits a delegation key, called
proxy, into two parts and gives each part of proxy to the proxy signer and the
SEM, respectively. To generate a proxy signature on a message, the proxy signer
must first obtain a partial proxy token from the SEM. Without this token, the
proxy signer cannot use his delegation key and cannot create the proxy sig-
nature. So, if the original signer immediately wants to revoke the delegation
then he only instructs the SEM to stop issuing the token for the proxy signer.
Therefore, our mediated proxy signature scheme can perform the immediate re-
vocation and solve the limitations of the partial delegation with warrant schemes,
efficiently.

The rest of this paper is organized as follows. In section 2, we describe the
security requirements for the proxy signature scheme and some notations. In sec-
tion 3, we describe the related works. In section 4, we propose a mediated proxy
signature scheme with fast revocation. In section 5, we analyze the security and
efficiency of our scheme. Finally, we draw our conclusions.

2 Preliminaries

In this section, we define the notations which are used through this paper and
give the security requirements of proxy signature schemes.

2.1 Notations

– A : the original signer
– B : the proxy signer
– SEM : a security mediator, the on-line partially trusted server
– p, q : large primes with q|p − 1
– g : a generator of a multiplicative subgroup of Zp

∗

– h(·) : a collision resistant one-way hash function mapping h : {0, 1}∗ → Zq

– xA, xB, xS : the private key of the original signer, the proxy signer, and SEM,
respectively xA, xB , xS ∈R Zq

– yA, yB, yS : the public key of the original signer, the proxy signer, and SEM,
respectively yA = gxA mod p, yB = gxB mod p, yS = gxS mod p

2.2 Security Requirements

The proxy signature schemes should satisfy the following security requirements
[5,8].
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1. Verifiability: From a proxy signature, a verifier can be convinced of the
original signer’s agreement on the signed message.

2. Strong unforgeability: The original signer and third parties, who are not
designated as proxy signers, cannot create a valid proxy signature. Only the
proxy signer can create a valid proxy signature for the original signer.

3. Strong identifiability: Anyone can determine the identity of the corre-
sponding proxy signer from a proxy signature .

4. Strong undeniability: Once a proxy signer creates a valid proxy signa-
ture for an original signer, the proxy signer cannot repudiate the signature
creation against anyone. This is also called ”non-repudiation”.

5. Prevention of misuse: A proxy signing key cannot be used for purposes
other than generating valid proxy signatures. In case of misuse, the respon-
sibility of the proxy signer should be determined explicitly.

3 Related Works

In 1999, Sun and Chen proposed the concept of time-stamped proxy signa-
tures [11]. The time-stamped proxy signature scheme with traceable receivers
is a proxy signature scheme which can ascertain whether a proxy signature is
created during the delegation period, and can trace who actually received the
proxy signatures from the proxy signer. Anyone, including the original signer
and the proxy signer, cannot create a valid time-stamped by oneself. The proxy
signer must cooperate with the receiver to create a valid proxy signature during
a predetermined delegation period. The verifier, including the original signer,
can trace the receiver who actually received the proxy signature, check if the
signing time was during the delegation period, and verify the validity of the
proxy signature. So, the time-stamped proxy signature scheme solves the first
problem of the delegation with warrant that anyone cannot know the exact time
when the proxy signer signed a message from the warrant. However, It cannot
solve the problem of immediate revocation. So, the original signer cannot im-
mediately revoke the delegation, even if the delegated person colludes with a
malicious intruder. Sun-Chen scheme has the properties of the time-stamped
proxy signature, and in their scheme, the original signer can confirm the iden-
tity of receiver, who received the proxy signature from the proxy signer, to avoid
the proxy signer abusing the signing power. However, Sun-Chen scheme suffers
from some security weaknesses as follows: (1) Given a valid time-stamped proxy
signature on a message, the original signer can forge another valid time-stamped
proxy signature on the same message. (2) After signing a time-stamped proxy
signature, the proxy signer can generate another valid time-stamped proxy sig-
nature on the same message without the cooperation of the receiver. (3) After
obtaining a time-stamped proxy signature on a message, the receiver can forge
another valid proxy signature on a same message. (4) Anyone can create a valid
time-stamped proxy signature on an arbitrary message. So, malicious attacker
can easy forge the proxy signature[10].

In 2000, Sun showed the weaknesses of Sun-Chen scheme. And then, Sun im-
proved it, and proposed new time-stamped proxy signature scheme[10]. Even if
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Sun claimed that his scheme provides the above properties of the time-stamped
proxy signature and prevents the weaknesses of Sun-Chen scheme, Lu and Hung
showed that Sun’s scheme still contains weaknesses in time-stamps and suffers
from malicious proxy signer attacks[6].

Recently, Lu et al. proposed a proxy signature scheme with revocation[7].
They used a trusted third party called the authentication server (AS) to pro-
vide the immediate revocation. In Lu-Hung scheme, the proxy signer must get
a time-stamp from the AS to generates the proxy signature on messages. So,
in case that the original signer wants to revoke the delegation before the spec-
ified delegation date, or the delegation period has expired, the authentication
server does not issue the time-stamp. Therefore, Lu-Hung scheme can solve the
problems of the partial delegation with warrant. However, the AS has to gen-
erate the signature on the time-stamp and the proxy signer verifies the AS’s
signature, whenever the proxy signer requests the time-stamp. Moreover, after
receiving the proxy signature and time-stamp from the proxy signer, the verifier
must check the AS’s signature on the time-stamp, the proxy signer’s signature
on the message, and the original signer’s signature on the warrant. So, Lu-Hung
scheme is very inefficient, because the proxy signer and verifier must calculate
many computation.

In 2004, Das et al. proposed a proxy signature scheme based on RSA cryp-
tosystem with revocation[2]. They also used the AS to provide the revocation
like Lu-Hung scheme. The only difference between them is that Lu-Hung scheme
is based on discrete logarithm problem, on the other hand, Das et al.’s scheme
is based on RSA cryptosystem. The proxy signer gets a time-stamp from the
AS whenever he generates the proxy signature. So, the verifier can be assured of
the exact time when a proxy signature was created, but a large computational
amount of the proxy signer and verifier’s computation are needed.

4 The Mediated Proxy Signature Scheme

In this section, we propose a mediated proxy signature scheme with fast revo-
cation. Our mediated proxy signature scheme is based on the discrete logarithm
problem. In our scheme, there are a verifier and three main participants: an orig-
inal signer, a proxy signer, and a SEM(SEcurity Mediator)[1]. Anyone can be
a verifier of the proxy signature. The SEM is a on-line partially trusted server
which has responsibilities for verifying a proxy warrant and issuing a partial
proxy token. Through the verification phase of the proxy warrant, the SEM con-
firms whether the period of delegation is valid and the identity of proxy signer
exists on the revocation list or not. And then, the SEM issues the partial proxy
token only if above conditions are satisfied. Without this token, the proxy signer
cannot generate a proxy signature on the message. So, he cannot claim that
his signing was done during the delegation period even if the delegation period
has expired. Moreover, our mediated proxy signature scheme can perform the
immediate revocation, unlike the time-stamped proxy signature schemes, i.e, if
the original signer wants to revoke the delegation before an expiration date, he
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only instructs the SEM to stop issuing the token for the proxy signer. Therefore,
we can solve two weaknesses of partial delegation with warrant schemes. Our
mediated proxy signature scheme is constructed as follows:

[Proxy Key Generation Phase]

1. (Proxy generation) The original signer A generates random numbers kB ,
kS ∈R Zq, and computes kA = kB + kS , rA = gkA (mod p). He concate-
nates mW and rA, and hashes the result: h(mW ||rA), where the warrant
message, mW , should be composed of original signer’s ID, proxy signer’s
ID, the SEM’s ID, a delegation period, and other information on the dele-
gation. After that, he computes partial delegation keys, i.e, partial proxies,
σB = kB +xAh(mW ||rA) (mod q) and σS = kS +xAh(mW ||rA) (mod q).

2. (Proxy delivery) The original signer A sends (mW , rA, σB) to the proxy
signer B and sends (mW , rA, σS) to the SEM.

3. (Verification and alteration of the proxy) To confirm the validity of (mW , rA,
σB), B computes RB = gσB mod p and sends (mW , RB) to the SEM . Af-
ter B receives RS = gσS mod p from the SEM , B verifies whether or not
the following equation holds: RB · RS = rA · y

2h(mW ||rA)
A mod p. Similarly,

SEM verifies this above equation by using RB. If the verification is success-
ful, B and SEM compute alternative proxy signature keys σPB and σPS ,
respectively.

(a) B computes σPB = σB + xBh(mW ||rA) mod q
(b) SEM computes σPS = σS + xSh(mW ||rA) mod q

[Proxy Signature Generation Phase]

1. (Proxy validation) To generate a proxy signature on a message m, B must
cooperate with the SEM . B chooses a random number lB ∈R Zq and com-
putes LB = glB mod p for the proxy signature, and he transmits his identity
and (mW , m, rA, RB, LB) to the SEM . SEM confirms (mW , rA, RB) that
was received in the proxy delivery and verification steps. And then, SEM
must ascertain the following conditions, before he generates partial proxy
signature on the m.

(a) The period of proxy delegation specified in mW should be valid.
(b) The rA should not be in the public revocation list maintained by the

SEM . If the rA is in the public revocation list, it means that the dele-
gation had been revoked.

If the validation step is finished correctly then SEM performs the proxy
signature generation step.

2. (Proxy signature generation)

(a) SEM generates a partial proxy signature on the m as follows:
lS ∈R Zq, LS = glS mod p, LA = glS · glB mod p and SS = lS +
σPS h(m||LA) mod q. SEM sends (LA, SS , LS) to the B.
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(b) After B receives (LA, SS , LS), he verifies the token, (LA, SS , LS), by

computing gSS = LS ·(RS · yh(mW ||rA)
S )

h(m||LA)
mod p. If the verification

of the token is successful, he generates a proxy signature on the message
m as follows:

S = SS + lB + σPB h(m||LA) mod q (1)
= lS + σPS h(m||LA) + lB + σPB h(m||LA) mod q (2)
= lS + lB + (σPS + σPB )h(m||LA) mod q (3)

The proxy signature on the message m is (m, mW , rA, S, LA).

[Proxy Signature Verification Phase]

(Verification of the proxy signature) To verify the proxy signature on the m, a
verifier confirms whether the following equation holds or not.

gS = LA · (rA · (yA
2yByS)h(mW ||rA))h(m||LA) mod p

The above congruence is computed as follows:

gS = LA · (rA · (yA
2yByS)h(mW ||rA))h(m||LA) mod p (4)

= glS+lB · (gkA · (g2xA · gxB · gxS)h(mW |rA))h(m||LA) mod p (5)

= glS+lB+(kA+(2xA+xS+xB)h(mW ||rA))h(m||glS+lB ) mod p (6)

[Revocation Phase]

If the original signer A wants to revoke the delegation before the specific dele-
gation period or any misuse of the delegated rights is noticed, then he asks the
SEM to put the rA in a public revocation list. As soon as the proxy signer B
requests a proxy token for a message m, the SEM will check the valid period of
the delegation in mW and the rA in the public revocation list. Therefore, if the
delegation period has expired or rA exists in the revocation list, the SEM will
not issue the proxy token for B. Once the delegation period has expired, the rA

of the public revocation list can be removed. So, the size of the public revocation
list will not grow.

5 Analysis of the Proposed Proxy Signature Scheme

In this section, we analyze the security features of our scheme according to
the security requirements. And then, we analyze the efficiency of our scheme in
comparison with related works.

5.1 Security Considerations

We show that our scheme satisfies all the security requirements of proxy signature
schemes stated in subsection 2.2
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1. Verifiability: In our scheme, the proxy signature is consisted of (m, mW , rA,
S, LA). From the warrant message mW , any verifier can know the identities
of the original signer, the proxy signer and the SEM . Since the original
signer’s public key is needed to verify the proxy signature, the verifier can
be convinced of the original signer’s agreement on the proxy signed message.

2. Strong unforgeability: Let assume that the dishonest original signer A
and the malicious attacker try to forge the proxy signer B’s proxy signature.
First, in the case of the dishonest original signer, he tries to send the forged
proxy signature to the verifier by disguising as B. He can know partial delega-
tion key of B, i.e, σB = kB +xAh(mW ||rA) (mod q), because he generated
it. And he can request SEM to generate the proxy token on message M ′.
But, since he cannot know the B’s private key xB due to the difficulty of
DLP (Discrete Logarithm Problem), he cannot generate B’s proxy signature.
In the other case, if the malicious attacker eavesdrops σB and σS in the
proxy delivery step, he can know partial delegation key of B. So, he chooses
a random number l′B ∈R Zq and computes L′

B = gl′B mod p for forging B’s
proxy signature, and he transmits B’s identity and (mW , m′, rA, RB, L′

B) to
the SEM . And then, he receives the proxy token on m′, (L′

S = glS , L′
A =

L′
S · L′

B, S′
S = lS + σPS h(m′||L′

A)), from the SEM . But, since the malicious
attacker cannot know B’s private key xB by the difficulty of DLP, he cannot
generate the B’s proxy signing key σPB . So, he cannot forge the B’s proxy
signature, even if he eavesdrops the partial delegation key and obtains the
proxy token from the SEM .
Therefore, the original signer and attacker cannot forge a proxy signature.
Only the proxy signer can create a valid proxy signature.

3. Strong identifiability: In our scheme, identity information of a proxy
signer is included explicitly in a valid proxy signature and mW as a form
of public key yB. So, anyone can determine the identity of the proxy signer
from the proxy signature created by him, and confirm the identity of the
proxy signer from the mW .

4. Strong undeniability: Anyone cannot know the B’s private key due to the
difficulty of DLP, only B can know his private key. Therefore, once a proxy
signer creates a valid proxy signature, he cannot repudiate it, because the
proxy signature is created by using his private key xB .

5. Prevention of misuse: Only the proxy signer B can generate a proxy sig-
nature because only he knows his private key xB . So, if B uses the proxy key
pair for other purposes, it is his responsibility because only he can generate
it. Therefore, the scenario of proxy signer’s misuse is impossible. Moreover,
the original signer or the malicious attacker’s misuse is also prevented, be-
cause they cannot compute a valid proxy key pair.

5.2 Efficiency Considerations

We evaluate our scheme from a point of view of computational cost. We adopt
a method used by Kaliski[3,8] to assess the amount of computational work. The
basic rules of his method are as follows: (1) WS(b) = 0.75WM(b),
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(2) WM(b1)/b2
1 = WM(b2)/b2

2, where WM(b) and WS(b) are amount of compu-
tational work to perform b-bit modular multiplication and squaring, respectively.
Following the well-known square and multiply approach, the amount of rasing s
exponentiations, e.g. gs mod p, is |s|WS(|p|) + 0.5|s|WM(|p|). We assume that
the output size of the cryptographic hash functions is 160 bits, and the size of p,
q and RSA modulus n are set to 1024 bits, 160 bits and 1024 bits respectively.
We compare our mediated proxy signature scheme with Sun and Chen’s scheme,
Sun’s scheme, Lu et al.’s scheme and Das et al’s scheme. Table 1 shows the effi-
ciency comparisons with five schemes. Numbers in table 1 mean the amount of
work to perform modular multiplication in p or n (= 1024) bits modulus. The
computational work is divided into three stages: proxy key generation, proxy
signature generation, verification of the proxy signature.

In Sun and Chen’s scheme, Sun’s scheme and Lu et al’s scheme, all random
numbers are chosen in Zp−1, and generation of proxy signature key and proxy
signature requires computation in Zp−1. So, the amount of rasing s exponentia-
tions(, where s is a random number in Zp−1, |s| = 1024 bits) is 1280·WM(1024),
and total amount of computational work in Sun and Chen’s scheme, Sun’s
scheme and Lu et al’s scheme are 19215 · WM(1024), 23055 · WM(1024) and
19211 · WM(1024), respectively.

In Das et al’s scheme, two large distinct primes p and q, each roughly the
same size, and computes RSA modulus n = pq and φ = (p− 1)(q − 1). And then
RSA public-private key pair e or d are chosen in [2, 3, ..., φ] and the size of them
is 1024 bits, and generation of proxy signature key and proxy signature requires
computation in Zn. So, the amount of rasing e or d exponentiations(, where e
or d is a random number in Zφ, |e or d| = 1024 bits) is 1280 · WM(1024), and
total amount of computational work in Das et al’s scheme is 14080 ·WM(1024).

In contrast with these schemes, since our scheme uses random numbers in Zq

and proxy signature key and proxy signature are generated in Zq, the amount of
rasing s exponentiations(, where s is a random number in Zq, |s| = 160 bits) is
200·WM(1024), and total amount of computational work is 2611.12·WM(1024).
As shown in the table 1, we can significantly reduce the total amount of com-
putational work. Besides, Sun and Chen’s scheme, Sun’s scheme, Lu et al’s
scheme, and Das et al’s scheme have much computational amount of verifica-
tion stage such as 5125 · WM(1024), 8965 · WM(1024), 6404 · WM(1024), and
3840 ·WM(1024) respectively, because a verifier should additionally compute to
verify the validity of the time-stamp. However, our scheme does not require the

Table 1. Efficiency comparisions

Sun-Chen Sun Lu Das Ours
Proxy key generation 3842 5124 7684 3840 1004.06

Proxy signature generation 10248 8966 5123 6400 1003.04
Proxy signature verification 5125 8965 6404 3840 604.02
Total computational amount 19215 23055 19211 14080 2611.12
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verifier’s additional computation. So, the computational amount of our verifica-
tion stage is 604.02 · WM(1024) and it can reduce the computational amount
of verification more ten times than other schemes. This property is important
because a signature may be checked by multiple users, once it is created. There-
fore, our mediated proxy signature scheme provides all security requirements for
proxy signature, efficiently.

6 Conclusions

Proxy signature scheme is a useful method for the electronic transactions, in
case that one needs to delegate his signing power to other person. However,
most proxy signature schemes cannot provide proxy revocation, properly. In this
paper, we proposed the mediated proxy signature scheme to solve the proxy
revocation problem. Our scheme can avoid the proxy signer abusing the signing
capability by using the SEM, and provide an effective proxy revocation whenever
the original signer wants or signer’s key is compromised. Moreover, our scheme
satisfies all security requirements for the proxy signature scheme: verifiability,
strong unforgeability, strong identifiability, strong undeniability and prevention
of use.
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Abstract. This paper describes issues and requirements related to privacy man-
agement as an aspect of improved governance in enterprises. Most of the exist-
ing related technical work is based on auditing and reporting mechanisms. The 
focus of this paper is on privacy enforcement for personal data: this is still a 
green field. To enforce the execution of privacy policies, requests to access per-
sonal data need to be checked against data requestors’ rights and intents, data 
subjects’ consent and the stated data purposes. Being able to automate and sim-
plify the enforcement of privacy and reduce the involved costs is important for 
enterprises. We describe our approach and compare it against related work. In 
particular, we discuss our work done to add privacy-aware access control capa-
bilities to HP Select Access - a leading-edge access control solution. A proto-
type has been implemented as a proof of concept.  Current results, open issues 
and next steps are discussed. 

1   Introduction 

Enterprises store, manage and process large amounts of personal data about their 
employees, customers and partners. They need to put in place complex processes to 
comply with a growing list of laws and legislation often driven by local or geographi-
cal needs, including European Community data protection privacy laws, various US 
privacy laws (HIPPA, COPPA, SOX, GLB, etc.) and more specific national privacy 
initiatives [1, 2, 3]. Large enterprises that are geographically distributed across differ-
ent nations might need to comply with different laws. Privacy management is an im-
portant aspect: it has implications on enterprises’ IT governance [11] efforts, their 
compliance with regulations, customers’ satisfaction, their reputation and brand.  

Specifically, enterprises have to deal with data governance processes when han-
dling personal and confidential data. Policies must be developed and modelled to 
describe how data has to be stored, accessed, manipulated, processed, managed, trans-
ferred and eventually deleted. Inventories of data must be created and subsequently 
kept up-to-date: gap and risk analysis tasks must be performed to check for the suit-
ability of IT processes, frameworks and behaviours against these policies and identify 
risks and gaps. Eventually these policies must be deployed, enforced and audited to 
report anomalies and violations. All these phases are not linear and can involve vari-
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ous refinement loops. Privacy laws, internal guidelines and data subjects’ require-
ments have an impact on these governance processes: related privacy policies express 
rights, permissions and obligations on personal data.  

Enterprises are already investing in identity management solutions: they want to 
leverage these investments and extend their functionalities to address privacy issues. 
In this context, the enforcement of privacy policies on personal data via systemic and 
verifiable manner is becoming a core requirement but it is still a green area. This 
paper focuses on this aspect. We introduce our R&D work done to develop a privacy-
aware access control model and a related system, integrated with current identity 
management solutions, based on a common authoring, deployment and enforcement 
framework. A working prototype has been implemented by extending the HP Select 
Access product [8]. The core aspects of this prototype are presented along with a 
discussion of open issues and next steps. 

2   Addressed Problem 

The key problem addressed by this paper is the enforcement of privacy policies for 
personal data stored by enterprises. Closely related to this problem are the issues of 
modeling personal data, authoring and deploying privacy policies.  

Privacy policies might impose conditions and constraints (dictated by data subjects 
and legislation) on which personal data can actually be accessed, given a specific 
context. They must keep into account aspects such as the stated purposes for which 
these data has been collected, consent given by data subjects and intents of data re-
questors.  In addition, current privacy laws and legislation also require dealing with: 
limited collection of data; limited use of data; limited disclosure of data; limited re-
tention of data [1,2,3]. As a consequence, the enforcement of related privacy policies 
might involve the manipulation, transformation and filtering of personal data before 
being accessed by a requestor. 

How are all these aspects to be taken into account when accessing personal data? 
What does a privacy policy enforcement framework look like? How can attempts to 
access confidential data stored in different data repositories be intercepted and related 
privacy policies enforced? How transformation or filtering of requested data can be 
performed in an efficient way? How all these aspects can be integrated in an identity 
management system? Section 3 describes important related issues and requirements. 
Section 4 presents related work and section 5 introduces and describes our approach 
and solution. 

3   Privacy Enforcement: Issues and Requirements  

A simple example, shown in figure 1, can help to ground the concepts described so far 
and identify issues and requirements.  

In this example an attempt to access personal data is made by an enterprise em-
ployee. The employee’s intent (marketing) is consistent with the declared purposes 
of initially collecting the data (marketing and research). However the employee is 
trying to access – via an SQL query - more data than she is allowed to. The SQL 
query  must  be  intercepted  by  the enforcement  point and  transformed  in a way   to 
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Tables T1  and T2 w ith PII Data  
and Customers’ Consent

Enterprise Privacy Policies &
Customers’ Consent

If role==“empl.” and intent == “Marketing” Then
Allow Access (T1.Condition,T1.Diagnosis) 
& Enforce (Consent)

Else If intent == “ Research” Then
Allow Access (T1.Diagnosis) 
& Enforce (Consent)

Else Deny Access2
3

1

ResearchMarketingConsent

x
x x

HIVDrug AddictedRob2

HepatitisContagious 
IllnessJulie3

CirrhosisAlcoholicAlice1

DiagnosisConditionNameuid

Access Table T1
(SELECT *  FROM T1)
Intent = “Marketing”

Privacy Policy
Enforcement

Enforcement: Transformed Query
SELECT “-”,Condition, Diagnosis 

FROM T1, T2
WHERE T1.uid=T2.Consent AND

T2.Marketing=“YES”

HepatitisContagious Illness-3
---2

CirrhosisAlcoholism-1

DiagnosisConditionNameuid

Filtered-out
Data

T1

T2

  
Fig. 1. Example: Privacy-aware Access Control – Consent, Purpose and Intent Management 

include constraints based on data subjects’ consent and the filtering of data. In this 
example privacy is achieved by pre-processing and transforming the query before 
interacting with the database. It could have involved a transformation of the query 
result (i.e. result post-processing) or both approaches.  

In traditional approaches to privacy enforcement, these “modified” queries could 
have been embedded in applications and services: this would work in case of static 
environments that are not subject to changes. However, in the real world the situation 
is much more complex, especially for medium-large enterprises that need to run thou-
sands of applications and services to underpin their businesses, have thou-
sands/millions of customers and need to cope with ever changing business and legal 
needs. In real-world scenarios, data repositories storing personal data could be hetero-
geneous, including relational databases, LDAP directories, meta and virtual directo-
ries and legacy storage systems. Within the same data repository, personal data could 
be stored in different “tables”, and be accessible either directly or via different 
“views”. Privacy policies might be much more complex that the one shown in the 
above example. They might include data retention, notifications and authorization 
constraints. They might require different types of data manipulation and transforma-
tion, in addition to filtering, including data encryption, statistical modification of  
data, etc. 

The enforcement of privacy policies must ensure that: the requestor’s intent is con-
sistent with the specified data purposes; data subjects’ consent is kept into account 
and enforced along with preferences and constraints. All these aspects have access 
control implications. We argue that traditional access control systems are necessary 
but not sufficient to enforce privacy policies on personal data. Systems based on these 
traditional models do not keep into account additional contextual aspects relevant to 
privacy: the stated data purposes and data subjects’ consents - i.e. properties associ-
ated to collected data - the intent of the requestors and any additional enterprise or 
customized data subjects’ constraints.  

Important issues are how to consider all these additional elements and build “pri-
vacy extensions” of traditional access control systems to move towards privacy-aware 
access control systems able to enforce privacy policies.  
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To address the above issues and make progress in building privacy enforcement so-
lutions that can be flexibly and adaptively integrated in modern identity management 
solutions [12], it is important to satisfy the following core requirements [13]: 

• Modeling of personal data;  
• Explicit authoring and lifecycle management of privacy policies; 
• Explicit deployment and enforcement of privacy policies 
• Separation of privacy policies from business logics in applications and services; 
• Support for auditing; 
• Integration with traditional access control system; 
• Simplicity and rationalization of the entire system.  

4   Related Work 

The common approach of enforcing privacy policies by hardcoding (embedding) 
privacy policies within applications and services is suitable for very simple and static 
environments: it shows all its limitations and maintenance costs in case of complex 
and dynamic organizations that need to adapt to changes.  To address this problem, a 
comprehensive privacy-aware access control framework is required.  

Relevant work in this space is described in [4]. IBM Enterprise Privacy Architec-
ture (EPA) is introduced. The Enterprise Privacy Authorization Language (EPAL) 
specification [5] describes a language to represent privacy policies. This work makes 
advancements but it only provides general guidelines. Related solutions dealing with 
the management and enforcement of privacy policies usually only operate in well 
defined contexts and mainly by using vertical technologies.  

Work on privacy enforcement for personal data has been done by IBM with their 
research on Hippocratic databases [6]. The drawback of their approach is that it 
mainly focuses at the database level (RDBMS). The enforcement of privacy policies 
might need to span across a broad variety of data repositories and legacy systems to 
include LDAP directories, meta and virtual directories, file systems and legacy data 
repositories. It might need to incorporate higher-level views and perspectives than just 
the database-level perspective. 
In terms of commercially available solutions, IBM Tivoli Privacy Manager [7] pro-
vides mechanisms for defining fine-grained privacy policies and associating them to 
data. However it requires some duplications of administrative and enforcement 
frameworks, it imposes constraints on applications and databases schemas and it is 
vertically-based on other IBM products and solutions.  

Our work specifically addresses the problem of enforcing privacy policies on per-
sonal data stored by enterprises potentially in a broad variety of data repositories. 
Personal data can be accessed by different types of requestors, including people, ap-
plications and services within the enterprise. Our work aims at not being invasive for 
applications and services: privacy policies are managed in an explicit way and not 
hardcoded in applications and services. We want to avoid duplications of efforts by 
providing a single, integrated framework for authoring, administering and enforcing 
both traditional access control and privacy policies.  
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5   Our Solution 

This section provides details about our model to enforce privacy policies on personal 
data and how it can be implemented for real by extending HP Select Access [8]. 

Our model for a privacy-aware access control system explicitly deals with speci-
fied data purposes, the intent of requestors, data subjects’ consent and additional ac-
cess conditions and constraints on personal data. – see Figure 2. 
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Fig. 2. Model of our Privacy-Aware Access Control System 

Figure 2 shows the main aspects of this model, which consists of: 

a) Mechanisms to explicitly model personal data: it describes personal data by 
including the types of data repositories (database, LDAP directory, etc.) where 
data are stored, their locations, a description of their data schemas (tables, views, 
classes, objects, etc.), attribute types, etc.; 

b) An integrated mechanism for authoring privacy policies along with traditional 
access control policies. It consists of a Policy Authoring Point (PAP) that allows 
privacy administrators to describe and author, in an integrated way, both privacy 
policies and traditional access control policies; 

c) An integrated authorization framework for deploying access control and pri-
vacy-based policies and making related access decisions: it is an integrated Pol-
icy Decision Point (PDP); 

d) A run-time mechanism –“data enforcer” - for intercepting attempts to access 
personal data and enforcing privacy decisions. It is a Policy Enforcement Point 
(PEP). This mechanism deal with any required transformation and filtering of the 
requested data based on privacy decisions.  

Our model leverages traditional/standard access control models (based on us-
ers/groups, their credentials and rights, access control lists and policies), and extends 
their Policy Authoring Points (PAPs), Policy Decision Points (PDPs) and Policy En-
forcement Points (PEPs) by involving the management of purposes, consent and pri-
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vacy constraints.  At “run-time”, attempts to access personal data are intercepted and 
managed in the following way (see figure 2): 

1. A data requestor’s request to access personal data (stored in a data repository) is 
intercepted by the data enforcer. Available information about the requestor (cre-
dentials, identity, etc.) is collected, along with their intents (the intent can be ex-
plicitly declared by the requestor or could be defined by the application/service 
making the request); 

2. The data enforcer interacts with the privacy policy decision point by passing 
information about the request (including the intent, requested data identifiers, 
etc.) and the requestor; 

3. The privacy policy decision point makes a decision, based on available privacy 
policies and the context (request, requestor’s information, etc.). This decision is 
sent back to the data enforcer. It can be any of the following types:  
• No: access to data is denied; 
• No & conditions: access to data is denied. Additional conditions are sent 

back to the requestor. To be satisfied (e.g. stronger authentication, etc); 
• Yes: access to data is granted; 
• Yes & conditions: access to (part of the) data is allowed, under the satisfac-

tion of the attached conditions (that might require data transformations and 
manipulations, etc.). 

4. The data enforcer enforces this decision. In particular, if the decision is “Yes & 
conditions” the data enforcer might have to manipulate and transform the re-
quested personal data, before returning the result to the data requestor; 

5. The data enforcer returns data (if any) to the data requestor, based on the en-
forced privacy decision. 

The remaining part of this section describes a practical implementation of this 
model.  

We believe that our model is generic enough to be adapted to and implemented in a 
wide variety of existing identity management solutions currently used to handle per-
sonal data. HP Select Access [8] is a significant example of “state-of-the-art” identity 
management solution, part of HP identity management solution suite. The HP Select 
Access framework can right now provide the infrastructural components needed to 
author, deploy and enforce privacy policies thanks to its flexible and extensible capa-
bilities. Its core components are: 

• Policy Builder: it is a graphical tool to author access control policies (PAP) on 
(web) resources managed by the system; 

• Validator: it is a Policy Decision Point (PDP). It makes access control decisions 
based on the access control policies (authored with the Policy Builder) and con-
textual information, such as the identity of a requestor; 

• Web Enforcer plug-in: it is a Policy Enforcement Point (PEP) for web resources; 
• Audit Server: logs access information in a tamper evident storage. 

The Policy Builder allows administrators to define access control rights (al-
low/deny access) on administered resources (e.g. web resources) for given enterprise 
users and define fine-grained access control constraints and conditions to grant/deny 



232 M.C. Mont, R. Thyne, and P. Bramhall 

 

access to resources. This is done via a “Rule Editor”: a rule (policy) can be composed 
by assembling an (extensible) set of rule components.   

The current version of HP Select Access only deals with web resources (web ser-
vices, html pages, servlets, etc.) and it only handles access control policies. The “Web 
Enforcer” considers these resources as “black boxes”: this is not appropriate to en-
force privacy constraints on personal data where fine-grained manipulation of data 
components might be required. Figure 3 shows the new functionalities that have been 
added to HP Select Access (HP SA) by our prototype: 
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Fig. 3. Extended HP Select Access to deal with Privacy Policy Enforcement 

The description of our new functionalities follows: 

a. Modeling Personal data: the HP SA Policy Builder has been extended to repre-
sent “data resources” in addition to traditional IT resources (such as web resources). 
These data resources can be graphically accessed and authored via the Policy Builder; 
b. Authoring Privacy Policies: the HP SA Policy Builder (Rule Editor) has been 
extended to graphically author privacy policies on “data resources” via the definition 
and implementation of a set of additional plug-ins based on standard APIs [13]: 

• Privacy decision plug-in: this plug-in describes “tests” to check the intent of a 
requestor against allowed data purposes; 

• Data transformation plug-in: it describes, in details, the schema/structure of the 
personal data to be accessed along with the types of transformations these data 
has to go through before being returned to the requestor. This includes: filtering 
out part of the data, encrypting data, doing statistical transformation of data, etc.; 

• Consent management plug-in:  it describes how to retrieve consent information 
(provided by the data subject) and how to link it to the correspondent data sub-
jects’ personal data; 
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• Data retention plug-in: it describes how to retrieve specific data retention infor-
mation and how to link it to data subject’s personal data.  

As an effect of these extensions, the Policy Builder and Rule Editor can now be 
used to author both traditional access control and privacy policies, in an integrated 
way.  

c. Making Privacy-aware decisions: the HP SA Validator has been extended to 
make privacy-aware decisions based on the above privacy policies. For each plug-in 
introduced in the HP Policy Builder, a correspondent plug-in has been implemented 
(via standard APIs) for the Validator, to convey to the system its semantic, at the 
decision-making time. Consistently to our model, the following types of access deci-
sions on personal data are supported by this extended version of the Validator: No; No 
& conditions; Yes; Yes & conditions. The Yes & conditions decision has been explic-
itly added by us to provide information to the data enforcer on how to enforce ac-
cesses to personal data, based on privacy constraints. 
d. Enforcing privacy decisions: a Data Enforcer has been built and added to the HP 
SA framework. This is a completely new functionality for HP Select Access. The data 
enforcer is in charge of enforcing privacy decisions made by the Validator. It inter-
cepts incoming calls to data resources, interacts with the Validator, performs fine 
grained manipulation of data resources and deals with the interpretation and enforce-
ment of additional constraints as defined by the privacy policies. Conceptually, the 
data enforcer is a “data repository proxy”. Applications, services and requestors be-
lieve they are still interacting with the required data repository via standard protocols 
or mechanisms (ODBC/JDBC, LDAP, etc.). The data enforcer sits nearby managed 
data repositories (e.g. databases, LDAP directories, virtual directories, etc.): a family 
of data enforcers - sharing a common logic but differentiated by add-ons dealing with 
different types of data resources (i.e. RDBMS databases, LDAP repositories, 
meta/virtual directories, etc.) – can be built.  

At the moment, a data enforcer has been implemented for RDBMS databases as a 
proof of concept. Two versions of this data enforcer have currently been imple-
mented: (1) standalone and (2) client/server. In both versions, the requestor’s “intent” 
is transmitted to the data enforcer as an additional parameter during the database con-
nection phase (it is passed either by the requestor or by the involved applica-
tion/service). The same principles and approach can be used to implement data en-
forcers for other types of data repositories. More technical details about our approach 
can be found in [13]. The auditing capability of HP Select Access is used to log 
(among other things) requests to access data and related decisions and enforcements 
made by the system.  

6   Discussion 

Our privacy-based extension of HP Select Access covers the requirements described 
in Section 4: we explicitly model personal data, author and manage privacy policies, 
deploy, enforce and audit them. In our prototype the management of access control 
policies is integrated with privacy policies: the befit is the rationalization and simpli-
fication of the overall process.  
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We believe that our approach based on “data enforcers” to enforce privacy policies 
on personal data can minimize the impact on applications and services and make the 
enforcement process as much transparent as possible. In addition, current perform-
ance tests and analysis (done on databases of sizes from 100K to 500K records) are 
promising. No noticeable loss of performance (i.e. the time spent between sending a 
query to a RDBMS and retrieving the last returned record) has been registered so far, 
on common SQL queries. More tests and experiments are in progress on different 
varieties of SQL queries.  

7   Next Steps 

We plan to extend our prototype by adding a fine-grained management of the consent 
given by data subjects, deal with additional constraints on data and more complex 
privacy policies (via additional plug-ins).  We recognize that our work on privacy 
enforcement has to be considered in the context of a more comprehensive set of tech-
nologies for regulatory compliance, in particular by including privacy obligation man-
agement and related enforcement capabilities [9], extended auditing capabilities [10], 
policy violation analytics and reporting capabilities. Our work done in related projects 
can be leveraged and integrated with this work.  

Further research and development is also required to address aspects related to the 
“data enforcer” component, in terms of the flexibility of the query interception 
mechanism, its performance, efficiency, scalability and impacts on applications and 
services.  

8   Conclusions 

Privacy Management is important for enterprises for IT governance and regulatory 
compliance. The emphasis of most of the current solutions is on auditing and report-
ing aspects. The use of systemic technology for the explicit management and en-
forcement of privacy policies on personal data (stored and processed by enterprises) is 
an important aspect but still a green field. In currently deployed systems, this aspect is 
addressed with ad-hoc or very vertical solutions.   

In this paper we specifically address this problem: we describe a privacy enforce-
ment model and a technical approach to explicitly model personal data, author privacy 
policies and customers’ consent, deploy and enforce them in an integrated framework, 
along with access control policies. We introduce a solution based on a privacy exten-
sion of HP Select Access - a leading edge identity management product. The man-
agement of access control policies is integrated with the management of privacy poli-
cies. This brings simplicity and rationalises management and enforcement tools. A 
working prototype and a related demonstrator have been built as a proof of concept, to 
demonstrate the feasibility of our ideas. 
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Abstract. This paper addresses the problem of dealing with privacy 
management of personal data stored by enterprises.  Accesses to personal data 
must keep into account privacy policies based on laws, enterprise guidelines, 
stated purposes of data and data subjects’ consent. In large organisations, peo-
ple have different roles and skills: business tasks are achieved thanks to col-
laboration among these people. The rigid enforcement of privacy policies 
might create disruptions and unacceptable burdens in business practices. We 
introduce an innovative solution based on an adaptive privacy management 
system. Data are retrieved from standard data repositories: parts of these data 
are encrypted and associated with privacy policies.  The actual access to the 
encrypted data is adaptive, depending on the requestor, the context and pur-
pose. Multiple "views" on a data structure can be provided by our system. Our 
research and development is work in progress. We describe our current results 
and highlight next steps. 

1   Introduction 

Enterprises store large amounts of confidential data about their employees, customers 
and partners. Data protection and privacy laws, including [1,2], dictate increasingly 
strict constraints about how these data have to be protected, accessed and managed. 
Failure to comply with these privacy laws can have serious consequences for the 
reputation and brand of organizations and have negative financial impacts.  

Privacy management technology can help enterprises to deal with related regula-
tory compliance issues and to satisfy data subjects’ preferences. This paper describes 
our approach based on an adaptive privacy management system for data repositories. 
Our main objective is to enable adaptive access to confidential information based on 
the satisfaction of privacy policies with a minimal impact on data repositories in terms 
of required technological changes. The latter is important in order to aid the practical 
deployment of the system. 

A privacy model is introduced, based on: a Privacy Virtualisation Layer used by 
people and applications to mediate their interactions with data repositories, as dictated 
by privacy policies, and one or more Privacy Management Services (i.e. trust services 
run by organizations or trusted third parties) dealing with the enforcement of these 
privacy policies. The process of disclosing confidential data is adaptive to contextual 
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information i.e. not just based data requestors’ rights and credentials. Our research 
and development is work in progress. In this paper we describe the main concepts 
underpinning our work and current results. 

2   Addressed Problem 

The key problem addressed in this paper is the management of privacy for confiden-
tial data stored by enterprises. Privacy management is not just a matter of “tradi-
tional” access control: it is necessary to capture the purpose of data, convey the con-
sensus of the data subjects and make decisions on access requests based on the re-
questors’ intentions. Privacy policies can dictate additional terms and conditions un-
der which access to confidential data can be granted: this involves the satisfaction of 
constraints and obligations which might require the processing of credentials, trust 
verification and management of contextual information.  

In large organisations, people have different roles and skills: business tasks are 
achieved thanks to collaboration among these people. The rigid enforcement of pri-
vacy policies might create disruptions in business practices and introduce unaccept-
able burdens. For example, confidential data can be stored in a variety of data reposi-
tories. Only technical specialists might have the right skills to retrieve these data in a 
way that is meaningful for business people, marketing departments or strategists. 
Unfortunately, privacy policy constraints might dictate that these technical people 
must not access confidential data: in this case they would not be able to provide a 
service to the business people.  Similar observations apply for applications and ser-
vices run by different organizations within an enterprise.  

Mechanisms are required to address both privacy requirements and business needs. 
An entity should not be prevented from acting on behalf of other people when search-
ing and retrieving data.  Access to and disclosure of data must be adaptive: in case of 
non-compliance to specific privacy policies, parts of this data might be removed or 
simply left encrypted. 

3   Related Work 

A lot of work has been done on mechanisms to encrypt data in databases, such as 
Translucent Databases [3]. Most of these solutions focus on “confidentiality” and 
access control aspects rather than privacy aspects (data purposes, matching the re-
questors’ intentions against this purpose, enforcing obligations, etc.). 

Relevant work is described in [14,15] about access control policy-based encryption 
mechanisms for XML documents. [14] describes mechanisms for fine-grained en-
cryption of parts of XML documents: decryption keys can either be granted to data 
receivers or collected from LDAP servers, based on data receivers’ credentials. [15] 
focuses on related cryptographic mechanisms: no major details are provided on key 
distribution aspects. Our work is based on the similar principle of encrypting portions 
of data (of any type, not necessarily XML based) along with privacy policies. The 
main differences are: (1) the types of policies we handle. In our case policies include 
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aspects beyond access control, such as privacy, trust, configuration of systems, etc. 
which might involve executions of actions (notifications, deletions, data transforma-
tions, etc.) at the access-request time; (2) we explicitly control the disclosure of de-
cryption keys via a dedicated, active mechanism – the Privacy  Management Service - 
rather then via passive solutions (such as LDAP servers). Our decryption keys can be 
generated on-the-fly (e.g. by using IBE cryptographic schema [9,10]) or can be 
handed by the Privacy  Management Service based on the evaluation of the full con-
text, based not only on the requestors’ credentials but also on other criteria, such as 
trustworthiness of the platforms, contextual parameters (e.g. location, network), etc.  

The work done by IBM on Hippocratic Databases [4] is based on the concept of 
associating privacy metadata (i.e. privacy policies) to data stored in RDBMS reposito-
ries, along with mechanisms to enforce privacy. This approach does not take into 
account the fact that privacy management spans across database boundaries and 
should encompass different types of enterprise data repositories (including LDAP 
repositories, virtual directories, etc.), the management of enterprise-wide privacy 
policies, obligations and application/service-based privacy policies. 

In terms of commercial products IBM Tivoli Privacy Manager [5] provides 
mechanisms for defining fine-grained privacy policies and associating them to data. 
Privacy policies will evolve towards privacy authorization-based policies - based on 
the EPAL [6] specification. This approach addresses the privacy management prob-
lem purely from an access control perspective.  It does not include additional aspects 
such as data distribution, trust management and dealing with data retention and han-
dling privacy obligations dictated by legislation and enterprise’s guidelines (which do 
not necessarily depend on access control aspects). 

We aim at leveraging current data repository technologies and reducing to the 
minimum the impact on them. In our approach, interactions with data repositories can 
still happen as usual but with the additional guarantee that confidential data is now 
protected by encryption and contextually released, in a fine-grained way, based on the 
fulfillment of associated privacy policies.  

4   Our Solution 

The model underpinning our privacy management solution consists of three basic 
components, as shown in figure 1: (1) A Privacy Virtualisation System; (2) A Privacy 
Management Service; (3) Data structures containing confidential data along with 
associated privacy policies. 

The Privacy Virtualisation System mediates the interactions between an entity (i.e. 
data requestor), data repositories and the Privacy Management Service. It allows users 
to retrieve confidential data from standard data repositories where data is stored in an 
encrypted way with the associated privacy policies. The storage of encrypted data and 
the associated policies might require some changes in the logical definition of data 
structures (i.e. different types of fields in tables, different LDAP classes’ definitions, 
etc.) but no technological changes are required for data repositories.  Once retrieved, 
confidential data is represented via data structures to enable their transmission. These 
data structures contain (potentially encrypted) data (or references to data) along with 
the associated privacy policies. 



 An Adaptive Privacy Management System for Data Repositories 239 

 

Privacy Policy Package

Data 
Repositories

Privacy  
Management
Service

Privacy Virtualization
System

Privacy Virtualization
System

Information 
Flow

Data Structure:
View 1

Data Structure:
View 2

<Access Request:
privacy policies, Credentials,
Contextual Information>

Decryption keys

<Access Request:
privacy policies, Credentials,
Contextual Information>

Decryption keys

Entity 1

Entity 2

Encrypted Data  

Fig. 1. Privacy Management Model 

The Privacy Management Service is an active component that decides which con-
fidential information can be accessed by an entity (via the Privacy Virtualization 
System) at a specific point in time. The process of disclosing decryption keys is adap-
tive, depending on the requestor’s credentials, relevant privacy policies, current con-
text and stated data purposes. When it grants access to data, the Privacy Management 
Service discloses decryption keys to the requestor. Decryption keys can be generated 
on-the-fly or be defined at the encryption time, depending on the adopted crypto-
graphic schema. More details follow. Our approach is based on a “pull” model where 
data requestors, via the Privacy Virtualisation System, retrieve decryption keys by 
interacting with one or more Privacy Management Services.  

Figure 1 shows an example where different "views" of confidential data are pro-
vided by our system to different requestors. Confidential data can be retrieved by 
people and applications that have no rights to access its content but are in charge of 
querying data repositories on behalf of other people: in this case the content cannot be 
decrypted but it can be sent to other entities that might have access capabilities. The 
Privacy Management Service can be provided by an organisation for internal con-
sumption or by one or more external trusted third parties, to enable multi-party inter-
actions and increase the overall trust and accountability [12].  

Our solution can enforce privacy policies in a variety of scenarios, including 
enterprise scenarios, federated identity management scenarios and healthercare 
scenarios where data can be transmitted to people (or applications and services) with 
different roles within and/or across organisational boundaries. In all these cases the 
confidential information they should actually access must depend on their roles, their 
declared intent, stated purpose of the stored data, enterprise policies, legislation and 
specific customers’ (opt-in and opt-out) policies. In our approach we associate fine-
grained privacy policies to encrypted confidential data and force requestors to be 
compliant to these policies if they want to access the data. 
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Compared with traditional “views” on data (for example views on database tables), 
our approach reduces the need for their definitions in order to accommodate multiple 
different perspectives, depending on requestors’ capabilities and clearance: access and 
privacy constraints are direclty associated to data and dictate what can be seen at any 
point in time.  

Figure 2 describes the high-level architecture of a system implementing our model. 
Technical details related to privacy policies, key management, storage of confidential 
data and architectural components follow. 
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Fig. 2. High-level Architecture of our Adaptive Privacy Management System 

a. Privacy Policies, Key Management and Storage of Confidential Data 
Our solution enables the storage of confidential data in data repositories by using an 
encryption format, along with fine-grained privacy policies. Examples are described 
later in this section and in [12]. The content of an encrypted field (for example in a 
database record) can be represented as: <privacy policy, package, encrypted data>. 
It includes the encrypted data, the relevant privacy policy and additional information 
to check for the integrity and stickiness of this policy to the data and enable its de-
cryption (“package”). The specific format used to represent privacy policies is not a 
major issue and will not be described in this paper. However it is important to stress 
the fact that this format must be flexible enough to express the following type of con-
straints [12]: privacy, authorization, obligation, preferences, trust and control. 

A few examples of policies (expressed in natural language), reflecting a user’s per-
spective follow: “Entities can access my data subordinated to the fact that their intent 
matches the e-commerce transaction purpose”; “Do not disclose my personal details 
to specific entities A,B,C”; “Allow the access of these data only when dealing with  
entity W”; “Notify me via e-mail, every time you use some of my identity informa-
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tion”; “Ask for my authorization every time you need to disclose this attribute to a 
third party”; “Interact with this trusted third party and state your intentions in order to 
obtain the current values of these attributes”. 

It is important to notice that these policies not only define access control aspects but 
also they might require the fulfillment of actions at the disclosure time, such as notifi-
cations or explicit requests for authorization.  In our system privacy policies are written 
in a formal language (via logical expressions and constraints) in a way that they can be 
programmatically interpreted.  

It is also important to ensure that a privacy policy sticks with the encrypted data and 
that this link cannot be broken. In our system the stickiness of policies to identity in-
formation is obtained by encrypting the identity information in a way that its decryp-
tion is a “function of” the associated policies. Any tampering with these policies pre-
vents the decryption of data. Different cryptographic techniques are available: they can 
use either traditional public-key cryptography or identifier-based encryption (IBE) 
cryptography. They are conceptually equivalent. In both cases only the Privacy Man-
agement Service(s) can issue the correspondent decryption key(s): 

• In case public key cryptography [7] is used, the Privacy Management Service 
(PMS) publishes its (certified) public key (it keeps secret the correspondent pri-
vate key). When personal data associated to privacy policies must be stored in a 
database, a symmetric key is generated by the Privacy Virtualisation System (PVS) 
and used to encrypt these data. The symmetric key and a hash value of the associ-
ated policies are encrypted in a package [8] by using the PMS public key. The 
overall information (<policy, package, encrypted data>) is eventually stored in the 
data repository. The PMS is the only entity that can decrypt the above package, 
check for the integrity of the associated policies, check for their compliance and 
eventually disclose the symmetric key to a requestor (i.e. another PVS); 

• The alternative approach is based on IBE cryptographic technology [9,10]. 
Any kind of string can be used as an IBE encryption key. Privacy policies can be 
used for this purpose. The correspondent IBE decryption key can only be gener-
ated by the PMS as it is the only entity that has the “secret” necessary for doing it. 
The PMS will check the compliance of a requestor with these policies. The gen-
eration of IBE decryption keys can be postponed in time i.e. until they are actually 
necessary for decryption purposes. Any tampering with the IBE encryption key 
will make impossible for the PMS to generate the correct decryption key.   

b. Privacy Virtualisation System  
The Privacy Virtualisation System mediates the storage and retrieval of confidential 
data. Interactions with applications and services happen via its “virtualisation APIs“. 
These APIs consist of an extension of traditional data repositories APIs (such JDBC, 
LDAP, etc.) to store and retrieve data along with privacy policies and the declared  
 
intention (i.e. the reason for making this request). This extension does not require 
changes to current data repositories. For example, in case of access to a relational 
database, two basic interactions can happen: 

• Storage and update of confidential data: in case of SQL INSERT or UPDATE 
commands, the privacy API allows users to specify the association of privacy 
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policies to the data. The Privacy Virtualisation System stores data in the database 
by using one of the cryptographic techniques described before;  

• Retrieval of confidential data: the Privacy Virtualisation System intercepts 
SELECT queries and interacts with the Privacy Management Service to decrypt 
data. The actual disclosure of decryption keys depends on the current context, 
user’s credentials and privacy policies. The answer to the query could be pro-
vided either via a traditional database result set (where part of the data could be 
encrypted) or via an explicit “data structure”.   

The representation of query results via an explicit XML-based “data structure” al-
lows a “transportable” representation of the result: this can include data in clear, en-
crypted data (or references to data) and the associated privacy policies.  

Applications and services need to be modified to be privacy-aware and to fully 
leverage this privacy API to handle privacy policies. This is particularly important for 
the storage of confidential data via the Privacy Virtualisation System, as only in this 
way data will be stored in an encrypted way, according to privacy criteria. In absence 
of this, applications can still access these data as usual (no changes are made to data 
repositories), except for confidential data that will be encrypted. 
In addition to the “virtualisation API”, the Privacy Virtualisation System contains 
these core components: 

• Data management module: it formats data, depending on the underlying data 
repository and the requested privacy policies; 

• Policy handler module: it interprets privacy policies. It interacts with the Pri-
vacy Management Service and provides information to obtain the decryption 
keys; 

• Encryption/Decryption modules: they deal with the encryption and decryption 
of confidential data, as described above; 

• Communication module: it enables secure communication with the Privacy 
Management Service. 

c. Privacy Management Service  
The Privacy Management Service is in charge of making decisions and enforcing 
privacy policies associated to confidential data. At the very base, the Privacy Man-
agement Service verifies that privacy policies are fulfilled before disclosing any de-
cryption key. The Privacy Management Service consists of the following core 
components: 

• Communication module: it enables secure communication with the Privacy 
Virtualisation System and other parties; 

• Authentication module: it is in charge of authenticating requestors, should this 
be dictated by privacy policies; 

• Credential verification service: it is in charge of verifying the integrity and 
validity of digital credentials; 

• Context management module: it stores contextual information, relative both to 
specific interactions and the general situation; 
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• Sensors: they used by the Privacy Management Service to gather additional up-
to-date contextual information, for example trust measures from Trusted Comput-
ing Group (TCG) enabled platforms [11]. 

• Disclosure management module: it (generates and) discloses decryption keys; 
• Privacy policy engine: it is the privacy policy interpreter. It drives the 

interaction with the Privacy Virtualisation System, sensors and the disclosure 
management module; 

• Audit: this module logs all the interactions happening with requestors, in 
particular related to the disclosure of decryption keys. 

The disclosure process is adaptive and driven both by privacy policies and contex-
tual information i.e. it is not purely driven by the authentication of the requestors and 
their access rights. Contextual information can be very rich, including system infor-
mation, measures of trust of the requestors’ platforms, historical information, etc. It is 
important to notice that the disclosure of confidential information can modify the 
current context and, as a consequence, enable/disable sets of privacy policies and 
influence future disclosures.  

The Privacy Management Service can be deployed either remotely or locally to the 
site where the data repository is located. It could also be provided by a trusted third 
party to enable multi-party interactions and ensure a consistent enforcement of pri-
vacy policies. In a more advanced scenario, privacy policies can dictate to the Privacy 
Virtualization System to interact with multiple Privacy Management Services (each of 
them having specific competences) in order to access encrypted data. 

5   Discussion 

It is the case that our Privacy Virtualisation System can potentially be bypassed as 
requestors could try to access data by directly querying the data repositories or by 
accessing the content of files (if they have the basic access control rights). However, 
in this case, any encrypted data is going to be unintelligible. This forces the requestor 
to interact with the Privacy Management Service as dictated by the associated privacy 
policies. 

A more problematic issue arises because once confidential data have been 
disclosed to a legitimate requestor (that satisifed the associated privacy policies), it 
may not be possible to prevent this entity from misusing these data. At this stage also 
the association of sticky policies to data can be broken. Unfortunately, this is a 
common problem for systems that must enforce privacy and at the same time must 
release confidential data. With our approach we ensure that sticky privacy policies are 
strongly associated to data at least until the first disclosure happens. Afterwards our 
approach can mitigate the involved risks by auditing disclosures and the context 
where they happened, to increase accountability. In the future, it is likely that further 
controls will be available: if the requestor’s platform includes technologies such as 
security-enhanced operating systems (OS) and Trusted Computing Group (TCG) 
technology, these could potentially be used to control the use and propogation of 
decrypted data. More details on addressing the above issues can be found in [12]. 
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An open question that needs to be addressed is the impact of our solution in terms 
of efficiency. We need to fully understand how applications and services will deal 
with the association of privacy policies to data. This is definitely work in progress. 

Another important aspect that needs to be explored further is the overall lifecycle 
management of privacy policies and keys associated to confidential data, including 
their renewal and modification. The management of decryption keys is strictly related 
to the management of associated policies as decryption keys will be issued based on 
policy fulfillment. By changing a policy, our system must automatically change the 
associated encryption key. 

Revocation of keys and one-time usage of keys have to be addressed in this con-
text. Related to these aspects, we are currently looking at ways to change encryption 
keys based on successful disclosures of data. Every time data are successfully ac-
cessed (i.e. the decryption key is disclosed) the data is re-encrypted with a new key by 
the Privacy Virtualization System along with the associated policy. This policy could 
be slightly modified as well, especially in case of IBE encryption: nonces or “variable 
tags” can be added to policies to differentiate them without changing their semantic.  

We are currently researching in this space and developing a prototype of our solu-
tion by leveraging traditional public key cryptography or IBE to provide the required 
encryption mechanisms. We can leverage TCG-enabled trusted platforms to provide 
further trust about contextual information. We have already developed policy engines 
able to release decryption keys based on the fulfillment of policies. 

Aspects of our model might be further investigated and built in the context of the 
EU PRIME project [13].  

6   Conclusions 

This paper describes an innovative approach to allow an adaptive and incremental 
disclosure of confidential data depending on contextual satisfaction of privacy 
policies, with minimal disruption to common business interactions. Confidential 
information can be retrieved and transmitted between people that potentially have the 
right to access only parts of it: different views (in the sense of visible data) of this 
information are provided, depending on the requestors’ credentials, the context and 
privacy policies. Our research and development is work in progress. Part of this 
research could be carried out in the EU PRIME project. 
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Abstract. Data mining research deals with extracting useful information from 
large collections of data. Since data mining is a complex process that requires 
expertise, it is beneficial to provide it as a service on the web. On the other 
hand, such use of data mining services combined with data collection efforts by 
private and government organizations leads to increased privacy concerns. In 
this work, we address the issue of preserving privacy while providing data min-
ing services on the web and present an architecture for privacy preserving shar-
ing of data mining models on the web. In the proposed architecture, data pro-
viders use APPEL for specifying their privacy preferences on data mining mod-
els, while data collectors use P3P policies for specifying their data-usage prac-
tices. Both parties use PMML as the standard for specifying data mining que-
ries, constraints and models.  

1   Introduction 

Massive amounts of data have been collected into large data warehouses for later 
analysis in tabular, XML or plain text form. Such data is collected with the hope that 
it can be transformed into useful knowledge later on through data mining techniques. 
However, data mining requires a lot of expertise, and not all firms have the ability to 
construct and interpret data mining models. Therefore, there is a market for special-
ized firms on data storage and analysis. But there are challenges as well, such as secu-
rity and privacy. Privacy concerns of outsourced data have been addressed recently in 
the literature within the context of querying and data mining [6][1][3][4][5]. We can 
define the data privacy of individuals as the right to have the control over the data 
they provided. This includes controlling (1) how the data is going to be used, (2) who 
is going to use it, and (3) for what purpose. In order to formally address the issue of 
control, some medium for privacy preference specification for the data providers and 
policy specification for data collectors have been recently developed by the W3C, 
under the P3P specification working group [8]. 

The idea of data mining as a service was first proposed by Sunita Sarawagi [2]. In 
her paper, Sarawagi et al. discusses on the usefulness of providing data mining mod-
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els as services on the internet and enumerates the problems that needs to be addressed 
in order to realize these services. Privacy in such a service is the main concern when 
actual data contains confidential information about the data providers, such as health 
records of patients. In this work, we assume that the actual data, which is the medical 
reports of patients, is in textual form. Such data contains valuable information that 
could be used for research purposes. However, since it is confidential, it cannot be 
released to the third parties. But for research purposes, data mining queries are al-
lowed to run on the confidential data and produce models out of it. In such a case, the 
data mining model itself could jeopardize the privacy of the data owners. Therefore, 
release of confidential portions of data mining models must be avoided using a set of 
constraints. In order to accomplish this, we propose an architecture where data mining 
queries and constraints are expressed via PMML, an XML based language for ex-
pressing data mining models developed by Data Mining Group (DMG) [7]. Moreover, 
we extend P3P and APPEL in order to specify data mining queries as privacy policies, 
and data mining constraints as privacy preferences respectively. As a case study, we 
considered association rules that could be used for prediction and therefore can reveal 
private information about the data providers. In order to block the privacy leaks in-
duced by the association rules, we define constraints to map the original association 
rules to more generic ones via a taxonomy. To support our claims, let us first look at a 
motivating application which is used as the case study to demonstrate the proposed 
architecture. 

Medical Research Application Suppose that an organization owns a huge medical 
report repository of individuals. Due to privacy concerns, the organization is not will-
ing to share the actual reports or provide information about an individual’s medical 
history. But, it still wishes to help the researchers investigating the associations be-
tween entities such as gender, time, location, symptom, disease and medication. In 
order to share these associations, the organization first extracts all such entities from 
each document. An example medical report with its tagged version is shown in Fig. 1.  

Mr. John Brown, stayed in Med Hospital, New York from 05/05/1999 to 05/08/1999. His 
tests for the cytomegalovirus were positive. Therefore, he was prescribed Vitravene. … 

 

Mr.<PERSON GENDER=“Male”> John Brown </PERSON>, stayed in Med Hospital, 
<LOCATION> New York </LOCATION> from <DATE> 05/05/1999 </DATE> to 
<DATE> 05/08/1999 <DATE>. His tests for the <DISEASE> cytomegalovirus 
</DISEASE> were positive. Therefore, he was prescribed <MEDICATION>Vitravene 
</MEDICATION>. … 

Fig. 1. An Example Medical Record and Its Tagged Version 

Thus, the researchers can now ask for the associations between different entities 
via a data mining query without explicitly accessing the confidential reports. However, 
there is still a privacy leak. Actually, apart from the actual data, some associations 
between entities can also be confidential and with appropriate query parameters (like 
support and confidence) a researcher can learn these confidential associations. In 
order to avoid such privacy leaks, the organization wants to restrict the association 
queries so that each researcher can only view the associations to which he/she is al-
lowed to. 
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The rest of the paper is organized as follows. In section 2, we describe the building 
blocks of our framework, the Predictive Modeling Markup Language (PMML) and 
the Platform for Privacy Preferences (P3P), and give a brief overview on multi-level 
association rule mining which is used as the target data mining model in our case 
study. In section 3, we formally define the problem and present the architecture for 
privacy preserving sharing of data mining models on the web. Finally, in section 4 we 
give out the conclusion and state the future work. 

2   Background 

2.1   Predictive Modeling Markup Language (PMML) 

PMML is an XML-based language that is being developed by the Data Mining Group 
[7]. It provides a standard way for defining and representing data mining models, by 
describing their inputs, outputs and parameters. This enables applications to use mod-
els obtained from multiple sources simply by reading the corresponding PMML files 
without having to deal with individual differences between those sources. PMML 
consists of the following principal components: 

Mining Build Task is the natural container for any pre-processing and post-
processing task specification using any content structure. 
Data Dictionary defines the attributes used in the mining models.  
Mining Schema lists the attributes which a user has to provide in order to apply the 
model together with their relative importance, outlier treatment, and usage type.  
Transformation Dictionary enumerates the derived attributes defined via normaliza-
tion, discretization, value mapping, or aggregation. 
Taxonomies and Hierarchies organize the categorical attributes under a hierarchy 
which is also known as the taxonomy.  
Model Parameters are the actual parameters defining the data mining models.  
Model Output lists the output (e.g. association rule, decision tree) of a model. 

An example association rule mining query written in PMML is shown in Fig. 2. 
This query defines a data mining task that will mine DOCUMENT_ENTITIES table 
for association rules with a minimum support of 0.6 and a minimum confidence of 
0.5. 

2.2   Platform for Privacy Preferences (P3P) 

P3P, developed by the W3C, provides an automated way for data owners (e.g. user) to 
gain more control over the use of their data by the data collectors (e.g. web sites) [8].  
Basically, P3P enables data collectors to encode their data-collection and data-usage 
practices using P3P policies [9] which are made up of statements encoded in XML 
describing the data practices of the data collectors. Each statement in a P3P policy is 
made up of the following elements:  

Consequence provides further explanation about a data collector’s practices and why 
the suggested practice may be valuable in human-readable text. 
Purpose contains one or more purposes of data collection or uses of data.  
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Recipient contains one or more recipients of the collected data.  
Retention defines the duration for which the collected information will be retained. 
Data-Group describes the data to be transferred or inferred.  
Extension describes the extension to the syntax. 

On the other hand, the data owners can express their privacy preferences using the 
privacy preference language known as APPEL [10] as a set of preference-rules which 
can then be used by their agent to make automated decisions regarding the acceptabil-
ity of machine-readable privacy policies of data collectors. The preference-rules con-
sist of two parts: 

Rule behavior specifies the action (e.g. request, block) to be taken if the rule fires. 
Rule body provides the POLICY pattern that is matched against a privacy policy. 

<PMML version="3.0" > 
  <MiningBuildTask> <Extension>  
    <DataMining><MiningData tableName="DOCUMENT_ENTITIES" /></DataMining>   
  </Extension> </MiningBuildTask> 
  <DataDictionary numberOfFields="2" > 
    <DataField name="document_id" optype="categorical" /> 
    <DataField name="entity" optype="categorical" /> 
  </DataDictionary> 
  <AssociationModel   minimumSupport="0.6"   minimumConfidence="0.5" 
                                         functionName="associationRules"> 
    <MiningSchema> 
      <MiningField name="document_id" usageType="group" /> 
      <MiningField name="entity" usageType="predicted"/> 

</MiningSchema> 
  </AssociationModel>   
</PMML> 

Fig. 2. An Example Association Rule Mining Query Written in PMML 

2.3   Multi-level Association Rules 

Association rule mining aims at finding interesting associations among large sets of 
data items. Let I = {il,...,in} be a set of literals, called items. Let D be a data set of 
transactions where each transaction T is a set of items such that T ⊆ I. Then, an asso-
ciation rule derived from the data set D is an implication of the form X  Y where     
X ⊂ I, Y ⊂ I and X ∩ Y = ∅. The usefulness of a rule X  Y is measured using the 
support which is the proportion of transactions that contain both item sets X and Y. On 
the other hand, the interestingness of a rule is measured using the confidence which is 
the proportion of transactions containing item set Y  to the ones containing item set X. 

Multi-level association rule mining is to mine strong association rules among intra 
and inter different levels of abstraction given a transaction data set and a concept 
hierarchy. Privacy and sparsity of data in multidimensional space are among possible 
motivations behind multi-level association rule mining. 
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3   Privacy Preserving Data Mining Model Sharing (PPDMMS) 

In this section, we present the problem of privacy preserving sharing of data mining 
models in order to provide privacy preserving data mining services on the web. Then, 
we state our assumptions and analyze the general requirements of an architecture 
designed for providing privacy preserving data mining services on the web. Finally, 
we present the proposed architecture together with a case study demonstrating the 
architecture. 

3.1   Problem Statement 

The generic problem of privacy preserving data mining model sharing can be stated as 
follows: 

Let W be a data warehouse that consists of multiple databases and data mining 
models together with a set of privacy preferences P that specifies the constraints 
for access to data mining models. Given a data mining query Q, the problem of 
privacy preserving data mining model sharing is to find the set of all constraints 
that prevent the data mining query Q to extract any confidential information and 
to rewrite Q so that no confidential information is disclosed.  

As an initial attempt for solving this specific problem we assume that the database 
schema is known to the data collectors, so that they can provide any pre-processing 
task specification within the data mining query. Moreover, we assume that the data 
collector follows the policy it has published for querying the data model, because the 
proposed architecture discovers the non-confidential parts of the requested model by 
looking at the privacy policy of the data collector.  

General Requirements for PPDMMS 

The general requirements of an architecture enabling privacy preserving sharing of 
data mining models can be enumerated as follows: 

Privacy Policies. Together with their request for data, the data collectors must be able 
to specify their data practices via a policy. The policy must specify the intended pur-
poses of data collection, the recipients of the collected data and the duration for which 
the collected data will be retained.  

Privacy Preferences. In order to preserve the privacy of the data mining models, the 
data owner must be able to specify his preferences corresponding to the policies of 
data collectors. The preferences should specify the action (block/permit) to be taken 
as well as the constraints in order to restrict the access to the data mining models.  

Data Requests. The data collectors should be able to express their data requests via 
the data mining queries. Therefore, the query language should either be capable of 
querying all types of data mining models or should be extendible.  

Data Mining Models. The data owner should be able to express all types of data 
mining models together with its output patterns. 
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Constraints. The data owner should be able to express all types of constraints includ-
ing data constraints (restricting the data set to be mined), level constraints (specifying 
the levels of data to be examined using a taxonomy), output constraints (restricting 
the output patterns of the data mining query) and interestingness constraints (specify-
ing the interestingness of output patterns) in order to prevent disclosure of confiden-
tial portions of the data mining models.  

3.    PPDMMS Architecture  

The proposed architecture fulfills the general requirements for PPDMMS by employ-
ing P3P, APPEL and PMML. 

Privacy Policies. The privacy policies of data collectors are expressed via P3P Poli-
cies which answer the questions of “why”, “for whom” and “how long” by their 
PURPOSE, RECIPIENT and RETENTION elements. Since, the DATA-GROUP 
element is incapable of expressing data collector’s actual data request written as a 
data mining query, the EXTENSION element is used instead.  

Privacy Preferences. The privacy preferences of data owners are expressed via 
APPEL. APPEL preferences contain both a privacy policy and an action (block, lim-
ited, request) to be taken for such a privacy policy. If the action is limited, the con-
straints for each policy are expressed using its EXTENSION element. 

Data Requests, Constraints, Data Mining Models. The data mining queries (data 
requests), constraints on these queries and the data mining models which are the out-
puts of the constrained queries are expressed via PMML. PMML is designed to ex-
press generic data mining models. In order to express all types of data mining queries 
and constraints, PMML is extended using the EXTENSION element. 

 

Fig. 3. Privacy Preserving Data Mining Model Sharing Architecture 
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<POLICY> 
  <STATEMENT> 
    <PURPOSE><develop/></PURPOSE>   
    <RECIPIENT><ours/></RECIPIENT> 
    <RETENTION><stated-purpose/></RETENTION>  
    <DATA-GROUP> 
      <DATA ref="#AssociationModel.Itemset"/> 
      <DATA ref="#AssociationModel.AssociationRule"/> 
    </DATA-GROUP> 
    <EXTENSION> 
      <PMML version="3.0" > … 
   <MiningBuildTask>  <Extension> <DataMining> 
            <MiningData tableName="DOCUMENT_ENTITIES" /> 
   </DataMining>  </Extension>  </MiningBuildTask> 
        … 
        <AssociationModel   minimumSupport="0.6"   minimumConfidence="0.5" 
                                          functionName="associationRules"> 
          <MiningSchema> 
            <MiningField name="document_id" usageType="group" /> 
            <MiningField name="entity" usageType="predicted"/> 
          </MiningSchema> 
        </AssociationModel>   
      </PMML> 
    </EXTENSION> 
  </STATEMENT> 
 </POLICY> 

Fig. 4. An Example Privacy Policy  

The proposed PPDMMS architecture is composed of three basic components, P3P 
Agent, Preference Checker and Query Rewriter, as can be seen in Fig. 3.  

P3P Agent. The main responsibilities of the P3P Agent are to listen for the incoming 
query requests sent by the data collected via P3P Policies, to process these request via 
the help of Preference Checker and Query Rewriter and to return the query result to 
the Data Collector. 

Preference. Checker. Preference Checker checks whether there is an APPEL prefer-
ence corresponding to the given P3P Policy and sends it to the P3P Agent. 

Query Rewriter. Given a P3P Policy containing a data mining query encoded in 
PMML, and its corresponding P3P Preference containing the constraints to prevent 
disclosure of confidential rules, Query Rewriter rewrites the data mining query and 
sends it back to the P3P Agent. 

Medical Research Application. Recall that an organization owns a huge medical 
report repository. Due to privacy concerns it is not willing to share the actual reports, 
but still willing to help the researchers investigating the associations between entities 
such as gender, time, location, symptom, disease and medication. For simplicity, let 
us assume that the organization extracts only the entities of type location and disease 
for each document. Thus, the researchers can now query the associations between and 
location entities via an association rule mining query without explicitly accessing the 
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confidential reports. An example P3P privacy policy is shown in Fig. 4. By sending 
this policy to the data owner, the data collector not only issues a data mining query 
that will mine DOCUMENT_ENTITIES table for association rules with a minimum 
support of 0.6 and a minimum confidence of 0.5, but also requests the resulting Item-
sets and AssociationRules for research and development purposes.  

Upon receiving the  privacy policy, the P3P  agent sends the policy to the prefer-
ence checker. The preference checker checks whether there is an APPEL preference 
corresponding to this P3P policy. If there is such a preference, it sends this preference 
to the P3P agent. An example privacy preference corresponding to the example  

<RULE behaviour="limited"> 
  <POLICY>  
   <STATEMENT> <PURPOSE><develop/></PURPOSE>  
    <DATA-GROUP> 
      <DATA ref="#AssociationModel.Itemset"/> 
      <DATA ref="#AssociationModel.AssociationRule"/> 
    </DATA-GROUP> 
    <EXTENSION> <PMML version="3.0" > … 
        <MiningBuildTask> <Extension> <DataMining> 

        <MiningData tableName="DOCUMENT_ENTITIES"/> 
        <Constraints>  
          <RuleConstraints  maxRuleLength="2"/> 
          <InterstingnessConstraint minSupport="0.8" minConfidence="0.5"/> 
          <LevelConstraints> 

<Taxonomy name="City-State"> 
  <ChildParent childField="City" parentField="State"> 
     <InlineTable> 
       <row><City>San Jose</City><State>CA</ State></row> 
       <row><City>Long Beach</City><State>CA</ State></row> 
       <row><City>New York</City><State>NY</State></row> 
       <row><City>Everett</City><State>MA</State></row> 
     </InlineTable> 

              </ChildParent> 
            </Taxonomy> 
          </LevelConstraints> 
        </Constraints> 

        </DataMining> </Extension> </MiningBuildTask> 
        … 
        <AssociationModel   functionName="associationRules"> 
          <MiningSchema> 
            <MiningField name="document_id" usageType="group" /> 
            <MiningField name="entity" usageType="predicted"/> 
          </MiningSchema> 
        </AssociationModel>   
      </PMML>  </EXTENSION>   
  </STATEMENT>  
 </POLICY> 
</RULE> 

Fig. 5. An Example Privacy Preference 
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Fig. 6. An Example Taxonomy 

policyis shown in Fig. 5. This preference limits the data mining queries (issued for the 
purpose of research and development) which will mine DOCUMENT_ENTITIES 
table for association rules with the following constraints: 

Rule Constraint. limits the maximum allowed rule length to 2. 

Interestingness Constraint. specifies the limit for minimum support and confidence 
as 0.8 and 0.5 respectively. Queries with lower minimum support and confidence 
values are restricted with these limits. 

Level Constraint. forces the generalization of city entities to their corresponding 
state values according to the taxonomy given in Fig. 6.  

Upon having the preference, the P3P agent sends this preference along with the 
query to the query rewriter. The query rewriter updates the data mining query and 
sends it back to the P3P agent. Finally, the P3P agent issues the rewritten query on the 
data warehouse and sends the resulting mining model to the data collector. The data 
mining model sent to the data collector as a result of the example policy constrained 
with the example privacy preference is shown in Fig. 7. 

<PMML version="3.0" >    … 
  <AssociationModel   functionName="associationRules" 
        minimumConfidence="0.5"  minimumSupport="0.8"   numberOfItems="3" 
        numberOfTransactions="4"  numberOfItemsets="3"    numberOfRules="2"> 
      … 
    <Item id="1" value="NY" /> <Item id="2" value="MA" /> 
    <Item id="3" value="cytomegalovirus" /> 
    <Itemset id="1" support="1" numberOfItems="1">  
      <ItemRef itemRef="1" /> 
    </Itemset> 
    <Itemset id="2" support="1" numberOfItems="1"> 
      <ItemRef itemRef="3" /> 
    </Itemset> 
    <Itemset id="3" support="1" numberOfItems="2"> 
      <ItemRef itemRef="1" /> <ItemRef itemRef="3" /> 
    </Itemset> 
    <AssociationRule support="1" confidence="1"antecedent="1" consequent="2" /> 
    <AssociationRule support="1" confidence="1"antecedent="2" consequent="1" /> 
  </AssociationModel> 
</PMML>

Fig. 7. Resulting Association Rule Model 
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4   Conclusion 

In this paper, we propose an architecture in order to address the problem of privacy 
preserving data mining model sharing. As an initial attempt for solving this problem 
we analyze the general requirements of an architecture that enables sharing of privacy 
preserving data mining models and present the initials of the proposed system archi-
tecture together with an example case study for this specific problem. As a future 
work, we are going to define all possible extensions to PMML, P3P and APPEL in 
order to realize this architecture, express all types of constraints on data mining mod-
els, and develop algorithms for preference-policy matching and data mining query 
rewriting. 
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Abstract. Employers want their employees to do their job and meet the com-
pany’s goals. Legitimate electronic monitoring at work offers business organi-
sations the opportunity to detect employees whose workplace behaviour indi-
cates a serious problem. However, surveillance of employee’s electronic mail is 
intrusion into the employee’s private life. It can potentially undermine employ-
ees' respect for their employers and ruin previously good working relationships. 
There have been numerous litigations involving electronic mail, including sev-
eral high-profile legal cases. Balancing the employer's right to monitor its work-
force with the employees' right to privacy with respect to technology use is be-
coming an increasingly contentious issue in the workplace. 

1   Introduction 

The Internet has virtually changed the lifestyle of the consumer and business organiza-
tions. A vast amount of corporate communication takes place over the web, such as 
electronic mail (e-mail) and Instant Messaging (IM). Most companies provide em-
ployees with access to their electronic mail and the Internet. The Internet offers many 
opportunities for companies by reducing operating costs, enabling companies to moni-
tor their competition, retrieve information, improve communication in the workplace 
and expand product lines.  While advanced technology has brought significant effi-
ciencies and opportunities to the workplace, it has also introduced new risks and li-
abilities for employers. Employees are using the Internet for personal use, whether for 
sending personal e-mail messages, playing games, downloading pornography, order-
ing goods online, and checking stock prices, or gambling. Some employers view Web 
surfing as a scourge that distracts employees and saps productivity, while others are 
less threatened by their employees' access to the Web. 

As technology invades the workplace, concerns arise about employee privacy and 
to what extent employers can be connected to their employees. These problems are 
exacerbated as technological advances increase the employer’s ability to monitor and 
communicate with the employee. The official definition  in the  (US) Privacy and 
Consumers  Workers Act  of  the term "electronic monitoring" is  the collection, stor-
age, analysis, and reporting of information concerning an employee's activities by 
means of a computer, electronic observation and supervision, remote telephone sur-
veillance telephone call accounting, or other form  of visual, auditory, or computer-
based surveillance conducted by any  transfer of signals, writing, images, sounds, 
data, or intelligence of any nature transmitted in whole or in part by a wire, radio, 
electromagnetic, photo electronic, or photo-optical system. The term electronic moni-
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toring in this paper includes the use of electronic devices to retrieve and store infor-
mation, intercept and recover messages, and monitor, record and review electronic 
communications, etc. 

Electronic mail and the Internet have transformed the relationship between em-
ployers and employees and have raised numerous issues over monitoring, privacy and 
data protection as well as new liabilities. Companies are looking for more efficiency, 
and they want to keep track of   their worker’s performance through electronic sur-
veillance. However, they could face legal action from their employees because of a 
conflict between electronic monitoring and human rights law. What are the limits to 
employers’ intrusions into employees’ lives?  This paper will look into the current 
laws and court decisions in Europe for a clear definition of the rights and limits of 
surveillance of electronic mails in the workplace. 

2   Cyber Shenanigans and Monitoring Activities 

Does the average employee spend an hour per day chatting online and downloading 
porn?  According to the 2004 Workplace and Instant Messaging Survey of the of 840 
U.S. companies by the American Management Association and the  ePolicy Institute ( 
Claburn , 2004),  90% of respondents spend up to 90 minutes per workday on IM and 
another 10% of employees spend more than half the workday (4-plus hours) on e-
mail, with 86% engaged in personal correspondence. The majority (58%) of work-
place users engage in personal IM chat. Survey respondents report sending and re-
ceiving the following types of inappropriate and potentially damaging IM content: 
attachments (19%); jokes, gossip, rumours, or disparaging remarks (16%); confiden-
tial information about the company, a co-worker, or client (9%); sexual, romantic, or 
pornographic content (6%). Sixty percent (60 %) of employers use software to moni-
tor external (incoming and outgoing) e-mail. 

According to a  research study from Forrester Consulting (Leyden, 2004), 44 per 
cent of large US companies with 20,000 workers and above, pay someone to monitor 
the firm's outgoing mail, with 38 per cent regularly auditing email content. The om-
nibus study on outbound email security and content issues, co-sponsored by Proof-
point, found the following: more than 30% of all companies reported that they em-
ploy staff to monitor outbound email content. This technique is even more prevalent 
in large organizations: 43.6% of companies with more than 20,000 employees em-
ploy staff to monitor outbound email; and almost 33% of all companies reported that 
they conduct regular audits of outbound email content. More than 38% of large com-
panies reported that they regularly audit the content of outbound email. 

Web@Work (2004) is another comprehensive annual survey of the Internet and 
application usage in the workplace. Consistent with previous Web@Work studies, 
51 percent of employees said they spend between one and five hours per week surf-
ing the Internet at work for personal reasons, and those that admitted to personal 
surfing spend an average of 2 hours per week doing so. 

Companies providing Internet access to employees do not only have the ability to 
make the workplace more productive, but can also provide more distraction, and in-
crease a company’s legal liability and security risk. E-mail and Internet misuse by 
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staff has become the biggest disciplinary problem for employers. An exclusive survey 
by Personnel Today and KLegal (2002) shows that European employers have taken 
disciplinary action on more occasions in the past year against staff for misusing the 
Web than for dishonesty, violence and health and safety breaches combined. The 
survey of 212 employers finds that there were 358 disciplinary cases for Internet and 
e-mail use compared to a combined total of 326 cases for the other three categories. It 
reveals that the most common cyber crimes were excessive personal use of the Inter-
net, sending pornographic e-mails and accessing pornographic websites (Staff Internet 
Abuse, 2002). With the continual blurring of the line between work and play, most 
employees do not feel that being able to use the Internet at work for personal tasks 
makes them less productive. In fact, 27 percent feel that it makes them more produc-
tive and 57 percent feel there is no change in their productivity one way or another. 

3   Monitoring Devices 

There are softwares available to employers that can monitor employee’s e-mail use, 
Web sites visited, and what computer files the employee has accessed. Employers are 
now using these vulnerabilities in electronic mail to monitor employee electronic 
correspondence. According to the research firm Giga Information Group (Swanson, 
2002), the market for Web-monitoring products reached $250 million in 2002, up 
from $180 million the previous, while the market for e-mail monitoring products hit 
$165 million, up from $110 million the year before. Within the past few years, em-
ployee monitoring, as measured by the sales of surveillance software, has increased at 
least twice as fast as the number of employees in the United States with Internet ac-
cess, according to the study. 

All monitoring softwares  can be configured to block or quarantine messages based 
on keywords or phrases, which are used to detect e-mail with confidential content, e-
mail with inappropriate (i.e., harassing or offensive) content, and spam messages. 
They all include some means of virus protection, the ability to block or delay mes-
sages based on size and number of recipients, and the ability to append a disclaimer or 
statement of confidentiality to an outgoing message. Some of these products also have 
features for monitoring message attachments and some monitor only e-mail that 
leaves or enters the corporate network. Other software available can record usage 
times, every stroke that is typed, and remotely monitor and shutdown an application!  
People involved in intensive word-processing and data entry jobs may be subject to 
keystroke monitoring. Such systems tell the manager how many keystrokes per hour 
each employee is performing. It also may inform employees if they are above or be-
low the standard number of keystrokes expected. Regardless of format or software, all 
activities related to employee monitoring, like surveillance, is a highly complicated 
and controversial way to gather information for an investigation. 

4   Rationales for Monitoring E-Mail 

What use may be made of information that an employer gathers through its monitor-
ing program?  Companies monitor their employee’s mail for the following reasons: 
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− Increased productivity. Net surfing and personal email waste company time and 
assets. Productivity will fall and take profitability with it.  

− Trade secrets. There is the risk that an employee may disclose some confidential 
material in an email through misaddressing an email or forwarding trade secrets to 
a rival business or future employer.  

− Legal Liability. Employees are unwittingly exposed to offensive graphic material 
on colleagues' computer screens.  

− Support for claims. Electronic recording and storage may be considered part of a 
company's "due diligence" in keeping adequate records and files. 

− System Overload. There are potential viruses into the company’s network which 
needs monitoring. 

− Prevent unwanted recognition of the company. Web visits can be traced back to 
company organization, either directly or through their Internet Service Provider 
(ISP). 

− Performance Evaluation. Electronic monitoring can provide information on the 
performance of the employees in order to evaluate their courtesy and professional-
ism through the reviewing and monitoring of their email responses. 

− Bandwidth conservation. Companies want to keep resources available for company 
business, identify large size e-mails, and reduce access to non -related web sites. 

− Legal Compliance. The basic principle under vicarious liability is that employers 
are responsible for the actions of employees carried out in the course of employ-
ment. 

Electronic monitoring may have real consequences for employees. Sanctions that 
have been imposed by companies for employees’ use or abuse of electronic media at 
work include:  dismissal, forced resignations, suspension, reprimands, wage deduc-
tions, access to Internet withdrawn and police action. However, electronic monitoring 
software meant to protect businesses and users against inappropriate web content 
could also enable unscrupulous businesses to discriminate against 'disloyal' staff. 
Fears have been raised that cynical organisations could use the system to detect em-
ployees who visit recruitment websites (Allen, 2001). According to the Congress's 
Office of Technology Assessment Report (1987), there is reason to believe that elec-
tronically monitoring the quantity or speed of work contributes to stress and stress-
related illness. Monitoring often occurs in already stressful work circumstances, and 
the combination of surveillance with other stressors can push workers beyond reason-
able tolerance levels. 

The problem occurs when monitoring crosses the line from being informational to 
being invasive. When intrusive, personalized monitoring is taking place, working 
under surveillance becomes a source of worry for workers and results in an underly-
ing sense of mistrust. Intruding into employees' private lives can potentially under-
mine employees' respect for their employers and ruin previously good working 
relationships. Keystroke monitoring has been linked with health problems including 
stress disabilities and physical problems like carpal tunnel syndrome (Privacy Rights 
Clearinghouse, 2005).The risk reduction has led to a Gestapo-like mentality that re-
duces trust between employers and employees and decreases productivity. Monitoring 
presents an "assault on personal dignity"(Rita C. Manning, 1997, p.187). 
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5   Legislations 

Trust and Privacy are the major issues between the employers and the employees. 
Monitoring brings into conflict the employer's legitimate interest in protecting against 
the risks associated with online access for employees and the privacy interests of the 
employees. In the European Union, workers have adequate data protection rights 
although the law is still slightly unclear on the legality of electronic monitoring. The 
legal ambiguity of privacy laws have led to conflicting court decisions on the 
worker’s right against their email surveillance.  The issue is, of course, when do em-
ployer’s legitimate business interests become an unacceptable invasion of the work-
ers’ privacy?   

The rights of privacy in the workplace are guaranteed by the European Convention 
on Human Rights, Directive 95/46/EC on the protection of individuals with regards to 
the processing of personal data, Directive 2002/58/EC concerning the processing of 
personal data and the protection of privacy in the electronic communications sector, 
Article 286 EC Treaty, Regulation (EC) No. 45/2001 on the protection of individuals 
with regard to the processing of personal data, Charter of Fundamental Rights of the 
European Union, Council of Europe's Convention (108) for the Protection of Indi-
viduals with regard to Automatic Processing of Personal Data , and the European 
Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR) . 

Article 8 of the European Convention on Human Rights imposes the following 
duty on Member States (Right to respect for private and family life): 

1. Everyone has the right to respect for his private and family life, his home and his 
correspondence. 

2. There shall be no interference by a public authority with the exercise of this right 
except such as is in accordance with the law and is necessary in a democratic society 
in the interests of national security, public safety or the economic well-being of the 
country, for the prevention of disorder or crime, for the protection of health or morals, 
or for the protection of the rights and freedoms of others.  

Article 8 provides protection against arbitrary (i.e. unjustified) interference with an 
individual's correspondence (expressly) and against similar surveillance of telephone 
conversations.  The leading case concerning Article 8 was Halford v. The United 
Kingdom (73/1996/692/884) where the police intercepted the private office telephone 
of a senior police officer.  The applicant in Halford alleged that her phone was being 
tapped in violations of Article 8 of the Convention. In the European Court of Human 
Rights view, telephone calls made from business premises as well as from the home 
may be covered by the notions of "private life" and "correspondence" within the 
meaning of Article 8 (1). The Applicant was not given any notice of any monitoring 
and therefore had a reasonable expectation that her calls would not be monitored. This 
was an important factor in the finding that there had been a breach of her right to 
privacy. The corollary of this decision is that if an employee does not have a reason-
able expectation of privacy, then an employer may be free to monitor calls. This is 
subject to the overriding requirement that any monitoring must be for a defined pur-
pose and must be proportionate to the objective it seeks to achieve. 
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In Niemitz v. Germany (ECHR, 23 November 1992, Series A No. 251/B, para. 29) 
the European Court of Human Rights pointed out, “Respect for private life must also 
comprise to a certain degree the right to establish and develop relationships with other 
human beings. There appears, furthermore, to be no reason of principle why this un-
derstanding of the notion of private life should be taken to exclude activities of a 
professional or business nature since it is, after all, in the course of their working lives 
that the majority of people have a significant, if not the greatest, opportunity of devel-
oping relationships with the outside world.” 

The principles of protecting written and telecommunication in Article 8 would sup-
port protection against arbitrary (i.e. unjustified) interference with an individual's 
correspondence including electronic mail. However, employees only have “locus 
standi” to bring the case before the European Court of Human Rights when the provi-
sions of the Convention have not been incorporated into national law.  

The Charter of Fundamental Rights of the European Union essentially repeats (in 
Article 7) the first paragraph of Article 8 of the Council of Europe Convention, stating 
that “Everyone has the right to respect for his or her private and family life, home and 
communications.”  To take account of developments in technology, the word ‘corre-
spondence’ in the Convention has been replaced by 'communications'. 

The European Union does not have a statutory provision that generally addresses 
an employer’s right to monitor their employees’ private electronic mail. However, 
there are provisions in the EU Data Protection   law that deal with privacy issues 
specific in employment situations. Directive 95/46/EC applies to the processing of 
personal data wholly or partly by automatic means, and to the processing otherwise 
than by automatic means of personal data which form part of a relevant filing system 
or are intended to form part of a filing system. "Personal data" means any information 
relating to an identified or identifiable natural person. Any collection, use or storage 
of information about workers by electronic means will almost certainly fall within the 
scope of the data protection legislation. The monitoring of workers' email or Internet 
access by the employer involves the processing of personal data. The Directive aims 
to protect the rights and freedoms of persons with respect to the processing of per-
sonal data by laying down guidelines determining when this processing is lawful. The 
guidelines relate to: 

 -   the quality of the data: personal data must be processed fairly and lawfully, and 
collected for specified, explicit and legitimate purposes. They must also be accurate 
and, where necessary, kept up to date. Data can only be collected for a specific pur-
pose, and once that purpose has ended the data can no longer be held. (Article 6) 

-   the legitimacy of data processing: personal data may be processed only if the 
data subject has unambiguously given his/her consent or processing is necessary: 
(Article 7) Restrictions on the processing of data require that the subject must be 
informed that monitoring is (or might be) taking place, and if the subject does not 
consent to the monitoring, they have additional rights to be informed what the pur-
pose of the monitoring is and who is the "controller" of such monitoring for the per-
formance of a contract to which the data subject is party . 

The subject is also provided with rights of access to any data collected (Article 12). 
These are cases wherein the collection and distribution of data is "justified". Justifica-
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tions include but are not limited to: individual consent, state security and state regula-
tion of criminal activity (Article 13).  

Article 29 sets up a Working Party on the Protection of Individuals with regard to 
the Processing of Personal Data, whose task is to examine any question covering the 
application of the national measures adopted under this Directive. In May 2002, the 
Working Party issued the Working Document on the Surveillance of Electronic Com-
munications in the Workplace to complement Opinion 8/2001 in designing guidelines 
concerning the monitoring by the employer of e-mail and Internet use by workers. In 
the light of the jurisprudence of the European Courts of Human Rights, the Working 
Document offers guidance and concrete examples about what constitute legitimate 
monitoring activities and the acceptable limits of workers' surveillance by the em-
ployer. Three principles can be extracted from the case law on Article 8 of the 
European Convention for the Protection of Human Rights and Fundamental Free-
doms: 

a) Workers have a legitimate expectation of privacy at the workplace, which is not 
overridden by the fact that workers use communication devices or any other business 
facilities of the employer. However the provision of proper information by the em-
ployer to the worker may reduce the workers legitimate expectation of privacy. 

b) The general principle of secrecy of correspondence covers communications at 
the workplace. This is likely to include electronic e-mail and related files attached 
thereto. 

c) Respect for private life also includes to a certain degree the right to establish and 
develop relationships with other human beings. The fact that such relationships, to a 
great extent, take place at the workplace puts limits to employer's legitimate need for 
surveillance measures. 

The Working Party is of the opinions that before employers process the personal 
data of employees, they should comply with the following principles: 

-    Necessity. This principle means that the employer must check if any form of 
monitoring is absolutely necessary for a specified purpose before proceeding to en-
gage in any such activity. It would only be in exceptional circumstances that the 
monitoring of a workers mail or Internet use would be considered necessary (e.g. 
criminal activity of the worker, detection of virus). 

-    Finality. This principle means that data must be collected for a specified, ex-
plicit and legitimate purpose and not further processed in a way incompatible with 
those purposes. In this context the “compatibility” principle means, to use an exam-
ple, that if the processing of data is justified on the basis of the security of the system, 
this data could not then be processed for another purpose such as for monitoring the 
behaviour of the worker. 

-    Transparency. This principle means that an employer must be clear and open 
about his activities and  that no covert e-mail monitoring is allowed except in those 
cases where a law in the Member State allows for that ( for ex. Criminal activity).  

-     Legitimacy. This principle means that any data processing operation can only 
take place if it has a legitimate purpose as pursued by the employer such as to prevent 
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transmission of confidential information to a competitor, and it must not infringe upon 
the fundamental rights of the workers. 

-    Proportionality. This principle requires that personal data including those in-
volved in monitoring must be adequate, relevant and not excessive with regard to 
achieving the purpose specified. The proportionality principle therefore rules out 
blanket monitoring of individual e-mails and Internet use of all staff other than where 
necessary for the purpose of ensuring the security of the system. 

-    Data Accuracy This principle requires that any data legitimately stored by an 
employer consisting of data from or related to a workers e-mail account or their use of 
the Internet must be accurate and not kept for longer than necessary.  

-    Security. This principle obliges the employer to implement appropriate techni-
cal and organizational measures to ensure that any personal data held by him is secure 
and safe from outside intrusion.  

6   Cases and Decisions 

The courts in various Member States have taken various interpretations of the Privacy 
Directive concerning electronic monitoring in the workplace. In Onof v Nikon France 
[Arret No. 4164 (Fr. Oct. 2, 2001)] the French Supreme Court ruled that an em-
ployee's right to private life under the Convention extended to private emails received 
at work, even where the employer had prohibited personal use of the facilities.  In this 
case, Onof an employee of Nikon France was suspected of using working time for 
personal endeavours. Nikon France retrieved and read his email although it was 
marked “personal” and then dismissed him.  The French Supreme Court held that the 
employer is not allowed to read his personal electronic mail and by doing do, is a 
violation of the fundamental right of secrecy in one’s private correspondence even if 
the correspondence is conducted via an employer’s email.  

In Germany, the Karlsruhe Court of Appeals (Case docket number 1 WG 152/04, 
decision of January 10, 2005), decided a controversy between a university in Baden-
Wuerttemberg and a former science employee that the purposeful filtering of emails 
could be punishable under German criminal law. After the employee and the univer-
sity separated in 1998 in discord, the former employee maintained close contact with 
former science colleagues and friends by sending Emails to accounts on the univer-
sity's mail server. The higher regional court affirmed in a country-wide first appellate 
decision on this topic that the former employee could succeed in filing criminal 
charges against the persons in charge at the university. In 2003, the university had 
arranged for Email traffic from and to former employees to become subject to techni-
cal filtering - without notification of either the sender or the recipient. According to 
the court ruling, someone who suppresses electronic letters as a responsible person for 
an enterprise or a university server renders himself punishable under German criminal 
law. Filtering of Email traffic is a violation of the secrecy of mail and letters. The 
opposite conclusion could solely be reached, according to the appellate court, with 
special justification, for example to defend against a virus attack (Sanctity of email, 
2005). 
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In contrast, the Catalonian High Court (Spain) had ruled that an employer was enti-
tled to dismiss an employee who was connected to an Internet game website during 
working hours for an average of 2-3 hours a day. It decided that this constituted a 
serious breach of his employment obligations. The court also said that measures 
adopted by the company to supervise the employee’s PC use (software that supervised 
his PC use without his knowledge) did not breach his right to privacy. It was a justi-
fied measure because the employer had reasonable grounds to believe that the em-
ployee was breaching his obligations. It was also relevant because the supervision was 
made over a company computer and did not involve accessing the employee’s private 
PC and password. The dismissal was therefore valid (Florez, 2001).  

In Moonsar v Fiveways Express Transport Ltd, EAT (2004), in the office where 
Ms Moonsar worked as a data entry clerk, several male colleagues downloaded por-
nographic images from the Internet. Although they were not circulated to her, she 
worked in close proximity and was aware of what was happening. In addition to a 
successful race discrimination claim in connection with her unfair selection for re-
dundancy, Moonsar claimed sexual harassment in respect of the pornographic mate-
rial. The UK Employment Appeal Tribunal (EAT) ruled that in such cases, once a 
complaint had been made, the burden of proof transferred to the employer to disprove 
that she had suffered a detriment. The fact that she was nearby and aware of what was 
happening was sufficient to amount to harassment, and the employer had failed to 
show that Ms. Moonsar had not been affected (Personnel Today, 2004). 

Judgments from the same country may appear contradictory. A woman sacked for 
using the office computer to book a holiday on the Internet lost her claim for unfair 
dismissal. An employment tribunal in Liverpool ruled that Lois Franxhi was guilty of 
misconduct and justifiably dismissed after using the computer at Focus Management 
Consultants in Cheshire, to make 150 searches on the Internet. A case of 150 searches 
constitutes concerted use as the employee is taking money from the employer and 
depriving the employer of the benefit (Herbert, 1999). An employment tribunal in 
Britain had also upheld a company’s right to access its employees' e-mails in Miseroy 
v Barclaycard. Hilary Miseroy was sacked from the credit card firm over the content 
of e-mail messages on his computer. The two-day hearing in Bedford threw out Mise-
roy's claim of unfair dismissal, ruling the organisation had acted in a correct manner. 
Routine monitoring by the firm found 900 personal e-mails stored on Miseroy's com-
puter (Personnel Today, 2003). 

In a 1999 decision of the Dutch Data Protection Authority, it was decided that con-
tinuous monitoring of e-mail is not allowed, as there is no specified and legitimate 
purpose to such monitoring. This decision applies even where the employer’s policy 
clearly states that the worker should have no expectation of privacy (Lee, 2000). A 
few common principles emerge from these and other cases. Court judgments in Den-
mark, Germany, the Netherlands and the UK have established the necessity for em-
ployers to have issued a clear policy or instructions on Internet/e-mail use before it is 
legitimate for them to dismiss or discipline employees on grounds of misuse, though 
one Dutch court has ruled that an employer had no obligation to give an employee 
prior notice that private use of Internet was not allowed. The courts in some countries 
- such as Germany, the Netherlands, Spain and the UK take a very dim view of em-
ployees using e-mail or the Internet for purposes of crime, harassment or distributing 
obscene, pornographic or offensive material (Delbert, Mormont & Schots, 2004). 
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7   Conclusion 

Increasingly, employers are using technology to track the employee’s workplace per-
formance. Organizations would gain more benefit if they do not scrutinize their em-
ployees' every move. Basically, companies should only consider the monitoring of 
content if the record of traffic and the subject of e-mails achieve the business purpose 
and this must be communicated to the employees. Companies should not monitor the 
content of e-mail messages unless it is clear that the business purpose for which the 
monitoring is undertaken cannot be achieved by the use of a record of e-mail traffic. 
The best way for an employer to address the issue is to provide a clear, well-defined, 
written policy concerning the use of its e-mail system to every employee.  It is im-
perative that the employer's policy advises employees of the employer's intent to 
monitor e-mail and Internet usage, and more importantly, to dispel any expectations 
of privacy in order to avoid claims of invasion of privacy.  There must be discretion 
and objectivity, as well as an unambiguous consent from the employee. Any monitor-
ing must be a proportionate and reasonable response to the risk faced by the em-
ployer. What is considered acceptable or normal must be defined. If electronic moni-
toring creates a morale problem, all of its value is diminished and the employer is 
better off, if he desists in his surveillance activities. A workplace policy should be in 
place in an open and transparent manner and must provide a balance between the 
legitimate rights of employers and the personal privacy rights of employees. 

Do you really want to reprimand an employee for reading the day's front-page 
news? 
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1 Introduction

As more business is conducted over the Internet, the security of two-party pri-
vate bidding assumes increasing importance. In markets, business activities are
coordinated through price, which is the value a business assigns to a resource.
Since various business assign different values to resource, they need to negoti-
ate to reach mutually acceptable agreements. Thus the technique of two-party
private bidding provides a prospective realization to the business community. In
essence, two-party private bidding can be stated as follows [5]: a player Alice
wants to buy some good from another player Bob if the price is less than a.
Bob would like to sell, but only for more than b, and neither of them wants to
reveal the secret bounds a and b. Only if the result is a ≥ b does Alice have to
reveal a and the deal takes place at this price. Thus, fundamentally, the study of
two-party private bidding can be reduced to that of polynomial time evaluation
of Yao’s millionaires problem which is stated below [16]:

– On input a (a price offer of a player, say, Alice); and b (the fixed base price
of another player, say, Bob)

– outputs a symbol λ indicating either accept if a ≥ b or reject if a < b and at
the same time there is no information leaked to any of the two players other
than the result of computation.

Basically, a two-party private bidding protocol consists of two sub-protocols:
a price comparison protocol − in essence, it is Yao’s millionaires problem; and a
fair contract signing protocol − if the agreed price a is revealed. The later topic
has been extensively studied in the literature and hence we ignore the topic of
fair contract signing protocol in this paper and refer to reader [1] and [2] for
further reference. We thus focus our attention on the construction of efficient
yet practical price comparison protocols.
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1.1 Related Works

The development of techniques for general secure multi-party computation has
shown that any two-party function can be computed securely (see [11] and [10]
for further reference). Thus the technique aspects of Yao’s millionaires problem
is by no means new to cryptography. However, the generic secure multi-party
computation does not ensure efficient implementation.

In CCS’99, Cachin proposed a novel construction of two-party private bid-
ding protocols which combines homomorphic encryption with the Φ-hiding as-
sumption [5]. Informally, Φ-hiding assumption states that it is computationally
intractable to decide whether a given small prime divides φ(m), where m is a
composite integer of unknown factorization. Since this assumption is relatively
new, it is not widely accepted by cryptographic community. Thus any satisfac-
tory implementation from different assumptions is certainly welcome.

In FC’02, Baudron and Stern [4] described a interesting auction protocol that
enjoys the following properties: the biddings are submitted non-interactively and
no information beyond the result is disclosed. Their solution uses a semi-trusted
third party T who learns no information provided that he does not collude
with any participant. The robustness against active cheating players is achieved
through an extra mechanism for fair encryption of a bit.

Recent works on Yao’s millionaires problem are mainly constructed from
Oblivious transfers. The work of Ioannidis and Grama [13] is to find an efficient
protocol for the Yao’s millionaires’ problem using 1-out of-2 oblivious transfers.
Schoenmakers and Tuyls [15] proposed a interesting protocol of two-party com-
putation based on the conditional gate which is based on ElGamal’s encryption
scheme. However,they only consider a multiplication gate for which the multi-
plier x is from a two-valued domain, whereas the multiplicand y is unrestricted.
All the mentioned works above are provably secure in the semi-honest setting,
thus any satisfactory solution to malicious probabilistic polynomial time (PPT)
adversary is certainly welcome.

1.2 Our Works

In this paper, we propose the first efficient implementation of Yao’s million-
aires problem from Cramer-Damg̊ard’s secure linear-function evaluation protocol
(LEP) for secret key zero-knowledge proof system (SKZK) [7]− a novel applica-
tion of Cramer-Damg̊ard’s LEP protocol indeed. We remark that the efficiency
of our implementation is due to that of the underlying Cramer-Damg̊ard’s LEP
protocol. At a high level, our construction can be stated as follows.

-To securely implement the grater gate b > a, Alice chooses a random string
ra ∈ [λ1, λ2] Bob chooses a random string rb ∈ [λ3, λ4]. We assume that λ3−λ2 >
λ and λi > 0, where λ is a security parameter related to the Baudot’s protocol
which will be explicitly stated in Section 3; Then two players are engaged in the
LEP for secure greater gate evaluation according to the following steps:

– Step 1: On input (a, ra) and (b, rb), where ra ∈ [λ1, λ2] and rb ∈ [λ3, λ4] to
evaluate the value A=: (a − b)(ra − rb); Notice that A can be rewritten as
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follows: A =(ara + sa) - (arb + sa) - (bra + sb) + (brb + sb), where sa is a
random string chosen by Alice from {0, 1}k1 while sb ∈ {0, 1}k2 is chosen
by Bob uniformly at random, k1 and k2 are secret parameters which will
be explicitly stated in the Section 3 (all the computations are defined over
integer domain Z);

– Step 2: Alice and Bob run the LEP to compute βa =: (bra + sb) and βb=:
(arb + sa); At the end of execution of the protocol Alice obtains βa while
Bob obtains βb;

– Step 3: Alice then sends γa=: αa − βa to Bob together with a proof that all
values are correctly computed, while Bob sends γb=: αb−βb to Alice, together
with a proof that all values are correctly computed, where αa=:(ara + sa)
and αb=: (brb + sb);

– Step 4: Alice and Bob computes the final value γ: = γa -γb locally;
– Step 5: a < b if and only if γ > 0

Notice that, the LEP deployed in the above construction is provably secure
in the common reference string model assuming that a static adversary corrupts
P or V , and is our construction. Thus we have proposed efficient yet secure price
negotiation protocols.

In summary, the main contribution of this paper are those − we first imple-
ment Yao’s millionaires problem from Cramer-Damg̊ard’s secure linear-function
evaluation protocol. Then we show that our implementation is provably secure
in the common reference string model assuming that a static adversary corrupts
one of the player. Finally we build a new two-party private bidding protocol as
an immediately application of our implemented primitive.

2 Building Blocks

In this section, we briefly describe cryptographic primitives that are used to
construct our oblivious polynomial evaluation.

2.1 Paillier’s Public Key Encryption Scheme

Paillier investigated a novel computational problem, called Composite Residuos-
ity Class Problem, and its applications to public key cryptography in [14]. Our
construction will heavily rely on this probabilistic encryption scheme which is
sketched below.

The public key is a k1-bit RSA modulus n = pq, where p, q are two large safe
primes. The plain-text space is Zn and the cipher-text space is Z∗

n2 . To encrypt
α ∈ Zn, one chooses r ∈ Z∗

n uniformly at random and computes the cipher-text
as EPK(a, r) = garn mod n2, where g = (1+n) has order n in Z∗

n2 . The private
key is (p, q). It is straightforward to verify that ((1+n)arn)φ(n) mod n2 = 1+an,
from which a can be computed.

The encryption function is homomorphic, i.e., EPK(a1, r1) × EPK(a2, r2)
mod n2 = EPK(a1 + a2 mod n, r1 × r2 mod n).
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2.2 Fujisaki-Okamoto Commitment Scheme

Let s be a security parameter. The public key is a k2-bit RSA modulus, where P ,
Q are two large safe primes. We assume that neither P nor V knows factorization
N . Let g1 be a generator of QRN and g2 be an element of large order of the group
generated by g1 such that both discrete logarithm of g1 in base g2 and the discrete
logarithm of g2 in base g1 are unknown by P and V . We denote C(a, ra) = ga

1gra
2

mod N a commitment to x in base (g1, g2), where ra is randomly selected over
{0, 2sn}. This commitment scheme first appeared in [12] and reconsidered by
Damg̊ard and Fujisaki [9] is statistically secure commitment scheme, i.e.:

– P is unable to commit itself to two values a1, a2 such that a1 �= a2 in Z by
the same commitment unless P can factor N or solves the discrete logarithm
of g1 in base g2 or the the discrete logarithm of g2 in base g1.

– C(a, ra) statistically reveals no information to V , i.e., there is a simulator
which outputs simulated commitment to a which are statistically indistin-
guishable from true ones.

2.3 Proof of Knowledge of Encryptions

Given a cipher-text Enc(x) which is computed from Paillier’s encryption scheme,
the prover should provide a proof that he knows x and x lies in a given interval
I specified in the protocol. There is efficient protocol presented by Damg̊ard
and Jurik already [8]. The basic idea is the following: given Enc(x), the prover
provides a commitment C(x, rx) which is computed from Fujisaki-Okamoto com-
mitment scheme, proves that the commitment contains the same number as the
encryption, and then uses Baudot’s protocol to prove that m ∈ I. More precisely,

1. Let T be the maximum bit length of x. The prover chooses at random u, an
integer of length T +2k, where k is a security parameter. He sends a=Enc(u),
b=C(u) to the verifier;

2. The verifier chooses a l-bit challenge e;
3. The prover opens the encryption a(Enc(x)e) mod N2 and the commitment

bC(x)e mod N , to reveal in both cases the number z = u + ex. The verifier
checks the opening were correct.

The protocol can be made non-interactive in the standard way using a hash
function and the Fiat-Shamir paradigm. It is also statistically zero-knowledge in
the random oracle mode.

2.4 Cramer-Damg̊ard’s Linear-Function Evaluation Protocol

In TCC’04, Cramer and Damg̊ad [7] proposed an efficient secret-key generator
for secret-key zero-knowledge proof system which is stated below and we refer
reader to [7] for further reference:

1. V sends the key pkV , the encryption EpkV (α) and proves in ZK that α is in
the correct interval;
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2. P chooses s, y as in the key generation for SKZK, makes commitments
S = CompkC (s, rs), Y =CompkC (y, ry) and proves that he knows how to
open these commitments to integers in the correct intervals. Similarly, he
chooses s̄, ȳ as random numbers 2k bits longer than s respectively y, makes
commitments S̄ = CompkC (s̄, rs̄), Y = CompkC (ȳ, rȳ), and proves that s̄, ȳ
were chosen in the correct intervals;

3. P uses the homomorphic property of the encryption scheme to compute
encryptions EpkV (αs+y), EpkV (αs̄+ ȳ), and sends these to V , who decrypts
to get results β, respectively β̄;

4. V sends a random k-bit challenge e. Both parties use the homomorphic prop-
erties of the commitment scheme to compute from S, Y , S̄, Ȳ commitments
Zs, Zy to zs = s̄ + es, zy = ȳ + ey. P opens Zs, Zy to reveal zs, zy to V .

5. V checks that the openings were correct, and that β̄ + eβ = αzs + zy. If so,
he accepts using α, β as keys to check proofs from P in the future. Output
for P is (s, y).

The protocol described above is provably secure assuming a static adversary that
corrupts P or V .

3 An Efficient Implementation of Yao’s Millionaires
Problem

In this section, we first present the security definition of Yao’s millionaires prob-
lem; and then we make use of Cramer-Damg̊ard’s linear evaluation protocol as
a subroutine to propose an efficient implementation of Yao’s millionaires prob-
lem. Finally we show that our implementation is provably secure within our
model.

3.1 The Definition of Security

We assume that a statistic PPT adversary corrupts either P or V (P refers
to Alice while V refers to Bob in Yao’s millionaires problem stated in Section
1) in our model. Thus, the security definition of Yao’s millionaires problem is
standard. That is,

– Security against malicious verifier − for each malicious V , there exists a
simulator simV that plays the role of V in the ideal world such that for
any polynomial time distinguisher D, the view of V in real conversation is
computationally indistinguishable from that simulated by simV .

– Security against malicious verifier − for any malicious prover P , there exists
a simulator simP that plays the role of P in the ideal world such that for
any polynomial time distinguisher D, the view of P in real conversation is
computationally indistinguishable from that simulated by simP .

Definition 1: A protocol securely implement Yao’s millionaires problem, if it
is secure against any PPT malicious verifier and any PPT malicious prover.
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3.2 Our Implementation

We now describe our implement of Yao’s millionaires problem in details.

– Initial phase: Alice holds a secret price offer a ∈ {0, 1}k1, a random string
ra ∈ [λ1, λ2] (an la-bit string) and sa ∈ {0, 1}k2, Alice then commits these
values using Fujisaki-Okamoto commitment scheme. The commitment of a,
ra and sa are denoted by Com(a, ua), Com(ra, va) and Com(sa, wa) respec-
tively; Similarly, Bob holds a secret base price b ∈ {0, 1}k1, a random string
rb ∈ [λ3, λ4] (an lb-bit string) and sb ∈ {0, 1}k3. Bob then commits these val-
ues using the same commitment scheme. The commitment of b, rb and sb are
denoted by Com(b, ub), Com(rb, vb) and Com(sb, wb) respectively; To ensure
the security of our protocol, we assume that λ3 − λ2 > λ and λ ∈ {0, 1}l, k2
≥ k1 + lb +k and k3 ≥ k1 + la +k, where l should be sufficient long (e.g., l is
length of 128-bit), and k, k2 and k3, la and lb are all security parameters in
our protocol. The following computations are defined over the integer domain
Z, thus we finally assume that the RSA moduli of the underlying Paillier’s
encryption [14] and that of Fujisaki-Okamoto’s commitment scheme should
be defined sufficient large (the public key of Fujisaki-Okamoto’s commitment
scheme is defined as the common reference string of our protocol).

– For fixed Ca:=Com(a, ua), Cra :=Com(ra, va) and Csa := Com(sa, wa), Alice
proves to Bob that she knows how to open the commitments of Ca, Cra and
Csa . Furthermore Alice proves to Bob that a ∈ {0, 1}k1, ra ∈ [λ3, λ4] and
sa ∈ {0, 1}k2 using Boudot’s protocol [3];

– For fixed Cb:=Com(b, ub), Crb
:=Com(rb, vb) and Csb

:= Com(sb, wb), Bob
proves to Alice that she knows how to open the commitments of Cb, Crb

and
Csb

. Furthermore Bob proves to Alice that b ∈ {0, 1}k1, rb ∈ [λ1, λ2] and
sa ∈ {0, 1}k2 using Boudot’s protocol [3];

– Alice and Bob then run together the Cramer-Damg̊ard’s linear-function eval-
uation protocol on input (Ca, Cra , Csa) and (Cb, Crb

, Csb
).

– At the end of execution of protocol, Alice obtains βa:=(bra + sb) while Bob
obtains βb =(arb + sa);

– Alice then sends γa=: αa - βa to Bob, together with a proof that this value
is correctly computed while Bob sends γb=: αb −βb to Alice, together with a
proof that this value is correctly computed, where αa=:(ara + sa) and αb=:
(brb + sb).
The proof of knowledge can be abstracted as the following problems: 1)
given C(i) =gihri , c(j)=gjhrj , and c(k)=gkhrk , Alice proves to Bob that
she knows how to open the commitment C(δ): =C(ij + k) and δ is correctly
computed from the above commitments; and 2) given C(δ) and Enc(x), Alice
proves to Bob that the value ξ =: δ-x is correctly computed from these given
values. Notice that both problems in a similar way as the LEP protocol.

– Alice (Bob) computes the final value γ: = γa -γb respectively;
– a < b if and only if γ > 0
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3.3 The Proof of Security

Theorem: Our protocol is secure against malicious verifier and malicious prover
assuming a static adversary that corrupts Alice or Bob in the common reference
model. Proof: In general, if Alice is malicious, then we need to show the exis-
tence of simAlice which plays the role of Alice in the ideal world. In this time
simAlice first generates system parameters as the real protocol described above
except that simAlice knows the auxiliary trapdoor information of the underlying
commitment scheme. We then consider two cases below:

– Case 1: Suppose Alice is a malicious verifier, i.e., Alice is one in protocol who
obtains βa:=(bra +sb), then there exists PPT simulator simA1 for Alice who
run together with Bob in the Cramer-Damg̊ard’s linear-function evaluation
protocol on input (Ca, Cra , Csa) and (Cb, Crb

, Csb
). Notice that the existence

of simA1 has been shown in [7] and the simulation of Alice after the execution
of the linear-function evaluation protocol also has already shown by Boudot
[3]. By combining the two simulators together, we know that there is a
simulator that simulates Alice’s entire views.

– Case 2: Suppose Alice is a malicious prover, i.e., Alice is one in protocol who
obtains βa:=(arb +sa), then there exists PPT simulator simA2 for Alice who
run together with Bob in the Cramer-Damg̊ard’s linear-function evaluation
protocol on input (Ca, Cra , Csa) and (Cb, Crb

, Csb
). Notice that the existence

of simA2 has been shown that in [7] and the simulation of Alice after the
execution of the linear-function evaluation protocol also has already shown
by Boudot [3]. By combining the two simulators together, we know that
there is a simulator that simulates Alice’s entire views.

In each case, for a real world PPT Alice, we know that there is a simulator
simAlice so that for any polynomial time distinguisher D, the view of Alice in
real conversation is computationally indistinguishable from that simulated by
simAlice. Similarly, we can show that our protocol is secure against any PPT
malicious prover. By combining two statements, we know that our protocol is
secure within our model assuming that a static adversary corrupts one of the
player.

Once given a secure implementation of Yao’s millionaires problem, an effi-
cient private bidding protocol can be derived trivially according to the strategy
specified in Section 1. In this way, we achieve our goal described in the abstract.

4 Conclusion

In this paper, a novel implementation of Yao’s millionaires problem from Cramer-
Damg̊ard’s secure linear-function evaluation protocol (LEP) [7] has been pre-
sented. And we have built a new two-party private bidding protocols from this ef-
ficiently implemented cryptographic primitive. Furthermore, we have shown that
our two-party private bidding protocols is provably secure in the common refer-
ence string model assuming that a static adversary corrupts one of the player.
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Abstract. M. Yokoo et al. analyzed some weaknesses in McAfee’s dou-
ble auction (MCD) protocol and proposed a robust threshold price dou-
ble auction (TPD) protocol against false-name bids. Unfortunately, as
their protocol strongly depends on the trust of auctioneer, the auction-
eer’s misbehavior may fail an auction process. In addition, their scheme
is in fact not robust in terms of comprehensive false bids. In this paper,
we further investigate weaknesses in both MCD and TPD protocols, and
then propose an improved double auction protocol against false bids. We
also extend it for a practical and secure double auction implementation.

1 Introduction

Currently, many auction services exist on the Internet that satisfies a variety of
requirements. Auction protocols can be classified into two types, namely one-
sided auction protocols in which a single seller (or buyer) accepts bids from
multiple buyers (or seller), and two-sided or double auction protocols in which
multiple buyers and sellers are permitted to bid/ask1 for designated goods [2].
For one-sided auctions, such as English auction, Vickrey auction and sealed-bid
auction, there have been many papers in the literature considering various secu-
rity properties [4,5,9,11]. However, not much research has been done regarding
the security issues in double auctions.

Recently, Wang and Leung [12] proposed a set of double auction protocols
based on McAfee’s [6] and Yokoo’s [7] protocols. Even though their scheme
possesses good security property such as full privacy protection, in fact, it is not
secure due to the original weakness in McAfee’s and Yokoo’s protocols.

Yokoo showed that McAfee’s protocol is vulnerable against false name bids
which are made under a fictitious name, and then proposed a robust threshold
price double auction protocol against false name bids [7,8]. As Yokoo’s protocol
strongly depends on the trust of auctioneer, auctioneer’s misbehavior may fail
1 We use the term bid for a buyer’s declaration of value, and ask for a seller’s decla-

ration of value.
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an auction process. In addition, their scheme is in fact not robust in terms of
comprehensive false bids.

In this paper, we analyze some weaknesses in both McAfee’s and Yokoo’s
protocols, and then propose an improved double auction protocol against false
bids. Moreover, we extend it for a practical and secure double auction imple-
mentation. This is based on the improved McAfee’s protocol and an anonymous
signature of knowledge. In appendix, we analyze the security and efficiency of
the proposed scheme.

2 MCD Protocol

In this section, we first describe McAfee’s double auction protocol [6] and then
analyze its weakness. We call this protocol the MCD protocol.

2.1 Protocol Description

Let declared buyers’ valuations (bids) be b1, . . . , bm and declared sellers’ valua-
tions (asks) be a1, . . . , an, where

b(1) ≥ b(2) ≥ . . . ≥ b(m) and a(1) ≤ a(2) ≤ . . . ≤ a(n)

We use the notation (i) for the i-th highest valuation of buyers and the i-th
lowest valuation of sellers. Choose k so that b(k) ≥ a(k) and b(k+1) < a(k+1)
hold. Since for (1) to (k), the evaluation value of the buyers is larger than that
of the sellers, at most k trades are possible. The candidate of a trading price pt

is defined as

pt = 1
2 (b(k+1) + a(k+1))

The MCD protocol works as follows,

1. If a(k) ≤ pt ≤ b(k) holds, the buyers/sellers from (1) to (k) trade at price pt.
2. If pt > b(k) or pt < a(k) holds, the buyers/sellers from (1) to (k − 1) trade.

Each buyer pays b(k), and each seller gets a(k).

If the second condition holds, since the price for buyers b(k) is larger than
the price for sellers a(k), the amount (k−1) · (b(k) −a(k)) is left over. It is usually
assumed that the auctioneer receives this amount.

2.2 Weakness in MCD Scheme

M. Yokoo described that the MCD protocol is vulnerable against false name
bids which are made under a fictitious name, such as using multiple e-mail ad-
dress [7,8]. However, these malicious actions can be easily prevented by limiting
multiple submission using entity authentication of registration phase and cryp-
tographic devices. We will explain it in section 5. In addition, MCD protocol
has another weakness. To explain it, we expand the meaning of the false name
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bids. That is, we define the word, comprehensive false bids, in which buyers or
sellers submit even higher or lower bids than their true valuations to succeed in
auction, but they in fact aren’t willing to pay these valuations2. To have a clear
understanding, we consider a simple example.

Example 1. Let us assume the true valuations of buyers and sellers are as follows.

– Buyers’ valuations: 20 > 18 > 16 > 14
– Sellers’ valuations: 13 < 15 < 17 < 19

If each participant truthfully declares his valuation, the first condition of the
MCD protocol holds, and buyers and sellers from (1) and (2) trade at the price
pt = (16 + 17)/2 = 16.5. On the other hand, if the buyer submits a very high
bid 100 instead of 14 to succeed in an auction, the declared valuations become
as follows.

– Buyers’ valuations: 100 > 20 > 18 > 16
– Sellers’ valuations: 13 < 15 < 17 < 19

In this case, the number of traders3 changes and the buyer submitting 100 in-
stead of 14 becomes a trader, but he just pays the trading price pt = (16+19)/2 =
17.5 instead of 100. We can consider his bidding as false bid in comprehensive
meaning. If the buyer asserts that his bidding is true valuation, we have no idea
but to trust him. As another example, consider the seller submitting 2 instead
of 19. In fact, she doesn’t want to sell some goods at the price 2.

– Buyers’ valuations: 20 > 18 > 16 > 14
– Sellers’ valuations: 2 < 13 < 15 < 17

In this case, the number of traders changes and the seller submitting 2 be-
comes a trader. People can think her bidding false because she submitted a very
low valuation compared with valuations of other sellers. Unfortunately, since
there is no proof to explain her false valuation, we have to believe her, so that
she can trade at the price pt = (16 + 15)/2 = 15.5.

From the above example 1, we know that whoever submits very high or
low bid/ask can always become a trader, while he or she just pays or gets the
reasonable price. Thus, any disadvantage has to be imposed for him or her
submitting a false bid. We explain how to solve this problem in section 4.

3 TPD protocol

In this section, we review Yokoo’s threshold price double auction protocol [8]
and analyze its weakness. We call this protocol the TPD protocol.

2 Hereinafter, the word false bids will be used including both comprehensive false bids
and false name bids for the sake of convenience.

3 Traders means the winning buyers or sellers in our scheme.
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3.1 Protocol Description

First, the auctioneer determines a threshold price r. Auctioneer is a non-trading
agent who does not desire to buy or sell the goods. He determines this thresh-
old price without consulting the declared valuations of buyers and sellers. The
declared buyers’ valuations are b1, . . . , bm and declared sellers’ valuations are
a1, . . . , an, where

b(1) ≥ . . . ≥ b(i) ≥ r > b(i+1) ≥ . . . ≥ b(m),
a(1) ≤ . . . ≤ a(j) ≤ r < a(j+1) ≤ . . . ≤ a(n)

TPD protocol is defined as follows,

1. When i = j: the buyers and sellers from (1) to (i) trade at the price r.
2. When i > j: the buyers and sellers from (1) to (j) trade. Each buyer pays

b(j+1) and each seller gets r. The auctioneer gets the amount of j(b(j+1) −r).
3. When i < j: the buyers and sellers from (1) to (i) trade. Each buyer pays r

and each seller gets ai+1. The auctioneer gets the amount of i(r − a(i+1)).

3.2 Weakness in TPD Scheme

TPD protocol also has the same weakness we described in section 2.2. Here
we describe another weakness in TPD protocol. TPD protocol makes two as-
sumptions about the auctioneer, that is, the auctioneer is a non-trading agent
and determines the threshold price without consulting with buyers and sellers.
Even though the auctioneer cannot attend an auction process, he may desire to
make more profit by choosing the relevant threshold price r. We give an example
where the earnings of the auctioneer and the number of traders change with the
threshold price r.

Example 2. We use the same example of TPD protocol [8]. Let us assume the
true valuations of buyers and sellers are as follows.

– Buyers’ valuations: 9 > 8 > 7 > 4
– Sellers’ valuations: 2 < 3 < 4 < 12

1. When the auctioneer chooses r = 6, because this corresponds to case (1)
of TPD protocol, the buyers and sellers from (1) to (3) trade at the price
r = 6. At this time, the auctioneer cannot have any profit by the rules of
TPD protocol.

2. When the auctioneer chooses r = 3.5, because this corresponds to case (2)
of TPD protocol, the buyers and sellers from (1) to (2) trade. Each seller
gets the threshold price r = 3.5 and each buyer pays 7. At this time, the
auctioneers gets the profit 2 · (7 − 3.5) = 7.

3. When the auctioneer chooses r = 8.5, because this corresponds to case (3)
of TPD protocol, only one buyer and seller can trade. The buyer pays the
threshold price r = 8.5 and the seller gets 3. At this time, the auctioneers
gets the profit 1 · (8.5 − 3) = 5.5.
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In the above example 2, the auctioneer’s profit depends on his selection of
the threshold price r, so that the auctioneer will determine the threshold price
r as 3.5 to get maximum profit4. In TPD protocol, since the threshold price is
released after all participants have bidden, the auctioneer can choose the relevant
r to make more earnings. His action can determine not only his own earnings
but also the number of traders. That is, the number of traders including both
winning buyers and sellers is 6, 4, 2 in cases (1), (2), (3), respectively. Even
though many buyers and sellers participate in the auction process, the number
of traders can be limited by the auctioneer due to his profit. In fact, this property
is not desirable because the trading price doesn’t depends on the demand and
supply of buyers and sellers but is determined by the auctioneer’s profit.

4 Improved Double Auction Protocol Against False Bids

In this section, we propose an improved double auction protocol against false
bids and verify it by means of an example.

4.1 Notation

Bi, bi : an identity and a bid of i-th buyer (i = 1, .., m)
Sj, aj : an identity and an ask of j-th seller (j = 1, .., n)
PBi , ISj : a payment of Bi and an income of Sj , respectively
UBi , USj : utility of Bi and Sj, respectively
EA : earnings of auctioneer
ps : standard price

4.2 Protocol Description

To reflect a liberal economy and competitive pricing well, our scheme is based on
demand and supply of buyers and sellers instead of threshold price. Our scheme
is in fact based on MCD protocol, but we change the terms of payment and
income for buyers and sellers, and add some notations for a definite analysis.
That is, to explain an advantage of buyer, seller and auctioneer by an auction,
we define both utility of participants, U , and earnings of an auctioneer, E . We
call this protocol the improved MCD protocol.

Let a declared valuation of buyer Bi be bi (bid) and a declared valuation
of seller Sj be aj (ask), where i = 1, . . . , m and j = 1, . . . , n. The declared
valuations are as follows5:

b(1) ≥ . . . ≥ b(f) ≥ . . . ≥ b(m) and a(1) ≤ . . . ≤ a(f) ≤ . . . ≤ a(n)

4 In fact, the auctioneer can choose another threshold price r by considering not only
above 3 cases but also other cases.

5 The submitted bi and aj are rearranged in the prices. At this time, to avoid the
notation confusion, we use b(i) and a(j) for rearranged bids and asks.
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We use the notation (f) for the f -th highest valuation of buyers and the
f -th lowest valuation of sellers. Let the buyer corresponding to b(f) be B(f)
and the seller corresponding to a(f) be S(f). Choose k so that b(k) ≥ a(k) and
b(k+1) < a(k+1) hold. Since for (1) to (k), the evaluation value of the buyers is
larger than that of the sellers, at most k trades are possible. To set a standard
for trading price, we define standard price as follows:

ps = 1
2 (b(k+1) + a(k+1))

The improved MCD protocol works as follows,

1. If a(k) ≤ ps ≤ b(k) holds, the trade corresponding to the buyers/sellers from
(1) to (k) is possible.

– Each buyer B(f) pays PB(f) = 1
2 (b(f) + ps) and gets an utility UB(f) =

b(f) − PB(f) = 1
2 (b(f) − ps),

– Each seller S(f) gets IS(f) = 1
2 (a(f) + ps) and an utility US(f) = IS(f) −

a(f) = 1
2 (ps − a(f)),

– The auctioneer gets EA =
∑k

f=1 PB(f) − ∑k
f=1 IS(f) =

∑k
f=1

1
2 (b(f) −

a(f)), where f = 1, . . . , k.

2. If ps > b(k) or ps < a(k) holds, the buyers/sellers from (1) to (k − 1) trade.

– Each buyer B(f) pays PB(f) = 1
2 (b(f) + ps) and gets an utility UB(f) =

b(f) − PB(f) = 1
2 (b(f) − ps),

– Each seller S(f) gets IS(f) = 1
2 (a(f) + ps) and an utility US(f) = IS(f) −

a(f) = 1
2 (ps − a(f)),

– The auctioneer gets EA =
∑k−1

f=1 PB(f) − ∑k−1
f=1 IS(f) =

∑k−1
f=1

1
2 (b(f) −

a(f)), where f = 1, . . . , k − 1.

4.3 Example

Example 3. Let us assume the valuations are identical to Example 1.

– Buyers’ valuations: 20 > 18 > 16 > 14
– Sellers’ valuations: 13 < 15 < 17 < 19

In this case, because the standard price is ps = 1
2 (16 + 17) = 16.5, buyers

and sellers from (1) to (2) can trade. The buyers B1 and B2 pay PB1 = 18.25
and PB2 = 17.25, respectively. The sellers S1 and S2 get IS1 = 14.75 and
IS2 = 15.75, respectively. At this time, the earnings of auctioneer are EA = 5.
Table 1 represents all auction information related to example 3. From table 1,
we know that buyer submitting the higher bid has the higher utility though he
makes more payment compared with another buyer. This is desirable because
he has more advantage compared with his own valuation. The case of sellers is
similar to it of buyers. On the other hand, if the buyer submits a very high bid
100 instead of 14 to succeed in an auction, the declared valuations become as
follows. (We will consider it as false bid.)
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Table 1. Auction results when participants submit true valuations

B(1) B(2) B(3) B(4) S(1) S(2) S(3) S(4)

Identity B1 B2 B3 B4 S1 S2 S3 S4

b(f)/a(f) 20 18 16 14 13 15 17 19
ps (16 + 17)/2 = 16.5

Trader Y Y N N Y Y N N
PB(f)/IS(f) 18.25 17.25 − − 14.75 15.75 − −
UB(f)/US(f) 1.75 0.75 − − 1.75 0.75 − −

EA 5

– Buyers’ valuations: 100 > 20 > 18 > 16
– Sellers’ valuations: 13 < 15 < 17 < 19

In this case, the number of traders changes and the buyer submitting 100 instead
of 14 becomes a trader, but he has to pay much higher PB4 = 58.75 than other
traders. Even though he has very high utility compared with other buyers, it is
useless for him because his bidding 100 is false. Thus, the auctioneer can make
more profit. Table 2 represents auction results for the false bid of buyer B4.

Table 2. Auction results when the buyer B4 submit a false bid

B(1) B(2) B(3) B(4) S(1) S(2) S(3) S(4)

Identity B4 B1 B2 B3 S1 S2 S3 S4

b(f)/a(f) 100 20 18 16 13 15 17 19
ps (16 + 19)/2 = 17.5

Trader Y Y Y N Y Y Y N
PB(f)/IS(f) 58.75 18.75 17.75 − 15.25 16.25 17.25 −
UB(f)/US(f) 41.25 1.25 0.25 − 2.25 1.25 0.25 −

EA 46.5

In the above example 3, even though some participants by submitting a false
bid or ask can become traders, they have to be willing to receive disadvantage.
That is, buyers have to make more payment and sellers must accept much lower
income. If participants are rational, they will not submit false bids receiving
disadvantage, thus our proposed scheme is robust against false bids.

5 Extension of Improved MCD Protocol

In this section, we extend the improved MCD protocol to implement a secure
and practical double auction protocol. To meet security requirements of dou-
ble auction protocol such as anonymity, impossibility of impersonation, non-
repudiation, public verifiability, and so on, we use registration phase and an
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anonymous signature of knowledge. The trading price and the number of traders
are determined by only buyers’ and sellers’ valuations and our scheme has no
limitation for bidding price, while the bidding price or step is limited or preset
by auctioneer or auction manager in some auction researches [10,12].

5.1 Cryptographic Primitive

Signature of Knowledge. We use the signature of knowledge introduced by
B. Lee et al. [5] as anonymous signature, in which they extended the signature
of knowledge discrete logarithm introduced by Camenisch and Stadler [1].

That is, it can be used as an anonymous signature if (yr, gr) are challenged
for a secret random number r ∈ Zq instead of (y, g) of Camenisch and Stadler’

scheme. The signer computes (c, s) satisfying c
?= h(m‖yr‖gr‖(gr)s(yr)c) for

challenged (yr, gr). We denote this signature as

V = SK[x : yr = (gr)x](m),

where SK represents both the proof of knowledge of the private key x and a
signature on message m. Readers are refereed to [5] for the technical details.

5.2 Notation

We add the following parameters to section 4.1’s notation for implementing a
secure and practical double auction protocol.

TBi , TSj : an auction ticket for Bi and Sj , respectively
CertA : certificate of A issued by CA (Certification Authority)
SigA(m) : digital signature of message m generated by entity A
(m1‖ · · · ‖mn) : concatenation of n (binary) strings
H(m1‖ · · · ‖mn) : one-way hash function with input strings m1, ..., mn

5.3 The Proposed Double Auction Protocol

The double auction protocol consists of the following four phases: system set-up,
registration, bid/ask submission, and bid/ask opening.

System Set-Up. The entities involve a manager M , m buyers Bi and n sellers
Sj . The role of each entity is as follows:

Manager M

– is semi-trusted who is assumed not to release the pseudonyms of participants
except because of traders identity user misbehavior6.

6 The manager may impersonate a valid participant and illegally attend an auction
using an auction ticket of other participants. However, the manager’s action can be
monitored by participants, thus his misbehavior can be detected.
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– is in charge of the registration of buyers/sellers and provides each participant
with an auction ticket as pseudonym.

– publishes the signature scheme.
– releases Gq which has a group of prime order q and g is generator of Gq.
– on behalf of participants, verifies the proofs of buyers and sellers and then

determines the trading price and traders according to the auction rules.

Buyer Bi

– has private key xi and the corresponding public key yi = gxi issued by CA.
– registers with the manager and receives an auction ticket TBi from him.

Seller Sj

– has private key x̃j and the corresponding public key ỹj = gx̃j issued by CA7.
– registers with the manager and receives an auction ticket TSj from him.

In the proposed protocol, 4 bulletin boards are used, i.e., a registration bul-
letin board, a submission bulletin board, an opening bulletin board, and a winner
announcement bulletin board.

Registration Phase. All buyer Bi and seller Sj register with the manager M .

1. Bi chooses a random number ri and ki ∈ Zq\{0} and keeps them confidential.
2. Bi computes ci = H(mi‖yi

ri‖gri‖gki) and si = ri
−1 · ki − ci · xi, where

mi = (Bi‖CertBi‖Buyer) and Buyer indicates that he wants to buy.
3. Bi sends (mi, ci, si, yi

ri , gri) to M secretely.
4. The manager checks ci

?= H(mi‖yi
ri‖gri‖(gri)si · (yi

ri)ci).
5. After verifying the correctness of (ci, si) and authenticating the buyer, the

manager computes hi = H(yi
ri) and vi = SigM (yi

ri‖hi), and generates
TBi = (yi

ri‖hi‖vi) and shuffles it on the registration bulletin board.

After the above registration, each buyer Bi can easily confirm whether his
auction ticket is on that bulletin board or not. Because the auction ticket TBi

can be recognized only by the buyer who knows the relevant yi and ri for TBi ,
it could be used as a pseudonym for anonymity.

Similarly, seller Sj registers with the manager M and obtains her auction
ticket TSj = (ỹr̃j

j ‖h̃j‖ṽj) from the registration bulletin board.

Bid/Ask Submission Phase. Using their own auction ticket, every buyer and
seller attend an auction submission phase. Each buyer Bi chooses bid valuation
bi, signs it as follows

VBi = SK[xi : yi
ri = (gri)xi ](bi),

and then sends both valuation bi and the signed message VBi = (ci, si, yi
ri , gri) to

the submission bulletin board, where (ci, si) are real signature pair and (yi
ri , gri)

are challenges for verifying signature. In a similar way, each seller Sj chooses an
ask aj and signs the message using anonymous signature of knowledge.
7 To avoid the notation confusion between buyers and sellers, we just use the tilde

symbol on some parameters related to sellers.
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Bid/Ask Opening Phase. This phase consists of the following two step: deter-
mination of the trading price and traders, and identity announcement of traders.

Step 1: Determination of the trading price and traders
In this step, the trading price and the number of traders are determined accord-
ing to the improved MCD protocol of section 4. All bids and asks released in the
submission bulletin board are rearranged in the price, and then are published in
the opening board. The declared valuations are as follows:

TB(1) , b(1), VB(1) ≥ . . . ≥ TB(f) , b(f), VB(f) ≥ . . . ≥ TB(m) , b(m), VB(m)

TS(1) , a(1), VS(1) ≤ . . . ≤ TS(f) , a(f), VS(f) ≤ . . . ≤ TS(n) , a(n), VS(n)

Let the auction ticket corresponding to b(f) be TB(f) and another auction ticket
corresponding to a(f) be TS(f) . By auction rules, the k satisfying both b(k) ≥ a(k)
and b(k+1) < a(k+1) is chosen and the standard price is then determined as
follows:

ps = 1
2 (b(k+1) + a(k+1))

The trading price and the number of traders are determined as follows,
1. If a(k) ≤ ps ≤ b(k) holds, the buyers and sellers corresponding to auction

tickets from (1) to (k) can trade.

– Each buyer B(f) corresponding to auction ticket TB(f) pays PB(f) =
1
2 (b(f) + ps) and gets an utility UB(f) = b(f) − PB(f) = 1

2 (b(f) − ps),
– Each seller S(f) corresponding to auction ticket TS(f) gets IS(f)=

1
2 (a(f)+

ps) and an utility US(f) = IS(f) − a(f) = 1
2 (ps − a(f)),

– The manager gets EA =
∑k

f=1 PB(f) −
∑k

f=1 IS(f) =
∑k

f=1
1
2 (b(f)−a(f)),

where f = 1, . . . , k.

2. If ps > b(k) or ps < a(k) holds, the buyers and sellers corresponding to auc-
tion tickets (1) to (k − 1) can trade.

– Each buyer B(f) corresponding to auction ticket TB(f) pays PB(f) =
1
2 (b(f) + ps) and gets an utility UB(f) = b(f) − PB(f) = 1

2 (b(f) − ps),
– Each seller S(f) corresponding to auction ticket TS(f) gets IS(f)=

1
2 (a(f)+

ps) and an utility US(f) = IS(f) − a(f) = 1
2 (ps − a(f)),

– The manager gets EA =
∑k−1

f=1 PB(f) −
∑k−1

f=1 IS(f) =
∑k−1

f=1
1
2 (b(f)−a(f)),

where f = 1, . . . , k − 1.

Step 2 : Identity announcement of traders
After determining the traders, the manager releases the original identities of the
traders on the winner announcement bulletin board. For public verification, he
publishes the registration information (mi = (Bi‖CertBi‖Buyer), ci, si, yi

ri , gri ,
TBi) related to winning buyers. By checking the correctness of these parameters,
all entities including the lost participants or observers can identify the winning
buyers. In the same way, the manager releases the registration information cor-
responding to the winning sellers, so that any entity can identify the traders.
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6 Conclusion

We analyzed some weaknesses in MCD and TPD protocols and proposed an
improved double auction protocol. Even though our scheme is based on MCD
protocol, it is robust against false bids. Moreover, we extended it to meet most
security requirements for a secure and practical double auction protocol.
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A Analysis

A.1 Security

Anonymity. We have assumed the semi-trusted manager who doesn’t open the
real identity during the auction process except at the identity announcement step
of traders or because of user misbehavior, while he may try to illegally attend
an auction by impersonating other participants. Thus, as long as the manager
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does not open the real identity, the anonymity is guaranteed by the following
Lemma 1.

Lemma 1. Nobody, except the manager, can associate an auction ticket TBi or
TSj with the real identity Bi or Sj of buyer or seller, respectively.

Proof: An auction ticket is in the form of T = (yr‖h‖v), where h = H(yr),
v = SigM(yr‖h) and y = gx, and it doesn’t include the identity information.
That is, to recover the original ID, one has to be able to at least find the
parameter y from anonymous public key yr. Since the manager doesn’t release
the public key y, the only way to break anonymity is to find the private key x
from gx·r and compute y = gx, then finally compare it with some certificate lists8.
However, this is to solve discrete logarithm problem and it is also too difficult
to determine a correct x because another random secret number r is used.

Impossibility of Impersonation. Since an anonymity service is provided in
the proposed double auction protocol, an entity may try to illegally submit a
faked bid or ask and impersonate a legal entity using the auction ticket of other
participants. However, impersonation is technically impossible in our scheme, as
shown in the following Theorem 1.

To induce Theorem 1, we first prove the following lemmas.

Lemma 2. If solving the discrete logarithm problem is hard under a group
for the given quintuplet (m, yr, gr, c, s), where x is the secret key and y(= gx)
is the public key, finding random element k of the group satisfying both c =
H(m‖yr‖gr‖gk) and s = r−1 · k − c · x is equivalent to the difficulty of the dis-
crete logarithm problem.

Proof: It is straightforward to show the proof. Since we don’t know the value
of x and r from (gx)r by the intractability of DLP under a group that solv-
ing DLP is hard in the polynomial time and k is also random elements, the
only way to get k is to find the discrete logarithm of ((gr)s · ((gx)r)c) such that
gk = ((gr)s · ((gx)r)c). It leads to solve DLP again.

Lemma 3. An attacker who intercepts the valid signature information, (yr, gr),
of another entity and then injects the faked bid or ask cannot generate a valid
signature.

Proof: Suppose an attacker can generate a valid signature (c′, s′) to inject a
faked bid or ask message m′ using the intercepted valid value (yr, gr). The at-
tacker then releases (m′, c′, s′, yr, gr), i.e., V = SK[x : yr = (gr)x](m′), on the
submission bulletin board, so that he can impersonate an entity corresponding
to the parameter yr. To pass a successful signature verification, the following
equation should be satisfied:

8 We also consider the case that y and the corresponding certificate have been released
in another auction, so that people have some lists related to them.
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c′ ?= H(m′‖yr‖gr‖(gr)s′ · (yr)c′
) (1)

That is, the attacker generates c′ as follows:

c′ = H(m′‖yr‖gr‖gk′
) (2)

From equations (1) and (2), the following equations are induced:

gk′
= (gr)s′ · (yr)c′

= gr·s′+c′·x·r (3)

From equations (3), we know that the attacker needs to generate k′ such
that k′ = r · s′ + c′ · x · r. However, the only way to get both r and x is to
find the discrete logarithm of gr and then to solve another discrete logarithm
problem of yr = (gx)r = (gr)x, respectively. Since this is contradictory to the
intractability of DLP under a group, our assumption that an attacker can gen-
erate a valid signature using the parameters (yr, gr) of another entity is not
valid.

Lemma 4. The manager also cannot impersonate a valid participant.

Proof: This can be proved straightforwardly by means of Lemmas 2 and 3, so
we will omit the detailed proof.

From Lemmas 2, 3 and 4, we can induce the following security theorem.

Theorem 1. In our proposed double auction protocol, nobody, not even manager,
can forge the valid signature to submit a faked bid or ask, so that he cannot
impersonate other entities.

Non-repudiation. Every participant, who has his unique key pair i.e., private
key x and the corresponding public key y, certified by CA, signs all messages
related on bid or ask information. Thus, we can also induce the following theo-
rem by the foregoing sentence and Theorem 1.

Theorem 2. In the proposed scheme, every entity participating in auction
process cannot deny that he has submitted ask or bid.

Public Verifiability. In the proposed protocol, any one can check the validity
of submitted signatures and offers from participants. This is achieved by the
publicly verifiable secret sharing scheme, the signature of knowledge, and some
zero-knowledge proofs.

A.2 Efficiency

Communication. Our protocol has very low communication overheads: one
round for registration, one round for bid/ask submission, one round for deter-
mining the trading price and winners.
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Computation. In terms of computation overheads, we compare the proposed
protocol with Wang and Leung’s protocol [12], because both schemes are based
on MCD and TPD protocol. The computational cost is considered in terms of
modular arithmetic, including modular exponentiation, modular multiplication
and modular inversion. Table 5 represents the total computational overheads,
where m and n are the number of buyers and sellers,respectively, and w indicates
the possible offering prices. In Wang and Leung’s protocol, note that the manager
does not exist but in fact the auctioneer eves as the manager. From table 5, we
can see that our protocol is more efficient than Wang and Leung’s protocol
regardless of the price range w.

Table 3. Total computation comparison

Computational cost Wang and Leung Proposed Protocol
E 2mw 3m

Buyers M 3mw 2m
I w(2m + 1) m

E 2nw 3n
Sellers M 3nw 2n

I w(2n + 1) n

E − 2(m + n)
Manager 2{(m − 1)w + (m − 1)w

M +w(m + n + 1)} m + n
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Abstract. Auctions have experienced one of the most successful transitions 
from a ‘bricks and mortar’ presence into an online environment. However, 
online auctions have one of the highest percentages of disputes and online 
fraud. This research investigates people’s perceptions of dispute resolution prior 
to an online transaction. People’s perceptions of ‘power to resolve’ a dispute is 
investigated as factor that may impact people’s perceptions of online trust of e-
business.  

A research model is proposed that is founded in online trust theory. The re-
search design is a quantitative study. Data collected is analysed using analysis 
of variance testing, and structural equation modeling (SEM). This research pro-
vides a better understanding of the dispute resolution phenomenon, and poten-
tially opens up a new direction of research into dispute avoidance. A new 
‘power to resolve’ construct is developed to extend theory.  

1   Introduction 

The research setting is consumer-to-consumer transactions at an online auction. Auc-
tions have experienced one of the most successful transitions into an online presence. 
Examples of online auctions are: Amazon, eBay, Graysonline, uBid and Yahoo. 
These online auction sites act as intermediaries to match buyers with sellers and form 
transactions based on these matches for the transfer of goods and consideration. A 
transaction may be successful when the seller receives the consideration, the buyer re-
ceives the goods, and both the buyer and seller are satisfied. Transactions at online 
auctions are not always successful, sellers do not always receive their consideration, 
buyers do not always receive their goods, expectations are not always met and both 
parties are not always satisfied. Disputes arise in an online environment just as they 
do in more traditional business environments.  

Dispute resolution mechanisms can be used to minimise the impact of a dispute 
and attempt to resolve a dispute over time. Empirical research is required to provide a 
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greater understanding of the impact of dispute resolution mechanisms in increasing 
trust and reducing perceived risk. “Until such empirical research is done, any discus-
sion regarding the relative success of on-line and off-line dispute resolution systems, 
and the factors underlying such success remain speculative” [1, p.346]. 

The potential for a dispute and availability of dispute resolution mechanisms may 
be salient prior to a consumer deciding to participate in an online auction. This re-
search will investigate people’s perceptions of dispute resolution mechanisms and 
trust prior to participation in an online auction.  

2   Background and Model Development 

A research model and research questions are developed from a review of trust, power, 
and perceived risk literature. 

2.1   Trust 

Trust has been defined as the “consumer’s willingness to rely on the seller and take 
action in circumstances where such action makes the consumer vulnerable to the 
seller” [2]. At an online auction the seller is virtually anonymous so the buyer would 
look to other things as the objects of trust. The objects of trust are the online auction 
site, associated institutions, and system functionality. Trust is defined here as the 
“consumer’s willingness to rely on the online auction systems and take action in cir-
cumstances where such action makes the consumer vulnerable to the online auction 
systems.  

At an online auction the buyer may consider if the presentation of the goods is ac-
curate, appropriate services will be included, goods sold will be made available for 
delivery, goods dispatched will match the auction listing, and their interests will be 
adequately considered if a dispute arises. The consumer is vulnerable to the online 
auction systems because there is a possibility of exploitation and exclusion. [3, 4].  

Five major bases of trust were identified by Mc McKnight et al. [5] as personality, 
institution, cognitive, calculative and knowledge based trust.  

Personality based trust is where one has a general tendency to trust others [2, 5, 6]. 
A potential buyer or a seller at an online auction may have a general disposition to 
trust online auctions. 

Institution based trust “reflects the security one feels about a situation because of 
guarantees, safety nets, or other structures (Shapiro, 1987, Zucker, 1986)” [5, p.475]. 
Institutional trust or institution based trust contains three major dimensions: i) struc-
tural assurances or structures in place to support users such as third-party structures 
and contracts; ii) facilitating conditions such as conditions that match market expecta-
tions including, shared standards, beliefs, and values; and iii) situational normality or 
the situation appears normal such as web sites that appear normal [5, 7, 8]. The au-
thors suggest that dispute resolution mechanisms provide access to: systems that sup-
port users, third-party roles, and user agreements. The authors also suggest that an 
online auction site that provides these mechanisms will appear more normal than one 
that does not. 
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Cognitive based trust “relies on rapid, cognitive cues or first impressions, as op-
posed to personal interactions (Brewer, 1981, Lewis & Weigert, 1985, Meyerson et 
al., 1996)” [5, p.475]. Categorisation processes can provide high levels of trust in an 
online auction where the other person shares common values, shares common goals, 
have a good reputation, and possesses certain stereotypes that are appealing [5]. Fur-
thermore illusions of control may also provide high levels of trust at an online auction 
such as some small action to confirm ones initial trusting belief [5].   

Calculative based trust is a ‘trusting stance’. This is based on someone making a 
calculation of the potential benefits and losses of cooperation versus non-cooperation; 
in line with a rational decision making approach [5]. Cooperative behaviour may be 
encouraged at an online auction through dispute resolution goals that encourage good 
behaviour and penalties that discourage bad behaviour. 

Knowledge based trust “assumes that parties have firsthand knowledge of each 
other, based on interaction history” [5, p.475]. Buyers and sellers at an online auction 
interact on a transactional basis. They are unlikely to have repeat transactions with 
each other and are unlikely to develop firsthand knowledge of each. Buyers and sell-
ers at an online auction may develop longer-term relationships with the online auction 
site itself and with associated institutions such as third-party escrow houses.  

The gaps identified in the current research are, structural assurances such as con-
tracts that provide access to recourse in case of a dispute between the parties, and 
situation normality in user agreements and socially constructed roles that provide a 
proper order. These gaps impact swift trust, the type of trust necessary to encourage 
the one-time consumer-to-consumer transactions you find at an online auction site, 
furthermore swift trust is necessary for new online auction sites to attract customers. 
Dispute resolution mechanisms and ‘power to resolve’ a dispute are believed to im-
pact trust through access to recourse, user agreements, and socially constructed roles. 

2.2   Power 

Power at an online auction involves individuals, therefore power is at the social level. 
Social power is ‘potential influence’ [9] or “the ability to influence the decisions or 
actions of others” [10, p.38]. A range of powers could be made available in an online 
environment by agreement between buyers and sellers, or included in the ‘Terms and 
Conditions’ of use for that site. These powers could include coercion, reward, posi-
tion, expert, referent and informational power as proposed by French & Raven [9] in 
their typology of power. Third-party roles such as mediators and arbitrators could 
provide access to these powers and these socially constructed roles could have a mas-
tery over ambiguous circumstances.  

Gaps exist in the current research of online auctions. Power between buyers and 
sellers has received little consideration and where power has been considered the evi-
dence is anecdotal. There is a need for empirical research to ascertain: the types of 
powers required, the locus of powers made available, acceptable use of powers, and 
impact of powers on trust. 

A relationship between power and trust is supported and power is considered ante-
cedent to trust [10, 11]. At an online auction the buyer and the seller usually interact 
on a one-time transaction basis and they have no actual previous experience of the 
others use of power. The authors suggest that the types of power available, the bal-
ance of power, and power structures should impact trust in an online environment. 
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A relationship between dispute resolution and trust has also been suggested. “A 
website that informs potential customers that an unresolved problem can be submit-
ted to a third party for dispute resolution has the potential to allay the customer’s 
fears of being taken advantage of” [1, p.335]. In other words access to socially con-
structed roles builds trust.  

This research will include power as a multidimensional construct of ‘power to re-
solve’ (PtR) a dispute. This construct is: the user’s perception of the availability of 
power, the expected social influence, the locus of power, the potential to use power, 
the balance of power, and the general capability to resolve a dispute [12]. ‘Power to 
resolve’ is not the actual usage of power within a dispute as that would imply that a 
dispute had already occurred. This research is interested in the user’s perceptions 
prior to a transaction so a dispute has not occurred. A higher ‘power to resolve’ is ex-
pected to increase the success rate of dispute resolution and this ‘power to resolve’ 
construct is believed new to this research. 

2.3   Perceived Risk 

Perceived risk is “the decision maker’s assessment of the risk inherent in the situa-
tion” [13, pp.10-11], and is context specific. The perceived risk is riskier when the 
uncertainty is more uncertain; the mean expected outcome is less than the level of aspi-
ration; and the potential consequences are extreme [13]. 

Many previous studies have found a relationship between trust and perceived risk 
[2, 7]. Perceived risk at an online auction is the user’s assessment of the risk associated 
with the decision made and it is the perceived risk associated with participation in the 
online auction. Consistent with these researchers this research adopts the view that 
trust is antecedent to perceived risk. 

2.4   Research Model 

The research model (Figure 1) has a core model and an extended model. The extended 
model positions the core model within a wider framework of trust theory and the ex-
tended model will not be explained in this section. The core model is used in the ac-
tual research, and the constructs in the core model have solid outlines, whereas the 
constructs in the extended model have dotted outlines.  

Four types of dispute resolution mechanisms are provided at the online auction and 
these types are the experimental manipulations presented in Table 1. This table ac-
knowledges that power may reside in different places, the relationships between the par-
ties may change and bases of power may be different. In manipulation M2 a dyadic rela-
tionship exists where the buyer and seller are expected to resolve a dispute. 
Manipulations M3 and M4 provides access to a triadic relationship where a mediator is  
included as a third party. Manipulation M4 allows a mediator to settle disputes that are 
unable to be resolved through consensus. A higher ‘power to resolve’ is expected to re-
solve more disputes, and a lower ‘power to resolve’ is expected to resolve less disputes. 

In the research model ‘power to resolve’ is antecedent to trust. A third-party has 
access to power, e.g., position, expertise, systems and information. This third-party is 
presented as socially constructed role that may provide a proper order and access to 
recourse. The research model indicates that trust will increase as ‘power to resolve’ 
increases. 
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Fig. 1. Structural Research Model 

Perceived risk is a dependent variable in the core model. Trust is known to nega-
tively impact perceived risk based on other research [7]. It is also expected that those 
who experience a reduced complexity may have an increased tolerance to risk. It is 
expected that an increase in ‘power to resolve’ will negatively impact perceived risk. 
The ‘power to resolve’ manipulation is expected to have a direct and indirect impact 
on the perceived risk. 

Table 1. Experimental Manipulations of Dispute Resolution Mechanisms 

Treatment Dispute Resolution Mechanisms Power-to-Resolve 
M1 Process is implied (Participants perceptions)  
M2 Buyer and seller as in a dyadic relationship Low 
M3 Mediator available for a triadic relationship 

(Mediator can recommend a resolution) 
Medium 

M4 Mediator available for a triadic relationship 
(Mediator can make and enforce their final 

decision to solve conflict) 

High 

3   Research Questions and Hypothesis 

The research questions are: do dispute resolution mechanisms, socially constructed 
roles, access to recourse and power impact trust? The null hypothesis will be tested 
for each hypothesis. 

H1:  Trust will be greater for online auction sites offering dispute resolution com-
pared with online auction sites not offering dispute resolution. 

H2:  Trust will be greater for online auction sites offering socially constructed roles 
compared with online auction sites not offering socially constructed roles. 

H3: Trust will be greater for online auction sites offering arbitration compared with 
online auction sites not offering arbitration. 

H4: There will be a positive relationship between trust and ‘power to resolve’ a 
dispute. 
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4   Research Methodology 

One hundred and one undergraduate and postgraduate students attending information 
systems courses at a leading university in Sydney participated in an experimental 
study. Each participant was asked to assume that they wished to purchase a second-
hand motor vehicle and that they had located one that matched their requirements at 
an online auction site. Participants should be familiar with motor vehicles and these 
items have been studied by a number of researchers [14]. A motor vehicle offered for 
online auction is expected to subject participants to information uncertainty in terms 
of make, model, type, colour, accessories, year, condition and the expertise of the 
seller. A motor vehicle is considered to have a high potential for information uncer-
tainty compared with that of a commodity item [14]. Having looked up detailed in-
formation for this vehicle, participants understood the seller to be a private individual 
and that the current bid reflects a fair price. As the auction will soon be closing, par-
ticipants should decide whether to place a bid for this motor vehicle. Screenshots 
were provided to each participant of the online auction site’s home page, conditions 
of use, privacy, security and registration pages.  

Participants were randomly allocated to one of the four manipulations of dispute 
resolution as identified in Table 1. Some participants did not receive any dispute reso-
lution information (treatment M1). Other participants were provided a screenshot of a 
dispute resolution page that contained one of the three versions of dispute resolution 
(treatments M2-M4).  

Once the participants were familiar with the material provided they completed a 
questionnaire that captured their perceptions of the online auction. The set of ques-
tions in the questionnaire contained the operational definitions of each construct in the 
research model presented in Figure 1. The operational definition of each construct is 
“necessary but rarely sufficient to capture the rich and complex ideas contained in the 
theoretical construct” [15, p.43]. Operational definitions previously used and tested 
were selected as they were better expected to capture the construct dimensions than 
trying to develop and test new definitions. Existing operational definitions have in-
cluded multiple measures for each construct, and have scales that are valid and robust.  

The ‘power to resolve’ (PtR) a dispute construct was necessary as a manipulation 
check and to test Hypothesis 4. This is a new construct that was developed based on 
the various dimensions of power previously identified to resolve a dispute [12, 16]. 
Nine questions were included for PtR and participant’s ratings to these questions were 
averaged to provide an overall rating for PtR. 

5   Data Analysis and Results 

One hundred and one responses were received from postgraduate students and under-
graduate students attending information systems courses. 25.9% of undergraduate 
students had previously used e-auctions compared with 21.3% of postgraduate stu-
dents. 14.3% of undergraduate students that had used e-auctions had experienced a 
dispute compared with 30.0% of postgraduate students. A dispute was experienced 
once in every 22 online auction transactions. 
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5.1   Manipulation Check 

The ‘power to resolve’ (PtR) a dispute construct was used to check that respondents 
understood the manipulation. Descriptive statistics of this check are presented in Ta-
ble 2. Although two treatments M3 & M4 for third-party mediation were included 
within this study based on the findings of an earlier pre-test participants did not ap-
pear to differentiate between these two treatments, and these two treatments were 
combined and relabeled MTPM. In other words no support was found that participants 
were concerned if the third-party mediator could or could not make a final decision. 
The mean of manipulation M2 appears different to the means of manipulations M1 
and MTPM. Values of skewness and kurtosis for M1 and MTPM indicated that these dis-
tributions appeared normal. The M2 distribution had a larger negative value of kurto-
sis indicating that it clustered less and had a shorter tail.   

Preconditions for parametric testing were supported. Kolmogorov-Smirnov tests 
support that each distribution is not significantly different to a normal distribution 
(sig. 0.998, 0.999, 0.981 respectively), therefore we can accept that the distributions 
are normal. Homogeneity of variances is supported (Levene statistic 2.441, sig. 
0.093). The samples are independent. 

An ANOVA test is a parametric test that tests for a difference in the means for 
each treatment, suitable for two or more independent samples that comprise an inter-
val data set [17]. An ANOVA test is suitable for testing significant differences be-
tween manipulations. ANOVA testing supports that a significant difference exists be-
tween manipulations (F=5.143, & sig. = 0.008). This test supports that participants 
did understand differences between the manipulations.  

Post-Hoc Scheffe tests support a significant difference between dispute resolution 
M1 (no mention of dispute resolution) and M2 (buyers and sellers) (sig. 0.025). This 
supports that participants prefer no mention of dispute resolution to the buyer and 
seller resolving their own disputes. A significant difference was found between M2 
(buyers and sellers) and MTPM (third-party mediation) (sig. 0.015). This supports that-
participants prefer dispute resolution to include access to third-party mediation to the 
buyer and seller resolving their own disputes. No significant difference was found be-
tween M1 (no mention of dispute resolution) and MTPM (third-party mediation) (sig. 
0.977). This supports that where an online auction site does not advise users’ of their 
rights a certain expectation exists similar to that provided by a third-party mediator. 

Table 2. Descriptive Statistics of ‘Power to Resolve’ a dispute excluding Outliers 

 M1 M2 MTPM 
(M3 & M4Combined) 

N Valid 25 22 49 
Missing 0 0 3 

Mean  3.8307 3.0641 3.7805 
Std. Error of Mean  .23110 .14165 .13284 

Median  3.8778 3.0389 3.8722 
Std. Deviation  1.15551 .66441 .92988 

Variance  1.33520 .44145 .86468 
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5.2   ANOVA Tests 

ANOVA tests are appropriate to test hypotheses H1, H2 and H3. Preconditions for pa-
rametric tests were checked and statistical testing supported that the distributions were 
normal and the variances were homogeneous. The samples were independent. 

ANOVA tests did not support significant differences between groups for trust (F = 
1.596 & Sig. = 0.208) or for perceived risk (F = 0.020 & sig. = 0.980). It is concluded 
that ‘power to resolve’ a dispute may not impact trust and perceived risk or that the 
testing was inconclusive.  

One possible explanation for this finding was raised by participants in a discussion 
that followed the main study. Participants were concerned that in a dispute sellers 
could choose to or not to remain anonymous and the ability for a third-party to iden-
tify a seller was no better than that of a buyer. If this explanation is correct then 
’power to resolve’ a dispute and dispute resolution mechanisms would need to include 
a capability to identify other parties. 

5.3   Measurement and Structural Models 

Partial Least Squares (PLS) is popular with IS researchers for structural equation 
modeling for it’s ”ability to model latent constructs under conditions of nonnormality 
and with small to medium sample sizes” [18, p.197]. PLS is suitable to test the meas-
urement model (outer model), the structural model (inner model), and to determine 
the validity and reliability of measures developed within a theory [18]. PLS is suitable 
to test Hypothesis 4, to check the ’power to resolve’ construct developed for this 
study and to test the proposed research model. 

The proposed research model contains measurements that reflect the latent con-
structs. The measurement loading of an item to its’ construct should be within the 
commonly accepted range of greater than 0.6 [19]. Most items in the measurement 
model have loadings within the acceptable range. Questions Q5, Q6, Q15, and Q18 
were found to have loadings outside the acceptable range and the loading for these 
measures were 0.533, 0.544, 0.321 and -0.465 respectively. The measures are sup-
ported by theory so loadings outside of the acceptable range was not considered suffi-
cient reason to delete these measures from the analysis. The analysis was completed 
both with and without these measures and the significant findings were not impacted.  

“The reliability of a measure is defined as the extent to which it is free from ran-
dom error components” [15, p.51]. The reliability for the measures was checked by 
construct and the results provided in Table 3. These reliabilities are within the com-
monly accepted range of greater than 0.7 for Cronbach’s alpha [20, 21] and the latent 
constructs meet the accepted range for AVE of 0.5 or greater [22]. Discriminant valid-
ity was checked by comparing AVE with the correlation of a construct to other con-
structs. The square root of a construct’s AVE should be greater than its’ correlation 
with other construct [22]. Discriminant validity was supported. Validity and reliability 
has been established within this study. 

The structural model was evaluated using PLS. Each construct, standardised path 
coefficient, t statistic, and R squared value is presented in Figure 2. The path coeffi-
cient between ‘power to resolve’ a dispute and trust is significant at 99% level, and 
between ‘disposition to trust’ and trust is significant at the 95% level. The other path  
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Table 3. Inner Model Reliability and AVE 

Construct Composite 
Reliability 

AVE Cronbach’s 
Alpha 

Standardised 
Alpha 

Reliability when 
Items are Dropped 

Disposition 
to Trust 

0.917 0.735 0.8838 0.8838  

Power to 
Resolve  

0.904 0.516 0.8800 0.8839 0.8862 if  Q7 deleted 

Trust  0.836 0.576 0.7278 0.7415 0.7913 if Q20 deleted 
Perceived 

Risk  
0.783 0.5 0.7806 0.7802  

coefficients were not found to be significant. One measurement for each participant’s 
knowledge of online auctions was included within the questionnaire. This knowledge 
of online auctions measurement is not included within the tables presented here and 
did not improve the explanatory ability of the model. 

PLS analysis supports previous studies of a relationship between ‘disposition to 
trust’ and trust. A relationship between people’s perceptions of ‘power to resolve’ a 
dispute and trust is also supported. The proposed model is able to explain 43.9% (R2) 
of the variation in trust. There is no critical value for the coefficient of determination 
(R2), however the higher the value the better [17]. The proposed model did not ex-
plain 56.1% of the variation in trust and other factors could be included in future re-
search to improve the model. The finding supports Hypothesis H4 that a positive rela-
tionship exists between ’power to resolve’ a dispute and trust. Trust increases as the 
’power to resolve’ a dispute increases. 

 

Fig. 2. Structural Equation Model 

A relationship between trust and perceived risk was not supported. This research 
supports alternative views of the relationship between trust and perceived risk. One 
such view is that “the level of trust in a relationship is compared with the level of per-
ceived risk in a situation” [6, p.719]. A motor vehicle may be considered a durable, 
experience, and higher-value good where financial risk may come first [23]. Partici-
pants may have considered that the level of trust was less than the level of perceived 
risk of bidding for or purchasing a motor vehicle and in this context a relationship is 
not supported between trust and perceived risk. 
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6   Limitations 

There are no major threats or limitations to this research, because this research is fo-
cussed on perceptions prior to an online transaction, new theoretical insights in the 
domain of online auctions, and gaining a better understanding of dispute resolution 
mechanisms.  

Material used in this study was prepared to resemble that of existing online auction 
sites. Research findings are applicable to the group studied and further research is re-
quired to generalise any findings to a wider population of online auction users. The 
measures are self-reported leading to a potential problem with systematic errors and 
random errors. These types of errors may exist because respondents may, overrate 
their responses, provide incorrect answers, pre-empt the desired answers, or make a 
mistake [15]. No evidence was found that these errors existed, care was taken in the 
preparation of the instruments to avoid these types of problems and participants did 
not appear to pre-empt desired answers, e.g., some findings did not support the re-
search model proposed. 

7   Conclusions 

This study has established the salience of dispute resolution mechanisms prior to an 
online transaction. Significant differences were found in participants’ perceptions of 
the types of dispute resolution provided in the manipulations. Participants were found 
to prefer dispute resolution that provides access to socially constructed roles rather 
than dispute resolution that does not. Participants do not appear to differentiate be-
tween third-party mediation that has the ability to recommend a solution to third-party 
mediation that has the ability to decide a final solution. Users’ have an expectation of 
support available in a dispute even when the level of support is not articulated. Third-
party roles appear to need the power to identify parties involved in online auction 
transactions. 

A new construct ‘power to resolve’ a dispute has been developed and tested. This 
construct extends the theory of online trust. 

This study has not supported trust as antecedent to perceived risk. Alternative 
views of the relationship between trust and perceived risk are supported by this re-
search. 
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Abstract. In this paper, we propose a secure and scalable solution for user au-
thentication by using fingerprint verification on the sensor-client-server model, 
even with the client that is not necessarily trusted by the sensor holder or the 
server. In a typical implementation of fingerprint verification on the sensor-
client-server model, the most time consuming step of the fingerprint verifica-
tion, i.e., feature extraction, is assigned to a client because of real-time, scalabil-
ity, and privacy issues. Compared to either a sensor or a server, however, the 
client connected to an open network and maintained by an individual user may 
be more vulnerable to Trojan Horse attacks. To protect Trojan Horse attacks 
launched at the untrusted client, our protocol has the fingerprint sensor to vali-
date the result computed by the client for the feature extraction. However, the 
validation should be simple so that the resource-constrained fingerprint sensor 
can validate it in real-time. To solve this problem, we separate the feature ex-
traction into binarization and minutiae extraction, and assign the time-
consuming binarization to the client. After receiving the result of binarization 
from the client, the sensor conducts a simple validation algorithm to check the 
result, and then performs minutiae extraction and sends the extracted minutiae 
to the server. Based on the experimental results, the proposed solution for fin-
gerprint verification can be performed on the sensor-client-server model se-
curely, scalablely, and in real-time with the aid of an untrusted client. 

Keywords: Biometrics, Fingerprint Verification, Untrusted Clients, Embedded 
Sensors. 

1   Introduction 

Traditionally, verified users have gained access to secure information systems, build-
ings, or equipment via multiple PINs, passwords, smart cards, and so on. However, 
these security methods have important weakness that can be lost, stolen, or forgotten. 
In recent years, there is an increasing trend of using biometrics, which refers the 
personal biological or behavioral characteristics used for user verification[1].  
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The fingerprint is chosen as the biometrics for user verification in this paper. It is 
more mature in terms of the algorithm availability and feasibility[2]. At present time, 
the fingerprint verification system is mainly used at close range, such as for in-house 
room entry control, access to safes, and systems operation. In the future, it will be 
widely applied and diversified, particularly for a variety of approvals and settlements 
over networks, e-commerce via Internet, information access control, and remote per-
sonal identification. 

A problem common to all remote biometric systems including fingerprint is that 
there are many ways of possible attacks in the remote biometric systems. Originally, 
fingerprint personal verification was put to practical use on the precondition of a close 
range or face-to-face interface. Therefore, protecting the fingerprint information has not 
been considered sufficiently. We think that this problem will have to be more consid-
ered in the near future, and the security/privacy as well as the real-time requirements 
should be satisfied for large-scale, remote user authentication services[2-5]. 

Furthermore, we consider the sensor-client-server model for remote fingerprint 
verification. That is, a fingerprint sensor is connected to a client and the client is con-
nected to a server through Internet. In this model, security issues ensure that the sys-
tem should be secure against possible attacks on communication channels such as 
“replay” attacks[2] or attacks on system modules such as “Trojan Horse” at-
tacks[2]. There are some previous works reported to protect fingerprint information 
transmitted from replay attacks[6]. To the best of our knowledge, however, there has 
been no previous work to protect fingerprint verification systems from Trojan Horse 
attacks on the sensor-client-server model. 

In general, fingerprint verification systems consist of Fingerprint Acquisition, Fea-
ture Extraction, and Feature Matching modules. In a typical implementation of fin-
gerprint verification on the sensor-client-server model, the sensor acquires a finger-
print image, the client extracts some features from the image, and finally the server 
compares the extracted features with the stored features. Of course, the feature extrac-
tion which is the most time consuming step in fingerprint verification can be per-
formed on either the sensor or the server. However, a typical fingerprint sensor either 
does not have a processor or has a low-end, embedded processor. In this paper, we 
assume the sensor has a low-end processor. Furthermore, the results of feature extrac-
tion determine directly the accuracy of overall fingerprint verification, and the com-
putational workload of the feature extraction module becomes heavier to extract fea-
tures accurately even with the advance of computing power. For instance, the average 
execution time of feature extraction submitted to the Fingerprint Verification Contest 
2004 was about 1 second on a Pentium4 PC[7]. Thus, it is impossible for such low-
end processors embedded in the sensor to extract features in real-time. Also, in large-
scale services such as border control and Internet banking, the server may not be the 
right place to perform feature extraction. In [8], the collective performance of the 
scenario where feature extraction is performed by the server was analyzed quantita-
tively.  Because of the heavy workload of feature extraction, such scenario is not 
scalable as the number of clients increases. In addition, this scenario requires finger-
print images to be transmitted to the server, and some people may reject this scenario 
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due to privacy issues. Thus, to solve the scalable and privacy issues, it is reasonable 
to assign feature extraction to the client. 

In this paper, we focus on the Trojan Horse attacks on the feature extraction 
module of the client. We assume that the server is possibly protected by security 
experts at a secure location and the fingerprint sensor[9] is integrated into a tamper-
resistant hardware. Compared to the server and the sensor, the client is assumed to be 
maintained by an individual user who may not be a security expert. Thus, the feature 
extraction module of the client may be more vulnerable to Trojan Horse attacks. Sup-
pose someone wants to perform a money-transfer transaction through Internet bank-
ing by inserting his hand-carry, fingerprint sensor into the USB port of a PC located 
in a hotel lobby, and a Trojan Horse program exists in the feature extraction module 
of the PC. Then, the Trojan Horse program in the PC can disguise itself as the feature 
extraction module and bypass the module. In addition, the program can submit artifi-
cially generated fingerprint features or features of a legitimate user intercepted at a 
previous transaction to the matching module of the server. Then, the matching module 
may not recognize that the features received from the client PC was generated by the 
Trojan Horse program, and can return a wrong matching result to the client.  

To solve this security problem, the features extracted need to be transmitted from 
the trusted sensor to the trusted server, and the results computed by the untrusted 
client for feature extraction need to be validated in the sensor. In this paper, we pro-
pose a secure and scalable fingerprint verification protocol on the sensor-client-server 
model, and a simple algorithm for the resource-constrained sensor to validate the 
results computed by the untrusted client for real-time feature extraction. To reduce the 
computational workload of the sensor, we separate the feature extraction module into 
binarization and minutiae extraction. Binarization generates a binary fingerprint 
image that is one of the intermediate results produced during the feature extraction 
module, and minutiae extraction extracts minutiae from the binary fingerprint image. 
Note that, binarization requires a lot of computations, and the final minutiae can be 
extracted easily from the result of binarization. Thus, it is reasonable to assign binari-
zation and minutiae extraction to the client and the sensor, respectively. However, we 
need an efficient way of validating the result of binarization generated by the un-
trusted client for the resource-constrained sensor. To validate that the binary finger-
print image was generated from the acquired fingerprint image, a validation algorithm 
consisting of simple operations such as calculating average gray value and variance 
gray value is proposed. Note that, generating a binary fingerprint image from an ac-
quired fingerprint image requires lots of computations, whereas generating a valida-
tion image is relatively easy even on the sensor. After receiving the binary fingerprint 
image from the client, the sensor computes the similarity between the binary finger-
print image and the validation image. If the result of the validation is satisfied, the 
sensor will send minutiae to the server after extracting the minutiae from the binary 
image. Based on the experimental results, fingerprint verification can be performed on 
the sensor-client-server model securely and in real-time with the aid of a client that is 
not necessarily trusted by the sensor holder or the server.  

The rest of the paper is structured as follows. Section 2 explains the overview of 
typical fingerprint verification and the attack points in remote applications, and Sec-
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tion 3 describes the proposed protocol and algorithm. The results of performance 
evaluation are described in Section 4. Finally, conclusions are given in Section 5. 

2   Background 

2.1    Fingerprint Verification 

A fingerprint verification system shown in Fig. 1 has two phases: enrollment and 
verification. In the off-line enrollment phase, an enrolling fingerprint image for each 
user is processed, and the features called minutiae are extracted and stored in a server. 
In the on-line verification phase, the minutiae extracted from an input image are com-
pared to the stored template, and the result of the comparison is returned. Note that 
the enrollment phase is performed once for each user, whereas the verification phase 
is performed many times after the enrollment. Thus, we will focus on the verification 
phase only in this paper. 

In general, there are three modules involved in the verification phase[2]: Finger-
print Acquisition, Feature Extraction, and Feature Matching. Fingerprint Acquisi-
tion acquires an input fingerprint image for each user from a sensor. Then, Feature 
Extraction module extracts features from the acquired image. Finally, in Feature 
Matching module, the features extracted from the input image are compared with the 
corresponding features enrolled in the database. 

Note that the feature extraction module requires a lot of integer computations for 
image processing, and the computational workload of this module occupies 96% of 
the total workload of the fingerprint verification[10]. Thus, to achieve real-time per-
formance, it is reasonable to assign this time-consuming module to a client or a 
server, rather than to a resource-constrained sensor. As explained in Section 1, we 
assign the time-consuming module to a client as shown in Fig. 1.  
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Fig. 1. Illustration of the Fingerprint Verification on the Sensor-Client-Server Model 
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2.2   Attack Points 

As shown in Fig. 2, many of the possible attacks in fingerprint verification were iden-
tified[2]:  attack at the sensor,  attack on the channel between the sensor and the 
feature extractor,  attack on the feature extractor,  attack on the channel between 
the feature extractor and the matcher,  attack on the matcher,  attack on the sys-
tem database,  attack on the channel between the system database and the matcher, 

 attack on the channel between the matcher and the application requesting verifica-
tion. Details of these attacks are explained in [2].  

Sensor Client Server

1

Feature 
Extractor Matcher System DB

2 4 7

68

53

True/False

 

Fig. 2. Illustration of the Attack Points[6] 

Note that , ,  and  are launched against system modules; they are similar in 
nature and can be collectively called “Trojan Horse” attacks. In this paper, we focus 
on this Trojan Horse attack, especially attack . As explained in Section 1, we as-
sume that the server is protected by security experts and the fingerprint sensor is inte-
grated into a tamper-resistant hardware. However, the client executing the feature 
extraction module may not be maintained securely by an individual user and more 
vulnerable to Trojan Horse attacks. To avoid possible threats caused by this attack, 
either the sensor or the server should validate the result of the feature extraction mod-
ule performed by the untrusted client. However, to validate the result in the server, the 
fingerprint image acquired should be transmitted to the server. For some privacy-
critical applications, sending fingerprint images which are very private to each user is 
not acceptable. To avoid this privacy issue, checking the validity of the result from 
the untrusted client needs to be performed in the sensor. However, to perform the 
validation on the resource-constrained sensor in real-time, we need a simple and ef-
fective solution. 

2.3   Previous Approaches 

Many researches are published to prevent possible attacks on fingerprint verification 
systems. However, most of them considered possible attacks on either communication 
channels[11-12] or feature matching module[13]. For instance, Maio and Maltoni[11] 
envisaged an electronic commerce system based on fingerprint verification and 
encryption techniques. They proposed that, in the case where both the seller and buyer 
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cannot trust each other, the fingerprint matching be performed by a trusted third party 
“certifier,” which also manages the fingerprint template database. When the seller is a 
trusted entity, it can perform the fingerprint matching and store the fingerprint tem-
plate database at its site. Watermark techniques can also be applied to protect finger-
print information transmitted or stored[12]. 

Smartcard have received much attention from developer/integrators of fingerprint 
verification systems because of their internally protected storage and computational 
resources. Due to the limited computational power of the smart card, however, an 
entire fingerprint verification system can not be implemented onto a state-art-of 32-bit 
smartcard. Most of the solutions[13] proposed to date implement only the lightest 
module(i.e., feature matching) of the fingerprint verification system on a resource-
constrained smart card. 

To the best of our knowledge, however, there has been no previous work to protect 
the heaviest module – feature extraction – of the fingerprint verification systems and 
to achieve both scalability and real-time performance on the sensor-client-server 
model. As explained in Section 1, our solution effectively offloads the computational 
work of feature extraction from a resource-constrained sensor such as smart cards to 
the untrusted client and checks the validity of the results computed by the client. Al-
though the idea of offloading time-consuming computation from a weak device to a 
powerful computer was employed for number theory problems such as RSA computa-
tion[14-15], offloading image processing computations in feature extraction has not 
been reported yet. 

3   A Proposed Approach for Secure and Real-Time Fingerprint 

Verification 

In this paper, we assume that the sensor is connected to a specific client and the client 
is connected to a server through the Internet. Also, each entity(i.e., sensor, client, and 
server) is assumed to have required public and private keys for en/decryption. Note 
that the key distribution problem is not the scope of this research, and there are many 
solutions for this problem[16]. 

3.1   A Proposed Protocol for Secure Fingerprint Verification 

To reduce the computational workload of the sensor in feature extraction, we separate 
the feature extraction module into binarization and minutiae extraction. Binariza-
tion generates a binary fingerprint image that is one of the intermediate results pro-
duced during feature extraction, and minutiae extraction extracts minutiae from the 
binary fingerprint image. Note that, binarization requires a lot of computations, and 
the final minutiae can be extracted easily from the result of binarization. Thus, it is 
reasonable to assign binarization and minutiae extraction to the client and the sensor, 
respectively. 
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Fig. 3 shows the flow of the proposed protocol for secure fingerprint verification 
on the sensor-client-server model. The sensor acquires a fingerprint image and sends 
the image to the client in an encrypted form. After receiving the encrypted fingerprint 
image, the client decrypts it and generates a binary fingerprint image as an intermedi-
ate result of feature extraction. Instead of sending the binary fingerprint image to the 
server, the client sends it to the sensor in order to be validated that it was extracted 
from the fingerprint image acquired by the sensor at the current fingerprint verifica-
tion request. After receiving the binary image from the untrusted client, the sensor 
checks the validation of the binary image by using a proposed binarization algorithm 
which will be explained in the following section. If the result of the validation is satis-
fied, the sensor extracts features(i.e., minutiae) from the binary image received from 
the client, and sends to the server the features. Note that, to send the features securely, 
a hash value is computed for the features and are digitally signed with the private key 
of the sensor, and the features themselves are encrypted with the shared session key 
between the sensor and the server. Though the sensor sends the feature to the server 
through the untrusted client, the client cannot read or modify the features encrypted 
with the session key shared between the sensor and the server. After decrypting the 
features and verifying the attached signature, the server compares it with the stored 
features to verify the user. 
 

Sensor Server
Client

 4. E(Fingerprint)

 1. Request 

 8. E(Binary Image)

 13. E(Sign(Feature))

 14. E(Sign(Feature))

2. Acquisition Fingerprint
3. Encryption Fingerprint
9. Decryption Binary Image
10. Checking Validation of
      Binary Image
11. Feature Extraction
      using Binary Image
12. Signature & Encryption Feature

5. Decryption Fingerprint
6. Binary Image Generation
7. Encryption Binary Image

15. Decryption Feature
16. Feature Matching

 

Fig. 3. The Proposed Protocol for Secure Fingerprint Verification 

3.2   A Proposed Binarization Algorithm for Real-Time Execution 

For the purpose of explanation, we denote the binary image for feature extraction 
received from a client and the simplified binary image for validation generated by a 
sensor as BIN_client, BIN_sensor, respectively. Note that the binary image 
BIN_client is generated after most time-consuming processing steps in feature 
extraction module such as smoothing, image enhancement, image quality estimation, 
direction map generation, and segmentation. Therefore, we need a simple algorithm to 
generate a validation image BIN_sensor which will be used to check whether 
BIN_client was generated correctly from the client in real-time. 

In this paper, we propose a simplified algorithm to generate a validation image 
BIN_sensor for the sensor(shown in Fig. 4). First, to remove some noise, a 
smoothing operation such as median and mean filter is applied to the fingerprint  
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Global & Block 
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Overlapped Block

Binary 
Fingerprint  

Fig. 4. The Block Diagram of the Proposed Binarization Algorithm for Validation 

image acquired by the sensor. Then, to analyze the fingerprint area locally, it is di-
vided into blocks and all the pixels within a block are assigned to the same results. 
Then, block average, global average, and block variance of the gray-levels are com-
puted for the segmentation step that separates a fingerprint area(i.e., foreground) from 
the image. Block average and block variance are estimated for each 16×16 block. In 
the segmentation step, a fingerprint area and a background area are estimated as 

>>
=

                                     _

)(&)(_

otherwiseBlockB

ThresholdVARAVGAVGifBlockF
Block BBG

i

α   (1) 

where Blocki is the ith block. In this equation, F_Block and B_Block represent the fin-
gerprint area and the background area, and the gray values of F_Block and B_Block are 
0 and 255, respectively. Also, the global average, the block average, the block variance, 
and the weight factor are denoted as AVGG, AVGB, VARB, and α, respectively. 

Binarization step is to determine which pixels within a fingerprint area represent 
ridges. In a validation image generated by the binarization step, black and white pix-
els represent ridges and valleys, respectively. To analyze the fingerprint area locally, 
it is divided into blocks like the segmentation step. To minimize the discontinuity in 
block values as you cross the boundary from one block to its neighbor, a block should 
be smaller than its surrounding window, and windows overlap from one block to the 
next. In this paper, the fingerprint area is divided into 8×8 pixel blocks with each 
block being assigned a result from a larger surrounding 16×16 pixel window, and the 
areas for windows of neighboring blocks overlap by up to 1/2 as shown in Fig. 5. 
When the binarization step is executed for each block, a local average gray value is 
computed first for its window. Then, if the gray value of a pixel within the block is 
smaller than the local average gray value, its pixel is colored as black representing a 
ridge. Otherwise, it is colored as white. 

Fig. 6 shows results of the simplified binarization. Fig. 6(d) shows the validation 
image generated by the simplified binarization algorithm, and black pixels near the 
edge of the image (shown in Fig. 6(c) and (d)) represent a background area generated 
by the segmentation step. 

Finally, the binary image received from the client is compared with the validation 
image generated by using the simplified binarization algorithm(shown in Fig. 6(d)), 
and a similarity score is computed. After two images are superimposed, the number of 
pixels having the same gray value in the same position is counted. The similarity 
score is the ratio of pixels having the same pixel value to the number of pixels in the 
fingerprint area generated by the segmentation step. 
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Fig. 5. Illustration of the Simplified Binarization Algorithm using Window Overlapping 

    

(a)           (b)        (c)              (d) 

Fig. 6. Results of the Simplified Binarization. (a) Original Fingerprint Image acquired by the 
Sensor; (b) Result of the Smoothing Step; (c) Result of the Segmentation Step; (d) Result of the 
Binarization Step. 

4   Performance Evaluation 

For the purpose of evaluation of the proposed validation algorithm, a data set of 4,272 
fingerprint images composed of four fingerprint images per one finger was collected 
from 1,068 individuals by using the optical fingerprint sensor[17]. The resolution of 
the sensor was 500dpi, and the size of captured fingerprint images was 248×292. 

Fig. 7 shows results of the proposed validation algorithm. Fig. 7(a) is a fingerprint 
image acquired by the sensor, and Fig. 7(b) is a binary image generated by the client. 
To validate whether Fig. 7(b) was generated from Fig. 7(a), the similarity between 
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(a)                       (b)                       (c)  

           

(d)                       (e)                       (f) 

Fig. 7. Results of the Proposed Validation Algorithm. (a) and (d) Input Image; (b) and (e) 
Binary Image received from the Client; (c) Result of Correlation between (b) and Fig. 6(d); (f) 
Result of Correlation between (e) and Fig. 6(d). 

the binary image Fig. 7(b) and the validation image Fig. 6(d) is computed and shown 
in Fig. 7(c). In Fig. 7(c), white pixels within the fingerprint area represent the same 
gray value in the superimposed image, and the similarity score between Fig. 7(c) and 
Fig. 6(d) is 91%. 

However, the binary image Fig. 7(e) generated from a different finger(shown in 
Fig. 7(d)) looks different from the validation image Fig. 6(d), and the sensor can rec-
ognize easily that the client did not generate the binary image correctly. In this 
case(shown in Fig. 7(f)), the similarity score between the binary image Fig. 7(e) and 
the validation image Fig. 6(d) is 51%. 

 

Fig. 8. The Distribution of the Similarity Scores 
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Figure 8 shows the distribution of the similarity scores between images from the 
same fingers and the similarity scores between images from different fingers. The 
vertical axis represents the distribution of the similarity scores, and the horizontal axis 
represents the scores ranging from 0 to 100. As the figure shows, the similarity scores 
between images from different fingers are distributed differently from the similarity 
scores between images from the same fingers. Thus, we can decide whether two im-
ages came from the same finger or not accurately. 

Finally, we compare the execution times of the binarization by using a typical fea-
ture extraction module and the proposed validation algorithm. As shown in Table 1, 
the proposed algorithm can obtain a validation image in real-time even on an embed-
ded processor ARM7. 

Table 1. Summary of Execution Times of the Binarization 

 Pentium 4 CPU(2GHz) ARM7(28.56MHz) 
Typical Algorithm[18] 0.74 second 6.5 second 

Proposed Algorithm 0.0341 second 0.265 second 

5   Conclusions 

In the sensor-client-server model for remote fingerprint verification, the system 
should be secure against possible attacks on communication channels or attacks on 
system modules. In this paper, we proposed a secure and scalable fingerprint verifica-
tion protocol to protect Trojan Horse attacks launched at the client, and a simple algo-
rithm for the resource-constrained sensor to validate the results computed by the un-
trusted client for real-time feature extraction. 

Based on the experimental results, the proposed solution for fingerprint verification 
can be performed on the sensor-client-server model securely, scalablely, and in real-
time with the aid of an untrusted client. We believe this solution can be extended to 
many emerging applications such as ubiquitous computing and home network. 
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Abstract. Recently, Yang-Wang-Chang proposed an improvement to
Yang-Shieh’s two password authentication schemes by using smart cards
that can withstand a forged login attack. Yang-Wang-Chang’s improved
schemes, however, are still susceptible such attacks. Accordingly, the cur-
rent paper demonstrates the vulnerability of Yang-Wang-Chang’s
schemes to these attacks and presents an improvements to resolve such
a problem.
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1 Introduction

User authentication is an important part of security, along with confidentiality
and integrity, for systems that allow remote access over untrustworthy networks,
such as the Internet. As such, a remote password authentication scheme authen-
ticates the legitimacy of users over an insecure channel, where the password
is often regarded as a secret shared between the remote system and the user.
Based on knowledge of the password, the user can use it to create and send a
valid login message to a remote system to gain access. Meanwhile, the remote
system also uses the shared password to check the validity of the login message
and to authenticate the user. Therefore, it is important to protect the password
in authentication schemes. There are three ways an attacker can acquire a user’s
password and impersonate the user in order to log in to the server [2]: (1) the
attacker invades the system; (2) the attacker eavesdrops on communication mes-
sages; and (3) the legal user accidentally reveals his password. In case 3, it is very
hard to prevent a user from accidentally revealing his password. The advantages
of smart cards are in its storage and computation abilities. These advantages
are always referred to by some scholars [3][5][6][7][8], but their schemes have
to maintain a verifiable table of passwords and not to allow passwords to be
changed freely.
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In 1999, Yang and Shieh [4] proposed two password authentication schemes
using a smart card to achieve user authentication and to arbitrarily change a
password. In addition, the remote server does not need to store the passwords
or verification tables in order to authenticate the users. Subsequently, Chan
and Cheng [9] pointed out that Yang and Shieh’s timestamp-based scheme was
vulnerable to a forged login attack, in which an intruder could impersonate
legitimate users to login and access the remote server.

In 2003, Sun and Yeh [10], however, pointed out that Chan and Cheng’s
attack was unreasonable because Chan and Cheng forged a client’s identity, and
the identity did not exist in the ID table. Thus, the attacker could not be verified
from the ID table. At the same time, Sun and Yeh pointed out that Yang and
Shieh’s two password authentication schemes were vulnerable to a forgery attack.
Thereafter, in 2005, Yang-Wang-Chang [12] improved Yang and Shieh’s schemes
to resist Sun and Yeh’s attack. Yet, Yang-Wang-Chang’s improved schemes are
still susceptible to a forged login attack that were developed by Sun and Yeh in
[10] and Chen in [11], respectively. Accordingly, the current paper demonstrates
that Yang-Wang-Chang’s schemes are vulnerable to a forged login attack and it
also presents improvements to the scheme in order to isolate such a problem. Our
improved schemes preserve the merits of Yang-Wang-Chang’s schemes, and the
improved timestamp-based scheme can withstand a forged login attack. Also,
the improved nonce-based scheme can withstand a message replay attack in the
network without synchronization of the clocks and a forged login attack.

The remainder of this paper is organized as follows: Section 2 briefly reviews
Yang-Wang-Chang’s schemes and then demonstrates a forged login attack with
their schemes in Section 3. The proposed schemes are presented in Section 4,
while Section 5 discusses the security of the proposed schemes. The conclusion
is given in Section 6.

2 Review of Yang-Wang-Chang’s Schemes

This section briefly reviews Yang-Wang-Chang’s timestamp-based and nonce-
based password authentication schemes [12] and then, it shows how a forged
login attack can penetrate their scheme.

2.1 Timestamp-Based Password Authentication Scheme

Yang-Wang-Chang’s timestamp-based password authentication scheme is com-
posed of three phases; registration, login and authentication.

Registration Phase: A new user Ui wants to register with a key information
center (KIC) in order to access services. The KIC then performs the following
steps:

Step 1. User Ui securely submits his identity IDi and a password PWi to the
KIC for registration.

Step 2. Two large prime numbers p and q are generated, and let n = p · q.
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Step 3. A prime number e is chosen at random as his public key, where e is
relatively prime to (p − 1)(q − 1).

Step 4. An integer d is found as a corresponding secret key that satisfies e · d ≡
1(mod(p − 1)(q − 1)).

Step 5. An integer g, which is a primitive element in both GF (p) and GF (q), is
found, where g is KIC’s public information.

Step 6. Generate a smart card’s identifier CIDi for the user and compute Si =
IDCIDi·d

i mod n as Ui’s secret information.
Step 7. Compute hi for Ui such that hi = gPWi·d mod n.
Step 8. Write (n, e, g, IDi, CIDi, Si, hi) into the smart card of Ui, and issue it

through a secure channel.

Login Phase: Ui must insert his smart card into the login device when he
wants to login to the remote server. The smart card will perform the following
operations after Ui keys in his identity IDi and password PWi.

Step 1. Generate a random number ri and compute Xi and Yi as follows:

Xi = gri·PWi mod n,

Yi = Si · hri·TC

i mod n.
(1)

Here, TC is the current date and time on the login device.
Step 2. Send a message M = {IDi, CIDi, Xi, Yi, n, e, g, TC} to the remote server

as a login request message.

Authentication Phase: After receiving the login request message M from Ui,
the remote server will perform the following operations to identify the login user:

Step 1. The validity of IDi is checked. The remote server will reject the login
request if the IDi is incorrect.

Step 2. Check the validity of TC . If (TS −TC) ≥ ΔT , then the server rejects the
login request. Here, TS is the current date and time on the remote server;
ΔT is the expected legitimate time interval for transmission delay.

Step 3. Check the equation (Yi)e ≡ IDCIDi

i · XTC

i mod n. If it holds, then the
remote server accepts the user’s login request and access.

2.2 Nonce-Based Password Authentication Scheme

Yang-Wang-Chang’s nonce-based password authentication scheme is composed
of three phases; registration, login and authentication.

Registration Phase: This phase is the same as the registration phase in the
timestamp-based password authentication scheme.

Login Phase: Ui must insert his smart card into the login device when he
wants to login to the remote server. The smart card will perform the following
operations after Ui keys in his identity IDi and password PWi.

Step 1. The smart card sends a request login message M1 to the remote server,
where M1 = (IDi, CIDi).
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Step 2. After receiving M1, the remote server checks whether the IDi and the
CIDi are correct. If they are correct, the remote server computes a
nonce N = f(rj) and sends it back. Note that rj is a random number
and f(rj) is a one-way hash function.

Step 3. After the nonce N is received, the smart card generates a random num-
ber ri and computes Xi and Yi as follows:

Xi = gri·PWi mod n,

Yi = Si · hri·N
i mod n.

(2)

Step 4. Send a message M2 = {Xi, Yi, n, e, g} to the remote server as a login
request message.

Authentication Phase: After receiving the login request message M2 from
Ui, the remote server will perform the following operations to identify the login
user:

Step 1. Check the equation (Yi)e ≡ IDCIDi

i · XN
i mod n. If it holds, then the

remote server accepts the user’s login request and access.

3 Cryptanalysis of Yang-Wang-Chang’s Schemes

In this section, we shall show that Yang-Wang-Chang’s two schemes are suscep-
tible to a forged login attack.

3.1 A Forged Login Attack on a Timestamp-Based Scheme

Unfortunately, Yang-Wang-Chang’s timestamp-based password authentication
scheme suffers from an authentication flaw similar to that which was developed
by Sun et al. in [10] and Chen in [11], respectively. We will prove that an intruder
can forge a user in an attack. In the proposed forged login attack, any intruder
can pretend to be a valid user Ui and can login to the remote server successfully
by using the following steps:

Step 1*. An intruder picks a valid smart card identifier CIDf , at random.
Step 2*. An intruder computes t satisfying gcd(e, t · Tf ) = CIDf , where Tf is

the current timestamp. It is easy to find such t as follows: First, an
intruder chooses randomly t′ such that gcd(e/CIDf , t′) = 1, and then
computes t = (t′ · CIDf )/Tf .
Note that the information M = {IDi, CIDi, Xi, Yi, n, e, g, TC} can be
easily obtained by an intruder through wiretapping the communication
channel between a legal user and the remote server.

Step 3*. If gcd(e, t · Tf) = CIDf , let a, b be the coefficients computed by the
Extended Euclidean algorithm [1], such that a · e + b · (t · Tf ) = CIDf .

Step 4*. Compute Xf = (IDi)−b·t mod n, Yf = (IDi)a mod n.
Step 5*. A forged login request message M = {IDi, CIDf , Xf , Yf , n, e, g, Tf}

can be sent to the remote server as a login request message.
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The above forged request message can pass authentication in Yang-Wang-
Chang’s scheme:

(Yf )e = (IDi)a·e(modn)

= (IDi)CIDf−b·t·Tf (modn)

= ID
CIDf

i · ((IDi)−b·t)Tf (modn)

= ID
CIDf

i · (Xf )Tf (modn).

(3)

3.2 A Forged Login Attack on a Nonce-Based Scheme

Yang-Wang-Chang’s nonce-based password authentication scheme is also vul-
nerable to a forged login attack. The attack can be described in the following
steps:

Step 1*. An intruder picks a valid smart card identifier CIDf at random.
Step 2*. An intruder computes t satisfying gcd(e, t · N) = CIDf , where t is a

random number and N is a remote server’s session nonce. It is easy to
find such t as follows: First, an intruder chooses randomly t′ such that
gcd(e/CIDf , t′) = 1, and then computes t = (t′ · CIDf )/N .

Step 3*. If gcd(e, t · N) = CIDf , let a, b be the coefficients computed by the
Extended Euclidean algorithm, such that a · e + b · (t · N) = CIDf .

Step 4*. Compute Xf = (IDi)−b·t mod n, Yf = (IDi)a mod n.
Step 5*. A forged login request message M2 = {Xf , Yf , n, e, g} is sent to the

remote server as a login request message.

The above forged request message can pass authentication in Yang-Wang-
Chang’s scheme:

(Yf )e = (IDi)a·e(modn)

= (IDi)CIDf−b·t·N (modn)

= ID
CIDf

i · ((IDi)−b·t)N (modn)

= ID
CIDf

i · (Xf )N (modn).

(4)

3.3 Man-in-the-Middle Forged Login Attack on a Nonce-Based
Scheme

The man-in-the-middle forged login attack can be described as follows:

Step 1*. In the Login phase, the smart card sends a request login message M1
to the remote server.

Step 2*. After receiving M1, the remote server checks whether the IDi and the
CIDi are correct. If they are correct, the remote server computes a
nonce N = f(rj) and sends it back.

Step 3*. An intruder intercepts nonce N and computes N · e. An intruder sends
N · e to a user’s smart card.
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Step 4*. After the forged nonce N · e is received, the smart card generate a
random number ri and computes Xi and Yi as follows:

Xi = gri·PWi mod n,

Yi = Si · hri·N ·e
i mod n,

= Si · gPWi·d·ri·N ·e mod n,

= Si · gPWi·ri·N mod n,

= Si · XN
i mod n.

(5)

Step 5*. Message M2 = {Xi, Yi, n, e, g} is sent to the remote server as a login
request message.

Step 6*. An intruder intercepts M2 and computes (XN
i )−1 by using the inter-

cepting nonce N in Step 3*, and then an intruder can obtain the secret
value Si as follows:

Si = Yi · (XN
i )−1 mod n. (6)

Step 7*. An intruder computes Xf = Xe
i mod n, Yf = Si · XN

i mod n.
Step 8*. A forged login request message M2 = {Xf , Yf , n, e, g} is sent to the

remote server as a login request message.

The above forged request message can pass authentication in Yang-Wang-
Chang’s scheme:

(Yf )e = (Si · XN
i )e(modn)

= (IDCIDi·d
i )e · (XN

i )e(modn)

= IDCIDi

i · (Xe
i )N (modn)

= IDCIDi

i · (Xf )N (modn).

(7)

4 The Proposed Schemes

This section proposes an improved password authentication schemes to overcome
the above mentioned problems with Yang-Wang-Chang’s schemes. The improved
schemes are also composed of three phases; registration, login and authentica-
tion.

4.1 Timestamp-Based Password Authentication Scheme

Registration Phase: A new user Ui wants to register with a key information
center (KIC) in order to access services. The KIC then performs the following
steps:

Step 1. User Ui securely submits his identity IDi and a password PWi to the
KIC for registration.
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Step 2. Two large prime numbers p and q are generated, and let n = p · q.
Step 3. A prime number e is chosen at random as his public key, where e is

relatively prime to (p − 1)(q − 1).
Step 4. An integer d is found as a corresponding secret key that satisfies e · d ≡

1(mod(p − 1)(q − 1)).
Step 5. An integer g, which is a primitive element in both GF (p) and GF (q), is

found, where g is KIC’s public information.
Step 6. A secure smart card’s identifier CIDi = f(IDi ⊕ d) is computed for

the user by the method introduced in [13][14], where ⊕ stands for an
exclusive operation.

Step 7. Compute Si = IDCIDi·d
i mod n as Ui’s secret information.

Step 8. Compute hi for Ui such that hi = gPWi·d mod n.
Step 9. Write (n, e, g, IDi, CIDi, Si, hi, f(·)) into the smart card of Ui, and issue

it through a secure channel.

Login Phase: Ui must insert his smart card into the login device when he
wants to login to the remote server. The smart card will perform the following
operations after Ui keys in his identity IDi and password PWi:

Step 1. A random number ri is generated and CID∗
i , Xi and Yi are computed

as follows:

CID∗
i = CIDe

i ,

Xi = gri·PWi mod n,

Yi = Si · hri·TC

i mod n.

(8)

Here, TC is the current date and time on the login device.
Step 2. A message M = {IDi, CID∗

i , Xi, Yi, n, e, g, TC} is sent to the remote
server as a login request message.

Authentication Phase: After receiving the login request message M from Ui,
the remote server will perform the following operations to identify the login user:

Step 1. The validity of IDi is checked. The remote server will reject the login
request if the IDi is incorrect.

Step 2. The validity of TC is checked. If (TS −TC) ≥ ΔT , then the server rejects
the login request. Here, TS is the current date and time on the remote
server; ΔT is the expected legitimate time interval for the transmission
delay.

Step 3. Compute (CID∗
i )d mod n = CIDi.

Step 4. The validity of CIDi is checked by verifying that CID′
i

?= CIDi, where
CID′

i = f(IDi ⊕ d). If it holds, then go to Step 5. Otherwise, the login
request is rejected.

Step 5. Check the equation (Yi)e ≡ IDCIDi

i · XTC

i mod n. If it holds, then the
remote server accepts the user’s login request and allows access.
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4.2 A Nonce-Based Password Authentication Scheme

Registration Phase This phase is the same as the registration phase in the
timestamp-based password authentication scheme.

Login Phase: Ui must insert his smart card into the login device when he
wants to login to the remote server. The smart card will perform the following
operations after Ui keys in his identity IDi and password PWi.

Step 1. The smart card sends a request login message M1 = (IDi, CID∗
i ) to the

remote server, where CID∗
i = CIDe

i .
Step 2. After receiving M1, the remote server checks the validity of IDi. If it

holds, the remote server computes CIDi = (CID∗
i )d mod n and checks

the validity of CIDi by verifying CID′
i

?=CIDi, where CID′
i = f(IDi ⊕

d). If the result is positive, then Step 3 proceeds. Otherwise, the login
request is rejected.

Step 3. The remote server selects a random number rj and sends it back. At
the same time, the remote server computes a nonce N = f(CID′

i, rj)
for future use. Note that f(x, y) is a one-way hash function.

Step 4. After a random number rj is received, the smart card generates a random
number ri and computes N , Xi and Yi, as follows:

N = f(CIDi, rj),

Xi = gri·PWi mod n,

Yi = Si · hri·N
i mod n.

(9)

Step 5. A message M2 = {Xi, Yi, n, e, g} is sent to the remote server as a login
request message.

Authentication Phase: After receiving the login request message M2 from
Ui, the remote server will perform the following operations to identify the login
user:

Step 1. The equation (Yi)e ≡ IDCIDi

i · XN
i mod n is checked. If it holds, then

the remote server accepts the user’s login request and allows access.

5 Security Analysis

The following analyzes the security of the proposed schemes.

Forged Login Attack: A forged login attack can succeed if the attacker can
generate legitimate Xf and Yf freely. The improved timestamp-based password
authentication scheme, however, can withstand a forged login attack. An attacker
can forge Xf , but he cannot forge the corresponding Yf because he cannot get
CIDi from CID∗

i , which is a difficulty of the discrete logarithm problem. For the
same reason, the forged login attack cannot succeed in the nonce-based password
authentication scheme.
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Password Guessing Attack: In the timestamp-based and the nonce-based
password authentication schemes, the attacker has two ways to guess the pass-
word PWi. One way is to get hi = gPWi·d mod n from the smart card; the other
way is to get Xi = gri·PWi mod n. We found that the attacker could not guess
the password without d and ri, which is a difficulty of the discrete logarithm
problem. Therefore, our scheme can resist a password-guessing attack.

Smart Card Loss: When a legal user loses his smart card and it is found
by an attacker, the attacker can guess the password of the legal user. We find
that the attacker cannot succeed, the reason is given in the password-guessing
attack section. In the timestamp-based password authentication scheme, even if
the attacker uses a smart card to log in to the remote server, the attacker cannot
succeed. The attacker inserts the smart card and keys a guessed password into
the input device. Then the smart card computes Xi = gri·PWattacker mod n and
Yi = Si ·hri·TC

i mod n. Obviously, the attacker cannot pass the verification of the

equation: (Yi)e ?= ID
CID′

i

i · XTC

i mod n because (Yi)e ?= ID
CID′

i

i · gri·PWi mod n

and (Yi)e ?= ID
CID′

i

i · gri·PWattacker mod n. For the same reason, the attacker
cannot use the same method to login to the remote server in the nonce-based
password authentication scheme.

Replay Attack: In the timestamp-based password authentication scheme, if an
attacker tries to replay the verified message M = {IDi, CID∗

i , Xi, Yi, n, e, g, TC}
to the remote server, the remote server would reject it because the attacker
cannot pass the verification (TS − TC) ≥ ΔT in Step 2 of the authentication
phase. In the nonce-based password authentication scheme, if an attacker replays
the verified message M1 = {IDi, CID∗

i } to the remote server in Step 1 of the
login phase, the remote server sends a new random number r′j back. Then, the
attacker replays another verified message M2 = {Xi, Yi, n, e, g} to the remote
server in Step 4 of the login phase. Obviously, he cannot pass the verification
of the formula: (Yi)e �= ID

CID′
i

i · Xf(CIDi,r
′
j)

i mod n in the authentication phase
because the remote server records the new random number r′j without rj and
the one-way hash function f(x, y) is collision resistant.

6 Conclusion

The current paper demonstrated that Yang-Wang-Chang’s two password au-
thentication schemes are vulnerable to forged login attacks. Thus, improvements
to Yang-Wang-Chang’s schemes were proposed that can withstand forged lo-
gin attacks. Our improved schemes preserve the merits of Yang-Wang-Chang’s
schemes, and the improved timestamp-based scheme can withstand the forged
login attack. Also, the improved nonce-based scheme can withstand a message
replay attack in the network without synchronization clocks and a forged login
attack.
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Abstract. The executions of operating system services based on smart
cards allow one to personalize some functionalities of the operating sys-
tem by using the secret information stored in a smart card and the basic
computations that a smart card can perform. However, current solutions
for integrating smart card features in operating system services require
at least a partial execution of the operating system functionalities at
“user level”. Such executions decrease the security and the performance
of the system as they are less robust compared to the kernel-level ones.

In this paper we present the design and implementation of SmartK,
a kernel module that integrates directly in the Linux kernel the support
of smart cards. The use of SmartK allows one to securely personalize an
operating system service still maintaining its execution at kernel level.

1 Introduction

Cryptographic protocols allow the execution of many real world economic trans-
actions (e.g., auctions, voting) in the digital world. Nevertheless, an important
role in the digital world is played by the hardware and software architectures
that run cryptographic protocols. Among the different hardware and software
components, a central role is played by smart cards.

Smart card is one of the most interesting technologies that have been pro-
posed in the past and are nowadays crucially used in many digital transactions
(e.g., inside satellite decoders, ATM machines). Originally, development of card-
aware applications was a non-trivial task since there was a lack of high-level
card programming languages, standard devices and development tools. Cur-
rently, several smart-card manufacturers have joined into consortia in order to
define common standards for each aspect of the interaction with smart cards
(e.g., physical and electrical specification for cards and readers, specifications of
the provided services, communication protocols among cards, readers and host
computers, data representation). Moreover, many high-level tools that satisfy
many requirements of software designers and developers have been recently in-
troduced. Such tools are application-oriented, that is, their use is reasonable for
user-level applications but it is not practical for kernel-level executions.

We focus on the use of smart cards in operating system services. Here, the
smart card allows one to personalize some functionalities of the operating system.

S. Katsikas, J. López, G. Pernul (Eds.): TrustBus 2005, LNCS 3592, pp. 321–330, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Indeed, a smart card is a tamper-resistant miniature computer that performs
some basic computations on input a secret information.

However, current solutions for supporting smart card features in operating
system services require at least a partial execution of the operating system func-
tionalities at “user level”. Unfortunately the execution of system functionalities
at user level decreases the security of the system as user-level executions are
less robust compared to the kernel-level ones. Indeed, attacks to the kernel are
generally harder compared to attacks to user level applications since kernel code
is specifically protected to avoid tracking and replacing attacks. Furthermore,
kernel-level applications offer a better performance since they are in general not
affected by context switches or frequent copies of large memory buffers among
user and kernel space. Erez Zadok, in [28,17] gives accurate and strong motiva-
tions in flavor of kernel-level implementations of system-relevant applications.

In this paper we present the design and implementation of SmartK, a kernel
module that integrates directly in the Linux kernel the support of smart cards.
The use of SmartK allows one to securely personalize an operating system ser-
vice still maintaining the execution at kernel level. More generally, SmartK is
a compact and easy-to-use tool for software development of kernel applications
(e.g., device drivers, filesystems, kernel modules). Our design of SmartK focuses
on modularity, therefore it is possible to plug in (transparently to the applica-
tions) different modules that allow the applications to work with different cards
and different readers connected to different ports. Moreover, the size of SmartK
is very tiny and does not significantly affects the performance of the kernel.

We stress that the aim of SmartK is not necessarily to replace the existing
smart-card frameworks. Indeed, some of them are quite suitable for many user
applications. Instead, the use of SmartK is crucial when card-based services must
be supported by the kernel itself. In such cases, SmartK outperforms the existing
available tools. We stress also that a kernel module that runs a large high-level
framework has a large (and negative) impact on the performance of the system.

2 Background

Specifications. Informally, a smart card is a plastic card (with the same size of a
credit card) with either a magnetic strip or a micro chip. The physical properties
of a smart card (e.g., the size, the position of contacts, their number), the elec-
trical specifications (e.g., power, signals) and the communication protocols have
been standardized, in order to allow cards, readers and applications (off-card
applications) produced by different factories to be used together. The standard
ISO-7816[9] provides a definition of these characteristics for a smart card. The
card and the reader communicate by means of a master/slave half-duplex pro-
tocol. Once the card is inserted in the slot, the reader powers on it and sends
to it the reset signal. The card sends back an important message called Answer
To Reset (ATR). The ATR message contains all information needed to establish
the connection between card and reader. The ISO-7816/3 document defines the
format of the ATR message and two communication protocol: T = 0 and T = 1.
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The T = 0 protocol is byte-oriented, and allows one to send just one command
per time, the T = 1 is a block-oriented protocol and allows one to send sequences
of commands.

ISO-7816/4 commands are sent to the card as a record called APDU (Appli-
cation Protocol Data Unit) that contains the description of the invoked command
and its arguments. The card also replies to the commands by means of another
type of record: the Response APDU.

Development Frameworks. The known smart card frameworks are user-oriented,
therefore they can be used by operating system services in the following two
ways: 1) The frameworks are executed at user level. This is precisely what we
want to avoid since for security reasons, operating system services should be
run at kernel level. 2) The frameworks are compiled directly in the kernel. This
brute-force approach hurts the performance of the kernel.

The “Application Independent Card Terminal Application Programming In-
terface for ICC applications” (CT-API)[7], is a simple package for the develop-
ment of card-aware applications. CT-API is a library that manages the specific
reader’s device driver and provides a raw programming interface.

The “Interoperability Specification for ICCs and Personal Computer Sys-
tems” (PC/SC, for short)[18,19] is a standard definition of a complete framework
for smart card deployment. PC/SC specifies the architecture and the components
of a distributed “card environment”, the services provided by each component
and the protocols that components use to communicate. Moreover, PC/SC also
defines a standard API for the development of off-card applications. PC/SC was
initially used only on MS Windows platforms, but recently, it is also used in
UNIX-like systems, with the support of the “Movement for the Use of Smart
Cards in a Linux Environment (MUSCLE)”[15]. Actually, both CT-API and
PC/SC implement a raw programming interface for the interaction with the
smart card.

The Open Card Framework (OCF)[16] offers a powerful tool for developers of
smart card-enabled software, based on the Java technology. OFC provides a high-
level programming interface (composed of several Java classes) that implements
the ISO-7816 protocol.

The RSA Laboratories produces and maintains the PKCS standard doc-
uments. This documents introduce a widely accepted set of specifications for
cryptographic data structures, operations and procedures. Documents PKCS11
and PKCS15[21,22] concern interface and information format of Cryptographic
Tokens (a set of cryptographic capable devices that includes smart cards). More-
over, they define an architecture and an API for the development of crypto-
graphic applications based on these tokens.

The Smart Card File System (SCFS)[11] is a tool that allows the host ma-
chine to mount a smart card as a disk, and therefore to access the stored data
by means of the standard UNIX system calls.

Webcard[20] implements a tiny web server on a Java card. Card-ware appli-
cations access to data stored on the card by using the HTTP protocol.
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Trusted Computing Architectures. The Trusted Computing Group [26] consor-
tium has been formed by some important hardware and software corporations
(e.g. Microsoft, IBM and Intel), in order to define a standard technology for
enhancing the security of computing environments that span over different plat-
forms and devices.

According to the TCG specifications, a Trusted Platform, should feature
a safe storage for sensitive data, the capacity of verifying the integrity of a
platform component and the capability to prove to a challenger the integrity of
the platform through an attestation.

The Trusted Platform Module (TPM) is a hardware device available for dif-
ferent platforms like PCs, PDAs and cellular phones that implement the features
listed above. Applications, firmware and the other components that use the TPM
features, are developed on top of a software layer defined by the Software Stack
Specification (TSS). Moreover, the TPM provides cryptographic functions such
as hashing, random number generation, asymmetric key generation and encryp-
tion/decryption.

Microsoft Next Generation Secure Computing Base (NGSCB)[14], is one of
earliest technology based on the TCG specifications and will be integrated in
the upcoming version of the Windows operating system. Microsoft stresses that
NGSCB provides a lot of benefits to costumers (e.g., protection against viruses
and unauthorized accesses, platform and data integrities, enhanced authentica-
tions) but many known researchers[1,25,24] are afraid by these benefits.

The trusted computing architectures could be used to achieve the secure and
efficient execution of operating system services. However, these architectures are
not flexible since the cryptographic tasks are only based on the secret information
encoded in a secure chip plugged in the motherboard. Moreover, the cost of such
technologies and the trust and ethical issues that they generate slowdown their
effective use.

3 Design and Implementation of SmartK

SmartK provides a simple framework for the management of smart cards at
kernel level. Specifically, the end user of the SmartK API is a generic kernel
module that features a service based on smart cards. This is crucial for our main
contribution, i.e., securing operating system services based on smart cards. In
the design of SmartK we therefore focus on achieving an efficient kernel module
that serves both other kernel modules and user applications.
SmartK exposes a very simple interface that we describe below.

- smartk init card starts the connection to the card. This procedure supplies
power to the card, receives the ATR message from the card, parses it and finally,
collects and stores all communication parameters like the response time (and the
timeout) of the card, the communication protocol and the data representation
adopted.
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- smartk data sends commands and receives the corresponding responses. This
function transparently wraps all steps needed by data transfer, according with
the information collected during the initialization.
- smark cleanup card closes the communication, cleans all memory buffers,
and turns off the power to the card.

This kind of interface implements any off-card application. A similar ap-
proach (at user level) can be found in the CT-API. The applications communi-
cate by means of the I/O port, with the reader and the card. More precisely, the
application organizes the data as specified by the protocol provided by the card
(for example the T = 0 protocol). Then the application sends the data to the
reader through the port. This is achieved by sending the proper signals and, if
necessary, re-encoding the data with the communication parameters that have
been negotiated during the startup. Therefore our framework has been designed
following an object oriented style. For each part of the communication, SmartK
features a specific class and each module of SmartK implements an object of a
class.

SmartK is designed to be modular, it can support different readers, each one
potentially connected to the host machine by means of a different port (e.g.,
serial, USB). Specifically, SmartK is composed by the following four modules1.

- smartk.o is the core of the framework and provides the interfaces to the
kernel-level applications and to the the other modules of SmartK;
- pt t0 smartk.o implements the API of SmartK according to the T = 0 pro-
tocol;
- ifd towitoko smartk.o is the Towitoko reader’s driver;
- io serial smartk.o is a simple interface for the communication with a serial
port.

The module smartk.o is the skeleton of the whole framework. It provides an
object-oriented infrastructure on top of which the other modules are plugged in.
Moreover, it handles the object core of the class smartk that reports the status of
the card (e.g., ATR, communication parameters) and provides a general interface
to the objects implemented by the other modules.

In order to achieve the modularity of the architecture, all methods of the
different objects are referenced by a pointer of the core object. Thus, each object
can invoke the methods of each other object by reaching them only through this
object. This approach maintains each module independent of each other module
and limits the number of symbols exported by each module.

Implementation details. We call “registration” the assignment of pointers of the
object core. The module smartk.o provides the methods register protocol
smartk, register ifd smartk and register io smartk that are executed to
plug in the components in the framework. These methods link the related objects
to the object core. Once the smartk.o module has been loaded, it instances the

1 We now discuss the specific case of using a towitoko micro reader that is connected
to a serial port, since this is the solution that we have effectively implemented. The
discussion however can be generalized to any reader and any port.
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smartk object core. Then, during their initialization phase, the other modules
instance their own objects and register them by means of the corresponding
registration procedure.

A pt smartk object implements the communication protocol with the smart
card (in our prototype, only protocol T = 0 is provided). It features a very simple
interface composed by the following three methods: activate card, data and
disactivate card.

An ifd smartk object implements the functions required for the communica-
tion with the reader. Its methods allow one to enable and disable the reader and
the card, transmit/receive data and power on/off the card.

A io smartk object takes care of maintaining the status of the communication
with the I/O port. This object summarizes the status of the port (the serial port
in our prototype) and provides a set of methods to init/free the port, set/get
communication parameters (baud rate, parity etc.), send/receive data to/from
the port.

The communication protocol is implemented by the object t0 of the class
pt smartk (module pt t0 smartk.o). This object implements the T = 0 protocol
as defined by the ISO-7816/3 document. Once the module pt t0 smartk.o has
been loaded, it registers the object t0. The interactions with the reader are
performed by means of the methods of the ifd object (through their pointers in
the core object).

The object towitoko of the class ifd smartk (module ifd towitoko smartk.o)
implements the driver of the reader. The module startup procedure initializes
the reader through the method init reader and registers the object by means
of the register ifd smartk function. This function verifies that the serial port
control module has been loaded and subsequently configures the port according
to the reader properties. The object towitoko interacts with the serial port
through methods of the object serial.

The object serial of the class io smartk (module io serial smartk.o) per-
forms the communication with the serial port. This module implements new
line discipline[23]: the mechanism through with the linux kernel manages the
data flow through the serial port. Once the line discipline has been enabled, the
module instantiates the object serial, initializes and registers it by means of
register io smartk.

As discussed above, all aspects of the interaction with the card are modular,
thus, for example, in order to use a different reader one has to implement a
different module ifd-something.o that has to be loaded instead of our IFD
handler. Obviously, the new module has to provide a new implementation of the
ifd object.

The test module. The module test mod is a practical example of a SmartK
end-user module. It was initially developed for debugging purposes, but it is an
useful tool for the development of simple user-level card-aware applications. More
precisely, this module is an example of how to write a kernel service that uses
SmartK. Specifically, the services given by this module allow user applications
the use of any reader, card and port by means of SmartK.
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Fig. 1. SmartK data structures

Technically, test mod allows user applications to communicate with smart
cards by means of the usual I/O system calls on a character device
(i.e., /dev/smartk). When the user application (user, for short) opens the de-
vice, the module executes the activate card method of SmartK that initial-
izes the communication and locks the device. When user closes the device, the
module closes the communication, unlocks the device and cleans all buffers
(disactivate card). The write() operation uses the SmartK’s smartk data
method to send APDUs to the card and to get the responses. The module keeps
a private buffer where the responses returned by the smartk data call are stored.

4 Securing Operating System Services

Here we discuss as a proof of concept two cases in which SmartK can be reliably
used for securing operating system services based on smart cards.

Kerberos. The setting in which Kerberos [12,13] works is the following. There
exists an open distributed computing environment (DCE) where the users of the
workstations cannot be trusted. The setting is hostile since an intruder could
pretend to be someone else. Therefore, an authentication system must be used.

Kerberos is an authentication system based on the existence of a trusted
third-party that authenticate users of a DCE. More specifically, in case a user
needs a service, he asks for a credential from the Kerberos authentication server
(AS). The credential can be later sent to the ticket granting server (TGS) to
obtain a service ticket. Finally, the service ticket allows the user to get the
service from the corresponding server. The security problem of Kerberos is that
an attacker can use a password guessing approach (by means of an off-line attack)
to obtain the credential of another user. This problem was considered by [8]
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where they proposed the use of smart cards for performing user authentication
in Kerberos.

Consider now the case of an operating system that needs services from an-
other system. In this case SmartK has a crucial role for securely run this trans-
action. Indeed, the functionality offered by the smart card for system authenti-
cation is run completely at kernel level.

Run-time verification of executables. Run-time verification of executables con-
stitutes a typical field of application for SmartK. Indeed, this is a service that
is implemented at kernel level, since the kernel parses and runs executables. We
stress that the integration of a kernel-level architecture and a user-level smart
card interface is unsafe and impractical. The WLF project[4] provides kernel
modules for this verification process. It is build on top of AEGIS[2,10] that pro-
vides an architecture for the secure loading of the operating system during the
bootstrap. We now briefly introduce WLF and describe the implementation of a
smart card-based key management scheme that has been built on top of SmartK.

WLF Overview. The WLF project [4] proposes a prototypal implementation
of an architecture for integrity checking of executables (both ELF binaries and
script files) at run time for the Linux operating system. In a system equipped
with WLF, all executables have been signed before their installation. The kernel
(that is assumed to be safe) is provided with the public keys of the trusted
software providers. Each time an execution is invoked, the kernel verifiers the
corresponding files. If the verification succeeds, the execution is performed as
usual, otherwise, the execution fails. In the Linux kernel, each executable is
interpreted and executed by its proper handler. In a WLF system each handler
includes a verify() function that executes the signature verification task. Public
keys are managed by a distinct module (that we refer to as key agent), that
takes care of loading keys from a given repository and providing them to a WLF
handler.

The SmartK Key Management Scheme for WLF. The key agent in WLF
is a kernel module that takes care of loading in memory the public keys from the
storage device and provides them (on demand) to the WLF handlers. Currently,
WLF is equipped with two key management schemes that were developed as
proofs of concept: the basic and the floppy key management scheme (respectively
BKM and FKM). The BKM simply satisfies testing requirements and loads
public keys from a character device (/dev/wlf). Users push keys (contained in
a file) into the kernel by means of an ioctl call on the device. The FKM loads
keys from a read-only floppy disk. It comes out trivially that both systems are
not suitable to be used in a real-world context.

The SmartK Key Management scheme (SKM) is a kernel module that im-
plements a key agent for WLF. Since it is loaded, the SKM loads in memory all
public keys that are stored on a a given smart card, that we refer to as WLFCard,
by means of the APIs of SmartK, and then, it provides to the WLF handlers all
required public keys.
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5 Concluding Remarks

In this paper, we have discussed security issues for operating system services
based on smart cards. First we have introduced the importance of using of smart
cards for digital transactions. Then we have given the rationale for the need of
a kernel-level framework for integrating smart-card features in the kernel of the
operating system. Then we discussed the design and implementation of SmartK:
a kernel-level framework for development of smart card-based services and ap-
plications for the Linux operating system. The integration in the kernel of such
a tool, achieves a more compact and robust implementation of any intrinsically
kernel-level security service based on smart card features. We have finally dis-
cussed the use of SmartK for operating system authentications (Kerberos) and
we presented the implementation of a Key Agent for WLF, an operating system
service for the verification of the integrity of Linux executables at run time. As
we have discussed, such applications represent a typical example of off-card ap-
plications that should be run at kernel level and hence, are suitable “end-user”
for SmartK. SmartK does not significantly affect the performance of the kernel
and does not significantly increase the size of the kernel memory image as the
total size of the modules is less than 20 kbytes. SmartK has been developed
on a Linux operating system with kernel 2.4.20[5,23], the only reader currently
supported is the Towitoko micro (serial port). Only the card communication
protocol T = 0 has been partially implemented. We also implemented a simple
management application that provides the usual administrative functionalities
(e.g., format card, create and store keys) built on top of the PC/SC lite frame-
work version 1.1.1[6]. Sources are available on the SmartK Home Page at the
URL http://smartk.dia.unisa.it.
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Plössl, Klaus 20

Rey, Manel 119
Rossnagel, Heiko 110
Royer, Denis 110
Ruland, Christoph 141

Saygın, Yücel 246
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Zagórski, Filip 206
Zhang, Jianhong 185
Zhou, Jianying 274
Zhu, Huafei 266
Zou, Jiancheng 185


	Frontmatter
	Invited Talk
	Privacy Enhanced Technologies: Methods -- Markets -- Misuse

	Digital Business
	Sec-Shield: Security Preserved Distributed Knowledge Management Between Autonomous Domains
	Protection Mechanisms Against Phishing Attacks
	Dropout-Tolerant TTP-Free Mental Poker
	A Self-healing Mechanism for an Intrusion Tolerance System
	Protecting Online Rating Systems from Unfair Ratings
	Anonymous Payment in a Fair E-Commerce Protocol with Verifiable TTP
	Designing Secure E-Tendering Systems

	Mobile/Wireless Services
	A Multilateral Secure Payment System for Wireless LAN Hotspots
	Secure Group Communications over Combined Wired and Wireless Networks
	A Privacy Enhancement Mechanism for Location Based Service Architectures Using Transaction Pseudonyms
	Making Money with Mobile Qualified Electronic Signatures

	Certificate Revocation/Index Search
	Efficient Certificate Revocation System Implementation: Huffman Merkle Hash Tree (HuffMHT)
	Secure Index Search for Groups

	Trust
	Provision of Secure Policy Enforcement Between Small and Medium Governmental Organizations
	Maximizing Utility of Mobile Agent Based E-Commerce Applications with Trust Enhanced Security
	The Fuzzy and Dynamic Nature of Trust
	Towards an Ontology of Trust

	Digital Signature
	An Improved Group Signature Scheme
	Efficient Member Revocation in Group Signature Schemes
	Conditional Digital Signatures
	A Mediated Proxy Signature Scheme with Fast Revocation for Electronic Transactions

	Privacy
	Privacy Enforcement for IT Governance in Enterprises: Doing It for Real
	An Adaptive Privacy Management System for Data Repositories
	Privacy Preserving Data Mining Services on the Web
	Reading Your Keystroke: Whose Mail Is It?

	E-Auctions
	A Novel Construction of Two-Party Private Bidding Protocols from Yao's Millionaires Problem
	An Improved Double Auction Protocol Against False Bids
	An Investigation of Dispute Resolution Mechanisms on Power and Trust: A Domain Study of Online Trust in e-Auctions

	Smart Cards/Authentication
	A Secure Fingerprint Authentication System on an Untrusted Computing Environment
	Security Enhancement for Password Authentication Schemes with Smart Cards
	Securing Operating System Services Based on Smart Cards

	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




