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Abstract. Communication is essential in multi-agent systems, since it
allows agents to share knowledge and to coordinate. However, in open
multi-agent systems, autonomous and heterogeneous agents can dynam-
ically enter or leave the system. It is then important to take into account
that some agents may not respect — voluntarily or not — the rules that
make the system function properly. In this paper, we propose a trust
model for the reliability of agent communications. We define inconsis-
tencies in the communications (represented as social commitments) in
order to enable agents to detect lies and update their trust model of
other agents. Agents can also use their trust model to decide whether to
trust or not a new message sent by another agent.

1 Introduction

Peer-to-peer (P2P) systems are often presented as a promising approach to
build scalable distributed applications. Peer-to-peer systems are closely related
to multi-agent system because they both designate open and decentralized net-
works of autonomous entities. They are considered open since agents can dy-
namically enter or leave the system. The decentralization assumes that there
is no central entity that can perform alone a task for the whole system. Agents
need to cooperate in order to perform a collective activity that aims at achieving
a common task. At last, the agents are considered autonomous since they may
have been implemented by different designers or deployed by different users and
their behaviour is then unpredictable.

In this context, peer-to-peer systems are vulnerable against the intrusion of
malicious agents. As a matter of fact, the autonomy of each agent makes it
possible for an agent to adopt a selfish or harmful behaviour. Moreover, such
a bad behaviour would have dangerous effects on the whole system since it is
decentralized and the malicious agent can be involved in a collective activity.
Thus, it is a threat for open systems that malicious agents can dynamically
enter the system.

Recent works [11 21814516 7] suggest to tackle this problem by the introduc-
tion of the notion of reputation. The reputation of an agent is computed from
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its past behaviours such that an agent that had exhibited bad behaviours in the
past has a low reputation value. Therefore, the very first step of this computation
is the detection of a fraudulent behaviour.

The work presented in this paper focuses on the communicative behaviour of
agents. The success of collective activities often depends on the good functioning
of communication between agents and it may fail if some communications are,
voluntarily or not, wrong. Some guarantees such as authentication, integrity,
confidentiality, etc. can be obtained by the use of security techniques. However
there are also some threats about the veracity of the content of the messages.
We propose to use reputation values to evaluate the honesty of an agent in the
messages it sends. This paper describes a framework in which agents can detect
some agents that lie and how they use this detection to update decentralized
reputation values.

The next section describes a scenario in which a peer-to-peer system is used
to fetch some information distributed into the network. We use this scenario to
illustrate how communications are represented. Section [3l aims at defining what
is a “good behaviour” (with respect to communication) using a norm in deontic
logic. Based on this norm, the concept of lie is defined and a process to detect lie
occurrences is proposed. Section @l explains how an agent combines the detection
of a lie with a local trust model. This trust model distinguishes different kinds of
reputation according to their reliability. Associated reputation values are used
to protect an agent against undetected lies. The last two sections compare this
work to related works and summarize its contributions.

2 Background

Pure peer-to-peer networks are truly decentralized networks, since any node can
enter or quit at any time [§] . The overall system relies on the benevolence of
each node to participate to the collective tasks: providing up-to-date information
to new nodes, forwarding the queries and replies. .. However, the internal imple-
mentation of a node is unconstrained and unknown to the other nodes. Therefore
when some nodes do not respect — voluntarily or not — the rules that define a
good behavior in such systems, the overall functioning may be disturbed. There
is a strong need for trust in such systems.

This section introduces a scenario of peer-to-peer sharing of movie theater
show times, which is used in the next sections to describe some examples. The
second part of this section presents a formalism to represent communication
between agents.

2.1 Scenario

The scenario consists in a gnutella-like pure peer-to-peer network composed of
several machines that can be be servers, desktop computers, laptops, PDAs, cell
phones, ... Some of the nodes provide information about the show times of
theaters. Other nodes may use this P2P network to solve requests in order to
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Fig. 1. P2P network to share theater show times

know when a given movie is shown and in which theater. Figuredlillustrates this
scenario.

This figure shows a network composed of six machines. Agents 1, 3 and 4
are running on mobile phones and agents 2, 5 and 6 are running on desktop
computers. Agents 3, 5 and 6 have information about the show times of the
theaters “Mélies” and “Royal”. A user, assisted by Agent 1, wants to see the
movie ”Shrek” today. He asks his agent to send a query on the network to
know where he can see this movie. The language used between agents and the
algorithm used to solve a query are outside the scope of this paper and we do
not detail them here. We consider a simple P2P discovery algorithm [9] such
that each agent tries to solve locally a query and transmits it to its neighbours.
Answers are transmitted along the same path as the query.

In this example, agent 4 receives answers from agent 5 and 6. Agent 1 directly
receives an answer from agent 3. Agent 4 merges answers it received and forwards
them to agent 1. The queries are correctly answered if we assume that every
agent behaves as it should in the transmission of queries and answers. This
assumption is not realistic in real P2P network that are widely open to several
users. Figure 2] shows an example where the behaviour of Agent 4 disturbs the
correct functioning of the system.

In this paper, this kind of wrong behaviour is called a lie. It is likely that this
lie is done for the benefit of one theater at the expense of the other. Nevertheless,
even if the lie is not done on purpose (it may be caused by a bug in the node
implementation), the network needs mechanisms to detect the occurrence of lies
to protect itself against liars.
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2.2 Agent Communication

In order to define what is a lie (and what is a correct communication behaviour),
we use a formal representation of communication, which agents can reason on.
This formalism is called “social semantics” since the meaning of a specific speech
act is determined by the use of social commitments.

The social semantics approach of agent communication associates the utter-
ance of speech acts to the setting up of social commitments between agents.
[IO,ITL12] define operational semantics for this approach. This section intro-
duces a slightly modified version of FORNARA et al. formalism.

A commitment is defined as follows:
¢(uid, debt, cred, utt_time, content, validity_time, state)

uid is an unique identifier for the commitment.

debt (debtor) refers to the agent that is committed.

cred (creditor) is the agent relative to which the debtor is committed.

utt_time is the time of utterance of the speech act,corresponding to the creation
of the commitment.

content is a propositional formula representing what the debtor is committed
to.

validity_time is the interval of validity of the commitment.

state is the current state of the commitment. There are five possible values for
this state:
pending, active, fulfilled, canceled or violated.

A commitment can change under the action of time (e.g., if its interval of
validity is over), or by the way of communicative acts (e.g., a creditor can refuse
a commitment) or non-communicative acts (the debtor can perform an action it
is committed to, in order to fulfill the commitment).
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Generally, the utterance of a speech act implies the creation of a commit-
ment which is in the pending state until its validity_time is reached. Actions
(communicative or not) can either lead to the fulfillment, the violation or
the cancellation of a commitment.

HaMBLIN [I3] and WALTON et al. [T4] have introduced the concept of Com-
mitment Stores. A Commitment Store is a set of commitments. We note C'SY(t)
the commitment store of an agent x to an agent y at time t. C'SY(¢) contains
commitments taken before or at time ¢, where agent z is the debtor and agent
y the creditor.

In the example of the figure[Il the message sent by Agent 6 to Agent 4 brings
about the creation of a commitment with the values:

uid is 002509;

debt is agent 6;

cred is the agent 4;

utt_time Sat. 10-02-2004 8.00am;

content is plays(A&E, Shrek, Sat. 10-02-2004 7.00pm);
validity_time is [Sat. 10-02-2004 8.00am, Sat. 10-02-2004 7.00pm];

state is active.

3 Lie Detection

The scenario presented in the previous section emphasizes that a global result
(such as fetching theater show times) is achieved by a collective activity of several
agents. Thus, agents that do not behave as expected can prevent the success of
the collective task. In this section, we introduce a norm to detect contradictory
situations which might have been created by lies. Therefore, when lies are discov-
ered, there is a co-occurrence of a violation and a deception. Since we consider
that the deception, by itself, constitute a loss for the deceived party, the condi-
tions for a fraud, according to [I5], are met. We focus here on communicative
actions and on fraud detection within agent communications.

Most of the works using trust in multi-agent systems [35L[7] are applied in
e-commerce applications where contracts are often established. Even if these
contracts are implicit, fraud detection consists in the monitoring of the contract
execution. In the case of communication between agents, there is no contract
established. We, first, propose to define what are the accepted behaviours with
respect to communication by the way of a norm. The detection process is pre-
sented in the second part of this section.

3.1 Norms About Communicative Behaviours

The good and bad communicative behaviours of agents can be defined according
to states of their commitment stores. We first need to define what is inconsistency
between commitments in order to define what are the authorized and prohibited
states for the commitment stores.
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Inconsistent Commitments. We define the incompatibility of commitments
as follows:

(chd — 1) =
((c.state € {pending, active,fulfilled})A
(c'.state € {pending,active, fulfilled}) A (c.content A c’.content — 1))

Two commitments are inconsistent if they are in a “positive” state (pending,
active or fulfilled) and if their contents are inconsistent.

A single commitment store is inconsistent if it contains two inconsistent com-
mitments:

CSY(t) — L=3ce CSY(t),3c € CSY(t) s.a. c A — L

Two commitment stores taken together are inconsistent if one of them is
inconsistent or if one commitment from the first commitment store and one
commitment from the second commitment store are inconsistent:

CSY(t) ANCSE(t) — L

(CSY(t) — L)V (CS°(t) — L)V
(3c € CSY(t),3c € OSE(t) sa. cAcd — 1)

A Norm to Control Communication. TUOMELA et al. [16,[I7] define several
types of norms. The work presented here focus on a specific category, the r-
norms (rule-norms), which are norms that must be respected by every agent of
the system. A sanction is associated to the violation of such a norm in order to
penalize the agents that do not respect it. However, in our case, the intrinsic
decentralization of the system implies that there is no central institution that
applies sanctions to the violators of the r-norm. Here, we consider that the
sanction is executed by the other agents through a local increase or decrease of
the reputation value of the violator.

The norm that defines the limits of an accepted communicative behaviour
is written using deontic logic [I8]. The modal operator O is used to represent
an obligation such that O(«) express that « is an obligatory state. In the sce-
nario considered in this paper, communication between agents should respect
the following norm (2 is the set of the agents in the system):

o-(|J csiwu | csyw) — 1)

€N yeN

This formula sets that commitments taken towards and by an agent must be
consistent. In order to detect the violation of this norm, agents should be able
to detect one of the three situations below:
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Situations Prohibited by the Norm. Figures Bl to Bl describe the three sit-
uations that are prohibited by the norm.

The situation of contradiction in sending refers to formulaBhl In the example
shown by Fig. Bl agent 4 is the debtor of inconsistent commitments and is in a
situation contradiction in sending. When this situation is observed, we consider
that agent 4 has lied. We assume that the communication middleware has the
non-repudiation [I9] property to prevent an agent from claiming that it did not
send an observed message.

The norm does not prevent an agent from changing its beliefs. It only con-
strains an agent to cancel its previous commitments, that are still active, about
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a given content «, if the agent wants to create a commitment about a content
inconsistent with «. Then, the only way for agent 4 to give evidence that it did
not lie in the example of Fig. Blis to provide a message proving that agent 4 had
canceled one of the two inconsistent commitments before creating the other.

Figure [l presents the situation of contradiction in transmitting (formula Bd).
This contradiction only appears if agent 4 sent its message to agent 1 after that
it received the message from agent 6. If agent 4 wants to send its message to
agent 1, it has to cancel explicitly the commitments for which it is creditor and
that are inconsistent with the message to send.

In the situation of contradiction in receiving (Fig. [ formula Bal), agents 3
and 4 are committed towards agent 1 with inconsistent contents. The union of
the commitments stores taken towards agent 1 is, therefore, inconsistent. This
situation is also a violation of the norm but in this case the agent that is consid-
ered as a liar did not send any message. In this case, the norm forces an agent to
be creditor of a set of consistent commitments. Therefore, the agent must refuse
at least one of the commitment if it is inconsistent with other commitments (the
agent is still free to choose which commitment it refuses).

However, a violation of the norm is not always a lie. The agent that detects
the violation of the norm may have a local view of some commitment stores that
needs to be updated. For instance, the agent may have missed a message that
canceled one of the commitments involved in the inconsistency. The observation
of one of the situation of violation of the norm starts a process that leads to
such an update or to the evidence that a lie was performed.

3.2 Lie Detection Process

The simplest way to start a lie detection process is that an agent x observes some
messages that violate the norm. In the situations of contradiction, an agent y is
suspected of lying and the agent that observed the contradiction executes the
following steps in order to confirm that a lie occurred:

1. agent x sends a message to agent y containing copies of the contradictory
messages to state that x suspects y of lying;

2. if it can do so, the agent y sends to agent x a message that cancels the
contradiction;

3. if the contradiction still holds, agent = considers agent y as a liar and can
update its trust model of y with this information (see Sec. 2.

It is also possible that an agent = refuses a commitment for which it is creditor
without knowing if it is a lie or not. In the example of Fig. [ the agent 1 is in a
situation of contradiction in receiving and has to cancel at least one of the two
commitments in order to respect the norm. But it is possible that none of the
two commitments is a lie. Agents 4 and 3 may have different beliefs. A process
that tries to determine which message to reject starts: the messages involved
in the inconsistency are sent to a set of agents {z;}. This set should, at least,
contain the senders of the inconsistent messages. The choice to add other agents
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in this set is free but is likely to contain agents for which agent x have an high
reputation value. Each agent z; acts in one of the following ways:

1. it argues for or against the content of a commitment;

2. it gives information about another message that is at the origin of the mes-
sage that created one of the inconsistent commitments;

It transmits the request to other agents;

4. Tt ignores the request and does not reply.

©w

If agent z; argues for or against the content of the commitment, an argumen-
tation process between agents z; and x begins. The goal of an argumentation
process is to reach a consensus about a given fact. Nevertheless, it is not a prob-
lem of lying but rather one of divergent opinions. Some argumentation processes
can be found in [1220].

The second possibility is that z; provides information about a message that
supports the message that created one of the inconsistent commitments. For
instance, an agent y may have created a commitment about a content o because
another agent w is committed towards y for the same content. Then, the real
source of the commitment created by y is the agent w. Agent y will, therefore,
involve agent w in the detection process to allow agents of the set {z;} to consider
the message it sent. This also permits agent y to defer its responsibility on
agent w, in case there is a lie.

The last two possibilities of actions for z; are not important because they do
not have any influence on the detection process.

A lie detection process is composed of several interlaced actions like the ones
described above. For instance (see Fig. [B]), an agent 2 is in contradiction in
receiving with respect to messages from agents v and y. It begins an argumenta-
tion process with agent y (arrow labelled 1). During this argumentation, agent y
informs agent = that its commitment is supported by a message sent by an
agent w (arrow 2). Agent = asks agent w to justify. Agent w argues (arrow 3)
and, finally, sends to agent x another message sent by agent v supporting its

1 Argumentation about c¥.content

2 ¢¥ supports ¢

3 Argumentation about ¢ .content
w Y

4 ¢ supports ¢/,

Sciney — L

Fig. 6. Example of interlaced processes of argumentation and source detection
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own commitment (arrow 4). At last, agent = discovers that v is a liar because
the message described by w gives evidence of a situation of contradiction in
sending.

4 Trust Modeling

The process of detecting lies benefits agents since it helps them not to believe
some incorrect messages. It is also interesting for agents to build and to main-
tain a trust model about other agents. In fact, there are lies that will remain
undetected either because the agent has never contradicted its lie or because
the local observations of each agent are not sufficient to detect an inconsistency.
Then, a trust model based on lie detection can be used to distrust the messages
sent by an agent that has already lied.

CASTELFRANCHI et al. [4] define trust in the following way: an agent X can
only trust an agent Y for g/, where g is a goal and « is the action X wants Y to
do. We focus here on communication. Actions agents perform are communicative
acts, i.e. sending messages. Moreover, there is no precise goal to reach but rather
a persistent goal. This persistent goal is to prevent a norm, defining the limits
of a correct communicative behaviour, from being violated. According to the
definition of CASTELFRANCHI et al., we consider in the context of this article
that an agent X trusts or distrusts an agent Y for respecting the communication
norm while sending a specific message.

This section presents the trust model that is used: how trust is represented
in agents, how it is initialized and how it is used.

4.1  Various Kinds of Reputation

An agent has a trust model about another agent by the way of reputation values.
There exists different kinds of trust [21]. For instance, there are trusts related to
the perceived environment, trust related to the presence of institution, etc. There
are also trusts based on interpersonal relationships: an agent can compute a value
based on its direct experiences, or based on external information. CONTE et al. [2]
distinguish different roles that agents can fulfill in a trust framework. In the case
of a lie detection process, we identified a few roles:

A target is an agent that is judged.

A beneficiary is an agent that has the reputation value.

An observer is an agent that observes raw data used in an evaluation of the
reputation of the target. In the example of this paper, these raw data are
messages exchanged by agents.

An evaluator is an agent that transforms raw data (i.e. messages) into inter-
preted data such as a reputation value.

A gossiper is an agent that transmits either observations or evaluations about
the target.

Depending on the agents that play these roles, a reputation value is more
or less reliable. For instance, an agent may consider a reputation computed by
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another agent less reliable than the reputation that it has itself computed from
messages directly observed. It is then important to identify different kind of
reputations that can have different values. From the notions of observation and
detection introduced in the previous section, we define four kind of reputations:

Direct Experience based Reputation (DEbRp) is based on direct experi-
ences between the beneficiary and the target. A direct experience is a message
that has been sent by the target to the beneficiary and that has either been
detected as a lie or as a sincere message.

Observation based Reputation (ObRp) is computed based on observations
(raw data) gathered from gossipers. The beneficiary uses these observations
to detect lies and to compute a reputation value.

Evaluation based Reputation (EbRp) is computed based on evaluations
(interpreted data) gathered from gossipers. These evaluations are transmit-
ted as estimated reputation values.

General Disposition to Trust (GDtT) is not attached to a specific target.
This value is not interpersonal and it represents the inclination of the ben-
eficiary to trust another agent if it does not have any information about its
honesty.

There exists several ways to compute reputation values based on aggregation
of several sources. For instance, [3EL[7LI] proposes some functions to merge
rating or reputation values. In this paper, we do not make any assumption on
the method used to aggregate values.

4.2 Example

These various kinds of reputation are updated in situations such as lie detection
(cf. previous section). Figure [[ shows an example of a situation of contradiction
in transmitting that is detected and used to update some reputation values.

It is assumed that agent 2 has a way to perceive the messages exchanged
between agent 4 and the agents 1 and 6. These messages may be obtained while
arguing with other agents (see Sec. for more details) or by another way.
For instance, it is possible to use the work described in this paper to deploy
specific agents that will be in charge of lie detection and that are able to spy
communications.

Agent 2 is then the observer of two messages. Agent 2 uses these messages to
detect a contradiction in transmitting and asks agent 4 if it is able to cancel this
contradiction. If agent 4 can not provide any message to defend itself, agent 2
updates its Direct Experience-based Reputation about agent 4.

In the example of the figure, agent 2 forwards to agent 1 the message from
agent 6 to agent 4. Based on this observation, agent 1 is also able to detect
the lie. Agent 1 will, therefore, update its Observation-based Reputation about
agent 4.

Figure [§ shows a similar example with the difference that agent 2 does not
forward a raw observation, but either an interpreted one, for instance: “I lowered
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agent 4’s reputation for respecting the communication norm”. Agent 1 then
updates its Evaluation-based Reputation about agent 4’s. Table [l summarizes
the roles the agents play and the type of reputation updated in these situations.

4.3 Representation and Initialization of Reputation Values

Reputation is a social concept that links an agent with its acquaintances. It is
also a leveled relation m such that an agent a may trust another agent b more
than another agent c. But the agent can also be unable to distinguish in a set
of agent which one it trusts more. Therefore, reputation implies only a partial
ordering of acquaintances from the point of view of an agent.

The computer representation of reputation must preserve these properties.
We use real values to represent reputation in order to have leveled values that
can be compared. This value belongs to the set [—1,+1] where —1 represents a
strong distrust and +1 stands for a strong trust. 0 represents a neutral opinion,
which means the agent has gathered information about the other, but it can not
form neither a positive nor a negative opinion.

However, this set of values is not sufficient. In an open system, agents dynam-
ically enters and leaves the system. Then, there must be an initial reputation
value attached to a new agent. If this value belongs to the set [—1,+1], a new
agent will be compared to other agents with a value that does not correspond to
its previous behaviours. If this initial value is high, it is dangerous for the system
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Table 1. Links between roles and type of reputation

Roles agent who updatesjtype of reputation
Observer|[Evaluator|Gossiper|Beneficiary| Target | its reputation updated
Agent 2| Agent 2 0 Agent 2 |Agent 4 Agent 2 DEbRp
Agent 2| Agent 1 |Agent 2| Agent 1 |Agent 4 Agent 1 ObRp
Agent 2| Agent 2 |Agent 2| Agent 1 |Agent 4 Agent 1 EbRp

that will be vulnerable against the intrusion of malicious agents before they are
detected as liars. If this value is low, new honest agents are disadvantaged in
comparison with other honest agents and that will lead the system to become
less and less open.

This emphasizes the necessity to add a special value unknown to initialize
trust values. The difficulty to add a value in addition to the set of numerical
values is that the decision pro that relies on reputation values must take
into account this specific value . Such a decision process is presented in the
next section.

4.4 Decision Process to Trust or Distrust

When the beneficiary receives an information from another agent, reputation val-
ues are used to decide if this other agent should be trusted or not. We propose a
decision mechanism that orders the different reputation values. In Figure[ we as-
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sume that DEbRp is more reliable than ObRp which is more reliable than EbRp.
The GDtT is the less reliable sort of reputation value, since it is considered as a de-
fault value. The justification of this choice of order is due to the detection process
in which (i) other agents can lie when providing observations and/or evaluations
(ii) observations are done through the other agents’ sensors, for which the ben-
eficiary does not know the reliability and (iii) evaluations may be based on the
personal interpretation of the evaluator that may diverge from the beneficiary’s
one.

The decision process works as follow: the agent first considers its most reliable
reputation values, here, its DEbRp. The DEbRp value might be sufficient to
decide to trust (respectively distrust) a target, if it has a high (respectively low)
value. If the DEbRp is greater than 6y,,s:, then the agent decides to trust the
target. At the opposite, if it is less than 0g;strust, then the agent decides to
distrust the target and rejects the message. In the other cases, DEbRp is in the
unknown state or has a value between the two thresholds 04;strust and Oppyse, the
DEDbRp value is not sufficient to take a decision. Therefore, a similar decision
function is applied to the next most reliable trust value: ObRp. The ObRp is
compared with two others thresholds 6., and 0/, . .. If this value does not
allow the agent to take a decision, the EbRp is used. As a last resort, the GDtT
is used. At the end of this mechanism, the agent has taken a decision whether
to trust or not the target for the message that the target has just sent.

5 Related Works

The work presented in this paper is related to two categories of existing works.
The first category is the formalization and detection of frauds. The second cat-
egory is the management of reputation values.



158 G. Muller and L. Vercouter

Most works [23/24,25] in the domain of fraud detection consider applying
data mining algorithms to large databases of transaction histories. In our case,
agents can not consider applying such algorithms. In fact, these algorithms are
not adapted to run on the fly: (i) implemented agents would be heavy weighted
and very slow, (ii) agents only possess small parts of overall exchanged com-
munications, therefore the success rate of detection would be low. LoMUSCIO et
al. [26] formalize violation in the bit transmission problem with deontic logic.
Their axiomatization is based on a representation of the world as a global state,
which is composed of the state of each agent of the system plus the state of
the environment. In an open system, it is impossible to enumerate every state
each agent may be in, since agents may come from different designers and their
internal implementations are not available. FIROZABADI et al. [27] suggest a for-
malization of fraud in two parts: a formalization of violation and of deception.
They propose a logical formalism to represent how an agent should behave (obli-
gations) and what an agent has done (actions) in order to define a situation of
violation and deception is represented by considering the agents’ local beliefs.
We proposed to extend their work in the domain of agent communication [2§],
but representing agents in terms of mental states suffers various drawbacks [29].
PASQUIER et al. [I1] propose a flexible model of commitments that integrates
sanctions (fixed or negotiated) to be applied in case of violation of the commit-
ment either by the debtor or the creditor. However, their model do not address
social sanctions (which include reputation).

Reputation modeling is the second category of related works. Several different
proposals [BLIL[TLELG] exist to represent and to evaluate the reputation of some
agents. However, most of these works focus on the evaluation of reputation but
does not consider the very first step of this evaluation: the detection of a fraud.

[30] suggest to use a finite set of deceptive behaviors while gossiping. They
apply a learning algorithm to recognize agents that follow one of this behavior.
Our work follow a different approach since we do not need to identify every
deceptive behavior that can occur, but we rather define what is the correct
behavior that agents must have. Thus, we think that our approach is more
adapted to open systems because we do not have to predict in advance every
deceptive behavior.

In [3,31] various reputation values are used, from different classes of trust [21]:
categorial, interpersonal, etc. and are merged into a single value on which the
decision is based, whereas in this paper, the various reputation values mostly
are interpersonal and represents different points of view from an agent about
another. We maintain separated values because we consider they are not all
used in every situations. Also, in their model, the update of the reputation values
occurs by comparing the execution of contracts to what have been previously
negotiated between the parties, whereas our social commitments can be viewed
as implicit contracts, that are not negociated.

Finally, our model allows the representation of reputation in continuous in-
tervals (to model the partial ordering of an agent acquaintances) and includes a
specific value for initialization as underlined in [22].
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6 Conclusion

All the related works quoted in the previous section focus on one specific category
without considering the others. One of the main interest of the work presented
here is that it integrates the detection of lies, the representation of reputation and
its use to prevent future deceptions. Moreover, this mechanism is decentralized
and does not require the existence of a central entity.

This work can still be extended in a few directions. A first extension con-
sists in the formalism that have been chosen to represent violations and lies. A
violation has been represented as an action that contradicts a norm expressed
in deontic logic. It would be interesting to integrate some existing works in
the formalization of norm [321[3334] and benefit from the definition of specific
behaviors in case of detection of a violation. This would imply to use a more
complete and flexible commitment model such as [IZ[I1] and to include social
sanctions in terms of reputation.

Another extension of this work would be to use lie detection in the messages
exchanged during lie detection. If an agent lies when it sends a message contain-
ing an observation or an evaluation of a target, it can lead some other agents to
believe that a liar is sincere (or the opposite). This problem is the main reason
why different levels of reliability are distinguished for reputation in Sec. [£1l In
fact, messages containing some observations or evaluations may be considered
as classical messages and may also be detected as lies or be rejected if they are
sent by an agent with a low reputation.
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