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Abstract. In this paper, we propose an automatic leveling system for e-learning 
examination pool using the algorithm of the decision tree. The automatic level-
ing system is built to automatically level each question in the examination pool 
according its difficulty. Thus, an e-learning system can choose questions that 
are suitable for each learner according to individual background. Not all attrib-
utes are relevant to the classification, in other words, the decision tree tells the 
importance of each attribute. 

1   Introduction 

Due to the rapid growth of information and communication technologies, the educa-
tion environment has being enriched with those technologies and become more diver-
sified. Obviously, the Internet-based environment has been rapidly replacing the tradi-
tional lecture-based one due to the factor of providing the multimedia-enhanced learn-
ing anytime and anywhere. Nowadays, there are more and more instructors who have 
been making Internet-based courseware or even curriculum of distance learning for 
extending education purpose. In fact, many research works have focused on employ-
ing multimedia and Internet technologies to produce more attractive or effective 
course contents. Besides the effective courseware, we believe that developing an 
effective learning assessment is another key for quality-assured e-Learning. Due to its 
important role, some researchers have developed some techniques for the area, such 
as automatic classifier for assessment items [7], question databases [8], assessment 
items for cooperative items [9], etc. In [7], they design an automatic classifier for 
Chinese assessment items in terms of particular keywords. Sumitomo et al. also em-
ployed keyword search to analyze data in their designed question-answer database. In 
[9], he further divided the assessments into self and peer parts for collaborative 
learning purpose. However, how to design an assessment with an individual 
background involved is still an open issue. 

Many studies have been working on the development of individual course content 
by using artificial intelligence (AI), data mining, as well as agent technologies [1][2]. 
Their common purpose is to correctly assist a learner to achieve an optimal learning 
effectiveness according to his/her current background. Similarly, the design of an 
effective assessment must be able to examine an individual learning status so that an 

w



274 S.-C. Cheng et al. 

 

instructor can properly progress his/her teaching. In other words, it is desired to de-
sign an individual assessment which can explore the capability of an individual stu-
dent. In 2004, Büchner and Patterson suggested platforms to keep track of learners’ 
activities including content viewed, time spent and quiz results [3]; Kuo et al. pro-
posed a real-time learning behavior mining algorithm [4]. 

Over the last years, we have witnessed an explosive growth of e-learning. Internet 
has been widely used in various fields. More and more learning contents have been 
published and shared over the Internet. Therefore, how to progress an efficient learn-
ing process becomes a critical issue. For example, there are various applications to 
facilitate learners, especially for distance education. However, general learning sys-
tem cannot provide suitable learning materials to achieve efficient learning. More and 
more people try to apply the artificial intelligence techniques, such as the agent tech-
nology [1][2], to the application of distance learning. In 2003, Fei et al. designed the 
question classification for e-learning using artificial neural network [5]. In 2004, Mer-
ceron et al. proposed a question answering mining platform [6]. In this paper, an 
automatic leveling system for e-learning examination pool is proposed.  

The remainder of the paper is organized as follows. In Section 2, the function of e-
learning examination pool is described. In Section 3, we propose the automatic level-
ing system for e-learning examination pool using the algorithm of the decision tree. 
Finally, the conclusions are made in Section 4. 

2   E-Learning Examination Pool 

An example is described by the values of attributes and Boolean values for the classi-
fication of the examples. In Table 1, learners with individual backgrounds are divided  
 

Table 1. An example of learners with individual backgrounds 
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into two groups. One is for learners whose answer is correct and the other is for those 
whose answer is wrong. For each question in the examination pool, all learners’ be-
haviors can be recorded as shown in Table 1. After automatic leveling system is built, 
each question would be leveled automatically according its difficulty and an e-
learning system can choose questions that are suitable for each learner. 

3   Automatic Leveling System 

The automatic leveling system is built to automatically level each question in the 
examination pool according its difficulty. If most learners with similar background 
can answer a question correctly, the question is labeled as “easy”, and vice versa. 
Thus, an e-learning system can choose questions that are suitable for each learner 
according to individual background. As shown in figure 1, the input of the automatic 
leveling system is the values of attributes and Boolean values for the classification of 
the examples. The output of the automatic leveling system is a decision tree. Figure 2 
illustrates the automatic leveling system can automatically level each question so that 
a suitable question can be chosen for a new learner and the new data can feedback the 
result to the automatic leveling system. How to build the automatic leveling system 
using the algorithm of decision tree is illustrated in Section 3.1 and Section 3.2. 

 

Fig. 1. System Architecture of Automatic           Fig. 2. Purpose of Automatic Leveling System 
Leveling System 

3.1   Entropy 

Entropy measures the impurity of a data set S and is defined as: 

Entropy (S) = −−++ −− PPPP 22 loglog                                           (1) 
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where P+ is the proportion of positive examples while P- is the proportion of negative 
ones. The entropy of S is zero when the examples are all positive or all negative. The 
entropy reaches its maximum value of 1 when half of examples are positive and half 
are negative. 

3.2   Decision Tree and Information Gain 

In Figure 3, we see a tree used to determine whether a learner’s answer is correct or 
wrong. This kind of tree is called a decision tree [10][11]. A decision tree takes in the 
attribute values and outputs a Boolean decision. Once a decision tree is constructed, 
we start at the root node to check the attribute value. Based on the attribute value, the 
branch labeled with the corresponding value is chosen. Continue checking the next 
attribute value until a leaf node is reached. 

 

Fig. 3. A decision tree for classifying learners’ answers 

Decision tree induction involves a set of training data to generate a decision tree 
that can classify the training data correctly. If the training data represent the entire 
space of possible data adequately, the decision tree will then correctly classify new 
input data as well. The best-known decision tree induction algorithm is ID3, which 



 Automatic Leveling System for E-Learning Examination Pool 277 

 

was proposed by Quinlan in 1980s. The algorithm builds a decision tree from top 
down and finds the shortest possible decision tree to classify the training data cor-
rectly. The method used by the algorithm to determine which attribute to be chosen 
for each node is to select the attribute that provides the greatest information gain at 
each stage [10][11]. A perfect attribute divides the examples into sets that are all posi-
tive or all negative. The information gain of an attribute tells us how close to perfect 
the attribute is. Information gain is defined as the reduction in entropy and calculated 
by: 
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Where Entropy(S) denotes the entropy of a data set S and can be calculated by 
equation 1. ),( ASGain  is the expected reduction in entropy due to sorting S on 

attribute A. Looking at the attribute “Department” as shown in figure 3, we can calcu-
late the entropy for the data set and its subsets. The total information 
gain, ),( ASGain , is defined as the entropy of the set minus the weighted sum of the 

entropies of subsets. Hence, at this stage, the information gain for the attribute “De-
partment” is 0.16. Considering another attribute “Institution”, the information gain for 
this attribute is 0.02. After considering all of the attributes, we found the attribute 
“Department” provides the greatest gain; therefore, the attribute “Department” is 
placed as the root at this stage. Apply the method recursively until a decision tree is 
constructed. 

4   Conclusions 

In this paper, we propose an automatic leveling system for e-learning examination 
pool using the algorithm of the decision tree. After the decision tree is constructed, we 
can see that not all attributes are relevant to the classification; therefore, the classifica-
tion might be made by only 2 or 3 attributes. In other words, the decision tree tells the 
importance of each attribute. Unfortunately, it is quite possible that even when vital 
information is missing, the decision tree learning algorithm will find a decision tree 
that is consistent with all the examples. This is because the algorithm uses the irrele-
vant attributes. In the future, some technique to eliminate the dangers of over-fitting 
must be developed in order to select a tree with good prediction performance. 
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