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Preface

The papers presented within this volume represent current work in the exciting
area of user modeling — an area that promises much to a range of economic and
socially beneficial activities. The potential is enormous, and the applications
of the technologies that have been developed are increasingly ambitious and
relevant to the needs of the 21st century. The editors hope you enjoy, and benefit
from, reading the papers within these proceedings.

The International User Modeling Conferences represent the central forum for
the discussion and presentation of research and industry results in the develop-
ment of personalized systems, as well as basic research about personalization. In
the last 25 years, the field of user modeling has produced significant new theo-
ries and methods to analyze and model computer users in short- and long-term
interactions. Moreover, methods for personalizing human-computer interaction
based on user models have been successfully developed, applied and evaluated in
a number of domains, such as information filtering, e-commerce, adaptive nat-
ural language and adaptive educational systems. New user modeling topics are
emerging, including adaptation to user attitudes and affective states, personal-
ized interaction in mobile, ubiquitous and context-aware computing and in user
interactions with embodied autonomous agents. User modeling research is be-
ing influenced by different fields, such as artificial intelligence, human-computer
interaction, cognitive psychology, linguistics and education, as well as by newly
emerging links with Customer Relationship Management and technologies for
communication on the Web, such as Web Services and the Semantic Web.

The 10th International Conference on User Modeling (UM 2005), held in
Edinburgh, Scotland, UK, on 24–29 July, 2005, is the latest in a conference se-
ries begun in 1986, and follows recent meetings in Johnstown (2003), Sonthofen
(2001), Banff (1999), Sardinia (1997), Hawaii (1996) and Cape Cod (1994). UM
2005 included 3 invited lectures, 33 full paper presentations, 30 poster presenta-
tions, 12 Doctoral Consortium presentations, 9 workshops and 2 tutorials. The
conference received 139 paper submissions and 21 poster submissions with a 23%
full paper acceptance rate, which is in line with previous UM conferences and
guaranteed a high-quality program. The conference had a strongly international
flavor — as indicated by the distribution of accepted papers (posters): Europe
14 (16), North America 12 (11), Australia/New Zealand 3 (0), Asia 4 (0), South
America 0 (3). There were also 42 Doctoral Consortium submissions.

This volume includes the abstracts of the invited lectures and the texts of
the papers, posters and Doctoral Consortium articles selected for presentation in
the main conference program, which was enriched by the following joint events:

Tutorials:

Creating Adaptive Web-Based Applications, by Paul De Bra, Computer Science
Department, Eindhoven University of Technology



VI Preface

Adaptable Interfaces Through Recommender Systems, by John Riedl, Univer-
sity of Minnesota

Workshops:

W1: Adapting the Interaction Style to Affective Factors, organized by Sandra
Carberry and Fiorella de Rosis

W2: Decentralized, Agent-Based and Social Approaches to User Modeling
(DASUM), organized by Julita Vassileva and Peter Dolog

W3: Evaluation of Adaptive Systems (EAS), organized by Stephan Weibelzahl,
Alexandros Paramythis and Judith Masthoff

W4: Machine Learning for User Modeling: Challenges, organized by
Colin de la Higuera

W5: PROLEARN: Personalized Adaptive Technologies for Professional Train-
ing, organized by Marcus Specht

W6: Personalisation for eHealth, organized by Floriana Grasso, Silvana Quaglini,
Cecile Paris, Alison Cawsey and Ross Wilkinson

W7: Personalized Information Access, organized by Peter Brusilovsky,
Andreas Nuernberger and Charles Callaway

W8: Personalization on the Semantic Web (PerSWeb), organized by Lora Aroyo,
Vania Dimitrova and Judy Kay

W9: Privacy-Enhanced Personalization, organized by Alfred Kobsa and
Lorrie Cranor

UM 2005 was hosted by Heriot-Watt University under the auspices of User
Modeling, Inc. Sponsors included Universitá di Torino, the University of Can-
terbury, the University of Glasgow, Heriot-Watt University, the University of
Edinburgh, Leeds University, the University of Delaware, York University and
Robert Gordon University. We are especially thankful for the sponsorship of
Microsoft Research, Springer GmbH, which provided support for the Best Paper
award, and the James Chen family for sponsoring the Best Student Paper awards.

We would like to thank all the members of the Program Committee, who
supported us in the selection of papers and who provided insightful comments
to help the authors improve their contributions. Many thanks to the additional
reviewers, acknowledged in this volume, who supported the Program Committee
members with their revision work. We would especially like to thank Alison
Cawsey, Vania Dimitrova, Kathleen McCoy, Kalina Bontcheva, Jon Oberlander,
Daniel Kudenko, Ayse Goker, Nicolas Van Labeke and Helen Pain. Also, many
thanks to Brent Martin for his help with CyberChair, Paul Irvine for his superb
graphics skills and his excellent designs for the conference, and Jon Lewin for
his Acrobat skills, and all those persons, including the authors, who gave their
time to make the event a success and these proceedings a reality.

May 2005 Liliana Ardissono, Università di Torino, Italy
Paul Brna, University of Glasgow, UK

Tanja Mitrovic, University of Canterbury, New Zealand
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User Modeling Meets Usability Goals

Anthony Jameson�

German Research Center for Artificial Intelligence (DFKI)
and International University in Germany,

Stuhlsatzenhausweg 3, 66123 Saarbrücken,
Germany

jameson@dfki.de
http://dfki.de/∼jameson

It has long been recognized that systems based on user modeling and adaptivity are
associated with a number of typical usability problems—which sometimes outweigh
the benefits of adaptation. This talk will show that the anticipation and prevention
of usability side effects should form an essential part of the iterative design of user-
adaptive systems, just as the consideration of medical side effects plays a key role in
the development of new medications. This strategy requires a comprehensive under-
standing of the reasons for typical usability problems and of strategies for preventing
them.

Figure 1 (adapted from [1]) summarizes and integrates a number of the relevant
ideas and results. The generally desirable Usability Goals shown in the third column are
often threatened by the Typical Properties of user-adaptive systems shown in the second
column. Each of the Preventive Measures may be able to modify a typical property so as
to reduce its negative impact on usability. The Compensatory Measures can increase the
likelihood that the usability goals are fulfilled even if the threats created by the typical
properties cannot be fully prevented.

In terms of this schema, the overall goal is to ensure an adequate fulfillment of
the usability goals without eliminating the benefits of adaptivity. As the figure shows,
there are also trade-offs among the usability goals themselves: A measure introduced to
reduce one usability problem may aggravate another one.

Another complication is that the design solution that yields the best overall balance
may differ sharply from one user or situation to the next. For this reason, the problem of
finding the best balance itself often requires some form of adaptability and/or adaptivity
(for example, so that different forms of user control can be realized for different users
and situations).

Ways of dealing with usability challenges within this framework will be illustrated
in the talk with case studies and examples from recent and current research and practice
(see, e.g., [2]).

� The research of the author has been supported by the German Science Foundation (DFG) in
its Collaborative Research Center on Resource-Adaptive Cognitive Processes, SFB 378, and
by the German Ministry of Education and Research (BMBF).
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Fig. 1. Usability challenges for user-adaptive systems and ways of dealing with them. (Solid
and dashed arrows denote positive and negative causal influences, respectively. U = “user”; S =
“system”)
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Personalized online commerce systems, context-aware pervasive computing 
applications, and other personalized computing systems often sacrifice privacy for 
added convenience or improved service.  Some systems provide users with substantial 
benefits from personalization; other systems profile users to the primary benefit of the 
service provider.  In many cases users are not fully informed about how their profile 
information will be used and are not given adequate opportunities to control the use of 
their personal information.  If developers of personalized systems do not consider 
privacy issues in the design of their systems they risk building systems that are unable 
to comply with legal requirements in some jurisdictions.  In addition, concerns about 
privacy may slow adoption of some personalized systems or prevent them from ever 
gaining acceptance.  In this talk I will discuss the privacy risks associated with 
personalization systems and discuss a number of approaches to reducing those risks, 
including approaches to minimizing the amount of profile information associated with 
identified individuals and approaches to better informing users and giving them 
meaningful opportunities to control the user of their personal information. 
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Abstract. A principal focus of user modeling has been on modeling individuals, 
the aim being to support the design of interactive systems that can fluidly adapt 
to their users’ needs. In this talk I shift the focus from interactions between a 
human and a computer, to interactions amongst people that are mediated by a 
digital system. My interest has to do with how to design online systems that can 
support the blend of flexibility and coherence that characterizes face to face 
interaction. I describe my approach, which involves creating shared 
visualizations of people and their activities in online situations such as chats, 
presentations, and auctions. This kind of visualization – which serves as a sort 
of inhabited model of an activity – plays a number of roles in supporting group 
interaction that is both flexible and coherent. 

1   Coherent Behavior 

Think about the last time you attended the theatre. When the play is ready to begin, 
the doors are closed, the house lights are lowered, and the audience responds, their 
collective murmur subsiding into silence, punctuated by the occasional cough. When the 
play ends, the audience makes an effort – each individual acting on his or her own – to 
give signs of their enthusiasm. Typically the result is applause, in which an 
individual’s hand claps are rapidly taken up by others, swelling into a uniform texture 
of sound. This is a simple example of a pervasive phenomenon: groups of people – 
even when the individual members do not know one another – are remarkably good at 
behaving coherently as a group. Of course, this is not happening in a vacuum. 
Theatres are carefully designed to support performances and the events that surround 
them; effects like lighting are used not just to enhance the play, but to provide cues to 
the audience about when the performance begins and ends. To produce coherent 
behavior, the audience makes use of its knowledge of the situation, cues from the 
environment, and its members’ mutual awareness of one another’s action. 

Our daily life is rife with examples. We queue up, in a more or less orderly 
manner, at the ticket window. We wait for the traffic signal to change, or, if there is a 
break in the traffic and enough willing ‘conspirators’, we may cross en mass against 
the light. Of course, behaving coherently does not necessarily mean that everyone 
does the same thing. Pedestrians passing through Victoria Station at rush hour do a 
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remarkable job of avoiding one another: a glance, a slight alteration in direction or 
gait, and collision is averted, time after time after time. In more ordered 
circumstances such as meetings, groups orchestrate their behavior: someone waits for 
a turn to talk, judges how his or her words are being received, and shifts course 
depending on the audience’s reaction. And in most cases we do all of this with the 
greatest of ease. None of this is a surprise: these skills are basic aspect of being social 
creatures, and examples pervade the work of sociologists (e.g. [3]), anthropologists 
(e.g. [5]), and other scholars (e.g. [4]).  

2   Coherent Behavior in Online Systems 

However, when our interactions are mediated by digital systems, things that were 
easy in face to face situations become more difficult. When we use instant messaging, 
email or even telephony, many of the cues that we effortlessly use to coordinate our 
face to face behavior are absent. Conversational practices that are simple in face to 
face situations – such as taking turns when talking, or ‘going around the room’ with 
one person speaking after another – become awkward and cumbersome in a 
conference call. Other practices, such as an audience’s spontaneous applause at the 
end of an excellent performance, become difficult or impossible.  

The problem is not only that digital mediation makes it difficult for us to 
coordinate behavior as we wish; there is a subtler problem. To see this, let’s return to 
our example of an audience applauding. We are back in theater: the house lights have 
come up, the cast has come out on the stage to take their bows, and the audience is 
applauding with vigor.  As the applause continues, one or two people stand up, and 
they are rapidly joined by more and more, giving rise to a standing ovation. Now let 
us suppose that there is a member of the audience who is less enthusiastic about the 
performance and doesn’t believe it should receive a standing ovation. Nevertheless, in 
spite of this reluctance, he or she may well be even more reluctant to be seen to be the 
only one not standing. In fact, there is an almost palpable pressure to join with rest of 
the audience in giving a standing ovation. What this example demonstrates is that the 
cues and mutual visibility that structure our face to face behavior do not just make it 
easier to do what we want to do, but also encourage us to do that which we may not 
be inclined to do: wait in the queue, wait for the traffic signal, or stand, applauding 
politely if not enthusiastically. This pressure to conform, to join with others in 
producing a coherent collective outcome, is absent or greatly weakened in digitally 
mediated situations.  

In summary, in online environments where collective behavior is mediated by 
digital systems, group interaction loses much of the grace and unity that characterizes 
its face to face counterpart. As an interaction designer, I am interested in remedying 
this situation. 

3   Social Proxies as Inhabited Models 

My approach to this problem is to design visualizations of the activities of participants 
in an online system. These visualizations, which I call “social proxies,” function by  
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Fig. 1. A social proxy for Babble: the circle depicts a chat room, and dots depict the users 

   

Fig. 2. Three states of the Babble proxy with increasingly focused degrees of activity 

depicting the fine structure of individuals’ activities relative to an implicit model of 
the activity the system is intended to support. Social proxies typically contain 
representations of the participants in the activity, and thus are, in a sense, inhabited. 
Because the proxies are made visible to all users of the system, they can be used as a 
shared resource, and serve as a common ground from which individuals can draw 
inferences about various aspects of the system’s state. 

Fig. 1 shows a simple example, implemented in a multi-user, persistent chat system 
called “Babble” [1]. The Babble social proxy depicts the current chat room as a large 
circle, and participants as small colored dots; dots shown inside the circle are in the 
chat room being viewed. Thus, the social proxy in Fig. 1 depicts eight people logged 
into Babble, seven of whom are in the same room. Dots move to the circle’s inner 
core when their users type or are otherwise active, and slowly drift to the periphery of 
the circle over the course of about 20 minutes of idleness. Thus, of the seven 
participants in the chat room, five have been active very recently, one has been idle 
for about 10 minutes, and the last has been idle for 20 minutes.  

Although this social proxy is very simple, it allows users of the system to get a 
sense of how many people are in the same room, and how many of those are active in 
the chat. Typically, a cluster of dots at the center of the circle indicates that 
‘something is going on.’ The experience, to a Babble user, is somewhat similar to 
walking down a street and noticing a crowd: it provokes curiosity and (often) a desire 
to see what’s going on. Because the Babble system can be minimized so that only the 
proxy is visible (while Babble users are involved in other computer-based activities), 
a cluster of dots in the proxy often can pull other people back into Babble, causing 
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their idle, side-lined dots to move into the center forming a ‘crowd.’ Fig. 2 shows 
three states of the Babble proxy, showing an increase in focus as more and more 
people become active in the chat space. 

More generally, social proxies consist of a geometric background figure that serves 
as a sort of model of a particular activity or situation, and small colored dots that 
represent participants. Movements of the dots relative to the background figure 
provide information about the individual activities of the participants, and express the 
overall state of the system. Often the movements and groupings of the dots are 
analogous to the ways in which participants in the corresponding face to face activity 
would move and position their bodies, in the same way in which the clustering of the 
dots in the Babble proxy represent a crowd gathering.  Although minimal, this 
approach turns out to be remarkably powerful, and provides ways of supporting 
online activities ranging from conference calls to auctions [2]. 

References 

1. Erickson, T. Smith, D.N., Kellogg, W.A., Laff, M.R., Richards, J.T., and Bradner, E.: 
Socially Translucent Systems: Social Proxies, Persistent Conversation, and the Design of 
'Babble.' Human Factors in Computing Systems: The Proceedings of CHI '99. ACM Press, 
New York (1999) 

2. Erickson, T. and Kellogg, W.A.: Social Translucence: Using Minimalist Visualizations of 
Social Activity to Support Collective Interaction. In: Höök, K., Benyon, D. and Munro, A. 
(eds.): Designing Information Spaces: The Social Navigation Approach. Springer, London 
(2003) 17-42 

3. Goffman, E.: Behavior in Public Places: Notes on the Social Organization of Gatherings. 
Macmillan Publishing Co., New York (1963) 

4. Jacobs, J.: The Death and Life of Great American Cities. Random House, New York (1961) 
5. Whyte, W. H.:  City: Return to the Center. Anchor Books, New York (1988) 



Integrating Open User Modeling and Learning
Content Management for the Semantic Web

Ronald Denaux1, Vania Dimitrova2, and Lora Aroyo1

1 Computer Science Department, Eindhoven Univ. of Technology,
The Netherlands

2 School of Computing, University of Leeds, UK
r.o.denaux@student.tue.nl

l.m.aroyo@tue.nl, vania@comp.leeds.ac.uk

Abstract. The paper describes an ontology-based approach for inte-
grating interactive user modeling and learning content management to
deal with typical adaptation problems, such as cold start and dynamics
of the user’s knowledge, in the context of the Semantic Web. An inte-
grated OntoAIMS system is presented and its viability discussed based
on user studies. The work demonstrates some novel aspects, such as (a)
ontological approach for integration of methods for eliciting and utilizing
of user models; (b) improved adaptation functionality resulted from that
integration, validated with real users; (c) support of interoperability and
reusability of adaptive components.

1 Introduction

A key factor for the successful implementation of the Semantic Web vision [2]
is the ability to deal with the diversity of users (who differ in their capabili-
ties, expectations, goals, requirements, and preferences) and to provide person-
alized access and user-adapted services. Recently, the Semantic Web community
is acknowledging the need to consider the user’s perspective to provide per-
sonalization functionality [8]. Personalization has been a prime concern of the
user-modeling community which has developed methods for building user mod-
els (UMs) and using these models to tailor the system’s behavior to the needs
of individuals. However, for UM methods to be deployed on the Semantic Web,
they should deal with semantics defined with ontologies [3], and should enable
interoperability of algorithms that elicit and utilize UMs[8] based on common
ontology specification languages, for example OWL [10].

We present here how interactive user modeling (UM elicitation) and adaptive
content management (UM utilization) on the Semantic Web can be integrated
in a learning domain to deal with typical adaptation problems, such as cold
start, inaccuracy of assumptions about a user’s cognitive state drawn only on
the basis of interaction tracking data, and dynamics of the student’s knowledge.
The paper demonstrates the following novel aspects: (a) ontological approach
for integration of methods for eliciting and utilizing user models; (b) improved
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adaptation functionality resulted from that integration, validated in studies with
real users; (c) support of interoperability and reusability on the educational
Semantic Web. We illustrate these in an adaptive system called OntoAIMS.

Our work on providing users with a structured way to search, browse and
access large repositories of learning resources on the Semantic Web relates to re-
search on adaptive Learning Content Management Systems (LCMS). Similarly
to existing LCMS, e.g. [4, 12], OntoAIMS employs student models to allocate
tasks and resources for individual students. Distinctively, we use OWL ontolo-
gies to represent the domain and the UM. The latter extends the notion of a
domain overlay by including students’ beliefs that are not necessarily in the sys-
tem’s domain knowledge. In contrast with more general UMs for the Web, e.g.
Hera [11], which consider merely user attributes, OntoAIMS uses an enhanced,
interoperable, ontology-based user model built via a dialog with the user.

The interactive user modeling component in OntoAIMS, called OWL-OLM,
elicits an OWL-based open learner model built with the active user’s participa-
tion. This extends an interactive open learner modeling framework [7] to deal
with dynamic, ontology-based, advanced learner models [6]. Similarly to [9, 13],
the open user modeling approach in OWL-OLM deals with a user’s conceptual
state. Distinctively, we exploit OWL-reasoning to maintain diagnostic interac-
tions and to extract an enhanced user model represented in OWL. This shows a
novel open user modeling approach that deals with important issues of modeling
users to enable personalization and adaptation for the Semantic Web.

The focus of this paper is the integration and the benefits of both interactive
user modeling and adaptive task recommendation. We first introduce the inte-
grated architecture of OntoAIMS (Sect. 2) and then briefly describe its main
components: ontology-based user modeling (Sect. 3) and task recommendation
and resource browsing (Sect. 4). Section 5 discusses how users accept the inte-
grated environment. Finally, we conclude and sketch out future work.

2 Integrated OntoAIMS Architecture

OntoAIMS1 is an Ontology-based version of the AIMS Adaptive Information
Management System [1] providing an information searching and browsing envi-
ronment that recommends to learners the most appropriate (for their current
knowledge) task to work on and aids them to explore domain concepts and read
resources related to the task. Currently, OntoAIMS works in a Linux domain.

OntoAIMS uses ontologies (see Fig. 1) to represent the aspects of the
application semantics, to allow a strict separation of domain-dependent data,
application-related data and resources, and to further enable reusability and shar-
ing of data on the Semantic Web. The learning material is specified in terms of
a Resource Model that describes the documents in the resource repository and is
linked to the Domain Ontology which represents the domain concepts and their re-

1 The system is available with username visitor and password visitor at http://

swale.comp.leeds.ac.uk:8080/staims/viewer.html
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Fig. 1. OntoAIMS Integrated Architecture

lationships. The course structure is represented as a hierarchy of tasks in a Course
Task Model. To enable adaptivity, OntoAIMS utilizes a User Model that covers
learner preferences, personal characteristics, goals and domain understanding.

The success of adaptation in OntoAIMS depends on the accuracy and com-
pleteness of the user model. Unobtrusive ways to collect user data have been
considered. The user’s interaction with the system (e.g. tasks/resources chosen
and searches performed) is gathered in the Activity User Profile, which provides
information about user preferences and personal characteristics. However, this
data is insufficient for modeling a user’s domain understanding (called here con-
ceptual state, see Sec. 3.1), moreover, such data is unavailable when the user
logs for a first time. Hence, to build a model of the user’s conceptual state, On-
toAIMS employs an interactive UM component that maintains a dialog to elicit
a user’s conceptual model, see Sect. 3.2. Both the User Model and the Course
Task Model are used for recommending the learner a task to study, so that he
can navigate efficiently through the course structure, while the Resource Model
is used to allocate resources and rank them according to the appropriateness to
the learning task, see Sect. 4.

3 Ontology-Based User Modeling in OntoAIMS

Throughout the user interaction, information about concepts visited, searches
performed, task status (current, started, finished, not started yet), resources
opened, and bookmarks saved is stored in the Activity User Profile. It is useful
for deducing user preferences and characteristics, and to make initial assumptions
about the user’s domain understanding. To have an in-depth representation of
aspects of the user’s domain understanding, OntoAIMS uses a User’s Conceptual
State. This section will outline how it is represented and maintained.

3.1 User’s Conceptual State

The main reason for maintaining a conceptual state is to have an intermediate
model that links a user’s conceptualization to an existing domain ontology. The
conceptual state is a model of the user’s conceptualization inferred during in-
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<rdf:Description rdf:about="blo:Filesystem_node">
<rdfs:comment rdf:datatype="xmls:string">

Any set of data that has a pathname on the filesystem.</rdfs:comment>
<rdfs:label>file</rdfs:label>
<rdf:type rdf:resource="owl:Class"/>
<aimsUM:times_used rdf:datatype="xmls:long">12</aimsUM:times_used>
<aimsUM:times_used_correctly rdf:datatype="xmls:long">10</aimsUM:times_used_correctly>
<aimsUM:times_used_wrongly rdf:datatype="xmls:long">2</aimsUM:times_used_wronlgy>
<aimsUM:times_affirmed rdf:datatype="xmls:long">3</aimsUM:times_affirmed>
<aimsUM:times_denied rdf:datatype="xmls:long">1</aimsUM:times_denied>

</rdf:Description>
<rdf:Description rdf:nodeID="A273">

<rdf:type rdf:resource="rdf:Statement"/>
<rdf:subject rdf:resource="blo:Move_file_operation"/>
<rdf:predicate rdf:resource="rdfs:subClassOf"/>
<rdf:object rdf:resource="blo:Command"/>
<aimsUM:times_used rdf:datatype="xmls:long">1</aimsUM:times_used>
<aimsUM:times_used_wrongly rdf:datatype="xmls:long">1</aimsUM:times_used_wrongly>

</rdf:Description>

Fig. 2. An extract from a student’s Conceptual Model based on a dialog episode from
the second study described in Sect 5

teractions with the user. To distinguish between a temporary, short-term state
that gives a snapshot of a user’s knowledge extracted during an interaction ses-
sion and a long-term state that is built as a result of many interactions with
the system, we consider short term conceptual states (STCS) and a long term
conceptual state (LTCS), respectively. The former is a partial representation of
some aspects of a user’s conceptualization and is used as the basis for extracting
the latter that forms the User Model in OntoAIMS.

STCS is defined as a triple of URIs pointing to a Conceptual model, a set
of Domain ontologies and a LTCS. The Conceptual model is specified in OWL,
which is well-suited for defining conceptualization and for reasoning upon it.
The Conceptual Model resembles an ontology specification, i.e. it defines classes,
individuals, and properties, and uses OWL properties to define relationships. By
using OWL, concepts in the conceptual state are mapped to the domain ontology.

Fig. 2 shows an extract from a conceptual model. The user has used the
concept Filesystem node2 12 times3 - 10 of these cases are supported by the
domain ontology and 2 are not. He has also stated 3 times that he knows the
concept Filesystem node and once that he does not know it. Fig. 2 also shows
that conceptual models keep track of specific relationships between concepts like
Move file operation being a subclass of the concept Command. Note that the
last relationship has been marked as used wrongly, which means that it is not
supported by the domain ontology and a mismatch between the user’s concep-
tualization and the domain ontology is indicated. Note also that a mismatch
only indicates that there is a discrepancy between the conceptual state and the
domain ontology, it does not indicate that the relationship is not true.

2 This concept is defined in the domain ontology, which can be found at http://

wwwis.win.tue.nl/~swale/blo
3 The RDF specification of the properties used to annotate conceptual states can be

found at http://wwwis.win.tue.nl/~swale/aimsUM
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STCS is used to update LTCS which associates a belief value for each domain
concept. The belief value is calculated based on the conceptual model. The first
time the concept is used its belief value is assigned to 50 (out of 100). From then
on, Belief value(c) = x + (100 − x)/2, if there is evidence for knowing c and
Belief value(c) = x/2, if there is evidence for not knowing c, where x is the
current belief value of c and evidence is calculated depending on the situation,
e.g. times used correctly/times used.

3.2 Dialog for Extracting a User’s Conceptual Model

OntoAIMS uses OWL-OLM – an OWL-based framework for Open Learner
Modeling to (a) validate the analysis of the user data, (b) elicit a learner’s
conceptual model, and (c) build and maintain a dynamic UM. OWL-OLM fol-
lows the STyLE-OLM framework for interactive open learner modeling [7] but
amends it to work with a domain ontology and user model built in OWL. OWL-
OLM builds a conceptual model of a user by interacting with him in a graphical
manner (see Fig. 3). During these interactions, both OWL-OLM and the user
can ask domain-related questions and give their opinions about domain-related
sentences. To maintain the dialog, OWL-OLM uses a discourse model and infers
knowledge from the domain ontology and from the current conceptual model.
Because OWL is used as the representation language, OWL-OLM can deploy
existing OWL reasoners for the Semantic Web, currently, it uses Jena 4.

Fig. 3. Graphical User Interface of OWL-OLM

The OWL-OLM screen-
shot in Fig. 3 shows the dia-
log history in the upper-left
corner and the last utter-
ance in the graphical area.
The user composes utter-
ances by constructing di-
agrams using basic graph-
ical operations – ’create’,
’delete’ or ’edit’ a con-
cept or a relation between
concepts – and selecting
a sentence opener to de-
fine his intention, e.g. to
’answer’, ’question’, ’agree’,
’disagree’, ’suggest topic’.
For a detailed description of
OWL-OLM see [6, 5].

OWL-OLM analyzes
each user utterance to de-
termine how to update the user’s conceptual model based on the domain concepts
and relations used in the utterance. It determines whether the user’s statement

4 http://jena.sourceforge.net/
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is supported by the domain ontology, and, if this is not the case, marks a mis-
match. Reasoning over the domain ontology and the conceptual model is also
used to determine how OWL-OLM continues the dialog, e.g. asking the user a
question, initiating a clarification dialog to discuss a mismatch, or answering a
user’s question.

Currently, OntoAIMS calls OWL-OLM to probe about a user’s domain un-
derstanding, and, based on the task model, specifies what domain aspects have
to be discussed. The dialog can be terminated either by the user whenever he
wishes or by OWL-OLM when the required aspects of the user’s conceptual-
ization have been covered. OWL-OLM then uses the extracted STCS to up-
date the belief values in the LTCS that is used by the task recommendation
in OntoAIMS.

4 Task Recommendation and Resource Browsing

The OntoAIMS Course Task Model consists of a hierarchy of tasks. An example
extract from a simplified representation of the Course Task Model used in the
current instantiation of OntoAIMS is given below.

Course: Introduction to Linux
T1. Introduction
T1.1 Operating Systems
T1.1.1 Definition and Description; concepts={operating system, kernel, system program,...}
...

T1.2 Files and Filesystems
T1.2.1 Files and operations on files; concepts={file, filename, copy files, view files,...}
...

T4. The Gnome environment

Each course task T is represented as (TID, Tin, Tout, Tconcepts, Tpre), where
Tin is the input from the user’s Activity Profile, Tout is the output for the user’s
Activity Profile and for STCS based on the user’s work in T, Tconcepts is a set
of domain concepts studied in T, and Tpre indicates the prerequisites for T (e.g.
knowledge level for each Tconcept, other tasks and resources required).

The task recommendation algorithm first selects a set of potential tasks to
recommend from all tasks in the Course Task Model, by checking whether their
Tin and Tpre are supported by the Activity Profile and the belief values for the
concepts in LTCS. OntoAIMS checks the concept knowledge threshold for the
concepts in Tconcepts and recommends either to follow the task if the knowledge
is not sufficient or to skip the task otherwise.

When the user chooses to perform the recommended task, the OntoAIMS
Resource Browser (see Fig. 4) helps the user to learn more about the do-
main concepts related to that task. He can search for and read learning re-
sources, browse domain concepts and study their definitions in the context of
this task. For each resource in the search result list OntoAIMS provides two
types of ranking - relevancy to the current task, and relevancy to the current
user query. In this way, OntoAIMS can recommend resources for those con-
cepts the user does not know or which contain mismatches with the domain
ontology. The user’s activities for a task and Tout are used to update the user
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Fig. 4. OntoAIMS resource browser

model once the task is completed. It is possible to employ OWL-OLM to vali-
date the updates to the Conceptual State in Tout, although this is not currently
implemented.

5 Initial Evaluation of OntoAIMS with Users

We have conducted user studies with OntoAIMS to: (a) verify the functionality of
its components (user modeling, task recommendation, and resource browser); (b)
examine how users accept the integrated environment and its adaptive behavior;
(c) identify how the system can be improved with additional adaptive features.

5.1 Observational Studies

Two user studies were conducted with the current instantiation of OntoAIMS
in a domain of Linux. Initially, six users, postgraduate students and staff from
the universities of Leeds and Eindhoven, took part. An improved version of the
system was used in a second study with ten first year Computing undergraduates
at Leeds. It followed a two-week introductory course on Linux. In both studies,
the users attended individual sessions, which lasted about an hour and were
video recorded and monitored by an observer. OntoAIMS did not have data
about the users prior to their logon to ensure realistic cold start conditions. The
users were asked to study resources on Linux, which would be recommended by
the system. At times, the observer interrupted the users to clarify their behavior
with the system. At the end, the users were given a questionnaire related to their
satisfaction and suggestions for system improvements.
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5.2 Results and Discussion

We will discuss here the benefits of the integrated architecture, see [5] for more
details about the OntoAIMS evaluation. OntoAIMS was regarded as helpful for
both tuning one’s knowledge in Linux and learning more about domain concepts.
Every user appreciated the integrated functionality and worked with all compo-
nents. Because at the start the system did not have any information about the
users, it directed them to OWL-OLM (see Sect. 3.2), where users spent about
half an hour on average. OWL-OLM probed their domain knowledge following
the topics defined in the task ontology. Based on the dialog, the users were sug-
gested tasks suitable for their level (see Sect. 4). They then spent about half
an hour with the resource browser (see Sect. 4) exploring domain concepts and
reading resources offered by the system.

Benefits from OWL-OLM. The evaluation showed strong potential of OWL-
OLM to deal with the cold start problem. OWL-OLM assessed the students’ level
of expertise and recommended them appropriate tasks to study. The expert users
followed the OWL-OLM dialog answering most questions, and occasionally asked
the system to confirm their domain statements. These users were pleased to be
able to show their familiarity and to engage in discussions on more advanced
domain topics. Less knowledgeable users struggled to answer the system’s ques-
tions and often sought the answer from OWL-OLM. These users explored a
variety of dialog moves, e.g. they disagreed with system’s statements, composed
new concepts and links, and asked several types of questions. There were occa-
sions when discrepancies with the domain ontology were shown, which triggered
corresponding clarification dialog games.

OWL-OLM was regarded by all users as a component that helped them learn.
The students used the dialog to study about the domain and commented that
the OWL-OLM dialog made them think about their knowledge, so they became
aware of which concepts they were familiar with or struggling with. Indeed, as
reported in [7], interactive open user modeling provides the means for reflection.

Benefits from Task Recommendation. The user models generated with
OWL-OLM were used to inform the task proposal. Some users were offered to
skip tasks, as OWL-OLM found that they already knew quite a bit about that
topic, while less knowledgeable users were directed to introductory topics. Most
users agreed that the task recommended by the system was appropriate for their
level, two students disagreed with this as they found the resources insufficient
for the recommended topics. All users were pleased that the system could rec-
ommend them a task, they followed the recommended tasks, and regarded them
as compliant with their learning goals. All users but one, said that they were
aware why the task recommendation was made, which was due to the preced-
ing OWL-OLM interactions. This gives a strong argument for the benefits of
integartion.

Benefits from Resource Browsing. The resource browser was regarded as
“a flexible way of looking at resources”. The users found it intuitive and easy to
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Table 1. Additional adaptive features in OntoAIMS as pointed out by the ten users
in the second study (the numbers show how many students support the feature)

Feature No

I want the resources ranked according to my preferences and knowledge 10
I want the resources ordered according to my preferences and knowledge 8
I want the resources filtered according to my preferences and knowledge 4
I would like to be able to choose when the system should be adaptive 10
I would like to know what the system’s thinks about my knowledge 10
I would like to know how my interaction with the system is used to form
the system’s opinion about my knowledge 8
I would like to know how the system’s behavior is affected by its opinion about me 9
I would like to be able to inspect and change what the system thinks of me 10

use. All users agreed that the graphical representation gave them an overview
of the conceptual space: “it allows to map your path through sequences of top-
ics”, “demonstrated exactly where I was in relation to the suggested topic”. The
users were offered a set of resources ranked according to their appropriateness
to the task. Depending on the goal (e.g. learning more about a concept, check-
ing the syntax of a command, or tuning the student’s domain knowledge), the
resources the students were looking for differed in size, structure, and depth of
domain knowledge. All users were pleased to see document ranking, but, again
all of them, wanted this to be done not according to the the task but the user’s
preferences, knowledge, and current goal. This points at the need for further
improvement of the integration, as discussed below.

Improving the Integration and Adaptation. The evaluation pointed at
improvements needed with regard to the integration between OWL-OLM and
the resource browser. All students wanted to use a flexible switch between both
modes. They stressed that this should be the user’s choice, not something im-
posed by the system, and pointed at ways to implement it, e.g. offering the users
a choice to go to the resource browser when they ask a question in OWL-OLM or
enabling them go to a dialog to check their domain understanding after reading
resources in the browser. The users in the second study were asked about addi-
tional adaptive features. The study pointed at future extensions of OntoAIMS
to further integrate OWL-OLM and resource recommendation, see Table 1.

6 Conclusions and Future Work

The paper proposed an ontology-based approach for integrating interactive user
modeling and learning content management to deal with typical adaptation prob-
lems on the Semantic Web, such as cold start, unreliability of user interaction for
building conceptual UMs, and dynamics of a user’s knowledge. We exemplified
the approach in the integrated learning environment OntoAIMS for adaptive task
recommendations and resource browsing on the Semantic Web. Initial results
from two user studies were discussed. OntoAIMS shows a promising approach
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for dealing with adaptation on the Educational Semantic Web and contributes
to this newly emerging strand.

Our immediate plans relate to improving OntoAIMS by adding additional
integration and adaptation features, as suggested by the user studies. In the
long run, we consider studies to (a) produce a good classification of users’ mis-
matches and patterns for clarification dialog (b) design effective knowledge elic-
itation tools suited not for ontology engineers, but for users with a wide range
of experiences, and (c) use Semantic Web services for the dynamic allocation of
learning resources which are then flexibly integrated in OntoAIMS.

Acknowledgments. The research was supported by the UK-NL Partnership
in Science and the EU NoE PROLEARN. The authors thank Michael Pye for
implementing the OWL-OLM GUI and the participants in the evaluative study.
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Abstract. During conversation, people often make assumptions or suppositions
that are not explicitly stated. Failure to identify these suppositions may lead to
mis-communication. In this paper, we describe a procedure that postulates such
suppositions in the context of the discourse interpretation mechanism of BIAS – a
Bayesian Interactive Argumentation System. When a belief mentioned in a user’s
discourse differs from that obtained in BIAS’ user model, our procedure searches
for suppositions that explain this belief, preferring suppositions that depart min-
imally from the beliefs in the user model. Once a set of suppositions has been
selected, it can be presented to the user for validation. Our procedure was evalu-
ated by means of a web-based trial. Our results show that the assumptions posited
by BIAS are considered sensible by our trial subjects.

1 Introduction

During conversation, people often make assumptions or suppositions that are not explic-
itly stated. The identification of these suppositions is important in order to understand
the intentions or reasoning of one’s conversational partner, and to provide cooperative
responses. For instance, if someone says “Jack is tall, so Jill must be tall”, s/he is proba-
bly assuming that Jack and Jill are related. This assumption must be taken into account
in order to respond cooperatively. In this example, rather than responding “I disagree,
Jill may or may not be tall”, it would be more helpful to say “Actually, Jack and Jill are
not related, so we can’t infer that Jill is tall”.

In this paper, we describe a procedure that postulates such suppositions in the con-
text of the discourse interpretation mechanism of BIAS – a Bayesian Interactive Argu-
mentation System [8, 7]. This mechanism receives as input arguments for a goal propo-
sition, and generates interpretations.

An interpretation is a representation of what an interlocutor said in terms of the
mental model maintained by the addressee. When the addressee is a computer, this rep-
resentation is constrained by the knowledge representation and reasoning formalism
employed by the system, and by the purpose for which the system is used. The interpre-
tations generated by the version of BIAS described in [8, 7] consist of propositions asso-
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ciated with degrees of belief, and relations between propositions. For example, if a user
said “If I walk to the main road, then I’ll probably be in Sydney tomorrow”, one pos-
sible interpretation would be “WalkMainRoad → TakeBus → ArriveSydney [Likely]”,
and another would be “WalkMainRoad → HitchRide → ArriveSydney [Likely]”.

The procedure described in this paper incorporates suppositions into such interpre-
tations in order to account for the beliefs stated by a user. For example, if the user had
been previously discussing the perils of hitchhiking, and then said “If I walk to the main
road, I’ll have to hitch a ride to Sydney”, the system could posit that the user is sup-
posing that no buses are available. If such a supposition departs significantly from the
beliefs recorded in the user model, it is presented to the user for confirmation, where-
upon it is incorporated into the user model.

In the next section, we discuss related research. Section 3 outlines our interpretation-
generation process, and Section 4 describes our mechanism for positing suppositions.
We then present a user-based evaluation of this mechanism, and concluding remarks.

2 Related Research

An important aspect of discourse understanding involves filling in information that
is omitted by the interlocutor. In our previous work, we have considered inferential
leaps, where BIAS filled in intermediate reasoning steps left out by a user [8, 7], and
unstated premises, where BIAS postulated which premises from the user model were
considered by the user, but omitted from his/her argument [9]. In this paper, we con-
sider suppositions, which according to the Webster dictionary “consider as true or ex-
isting what is not proved”. Suppositions are beliefs that differ from those in the user
model, but are posited by the system to account for the beliefs expressed in the user’s
argument.

Several researchers have considered presuppositions, a type of suppositions implied
by the wording of a statement or query [3, 5, 4, 2]. For instance, “How many people
passed CS101?” presupposes that CS101 was offered and that students were enrolled
in it [3]. Mercer [4] used default logic together with lexical information to identify a
speaker’s presuppositions. Gurney et al. [2] used active logic plus syntactic and lexi-
cal information to update the discourse context presupposed by an utterance. Kaplan
[3] considered the information in a database and applied language-driven inferences to
identify presumptions in database queries, and generate indirect cooperative responses,
e.g., “CS101 was not offered” rather than “nobody passed CS101”. Motro [5] extended
this work using information about the database, such as integrity constraints, in addition
to the information in the database.

The presuppositions considered by these researchers are typically few and can be
unequivocally inferred from the wording of a single statement. In contrast, the supposi-
tions considered in this paper are postulated to justify the relations between statements
made by a user, and differ from what our system thinks that the user believes. Further-
more, there may be several alternative suppositions that explain a user’s statements, and
their probability depends on the other beliefs held by a user.
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3 Outline of BIAS

BIAS uses Bayesian networks (BNs) [6] as its knowledge representation and reasoning
formalism.1 Our domain of implementation is a murder mystery, which is represented
by a 32-node binary BN. That is, each node in the BN may be set to either True or False.
In addition, an unobserved node may remain unset (with a probability between 0 and 1
inferred by means of Bayesian propagation).

In the context of a BN, an interpretation consists of the tuple {SC, IG}, where SC
is a supposition configuration, and IG is an interpretation graph.

– A Supposition Configuration is a set of suppositions made by BIAS to account for
the beliefs in a user’s argument.

– An Interpretation Graph is a subnet of the domain BN which links the nodes that
correspond to the antecedents in an argument to the nodes that correspond to the
consequents. Each node is associated with a degree of belief.

Figure 1 shows a sample argument (left-hand side) and interpretation (the Bayesian
subnet on the right-hand-side). The argument is composed of propositions (obtained
from a menu in an argument-construction interface [7]) linked by argumentation con-
nectives. The italicized nodes in the Bayesian subnet are those mentioned in the argu-
ment, and the boxed node is a supposition (posited by the system) that accounts for the
beliefs in the argument. If the time of death is unknown according to the user model,
then GreenInGardenAt11 does not necessarily imply that Mr Green was in the garden
at the time of death, yielding a belief of LessThanEvenChance in GreenMurderedBody.
In order to account for the user’s belief of BetterThanEvenChance for this consequent,
BIAS posits that the user supposes TimeOfDeath11=True.

MurderWeaponFiredByGreen [Likely]

GreenInGardenAt11 [VeryLikely]
AND

IMPLIES
GreenMurderedBody [BetterThanEvenChance]

GreenInGardenAt11

GreenInGardenAt
TimeOfDeathFiredByGreen

MurderWeapon

GreenMurderedBody

TimeOfDeath11

GreenHadOpportunityGreenHadMeans

Fig. 1. Sample argument and interpretation

The problem of finding the best interpretation {SC, IG} is exponential. Hence, we
use the anytime algorithm in Figure 2 for this task [1]. This algorithm activates the fol-
lowing three modules until it runs out of time (after 20 seconds), retaining the top N

1 However, BNs are not essential. Our mechanism requires a set of propositions that represent
the system’s domain knowledge, and a representation of relations between propositions.
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(=4) interpretations at any point in time: one module for proposing a supposition con-
figuration, one for proposing an interpretation graph, and one for evaluating the resul-
tant interpretation.2 This algorithm typically generates a few supposition configurations
(Section 4), and several interpretation graphs for each supposition configuration.

Algorithm GenerateInterpretations(UserArg)
while {there is time}
{

1. Propose a supposition configuration SC that accounts for the beliefs stated in the argument.
2. Propose an interpretation graph IG that connects the nodes in UserArg under supposition

configuration SC.
3. Evaluate interpretation {SC, IG}.
4. Retain top N (=4) interpretations.}

Fig. 2. Anytime algorithm for generating interpretations

An interpretation is evaluated by calculating its posterior probability, where the best
interpretation is that with the highest posterior probability.

SysIntBest = argmaxi=1,...,nPr(SCi, IGi|UserArg)

where n is the number of interpretations.
After applying Bayes rule and making independence assumptions, we obtain

SysIntBest = argmaxi=1,...,n{Pr(UserArg|SCi, IGi) × Pr(IGi) × Pr(SCi)} (1)

This calculation implements Occam’s Razor, which may be stated as follows: “If
you have two theories both of which explain the observed facts, then you should use
the simplest until more evidence comes along”. This principle balances data fit against
model complexity. The data fit component (Pr(UserArg|SCi, IGi)) reflects how well
an interpretation matches a user’s argument both in structure and beliefs. The model
complexity component reflects the simplicity of the interpretation, or how easily it
can be derived from existing information. Pr(IGi), the prior probability of an inter-
pretation graph, reflects how easy it is to obtain this graph from the domain BN (e.g.,
small graphs are easy to derive); and Pr(SCi), the prior probability of a supposition
configuration, indicates how close are these suppositions to the beliefs in the user
model. The calculation of Pr(UserArg|SCi, IGi) is based on Pr(UserArg|IGi) (the
calculation of Pr(UserArg|IGi) and Pr(IGi) is described in [7], where we considered
only interpretation graphs, not suppositions). In this paper, we describe the calculation
of Pr(SCi) and the influence of suppositions on the probability of an interpretation
(Section 4).

2 We have also implemented a module that matches Natural Language (NL) sentences in an ar-
gument with nodes in the domain BN, This module, which should be called before the other
modules, is not part of the version of BIAS described here, where the propositions in an argu-
ment are copied from a menu.
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4 Positing Suppositions

As stated in Section 3, the nodes in our BNs are binary. Hence, the possible supposition
states are: SET TRUE – suppose that a node is True; SET FALSE – suppose that a node is
False; and UNSET – suppose that a node has not been observed (i.e., ignore any evidence
supplied by this node). Making a supposition may strengthen the influence of a node on
its consequents, as shown in the example in Figure 1, or weaken it.

A supposition configuration describes the state of every node in the BN, hence there
are 3N such configurations (where N is the number of nodes in the BN). Since the
number of nodes in the BNs implemented in BIAS ranges between 32 and 85, we can-
not consider all possible supposition configurations, and we certainly cannot combine
them with large numbers of interpretation graphs in the next step of algorithm Gen-
erateInterpretations. We therefore find promising supposition configurations by gener-
ating only a limited number (=200) of supposition configurations that are close to the
beliefs in the user model, and selecting from these the best three configurations as the
basis for the generation of interpretation graphs. This is done by applying algorithm
GetSuppositionConfig (Figure 3).

Algorithm GetSuppositionConfig, which is called in Step 1 of algorithm GenerateIn-
terpretations, receives as input an argument UserArg and returns a supposition con-
figuration randomly selected from a short-list of k (=3) configurations. This short-
list, which is denoted SuppositionConfigList, is generated by calling MakeNewCon-
fig(Supposition) K (=200) times, and selecting the best three configurations.

Algorithm MakeNewConfig, which is called in Step 1(a) of GetSuppositionConfig,
maintains a priority queue of configurations and their probabilities. Each time it is
called, it removes the configuration at the top of the queue (which has the highest proba-
bility), generates its “child configurations” (derived from the removed one), inserts them
in the queue according to their probability, and returns the removed configuration.3 The
bold-italicized segments of the algorithm are explained later in this section.

We have adopted this process for the generation of supposition configurations, be-
cause observations of our system’s behaviour indicate that there are only a few promis-
ing supposition configurations among the many possible options, but these configura-
tions generally do not follow a monotonic pattern. Hence, a procedure that just descends
a priority queue will not yield good results reliably. Further, trials performed during sys-
tem development show that the top 200 supposition configurations (obtained by repeat-
edly accessing a priority queue) provide a suitable basis for selecting three promising
configurations.

The generation of supposition configurations and their children employs a structure
called Supposition Score Table, which maps nodes to suppositions (Table 1). Each col-
umn in the Supposition Score Table corresponds to a node in the BN. Each node is
associated with a list of <supposition: probability> pairs – one pair for each supposi-
tion – sorted in descending order of probability. Each pair represents the probability of

3 This algorithm is also used to generate interpretation graphs and node configurations that
match NL sentences, but here we focus on its use for generating supposition configurations.
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Algorithm GetSuppositionConfig(UserArg)

1. If SuppositionConfigList is empty
(a) Call MakeNewConfig(Supposition) K (=200) times, where each time MakeNewConfig

returns the best supposition configuration.
(b) Assign the top k (=3) supposition configurations to SuppositionConfigList.

2. Select an element from SuppositionConfigList at random.
3. Return the chosen configuration.

Algorithm MakeNewConfig(ConfigType)

1. If the priority queue is empty, propose an initial configuration, calculate its probability, and
add the configuration and its probability to the priority queue.

2. Remove the first configuration from the queue.
3. Generate the children of this configuration, calculate their probability, and insert them in

the queue so that the queue remains sorted in descending order of the probability obtained for
a configuration.

4. Return the chosen (removed) configuration.

Fig. 3. Algorithm for generating suppositions

Table 1. Sample Supposition Score Table

node1 node2 . . . node32

UNSET: 0.7 SET TRUE: 0.8 . . . UNSET: 0.7
SET TRUE: 0.21 UNSET: 0.15 . . . SET TRUE: 0.15
SET FALSE: 0.09 SET FALSE: 0.05 . . . SET FALSE: 0.15

making this supposition about the node in question, which is obtained by applying the
following heuristics:

– No change is best: There is a strong bias towards not making suppositions.
– Users are unlikely to change their mind about observed evidence: If a user has

observed a node (e.g., its value is True or False), s/he is unlikely to change his/her
belief in this node.

– Small changes in belief are better than large changes: If a node that is left unset has
a propagated value of 0.9, then it is more likely that the user is assuming it True than
if the propagated value was 0.6.

These heuristics are implemented by means of the probabilities in Table 2. The
left side of Table 2 specifies the probabilities of making suppositions about nodes that
have been observed by the user. For example, if the user knows that GreenInGarde-
nAt11=True, then the probability of setting this node to True (leaving it unchanged)
is 0.8, the probability of unsetting this node is 0.15, and the probability of setting it to
False is 0.05. The right side of Table 2 specifies the probabilities of making suppositions
about nodes which have not been observed by a user (i.e., nodes that are unset). As per
the above heuristics, the bulk of the probability mass is allocated to leaving a node un-
set. The remainder of the probability mass is allocated in proportion to the propagated
probability of the node (Prfloating = 0.2 is used to normalize this component). However,
we include a fixed component of Prfixed = 0.05 to ensure that some probability mass is
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Table 2. Probability of making suppositions

Node has been observed by the user Node has not been observed by the user
Probability Node = FALSE Node = TRUE

Pr(UNSET) 0.15 0.15 Prunset (=0.7)
Pr(SET FALSE) 0.8 0.05 Pr(FALSE) × Prfloating + Prfixed
Pr(SET TRUE) 0.05 0.8 Pr(TRUE) × Prfloating + Prfixed

allocated to every value (i.e., the probability of setting a node to True or False can not
go below 0.05). For instance, if the propagated belief of unobserved node GreenHad-
Means is Pr(GreenHadMeans) = 0.8, then the probability of leaving it unset is 0.7, the
probability of setting it to True is 0.8× 0.2+0.05 = 0.21 and the probability of setting
it to False is 0.2 × 0.2 + 0.05 = 0.09.

The Supposition Score Table is used by elements of algorithm MakeNewConfig
(Figure 3) to generate supposition configurations as follows.

Propose an initial configuration (Step 1 of MakeNewConfig). Select the first row
from the Supposition Score Table. This yields supposition configuration {node1: UNSET,
node2: SET TRUE, . . . , node32: UNSET} for the Supposition Score Table in Table 1.

Generate the children of a configuration (Step 3). The ith child is generated by mov-
ing down one place in column i in the Supposition Score Table, while staying in the
same place in the other columns. For the Supposition Score Table in Table 1, this yields
{node1: SET TRUE, node2: SET TRUE, . . . , node32: UNSET}, {node1: UNSET, node2: UNSET, . . . ,
node32: UNSET}, . . ., where the underlined node-supposition pair is the element being
replaced in the parent supposition configuration.

Calculate the probability obtained for a configuration (Steps 1 and 3). According to
Equation 1 (Section 3), the probability of an interpretation is given by

Pr(UserArg|SCi, IGi) × Pr(IGi) × Pr(SCi)

The probability of a supposition configuration, Pr(SCi), is the product of the prob-
abilities of the entries in the Supposition Score Table for the configuration in question.
For instance, the initial configuration selected above has probability 0.7×0.8×. . .×0.7,
and configuration {node1: SET TRUE, node2: SET TRUE, . . . , node32: UNSET} has probability
0.21 × 0.8 × . . . × 0.7. Thus, the more SCi departs from the beliefs in the user model,
the lower is Pr(SCi), thereby reducing the overall probability of the interpretation.

However, recall that Pr(UserArg|SCi, IGi) depends both on the structural match
between IGi and UserArg and the match between the beliefs in IGi (influenced by
the suppositions in SCi) and those in UserArg. Thus, if SCi yields a better match
between the beliefs in the interpretation and those in the user’s argument, then the prob-
ability of Pr(beliefs in UserArg|SCi, IGi) increases. As a result, the “cost” incurred
by the suppositions in SCi may be overcome by the “reward” resulting from the bet-
ter match between the beliefs. This cost-reward balance is represented by the product
Pr(beliefs in UserArg|SCi, IGi)× Pr(SCi), which determines the position of configu-
ration SCi in the priority queue maintained by algorithm MakeNewConfig (this product
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is also used to calculate Equation 1). Thus, the configurations that yield the best cost-
reward balance among those inspected until now are at the top of the queue (children
that are more promising may be discovered next time MakeNewConfig is called).

Our process for generating supposition configurations proposes promising configu-
rations in terms of improvements in the belief match between an argument and an inter-
pretation. However, it does not take into account other types of interactions which may
cause locally optimal supposition configurations and interpretation graphs to combine
into interpretations that are sub-optimal as a whole or even invalid. For example, if a
user says A → C and the most direct path between A and C in the BN is A → B → C,
then if B has been set to True in the user model, this path is blocked [6], as B prevents
A from influencing C (which does not reflect the reasoning employed in the user’s
argument). Thus, the shortest interpretation graph together with the best supposition
configuration (which retains the beliefs in the user model) yield an invalid interpreta-
tion. In this case, unsetting the value of B (supposing that it was not observed) makes
the above interpretation valid. However, this may still not be the best interpretation, as
there may be a longer interpretation, e.g., A → D → E → C, which is not blocked
and requires no suppositions. Such global effects are considered during the evaluation
of an interpretation as a whole (Step 3 of algorithm GenerateInterpretations).

5 User Evaluation

Our evaluation of the module for postulating suppositions was conducted as follows.
Using a Web interface, we presented four scenarios: Crimson and Lemon (Figure 4),
Sienna and Mauve. These scenarios test various supposition alternatives as follows.
The Crimson and Sienna scenarios required supposing that a node is True in order to
strengthen the belief in the goal proposition of an argument; the Lemon scenario re-
quired a True supposition in order to unblock a path; and the Mauve scenario required
unsetting or “forgetting” the value a node to weaken the belief in the goal proposition
of an argument. Each scenario contained background evidence (not shown in Figure 4)
and two versions of a short argument for a goal proposition in our BN. One version (de-
noted “We think that”) stated the belief obtained for the goal proposition by performing
Bayesian propagation from the evidence, and the other version (denoted “If someone
says”) gave a different belief for this proposition. The trial subjects were then asked to
determine what this “someone” may be assuming in order to account for his/her belief
in the goal proposition.

We have used this “indirect” evaluation method (instead of having subjects interact
freely with the system), because we wanted to remove extraneous factors (such as in-
terface usability) from the evaluation, and we wanted to focus on a particular behaviour
of the system (the postulation of suppositions) that does not occur for every argument.

Since the purpose of our evaluation is to determine whether BIAS generates sensible
suppositions in the context of its domain knowledge, we needed to limit the suppo-
sitions available to our trial subjects to the propositions known to BIAS. However, at
the same time, we did not wish to burden our subjects with the need to look through
BIAS’ knowledge base to find out what BIAS knows. Additionally, we wanted to allow
respondents some freedom to state their views, if they disagreed with BIAS’ supposi-
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CRIMSON SCENARIO LEMON SCENARIO
We think that If forensics matched the bullets
in Mr Body’s body with the found gun, then the
suspect Mr Green possibly had the means to
murder Mr Body.

We think that If broken glass was found, then
Mr Body’s window probably wasn’t broken
from outside.

If someone says Forensics matching the bul-
lets with the found gun means Mr Green very
probably had the means to murder Mr Body.

If someone says Broken glass being found
means Mr Body’s window probably was bro-
ken from outside.

Then it would be reasonable to think that they are assuming . . . . . . . . . . . . . . . . . . . . . . . . . . .
S1) Mr Green fired the gun found in the garden. S1) Broken glass was found inside the window.
S2) The gun found in the garden is the murder
weapon.

S2) The suspect Mr Green argued with Mr
Body last night.

S3) Mr Green fired the murder weapon. S3) Mr Body was killed from outside the win-
dow.

S4) Mr Green murdered Mr Body. S4) Mr Green was in the garden at the time of
death.

S5) None of the above are suitable as assumptions. A more likely assumption (in light of what
our system understands) is . . . . . . . . . . . . . . . . . . . . . . . . . [LINK TO LIST OF PROPOSITIONS]
S6) It is not appropriate to think they are assuming anything.

Fig. 4. Crimson and Lemon scenarios for user trials

tions. These requirements were addressed by presenting our subjects with the following
options (Figure 4): (S1-S4) a list of four candidate suppositions (one was the top sup-
position recommended by BIAS, and most of the others were considered by BIAS to be
reasonable options); (S5) an option to include an alternative supposition (the subjects
were provided a link to a list containing the propositions in the BN, but could also write
a supposition of their own); and (S6) an option to state that they didn’t believe that any
suppositions were required.

The order of presentation of the suppositions was randomized across the scenarios.
However, for the discussion in this paper, BIAS’ preferred supposition is always S1. The
trial subjects had to award a rank of 1 to one option and could optionally rank additional
alternatives (with inferior ranks). This allowed respondents to ignore suppositions that
didn’t make sense to them, while enabling them to include more than one option that
seemed reasonable. At the same time, the results obtained by this method enable us to
determine whether BIAS’ suppositions are considered sensible, even if they are not our
subjects’ top-ranked preferences.

Our four scenarios were considered by 34 participants. Many of the respondents had
not been exposed to BIAS previously and were from outside the industry. The responses
for the Lemon and Mauve scenarios were clear cut, while the responses for the Crimson
and Sienna scenarios were more ambiguous, but still positive. The results for these
scenarios are shown in Table 3. The top rows for each scenario contain the suppositions
that were preferred by the trial subjects, and the bottom row lists the total responses for
each scenario and for the different ranks (recall that the only rank that had to be given
was 1). The columns contain the total number of respondents that ranked a supposition
(Total), and the number of respondents that ranked it first (R1), second (R2) or gave it
a lower rank (Other). Our results are summarized below.
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Table 3. Ranking of candidate suppositions for the four scenarios

LEMON SCENARIO Total R1 R2 Other MAUVE SCENARIO Total R1 R2 Other
Supposition S1 30 30 0 0 Supposition S1 25 19 4 2
Supposition S3 11 0 11 0 Supposition S5 14 8 5 1
Total responses 51 34 12 5 Total responses 62 34 16 12
CRIMSON SCENARIO Total R1 R2 Other SIENNA SCENARIO Total R1 R2 Other
Supposition S1 20 10 8 2 Supposition S1 + S3 30 20 6 4
Supposition S2 18 11 3 4 Supposition S4 16 7 6 3
Total responses 75 34 21 20 Total responses 69 34 19 16

– Supposition S1 was clearly the most favoured choice for the Lemon scenario, with
30 of the 34 respondents ranking it first. Supposition S3 was clearly the next best
choice, with 11 trial subjects giving it a rank of 2.

– Supposition S1 was the preferred choice for the Mauve scenario, with 19 of the 34
respondents giving it a rank of 1. The next best choice was the Alternate Supposi-
tion, with only 8 subjects ranking it first. There were no clear preferences for rank
2, with all options receiving this rank at least once, but never more than five times.

– Suppositions S1 and S2 for the Crimson scenario were similarly ranked (each
ranked first by about 1/3 of the subjects), with Supposition S1 being favoured
slightly over S2, but not significantly so. The other options were ranked first only
by a few trial subjects.

– The responses for the Sienna scenario presented us with a special case. The results
of the first 22 responses and the comments provided by our trial subjects indicated
that there was some confusion due to the wording of the instructions and the fact
that, unlike the other scenarios, the Sienna scenario included a True and False ver-
sion of the same node (Supposition S1 was “The time of death was 11 pm last night”
and S3 was the negation of S1). Further, Supposition S3 supports the “We think that”
version, while S1 supports the “If someone says” version. As a result, most of the
respondents were divided between giving a rank of 1 to Supposition S1 or Supposi-
tion S3. Nonetheless, the main outcome from this scenario is that regardless of how
the respondents read it, they clearly felt that a supposition had to be made about the
“time of death” node, which was ranked first by 20 of the 34 respondents.

– Overall, very few trial subjects felt that no suppositions were warranted (9 for all the
scenarios combined). Further, BIAS’ preferred supposition was consistently ranked
first or second, with its average rank being the lowest (best) among all the options.

These results justify the importance of making suppositions, and indicate that the
suppositions made by BIAS not only are considered reasonable by people, but also have
significant support.

6 Conclusion

We have offered a mechanism that postulates suppositions made by users in their ar-
guments, and have shown how this mechanism is incorporated into our argument in-
terpretation process. Our mechanism includes a procedure for generating suppositions,
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a method for calculating the probability of a set of suppositions, and a formalism for
incorporating this probability into the probability of an interpretation.

An important feature of our system is its stability, in the sense that it does not match
spurious beliefs (that don’t follow a “sensible” line of reasoning). That is, the system
will posit a supposition for a node only if it yields a payoff, i.e., a substantially better
match between the beliefs in an interpretation and those in a user’s argument. This
behaviour is a result of BIAS’ inherent reluctance to posit suppositions, combined with
its reliance on a rigorous reasoning formalism, such as BNs, which requires the beliefs
in the system to be consistent.

Finally, the results of our evaluation show that our trial subjects found BIAS’ sup-
positions to be both necessary and reasonable, with its preferred suppositions being
top-ranked or top-2 ranked by most subjects.
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Abstract. This paper discusses the automatic generation of programs by adapt-
ing the construction process to the user currently interacting with the program. 
A class of such systems is investigated where such generation process is con-
tinuously repeated making the program design and implementation evolve ac-
cording to user behaviour. By leveraging on existing technologies (software 
generation facilities, modelling languages, specific and general standard meta-
models) an experimental proof of concept system that is able to generate itself 
while interacting with the user is introduced and tested. The findings are dis-
cussed and a general organization for this class of adaptive systems is briefly 
proposed and compared with existing literature.  

1   Introduction 

Generative Programming (GP) is a set of techniques that enables programs to be 
automatically constructed from smaller domain-specific artifacts [5]. We focus here 
on model artifacts only, and on Model Based Generative Programming. With the term 
model we mean representations of generic discrete information (including application 
domains, algorithms, user models etc.) expressed as UML 2.0 [4] diagrams. By using 
this representation formalism we can take advantage of the large diffusion of this 
language and the wide array of supporting technologies and existing domain-specific 
standard models available. UML 2.0 is a powerful language that allows expressing 
sophisticated representations and some fine-grained behavior thanks to the Object 
Constraint Language1 (OCL). Model Based Generative Programming with UML is 
commonplace in some GP technologies that transform business domain models into 
software executables for a given technology scenario such as the Model Driven Ar-
chitecture (MDA) approach [8], that unfortunately lack user-adapted features. This 
paper is structured following a general-to-particular organization. The following sec-
tion 2 discusses some general introductory concepts. Section 3 briefly introduces a 
proposed class of user-adapted systems of interest and section 4 shows a concrete 
prototype application of such systems. The paper concludes with a comparison with 
existing literature and a summary.  

                                                           
1 An introduction of the OCL language can be found at http://www.klasse.nl/ocl/ocl-

definition.pdf. In the following for brevity we will report only structural class diagrams while 
avoiding other details such as other diagram types or OCL code. 
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Fig. 1. Layers of abstraction for models 

2   Modeling Abstraction Layers 

Following [1, 4] our generic models are organized in abstraction layers. This approach 
to knowledge organization involves descriptions of abstraction levels placed on top of 
other abstraction levels. Each level (except the lowest one) can be thought of a model 
and the "level below" as an instance of that model. Figure 1 shows such organization1 
(focusing only on UML models for 
simplicity). The abstraction levels in 
Figure 1 are discussed in the following. 

• Level 0 represents the instance 
level, i.e. the execution of a give 
program in a given time in a given 
context (user, underlying hard-
ware and OS, etc.). For uniform-
ity we call (inexactly) models also 
the items in level 0, which are not 
models but rather real world 
“runs” of a given program. 

• Level 1 represents the abstraction 
model common to most pro-
gramming languages. We will 
make the assumption that Object-
Oriented (OO) code and UML 
diagrams are equivalent and rep-
resented at this level of abstraction. A source code (or an equivalent level 1 
model M1) can be thought of as an abstraction over a set of executions (i.e. M0 
instances). 

• Level 2 represents a model for expressing level 1 models, i.e. a metamodel. The 
UML modeling language can be thought of as a general metamodel representing a 
vast set of models (OO models). More specific metamodels can be defined for spe-
cific domains. For example, the JCP26 specification could be seen as a partial 
metamodel that describes the technical details of Enterprise Java Beans (EJB) tech-
nology architecture2. EML and its successor IMS Learning Design are metamodels 
that describe the design of units of learning from a pedagogical perspective [11, 12]. 

• Level 3 is yet another level of abstraction upon level 2 and it is a model repre-
senting metamodels (or, alternatively, a meta-metamodel). An example is the 
Meta Object Facility (MOF) for Model Driven Architectures (MDA)[8]. 

• Theoretically, more abstraction layers can be thought on top of M3 [14]. For 
simplicity we will deal in this paper only at most with level 2 models. 

In order to generate a model from level Mi+1 to Mi specific model transformations are 
applied. Usual compilation techniques (including linking and all other processes that 
transform source code and other artifacts in an executable for a given execution plat-
form) can be thought of as the standard transformation for mapping M1 to M0 models.  

                                                           
2  The JCP26 specification is available at http://www.jcp.org/en/jsr/detail?id=26. 
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3   A Class of Generative Systems  

As a particular class of Generative Systems we define Recombining Systems (RS) as 
a class of interactive Generative Systems that are able to modify themselves at run-
time by means of a set of explicit models while interacting with the user and or other 
external sources. The typical runtime cycle of a RS is shown in Figure 2.  

Hence, recombination is defined as 
particular model transformation that 
preserves runtime session consistency 
even though it alters (recombines) the 
system from Mi down to M0. Runtime 
session consistency is defined as the 
ability of maintaining a substantial part 
of the runtime application’s state. Intui-
tively, using a term from Self-Organizing 
System theory [10], RS could be thought 
of remaining in a sort of (very simple) 
stationary state during their evolution1. 

Software that is generated only once at 
deployment time (a common application of GP) is not considered a RS because does 
not satisfy the cycle in Figure 2. Differently from non-RS software systems, RS 
evolve their (user-perceived) runtime state through explicit models at various levels of 
abstraction. The level of a RS is defined as the highest abstraction layer that is af-
fected (i.e. modified) during the recombination phase. A level 2 RS is a system that is 
able to modify at runtime its own generating metamodels (M2) and possibly also its 
models (M1)

3. For brevity we don’t discuss here RS. In this paper we will focus on a 
particular class of RS that use an explicit model of the user for driving the recombina-
tion process. We will call these systems User-Adapted Recombining Systems 
(UARS). 

3.1   User-Adapted Recombining Systems 

UARS are systems that are defined in terms of models at various abstraction layers 
and that modify some of these models in order to evolve following user’s needs. 
UARS can be thought of user-centered RS. UARS recombine themselves basing upon 
particular representations of the user called Recombining User Models (RUM). These 
models drive the transformations from higher level models down to executable code. 

Ideally, RUM could be thought of models of the user as a software designer. When 
manufacturing traditional software, designers and developers go through cycles of 
application tuning and testing before releasing the product to end users. By distilling 
this knowledge in very specialized models (both for technology and domain logic) it 

                                                           
3  Usual interactive adaptive systems can be thought of as level 0 RS in that the adaptive model 

is defined once for all at level 1 (i.e. in the system source code or some equivalent models) 
and it is actuated at level 0 (i.e. in the various execution instances). 
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Fig. 2. The basic cycle of RS 
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is possible to automate part of this process for some limited domains and technolo-
gies. Through recombination cycles UARS evolve accordingly to user needs. UARS 
(and RS as well) can be seen as systems where the design and execution phase (ha-
bitually two distinct phases in traditional software manufacturing) collapse into a 
unique augmented runtime phase, where the System converges on (model-
represented) user’s needs through recombination cycles. Of course, in order to enable 
this architecture a number of complex models and model transformations need to be 
built up front. We now introduce some definitions that will be used in the following 
(the subscript i to indicate a generic abstraction level): Recombining User Model 
(RUMi) is the model that drives the user-adapted generation of the system. System 
User Model (SUMi) is the representation of user as of the adaptation performed out-
side the Recombining phase. Classic user adaptation falls into this category of mod-
els. System Model (SMi) is the model that describes the system functional domain.  

Recapping, UARS embody a generic4, radical form of user-driven adaptation that 
hides both underlying technology and other non-meaningful details providing a very 
high level of representation (the models could even be shown to those end users fa-
miliar with UML). If well designed, models and ontologies can be reused in other 
contexts as well. In the following we introduce a simple prototype UARS Computer-
based training system (CBT) modeled for training students in basic OO design. 

4   A Case Study on a CBT System for OO Design  

As a proof of concept of the UARS approach to adaptive systems, to test its practical 
feasibility and effectiveness we developed a number of prototypes refining a number 
of techniques that were used to design and implement a simple UARS prototype that 
will be presented in the following. We simplified in a number of ways the power of 
the system: the recombining level has been kept to a minimum and preexisting stan-
dards have employed as much as possible in the design of the metamodels. 

4.1   Domain Choice 

In order to stress the UARS approach in a challenging application domain we devel-
oped a simple user-adapted computer-based learning system training students on basic 
OO class diagrams (OOCD) design focused on OO design patterns (OODP)5. A num-
ber of reasons influenced our decision: (i) computer-based learning and the related 
fields are domains with an already relatively large number of standard metamodel 
initiatives and specifications that speeded up the design of the metamodel for our test 
system; (ii) knowledge of the domain helped the design and development; (iii) user 
adaptation has been studied and applied extensively in this and related fields provid-
ing an important research background for our work.  

                                                           
4  The proposed approach is both technology and application agnostic; for example Adaptive 

Hypermedia systems can be developed as UARS, as well as Web-based adaptive applica-
tions, wireless applets, etc. 

5  A list can be found at: http://home.earthlink.net/~huston2/dp/patterns.html. 
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Learners use a well-known software development platform, Eclipse6 for designing 
their class diagrams; in case of need they can ask advice to our prototype for designs 
having a similar use. The System suggests learners with the class diagrams which 
most closely match the current learner’s software design style retrieved from a prede-
fined library of recurring designs drawn from standard OODP. A screenshot of the 
prototype System is provided in Figure 3.  

Our objective was to use UARS to represents explicitly the learner’s design style 
and experience. In order to do so we employed the concept of learner’s perceived 
affordance for a given design. In general this term refers to the actionable properties 
of some objects as perceived from an actor [9] and successively was adapted to the 
design of interactive artifacts [13]. Our hypothesis is that designers maintain an (often 
implicit) conceptual representation of the possible use of a given design while crafting 
or employing it. These representations are subjective. Design in general (and OO 
software design in particular) is a rather subjective process and there may not exist the 
right design for a given situation but rather a set of valid alternatives. We assumed 
that learners develop their own subjective design style by evolving an implicit set of 
affordances for designs. We explicitly represented these styles in our system by 
means of user-perceived relevance functions (RF) between different designs, that we 
will call mu.

7 
Our prototype’s user model contained a set of software implementations of RF 

{Mu
i} evolved by means of user feedback fu. These {Mu

i} are algorithms (represented 
as executable Java classes) generated through the UARS cycle exposed before, return-
ing a value ∈[0,1] and a confidence measure cu

i ∈[0,1]. We assumed that during their 
learning process learners continuously refine mu adapting it to new scenarios and 
solutions. The final value Mu (our prototype’s representation of mu) is obtained as: 
Mu|max(cu

i) ∀Mu∈{Mu}. If no RF has a confidence value higher than a minimum 
(that we set empirically to 0.35) then a new recombination phase is launched, as dis-
cussed later, and the result value obtained from the new RF is provided to the learner. 
Recombination comes into play in those situations where no {Mu

i} returns a confi-
dence value higher than a minimum. 

In these cases our prototype resorts to obtain a new Mu
j that is inserted in {Mu} as 

follows. Randomly8, 10 new RF are generated from the SUM2 metamodel in Figure 4,  
 

 

                                                           
6   Eclipse was employed both as the application domain technology –our prototype was pack-

aged as an Eclipse plug-in- and as the technology for implementing code generation (thanks 
to technologies like EMF and JET). The Eclipse project can be accessed at: 
http://www.eclipse.org. 

7  The function mu(d1, d2)→[0,1] represents the distance between two OOCD designs d1, d2 as 
perceived by the user. Two designs that afford similar uses have a small distance mu. As  
regards the suggestion phase, given the user design du the System provides another design 
dR | mu(du, dR)  mu(du, dX) ∀ dX ∈ Library. 

8  The SUM2 transformations used in our prototype are capable of providing 6×6×8×8 combi-
nations, thus generating 2304 different RF (i.e. SUM1 instances) drawn from standard Ma-
chine Learning algorithms taken from the WEKA library (http://www.cs. wai-
kato.ac.nz/ml/weka/) and from a family of ad-hoc, keyword based algorithms. 
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Fig. 3. A prototype screenshot 

each represented as a Java class (equivalent to a SUM1 model) that are used to train 
all Mu

j, but only one is kept (the others are discarded) by choosing the one that better 
resembles the last (chronologically) feedback fu (used as the fitness parameter [8]). 
This is the recombination algorithm, driven by RUM0 (note that fu are also used for 
classic SUM0 user adaptation). A “renting” parameter is used to delete those RF that 
don’t provide anymore values close enough to user’s feedbacks. The user provides a 
feedback fu by indicating the closest design available in the Library together with a 
distance value. 

To recap, an instance of SUM0 in our prototype contains a set of RF {Mu
i} tracking 

the evolution of user’s mu. An instance of RUM0 instead contains past learner’s feed-
backs {fu}. Figure 4 shows the structure of both the RUM1 and the SUM2 designed for 
the prototype.  

The following transformations occur at every recombination cycle (see Figure 2) 
after a cold-start preliminary phase (where 10 feedbacks were preliminary provided in 
order to tune a default startup RF): (1) User provides feedback to the System. 

The feedback is added to the runtime instance RUM0 and to the SUM0
9. (2) RUM0 

is used for seeding the adaptation of the level 1 model generation (see discussion 
above). (3) After the level 1 models have been generated, they are assembled together 
to provide executable code. In our prototype we generate only a new class represent-
ing a new Mu

i. (4) The newly generated executable code is deployed and dynamically  
 
                                                           
9 The same user feedback thus performs a twofold purpose: as a part of SUM0 is provided to 

past generated metrics for fine parameters tuning, while as part of RUM0 is used to drive the 
recombination process and create new metrics. 
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Fig. 4. Some models used in the prototype10 

loaded into the previous running session, in a seamless fashion (from the end user 
point of view). In our prototype a new metric class is added to SUM0. The recombina-
tion cycle is all performed locally on the client machine. In order to curb complexity 
and boost performances we adopted a focused generation technique that concentrates 
recombination and adaptation on some model (and then code) areas only11. 

4.2   Empirical Evaluation  

For evaluating our prototype, following carefully the advice provided by [3], we pre-
pared a special version of the system that was used to support 16 users in solving 4 
design problems in diverse application domains that could be solved using a single 
OODP. Users did not know that there was an adaptive system behind the graphic 
UML editor. The first and the second problem could be solved using the same OODP; 
so did the third and fourth problem. Between a problem and the next users were asked 
to pay attention to 5 suggested tentative solutions provided by the system. Some of 
these suggestions were provided by the prototype (using the user design), others were 
provided non-adaptively12. Users were asked to assess if, in their opinion, those sug-
gested designs could solve the given problem. Users’ designs were judged blindly by 
an expert and a score was obtained for each design. Differences between scores of 
paired designs were calculated separating those pairs where suggestion was provided 
adaptively from those where suggestions were not adapted. 

                                                           
10  The SUM2metamodel presented in Fig. 4 was designed as a test bed of complex modeling 

situations for testing the UARS approach rather than a reusable asset. The UML stereotype 
<<from IMS LD2>> represents the IMS Learning Design metamodel. In order to pro-
mote metamodel reuse a number of decompositions have been performed on the metamod-
els that are not reported here for brevity. 

11  Runtime deployment of the newly generated code is performed using custom Java class 
loaders. Runtime context (i.e. level 0 data) is passed from one generation to the next 
through object serialization. 

12  Non-adaptive suggestions were provided by randomly picking 4 designs and adding the 
correct answer among them, in the form of the abstract template of the OODP solving that 
problem. 



 Generative Programming Driven by User Models 37 

 

Table 1. Empirical Evaluation Results 

(i) -.2 .4 -.2 .4 .2 .5 .2 .4 .5 .4 .3 .4 .5 .5 .4 .5 0 0 
(ii) -.3 -.3 .1 -.2 .1 .3 .1 -.3 .1 .1 .2 .1 .1 .1 0 .1 0 0 

The results from Table 1 (first row are the scores obtained with the adaptive tool, 
in the second row there are the scores obtained without adaptive support) clearly show 
the benefit of the adaptive tool. Furthermore, we used the Wilcoxon Signed-Rank 
Test for paired data [6] to detect whether the two samples (from two continuous, as-
sumed independent and non-normal distributions) were statistically unrelated or not. 
The Null hypothesis in our experiment was “The statistical populations are the same, 
i.e. there is no difference in performance between the adaptive and the non-adaptive 
metric”. Given the test results found13 we can conclude that the Null hypothesis can 
be rejected and the alternative hypothesis (“The differences observed between the two 
distributions are not due to chance but are due to the difference between the popula-
tions they belong to”) can be accepted proving the usefulness of the UARS approach 
in our prototype. 

4.3   Lessons Learned  

We found that UARS have a number of advantages over more traditional adaptive 
systems, even if they are much more labor-intensive to set up (at least with current 
technology): (i) they represent adaptive and system functional models at a high level 
of abstraction, isolated from implementation and other non meaningful details. Clear 
and more maintainable representations are thus encouraged; (ii) they may take advan-
tage of existing standard metamodels, ontologies and other modeling facility (which 
are growing in many application domains) thus reusing knowledge representations; 
(iii) by taking advantage of generative technologies they provide a very powerful and 
general adaptation mechanism that includes as a particular case classic adaptation 
techniques; (iv) such systems are particularly useful for generating user-tailored soft-
ware for devices where computing resources don’t allow for sophisticated client-side 
user adaptation. 

5   Related Work 

User-adapted generative technologies are increasingly being studied in user-tailored 
ubiquitous software [2, 15] for computing devices with limited resources where user-
adapted code generation can be performed on remote servers at deployment time. 
Despite some research in the convergence area of GP and user modeling ([2] intro-
duces an architecture for personalizing applications based on a model-driven, user 

                                                           
13 We obtained a pValue= 8.4104E-4, less than the Significance Level set at the beginning of the 

experiment (α=0.01). We used an open source implementation of the test available at: 
http://rana.lbl.gov/~nix/. 
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centered approach), the adoption of GP techniques together with “strong” user adapta-
tion for general systems is still missing. 

Some work focused on investigating the adoption of Software Engineering tech-
niques and approaches to Adaptive Hypermedia (AH) systems. The Munich Refer-
ence Model [16], aimed at providing a formal reference model for AH systems, using 
UML (with OCL) and providing a user and adaptation metamodels together with a 
comprehensive design method and development process for AH applications. These 
initiatives focused on engineering AH applications development by adapting state-of-
the-art techniques and methodologies, providing a comprehensive framework that 
anyway lacks enough flexibility and expressive power to handle powerful adaptation 
models and non-standard situations (quite the norm in intelligent adaptive applica-
tions). The use of the UML language for generating navigation sequences for Web-
based systems was investigated [7].  

Our proposed approach is different in several ways from the previous contributions 
in that it embodies a somehow visionary yet general programming approach (see 
section 3) that still needs to be fully explored. Far from being limited to technological 
aspects only (model-based knowledge representation and GP techniques) our pro-
posed approach allows the definition of technology-independent, powerful user mod-
els at several abstraction layers. Moreover, the introduction in the field of user adapta-
tion of rich metamodels suitable for code generation can foster standardization and 
reuse both in vertical domains (as it is happening on the software technology front) 
and as a general modeling foundation for an infrastructure for a rich set of user mod-
eling services. As an example of the proposed approach we crafted a simple yet pow-
erful and innovative UARS capable of modeling explicitly and at a high level user’s 
subjective OO software design styles. 

6   Summary and Conclusions 

We introduced an original application of GP and user modeling technologies and 
approaches for designing and building highly adaptive interactive systems. One proto-
type that adopts this approach has been developed and preliminarily tested showing 
the effectiveness of the proposed concepts. Such a prototype system is able to track 
and represent user-perceived relevance metric by means of models that drive the gen-
eration of its own code. The preliminary prototype tests revealed an added value 
compared to non-adaptive representations, even if more accurate testing are needed. 

Concluding, the UARS approach seems extremely promising given its ability to 
express complex systems by means of high-level abstraction models that can be used 
to drive code generation, shielding both end-users and knowledge engineers from 
technology details. The simultaneous emergence of standard modeling specifications 
expressed in UML for specific domains and the development of GP technologies 
supporting UML will simplify the adoption of user model-driven GP. In the future we 
expect certain application fields (like the user models-based generation of ubiquitous 
computing software or user interfaces) to benefit from the technologies and ap-
proaches discussed here. 
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Abstract. We present further developments in our work on using data from real 
users to build a probabilistic model of user affect based on Dynamic Bayesian 
Networks (DBNs) and designed to detect multiple emotions. We present analy-
sis and solutions for inaccuracies identified by a previous evaluation; refining 
the model’s appraisals of events to reflect more closely those of real users. Our 
findings lead us to challenge previously made assumptions and produce insights 
into directions for further improvement. 

1   Introduction 

The assessment of users’ affect is increasingly recognized as an informative task 
when attempting to improve the effectiveness of interactive systems. Information on 
the user’s affective state is particularly important when the user is focused on a highly 
engaging task where inappropriate system interventions may be especially disruptive, 
such as learning in simulated environments and educational games. 

Educational games attempt to stimulate student learning by embedding pedagogi-
cal activities within a highly engaging, game like environment. We are working to 
improve the pedagogical effectiveness of these games by producing intelligent agents 
that monitor the student’s learning progress and generate tailored interactions to im-
prove learning during game playing. To avoid interfering with the student’s level of 
engagement, these agents should take into account the student’s affective state (in 
addition to her cognitive state) when determining when and how to intervene.  

Assessment of emotions, particularly the multiple specific emotions that educa-
tional games can generate, is very difficult because the mapping between emotions, 
their causes, and their effects is highly ambiguous [10]. However, we believe that 
information on specific emotions may enable more precise and effective agent’s in-
terventions than a simpler assessment of arousal or valence (e.g.[1]), or stress [7]. To 
handle the high level of uncertainty in this modeling task, we have devised a frame-
work for affective modeling that integrates in a Dynamic Bayesian Network (DBN) 
information on both the causes of a user’s emotions and their effects on the user’s 
behavior. Model construction is done as much as possible from data, integrated with 
relevant psychological theories of emotion and personality. The inherent difficulties 
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of this task include: the novel nature of the phenomena that we are trying to model, 
the limited existing knowledge of users’ emotional reactions during system interac-
tion, especially within the context of educational games, and the difficulty of observ-
ing variables that are key to the assessment of affect. 

We have been using data collected in a series of studies (e.g. [3,11]) to construct a 
probabilistic model of the user’s affective state that is based on the OCC model of 
emotions [9]. The data from our most recent study [4] was used to evaluate the model 
we have built so far. Although there have been evaluations using aggregated data [6] 
and evaluations of sources of affective data (e.g.[2]), to the best of our knowledge this 
is currently the only evaluation of an affective user model embedded in a real system 
and tested with individual users. Our results showed that if the user’s goals could be 
correctly assessed then the model could produce reasonably accurate predictions of 
user affect, but also revealed some sources of inaccuracy that needed to be addressed. 
We recognize that the assessment of the user’s goals must be improved before the 
model can be used autonomously within a real system. However, solutions for the 
other sources of inaccuracy within the model’s emotional assessment will help clarify 
the full requirements of the goal assessment task. 

In this paper we address previously identified inaccuracies within the model’s 
mechanism of emotional appraisal. We then re-evaluate the refined model, producing 
insights into additional refinements that would produce further improvement.  

2   The Affective User Model 

Fig. 1 shows a high level representation of two time slices of our affective model. The 
part of the network above the nodes Emotional States represents the relations between 
possible causes and emotional states, as they are described in the OCC theory of emo-
tions [9]. In this theory, emotions arise as a result of one’s appraisal of the current 
situation in relation to one’s goals. Thus, our DBN includes variables for Goals that a 
user may have during the interaction with an education game and its embedded peda-
gogical agent (for details on goal assessment see [11]). Situations consist of the  
outcome of any event caused by either a user’s or an agent’s action (nodes User  
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Action Outcome and Agent Action Outcome). An event’s desirability in relation to the 
user’s goals is represented by Goals Satisfied, which in turn influences the user’s 
Emotional States. The part of the network below the nodes Emotional States provides 
diagnostic assessment from bodily reactions known to correlate with emotions. 

We have instantiated and evaluated the causal part of the model to assess players’ 
emotions during the interaction with the Prime Climb educational game. In the rest of 
the paper we will focus on the refinement and evaluation of the appraisal part of this 
causal model (the bold nodes and links in Figure 1). 

2.1   Causal Affective Assessment for Prime Climb  

Figure 2 shows a screenshot of PrimeClimb, a game designed to teach number fac-
torization to 6th and 7th grade students. In the game, two players must cooperate to 
climb a series of mountains that are divided in numbered sectors.  Each player should 
move to a number that does not share any factors with her partner’s, otherwise she 
falls. Prime Climb provides two tools to help students: a magnifying glass to see a 
number’s factorization, and a help box to communicate with the pedagogical agent we 
are building for the game. In addition to providing help when a student is playing with 
a partner, the pedagogical agent engages its player in a  “Practice Climb” during 
which it climbs with the student as a climbing instructor.  

The affective model described here assesses the student’s emotions during these 
practice climbs. Figure 3 shows the appraisal part of this model created after the stu-
dent makes a move. As the bottom part of the figure shows, we currently represent in 
our DBN 6 of the 22 emotions defined in the OCC model. They are Joy/Distress for 
the current state of the game, Pride/Shame of the student toward herself, and Admira-
tion/Reproach toward the agent, modeled by three two-valued nodes: emotion for 
game, emotion for self and emotion for agent.  

Let’s now consider the workings of the part of the model that assesses the student’s 
situation appraisal in Prime Climb.  In this part of the model the links and Conditional 
Probability Tables (CPTs) between Goal nodes, the outcome of the student’s or 
agent’s action, and Goal Satisfied nodes were based on subjective judgment because 
our previous studies focused on collecting data to refine the model’s assessment of 
student goals. For some links, the connections were quite obvious. For instance, if the 
student has the goal Avoid Falling, a move that results in a fall will lower the prob-
ability that the goal is achieved. For other goals, like Have Fun and Learn Math, the 
connections were not obvious and we did not have good heuristics to create the ap-
praisal links. Thus we postponed including them in the model until we could collect 
data from which to determine an appropriate structure.  

The links between Goal Satisfied nodes and the emotion nodes are defined as fol-
lows. We assume that the outcome of every agent or student action is subject to stu-
dent appraisal. Thus, each Goal Satisfied node influences emotion-for-game (Joy or 
Distress) in every slice. If a slice is generated by a student action then each Goal 
Satisfied node influences emotion-for-self (slice ti in Fig. 3). If a slice is generated by 
an agent’s intervention, then emotion-for-agent is influenced instead (slice not shown  
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Fig. 3. Sample sub network for appraisal after student action 

due to lack of space). We also assume that a student either has a goal or does not (i.e. 
we do not model goal priority) and that the student has the same goals throughout the 
game session. The CPTs for emotion nodes were defined so that the probability of the 
positive emotion is proportional to the number of true Goal Satisfied nodes. 

When we evaluated the affective model that included this version of the appraisal 
component [4], we discovered two main sources of inaccuracy: 

Source 1: Joy and Distress due to student actions. The absence of links (as shown 
in Fig. 3) between the outcome of a student’s move and the satisfaction of goals Have 
Fun and Learn Math made the model underestimate the positive emotions towards the 
game for students that only had these goals. This reduced the model’s accuracy for 
Joy from 74% to 50% and highlighted the need to collect data to create the missing 
links. The model also underestimated the negative emotions felt by some students 
when falling repeatedly and thus had low accuracy for Distress of 57%. 

Source 2: Admiration and Reproach towards the agent. The subjective links be-
tween agent actions and goal satisfaction had caused the model to underestimate the 
students’ positive feelings towards the agent. This produced an accuracy of 20.5% for 
Admiration and 75% for Reproach, further highlighting the need to collect data to 
refine the connections in the appraisal part of the model.  

3   User Study 

The general structure of this new study was similar to the previous one.  Sixty-six 6th 
and 7th grade students from 3 local schools interacted with Prime Climb, and, during 
the interaction, were asked to report their feelings towards the game and towards the 
agent using simple dialogue boxes. However, while in the previous study the agent 
was directed in a Wizard of Oz fashion, in this study the agent was autonomous and 
based its interventions on a model of student learning [5]. While the model of student 
affect was dynamically updated during interaction, the pedagogical agent did not use 
it to direct its interventions. However, the assessments of the affective model were 
included in the log files, for comparison with the student’s reported emotions. 

As in the previous study, students completed a pre-test on number factorization, a 
post-questionnaire to indicate the goals they had during game playing, and a personal-
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ity test.  However, they also filled in two additional questionnaires, one on game 
events that could satisfy the goal Have Fun and one on events that could satisfy the 
goal Learn Math. Each questionnaire contained a list of statements of the type ‘I 
learnt math/had fun when <event>’ which students rated using a 5-point Likert scale 
(1=strongly disagree, 5=strongly agree).  The events listed included: 

For Have Fun – all student actions already in the model (a successful climb, a fall, 
using the magnifying glass, using the help box), reaching the top of the mountain. 
For Learn Math   

− all student actions already in the model (the same as above), following the 
agent’s advice, and encountering big numbers.  

− agent interventions already in the model that were intended to help the student 
learn math (reflect on reasons for success, reflect on reasons for failure), think 
about common factors, and use the magnifying glass. 

The italicized items at the end of each list above had not been explicitly included in 
the model before, but were added based on anecdotal evidence suggesting that they 
may help to satisfy these goals. We did not ask students about agent actions that satis-
fied the goal Have Fun or other events that already satisfied other goals within the 
model due to limitations on time and to avoid students becoming fatigued.  

4   Refinement of the Model’s Causal Affective Assessment 

Before discussing how we refined the model using data from the new study we de-
scribe how well the existing model performed on the new data set.  

We measured the model’s accuracy as the percentage of assessments that agreed 
with the students’ reports for each emotion pair (e.g. Joy/Distress). If the model’s 
corresponding assessment was above a simple threshold then it was predicting a posi-
tive emotion, if not then it was predicting a negative emotion. The threshold was 
determined using the data from our previous study [4].  

Table 1 shows the accuracy obtained using three-fold cross-validation when the 
goals students declared in the questionnaire are used as evidence in the model; each 
iteration used one-third of the data as a test set. The results show that the inaccuracies 
discussed earlier still affect the model’s performance on the new data set. The high 
variance for Joy is due to one test set containing some students who only had the 
goals Have Fun or Learn Math, thus the model underestimated their positive re-

Table 1. Emotional belief accuracy of the initial model for the new data set 

Accuracy (%) 
Emotion 

Mean Std. Dev. Total data points 
Joy 66.54 17.38 170 
Distress 64.68 29.14 14 
Combined J/D 65.61   
Admiration 43.22 12.53 127 
Reproach 80.79 6.05 28 
Combined A/R 62.00   
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sponses. The high variance of Distress is due in part to the small number of data 
points, but it is also due to the model underestimating the negative feelings of some 
students who fell repeatedly. The low accuracy for Admiration and high accuracy for 
Reproach agree with the results of our previous study. 

4.1   Assessment of Joy Due to Student Actions 

The students’ answers to the questionnaires indicated that all of the events related to 
student actions were relevant to some degree. We therefore scored all possible net-
work structures using their log marginal likelihood [8], as we did for [11], in order to 
determine which events made a difference to the model’s assessments. We found that 
(i) the outcome of the student’s move influenced the satisfaction of the goal Have Fun 
and (ii) whether the student encountered a big number influenced the satisfaction of 
the goal Learn Math. 

We included these findings in the model as follows. First, we added a node for the 
new event, Big number, and corresponding links to goal satisfaction nodes. We based 
our definition of a big number on the large numbers frequently incorrectly factorized 
in the students’ pre-tests. Second, we used the study data to set the CPTs for the goal 
satisfaction nodes for Have Fun and Learn Math. Fig. 4 shows the revised time slice. 
Each new node and link is drawn using heavier lines. 

4.2   Appraisal of Agent Actions 

As mentioned earlier, the model’s initial accuracy of assessing emotions towards the 
agent showed that we needed to revise and refine the existing links modeling how 
appraisal of the agent’s actions affects players’ emotions. Data analysis targeting this 
goal consisted of two stages.   

Stage 1. First, we analyzed students’ questionnaire items related to the influence of 
agent’s actions on the goal Learn Math. We scored all possible network structures 
using their log marginal likelihood and found that our current structure received the 
highest score. Therefore our only refinement to the model based on these findings was 
to use the study data to refine the CPTs linking agent actions to the satisfaction of the 
goal Learn Math. However, a preliminary evaluation of these changes showed that the 
model was still underestimating students’ admiration toward the agent. Thus, we 
moved to a second stage of data analysis. 
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Stage 2. We analyzed the log files of each student’s session to identify situations in 
which students gave positive or negative reports towards the agent. The results are 
shown in Table 2. Congratulation by the agent (first row in Table 2) was already in-
cluded in the original model as satisfying the goal Have Fun. Our data confirms that 
this action generates students’ admiration, although it cannot tell whether this happens 
through the satisfaction of the goal Have Fun.    

The second situation in Table 2 shows that students who are generally successful 
are usually either happy or neutral towards the agent, regardless of their goals. This 
suggests that the students’ positive feelings toward the game will positively influence 
their attitude towards the agent. We translated this finding into the model by adding a 
link from the student’s emotion towards the game in the previous time slice to the 
student’s emotion towards the agent. This new link, and all the additions described 
below, can be seen in Figure 5. 

The final two situations in Table 2 show reported feelings towards the agent when 
the student was falling and either received help or did not. Analysis of these situations 
revealed that approximately half of the students who reported reproach and half of the 
students who reported admiration when the agent intervened had declared the goal 
Succeed By Myself. This seems to indicate that, although some of the students may 
have wanted to succeed by themselves most of the time, when they began to fall they 
reduced the priority of this goal in favor of wanting help. This invalidates two of the 
choices previously made in the model implementation: (i) to ignore goal priority; (ii) 
to assume that goals are static during the interaction. Because we currently don’t have 
enough data to model goal evolution in a principled way, we only addressed the im-
plementation of multiple priority levels to model the relation between Succeed By 
Myself and wanting help. The model was changed as follows. 

First, we added an additional goal, Want Help. The satisfaction of Want Help is de-
pendent on two factors: the outcome of the student’s move (i.e. a successful climb or 
a fall) and the agent’s action. When the student falls, Want Help can only be satisfied 
if the agent provides help. If the agent congratulates the student, or does not perform 
any action, then this goal is not satisfied. If the student does not fall then satisfaction 
is neutral. 

Second, we tried to determine which students’ traits influenced their attitude towards 
receiving help during repeated falls. From our data, the only factor that seems to play a 
role is students’ math knowledge. A Fisher test on the students’ pre-test scores and 
whether they demonstrated that they wanted help showed a significant relationship 
(Fisher score = 0.029). Thus, a new node, representing prior math knowledge, was 
used to influence the priorities a student gives to the goals Succeed By Myself and 
Want Help. If the student has high knowledge, then satisfaction of Want Help is  given  

Table 2. Situations where students reported Admiration or Reproach 

# Students reporting Situation 
Admiration Neutral Reproach 

Student reaches mountain top, is congratulated by agent 12 13 2 
Student is generally successful  26 19 4 
Student falls frequently and agent intervenes 10 6 7 
Student falls frequently and agent doesn't intervene 6 8 7 
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Fig. 5. Revised sub-network for appraisal after agent action 

higher weight in the CPT defining the influence of goals satisfaction on emotion to-
wards the agent. If the student has low knowledge, satisfaction of Succeed By Myself 
is given higher weight instead. 

Third, the node representing the available agent’s actions was refined to include the 
agent choosing not to intervene. All Goal Satisfied nodes other than Succeed By My-
self and Want Help were given a neutral satisfaction for this new action. Want Help 
was discussed earlier, Succeed By Myself was given a small probability of satisfaction 
to reflect possible mild positive feelings towards the agent for not interrupting in 
general rather than at specific events.  

4.3   Evaluation of the New Model 

To evaluate the model changes discussed above, we replayed the event logs recorded 
during the study using a simulator that used the refined model. We added an addi-
tional ‘no action’ event after each student action that was not followed by an agent 
intervention. We performed cross-validation using the data from our current study; 
each iteration used two-thirds of the data to train the refined CPTs and one-third as a 
test set. Table 3 shows the results of the re-evaluation, when students’ goals from the 
post-questionnaires are used as evidence in the model. To get evidence on the newly 
added goal Want Help, we relied on student answers to the questionnaire item ‘I 
wanted help when I became stuck’, originally used together with another item to as-
sess the goal Succeed By Myself. 

We start by discussing the accuracy results for Admiration/Reproach, because that 
will facilitate the discussion of Joy/Distress.  

Accuracy of Admiration/Reproach. Table 3 shows that, although accuracy for Admi-
ration improved considerably, accuracy for Reproach dropped off a comparable 
amount, bringing the combined accuracy to be slightly lower than the accuracy of the 
previous model. However, the high accuracy for Reproach in the previous model was 
a fortunate side effect of underestimating Admiration. Instead, an analysis of the 
model’s assessment in relation to the interactions simulated from the log files shows 
that high accuracy for Admiration in the new model is mostly due to the 
added changes. The same analysis revealed that low accuracy for Reproach is mainly 
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due to two factors. First, goals declared by students at the end of a game session did 
not seem to match their goals throughout the game. Some students did not declare the 
goal Want Help, but their reports showed that they wanted help when they began to 
fall. Other students declared the goal but then did not want help. This is additional 
evidence that goal’s priority can change during the interaction, and shows that the 
model is sensitive to these changes, confirming that in order to improve the model’s 
accuracy we will have to lift the current model’s assumption of static goals. Second, 
using only previous math knowledge to help assess each student’s attitude toward 
wanting help incorrectly modeled some of the students. There appear to be other fac-
tors that should be taken into account, such as personality traits. We collected person-
ality data during the study but encountered difficulties due to the general integrity of 
the students when describing their personality. We are investigating other methods for 
obtaining more reliable personality measurement. 

Accuracy of Joy/Distress. As we can see from Table 3, the accuracy for Joy and 
Distress increased to about 76% and 71% respectively in the new model. The increase 
in Joy accuracy is mostly due to the changes discussed in Section 4. However, we 
should note that the impact of these changes is partially reduced by the goal fluctua-
tion issues discussed above.  Recall that the model’s appraisal of agent actions also 
affects the assessment of Joy and Distress toward the game (Figure 5). From log file 
analysis, we saw that fluctuations of the goal Want Help made the model overestimate 
the negative impact of episodes of not receiving help for another group of 8 students 
who reported this goal, did not receive help when they were falling, but still reported 
joy toward the game and neutral or positive feelings toward the agent. It appears that, 
while we are correctly modeling the priority that these students give to the satisfaction 
of receiving help (thus the improved accuracy for admiration), we are overestimating 
the importance that they give to this goal not being satisfied. Thus, as it was the case 
for Admiration/Reproach, there appear to be other student traits that, if modeled, 
could further improve model accuracy.  

The refinements made to assess Admiration/Reproach are the main reason for the 
improvement in Distress, because they correctly classified the Distress reports given 
by a student who was falling repeatedly, had the goal Want Help and did not receive 
help. These few correctly classified reports have high impact because of the limited 
number of Distress reports in the dataset (as the high variation for Distress shows). 
Note that this same student did not report Reproach during the same falling episodes, 
so he does not improve the model’s Reproach accuracy. 

Table 3. Emotional belief accuracy of the refined model  

Previous Accuracy (%) Revised Accuracy (%) 
Emotion 

Mean Std. Dev. Mean Std. Dev. 
Data points 

Joy 66.54 17.38 76.26 1.75 170 
Distress 64.68 29.14 71.30 40.48 14 
Combined J/D 65.61  73.78   
Admiration 43.22 12.53 74.71 1.50 127 
Reproach 80.79 6.05 38.23 19.23 28 
Combined A/R 62.00  56.47   
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5   Summary and Future Work 

Building a user model of affect from real data is very difficult; the novel nature of the 
phenomena that we are trying to model, the limited existing knowledge of emotional 
reactions during system interaction, especially within the context of educational 
games, and the difficulty of observing key variables all contribute to the inherent 
complexity of the task. 

In this paper, we have addressed sources of inaccuracy found within our model of 
user affect during a previous evaluation by refining the model’s appraisal of both 
student and agent actions. We used data collected from real users to revise the rela-
tionship between game events and the satisfaction of two goals, Have Fun and Learn 
Math. We also used the data to analyze students’ attitudes towards the agent and de-
termined the common situations in which they changed. This analysis led to the intro-
duction of a new goal, Want Help, the appraisal of the agent not giving help, and the 
first steps towards accommodating students giving different priorities to goals. 

Our analysis has challenged two assumptions that were made during model con-
struction; firstly that the set of goals the user is trying to achieve remains the same 
throughout the game session, secondly that we can make assessments using these 
goals without modeling goal priority. As part of our future work on revision of the 
model’s goal assessment we intend to construct a clearer picture of how user’s goals 
fluctuate during game sessions. We can then use this information to further improve 
the model’s emotional assessment. 
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Abstract. The conveyance and recognition of human emotion and affec-
tive expression is influenced by many factors, including culture. Within
the area of user modeling, it has become increasingly necessary to un-
derstand the role affect can play in personalizing interactive interfaces
using embodied animated agents. Currently, little research focuses on
the importance of emotion expression through body posture. Further-
more, little research aims at understanding cultural differences within
this vein. Therefore, our goal is to evaluate whether or not differences
exist in the way various cultures perceive emotion from body posture. We
used images of 3D affectively expressive avatars to conduct recognition
experiments with subjects from 3 cultures. The subjects’ judgments were
analyzed using multivariate analysis. We grounded the identified differ-
ences into a set of low-level posture features. Our results could prove
useful for constructing affective posture recognition systems in cross-
cultural environments.

Keywords: Affective communication, affective body postures, embodied
animated agents, intercultural differences, user modeling.

1 Introduction

As Picard [20] points out, the manner in which humans convey emotion or affec-
tive messages in general is affected by many factors, such as age, gender, posture,
physical body characteristics, culture, context, and so on. Each individual has
his/her own way to express affective states. Understanding these factors has
become increasingly important in the area of user modeling. More than ever,
it is necessary to personalize interactive interfaces to be capable of communi-
cating with the user through an affective channel. While we acknowledge the
importance of other modalities, such as face and voice, whole body postures are
also shown to be quite important for conveying emotion, and remains a novel
area of research. Indeed, while there are formal models for classifying affective
facial expressions [6], there are no equivalent models for affective posture. These
models are necessary to develop embodied animated agents capable of affective
communication.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 50–59, 2005.
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Although it has previously been argued that the importance of body postures
and gestures is not the primary channel for conveying emotion [3], more recent
findings indicate that the body is used for emotional display more than for-
merly thought [1] [24] [2]. In fact, the role of posture in affect recognition, and
the importance of emotion in the development and support of intelligent and
social behavior has been accepted and researched within several fields includ-
ing psychology, neurology, and biology. According to several researchers, central
nervous system structures are responsible for the perception of emotion, and
furthermore, its placement in these structures may be specific to both emotion
and modality [14] [22]. Ekman [5] posits that body postures are used to express
general emotions. Furthermore, according to Mehrabian and Friar [17], changes
in a person’s emotional state are reflected by changes in posture.

There is evidence to support that the way in which emotions are expressed
and controlled [17], as well as the interpretation of emotion [14] is clearly shaped
by culture. Many researchers have used cross-cultural emotion recognition stud-
ies to validate evidence in favor of emotion universality [8]. For some emotions,
there is cross-cultural support for the universality of many modes of nonver-
bal behavior, including face, voice, and body expressions, as well as changes
in a person’s physiology [18]. However, the majority of the research on emo-
tion universality concentrates on the recognition of facial expressions using still
photographs [4] [21]. Currently, few researchers are examining the cross-cultural
differences of emotion recognition in whole body posture [15]. Much research has
been conducted comparing emotion differences between Japan and the United
States. In a study by Friesen [10], cross-cultural differences were compared in the
facial expressions of Japanese and American subjects while viewing both neu-
tral films, and films intended to cause stress. As a support to the universality of
facial expressions, it was shown that both groups expressed almost exactly the
same facial expressions when watching the films alone. In a study by Scherer et
al. [23], it was reported that the Japanese use fewer hand, arm, and whole body
gestures than Americans when in emotional situations.

The goal of this paper is to evaluate the possible cultural differences between
Japan, Sri Lanka, and the US in the perception of emotion through whole body
postures. If, in fact, differences do exist, our aim is twofold. One, we will attempt
to qualify these differences through an examination of how the cultures vary in
recognizing emotion and its intensity. Two, we will ground these differences into
a set of low-level posture features by identifying which features are used by all
3 cultures, and which features play a different role in each of the 3 models. In
our studies, we use images of a 3D avatar created from original motion capture
data in an attempt to eliminate bias due to culture and/or gender. Each avatar
always has the same body. Furthermore, by using the avatar, the subjects are not
affected by facial expressions. We chose to study two Asian cultures (Japanese
and Sri Lankan), as the way each of these cultures interacts socially, on a non-
verbal level, is quite different. Sri Lankans are considered to have a more Latin
way of interacting [16].
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While the above research examines the ways in which emotions are con-
veyed, our study aims to understand cross-cultural differences in the ways in
which emotions are recognized. The remainder of this paper is organized as fol-
lows. Section 2 gives a description of the posture data collection method and
our tri-cultural (Japanese, Sri Lankan, and American) posture recognition ex-
periment. In Sect. 3 we examine the cultural differences, and how the different
cultures rated emotion and intensity. Section 4 describes how we grounded these
differences into a set of low-level postural features. We conclude in Sect. 5.

2 Method

2.1 Posture Data Collection

As a first step, we used a motion capture system to collect 3D affective postures
of 13 human subjects (called actors hereafter) of different age, gender, and race.
In this context we define a posture as any stance involving the hands and/or
body that can convey emotions or feelings.

Each actor, dressed in the same suit with 32 markers attached to various joints
and body segments, was asked to perform an in-place posture expressing anger,
fear, happiness and sadness. As a starting point, these emotions were chosen
on the basis that they are included in the set of universal emotions defined by
Ekman and Friesen [7]. The actors were allowed to perform the emotion postures
in her/his own way, as no constraints were placed on them. Moreover, the actors
were not allowed to observe each other during the capturing sessions in an effort
to avoid influencing the individual performances. Each affective posture was
captured by 8 cameras and represented by contiguous frames describing the
position of the 32 markers in the 3D space. In total, we captured 108 affective
postures. We then used the original motion capture data to build affectively

(a) (b)

(c) (d)

Fig. 1. Examples of the 3D affectively expressive avatars for each emotion category.
(a) Angry (b) Fear (c) Happy (d) Sad
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expressive avatars, shown in Fig. 1, by selecting the frame (i.e., a static posture)
that the actor evaluated as being the most expressive instant of the posture.

2.2 Posture Evaluation Experiment

We used an 8 word forced-choice experimental design to evaluate potential
cultural differences in emotion perception through whole body posture. This
method was purposely chosen as it has been widely used in studies aimed at as-
sessing cross-cultural agreements in the expression of emotion [13]. 25 Japanese,
25 Sri Lankan, and 20 Caucasian American subjects (called observers hereafter)
participated in the experiment. We used 108 affective posture images as the data
set (refer to Fig. 1 for examples).

The experiment was conducted online as a series of webpages. The postures
were presented in a randomized order, differing for each participant. For each
page (one posture per page), subjects were asked to (1) rate the intensity of
the emotion, defined by a value between 1 and 5 to indicate how emotional is
the posture, and (2) choose an emotion label to represent the posture displayed
based on an 8-word list comprised of pairs of labels indicating two intensities
of the same emotion: anger (angry, upset), fear (fearful, surprised), happiness
(happy, joyful), and sadness (sad, depressed).

2.3 Concordance Between Actors and Observers Across 3 Cultures

The results for each of the 3 cultures are represented in Table 1. The rows
indicate the frequency of use by the subject of a culture for each emotion la-
bel to classify the set of postures corresponding to the emotion intended by
the actors. Overall, a high correlation is observed between the observer-selected
pairs of labels (i.e., happy/joyful) and the actors’ intended emotions, with the

Table 1. The observers’ ratings from the 3 cultures for each of the 8 emotions. This
table depicts the frequency of use (percentage) of the 8 emotions (combined as pairs
of labels indicating 2 intensities of the same emotion). (sur. = surprised and dep. =
depressed)

Actors Japanese Observers Sri Lankan Observers American Observers

Emotion Angry Fear Happy Sad Angry Fear Happy Sad Angry Fear Happy Sad

Labels (angry (fear (happy (dep. (angry (fear (happy (dep. (angry (fear (happy (dep.

upset) sur.) joyful) sad) upset) sur.) joyful) sad) upset) sur.) joyful) sad)

Angry 41.7 4.4 10.4 7.3 22.9 5.5 10.8 8.5 22.2 4.9 19.2 3.9

14.4 9.2 7.9 4.4 25 10.7 7.7 7.1 22.3 9.2 8.4 4.3

Fear 15.5 26.1 9.4 2.3 18.7 30.4 8.8 4.5 17.3 23.2 10.7 1

4.4 28.7 10.9 2.6 10 13.4 9 3.3 1.2 26.3 5.5 1.8

Happy 13.6 1.4 22 1 8.2 4.5 29.3 4.4 11.6 1.8 29 1.5

5.7 20.7 32.4 3.2 7.9 11.9 30.2 2.3 10.2 15.3 26.2 1.7

Sad 5.4 2.8 2.2 34.6 5.4 1.8 1 29.5 6.6 2.2 2.6 35.8

23.9 3.7 1.4 25.6 22.6 1.5 1 35.4 14.1 4.3 1.8 29.2
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sad/depressed categories showing the overall highest agreement for all 3 cultures
with an average of 63.4%. The emotion category with the lowest agreement was
different for each culture. We hypothesize that this may be due to each culture
placing greater importance on different features for distinguishing between pos-
tures within those emotion categories. To evaluate the agreement between the 3
cultures, each posture was associated with the most frequent emotion category
for each culture. The most frequent label was the same across the 3 cultures for
71 of the 108 postures (i.e., 66% agreement).

3 Intensity Ratings and Cultural Differences

3.1 Method

The second aim was to assess the cultural differences in the evaluation of emo-
tional intensity on the 71 common postures. Toward this goal, we analyzed the
data using two approaches. First, we aimed to assess the intensity according to
the intensity value (i.e., a number from 1 to 5) associated by the observers of the
3 cultures to each posture during the posture evaluation experiment presented
in Sect. 2. Second, we attempted to assess how each culture used the pair of
labels within each emotion category. For both of these examinations we used the
repeated measurement method [9] and either a mulivariate test or a univariate
test1 to identify the existence of statistically significant differences between the
cultures. This method was applied to each emotion case separately. There are
21 postures for angry, 19 for fear, 15 for happy, and 16 for sad. Subsequently,
to better qualify which differences occurred between which cultures, for each of
the emotion categories, we used a post hoc test with the Bonferroni correction.

3.2 Discussion

Table 2 shows the results of the analysis of the intensity rating. Overall, we can
see that only in the case of the fear category is there no significant difference
between the intensity ratings of the observers belonging to the 3 different cul-
tures. In fact, its p-value is well above a significance level of 0.05. This could
confirm brain studies in which the fear emotion seems to be triggered more at
the sensorial level than at the cognitive one [11]. Table 3 shows the results of
the analysis in the use of label as an index of intensity. The overall results point
out that in the case of angry and fear postures, there is no significant difference
in the use of the pair of labels between the 3 cultures.

1 We used Mauchly’s test for checking the assumption of sphericity. The sphericity
assumption is an assumption about the structure of the covariance matrix in a
repeated measures design. Following [9] (pp. 337-338), we used a univariate test
(Greenhouse-Geisser) to treat cases in which the sphericity was statistically satisfied,
while we used a multivariate test (Wilks’ Lambda) in the cases of significant violation
of the sphericity assumption.
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Table 2. Testing the differences in intensity ratings. JA=Japanese, SL=Sri Lankans,
US=Americans

Emotion Multivariate test Post hoc p-value Cultural diffs

Angry Significant JA-SL=0.896 US > SL

differences JA-US=0.756 p-value=0.043

p-value=0.032 SL-US=0.032

Fear No significant diff. No significant diff. No significant diff.

p-value=0.176

Happy Significant diff. JA-SL=0.021 JA > SL

differences JA-US=0.089 p-value=0.034

p-value=0.021 SL-US=0.742

Sad Significant diff. JA-SL=0.022 JA > SL

differences JA-US=0.976 p-value=0.012

p-value=0.041 SL-US=0.0876

Table 3. Testing the differences in the use of the 8 emotion labels

Emotion Univariate test Post hoc p-value Cultural diffs

Angry No significant No significant No significant

p-value=0.432 differences differences

Fear No Significant No significant diff. No significant

p-value=0.078 differences differences

Happy Significant diff. JA-SL=0.032 JA used the

p-value=0.022 JA-US=0.073 joyful label

SL-US=0.987 more than SL

Sad Significant diff. JA-SL=0.001 JA used the

p-value=0.033 JA-US=0.323 depressed label

SL-US=0.625 more than SL

For both analyses, when significant differences were detected by the multi-
variate test (p-value below 0.05), a post hoc test was conducted to better qualify
these differences. The results of this test are represented in the third column of
each table. This column indicates in which pairs of cultures a significant differ-
ence exists (p-value below 0.05). For these pairs, we applied a paired t-test to
assess if one culture used a higher intensity rating than the other. The results,
shown in the last column of Table 2, points out that the Japanese are more
likely than the Sri Lankans to associate a higher intensity to both happy and
sad postures. In the case of angry, it is the Americans who are more likely than
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the Sri Lankans to assign a higher intensity to these postures. We compared
these culture pairs in their use of the emotion labels. The results, shown in the
last column of Table 3, suggest that the Japanese again tended to use stronger
labels, i.e., joyful and depressed, than did the Sri Lankans. We can summarize
the results shown in these tables by saying that intensity plays an important
role in the way the 3 cultures will differently perceive the same affective avatar.

4 Grounding Cultural Differences in Posture Features

The final goal of the study was to ground the perceptual differences between the
3 cultures into a set of features describing the affective postures. Toward this
objective, we used the set of 24 low-level postural features (Table 4) proposed
in [24] to create a numerical description of our 108 postures. Hence we applied
the non-linear Mixture Discriminant Analysis (MDA) [12] modeling technique to
create a model for discriminating between affective postures on the basis of this
set of features. Using the MDA dimensions, it is possible to map the postures
onto a multidimensional discriminant space defined by the axes that maximize
the separation between groups and minimize the variance within groups.

For each culture, an MDA model was created using the 108 postures. Specifi-
cally, for each posture we used the vectors describing its postural features (com-
puted on the original motion capture data) and the most frequent emotion cate-
gory (4 categories) that was assigned by the observer of that culture to the avatar
associated with that posture. For each of the 3 models, the classification perfor-
mances are very high. The Japanese model correctly classifies (with respect to
the Japanese observers) 90% of the postures. The Sri Lankan model correctly
classifies (according to the Sri Lankan observers) 88% of the postures and the
American model correctly classifies (according to the American observers) 78%
of the postures.

Table 4. The table lists the set of posture features used. The “Code” column indicates
the feature codes used in the paper. The following short-cuts are used: L: Left, R:
Right, B: Back, F: Front

Code posture features Code posture features

V4 OrientationXY : B.Head - F.Head axis V5 OrientationY Z : B.Head - F.Head axis

V6 Distancez : R.Hand - R.Shoulder V7 Distancez : L.Hand - L.Shoulder

V8 Distancey: R.Hand - R.Shoulder V9 Distancey :L.Hand - L.Shoulder

V10 Distancex:R.Hand - L.Shoulder V11 Distancex:L.Hand - R.Shoulder

V12 Distancex:R.Hand - R.Elbow V13 Distancex:L.Hand - L.Elbow

V14 Distancex: R.Elbow - L.Shoulder V15 Distancex: L.Elbow - R.Shoulder

V16 Distancez : R.Hand - R.Elbow V17 Distancez :L.Hand - L.Elbow

V18 Distancey : R.Hand - R.Elbow V19 Distancey :L.Hand - L.Elbow

V20 Distancey : R.Elbow - R.Shoulder V21 Distancey:L.Elbow - L.Shoulder

V22 Distancez: R.Elbow - R.Shoulder V23 Distancez :L.Elbow - L.Shoulder

V24 OrientationXY : Shoulders axis V25 OrientationXZ : Shoulders axis

V26 OrientationXY : Heels axis V27 3D − Distance: R.Heel - L.Heel
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Table 5. The table shows the features selected by the 3 MDA models. The first and
the third columns indicate the set of features, the second and the fourth columns the
culture-models using them (Cults = cultures)

Selected features Cults. Selected features Cults.

V5-OrientationY Z : B.Head - F.Head JA,SL,US V6-Distancez : R.Hand - R.Shoulder JA

V11-Distancex:L.Hand - R.Shoulder JA,SL,US V8-Distancey : R.Hand - R.Shoulder JA

V15-Distancex: L.Elbow - R.Shoulde JA,SL,US V9-Distancey :L.Hand - L.Shoulder JA

V13-Distancex:L.Hand - L.Elbow JA,SL V17-Distancez :L.Hand - L.Elbow JA

V16 -Distancez : R.Hand - R.Elbow JA,SL V22-Distancez : R.Elbow - R.Shoulder SL

V7-Distancez : L.Hand - L.Shoulder SL,US V4-OrientationXY : B.Head - F.Head US

V18-Distancey : R.Hand - R.Elbow SL,US V20-Distancey : R.Elbow - R.Shoulder US

V25-OrientationXZ : Shoulders axis SL,US V26-OrientationXY : Heels axis US

As the models perform quite well, we can use them to ground the differences
between cultures on the features. Hence, we analyzed the equations of the dis-
criminant functions within each of the 3 MDA models, and extracted the set
of features that were identified by MDA as most relevant for the discrimination
process. We observed that the 3 models share only 3 features, while the overall
set of important features is different for each model. Table 5 shows the feature
sets for each culture. From this we can see that the Sri Lankans only have one
feature unique to their culture while the Japanese and Americans have several.
This discovery may indicate that the Sri Lankans are in the middle of the other
2 cultures in their way to perceive emotion from posture.

In evaluating the feature sets for each culture, one interesting finding was
that the arm stretched along the body (v6) and the head bent (v5) are necessary
features for the Japanese in recognizing sadness in the avatar. Indeed, v6 is
considered to be important only to the Japanese, and seems to reflect a typical
posture they frequently use to express saddness or remorse. Refer to postures 1
and 3 (from left to right) in Fig. 1(d) to see examples. However, while the other
2 cultures generally associated this type of posture to sadness, many avatars
with the face up and the hands close to the chest (a combination of v18 and v22)
were also considered as sad (Fig. 1(d) posture 4). We can see that this feature
is shared between the Sri Lankans and the Americans, while it is not considered
important by the Japanese. Another relevant finding is that the Japanese seem
to attribute happy to postures in which the arms remain close to the body’s
side (again v6), and both fear and happy when the arms are raised to mid-
level, whereas the Sri Lankans more often appear to consider these postures as
angry. In general, fear and angry for all 3 cultures consist of a wide variety of
postures (as referenced by Fig. 1(a)(b)), differing from a study by Paiva et al.
[19] in which angry is represented by a dynamic motion in which the avatar/doll
is moved rapidly forward and backward, and fear is associated with the hands
placed directly over the eyes. Specifically, in the case of fear for the Sri Lankans,
the elbow is always below the shoulder, and very low in the case of sad. This
feature, v22, is the single unique feature for the Sri Lankans. Furthermore, we
notice that when the Japanese associated a posture with fear, the Sri Lankans did
not agree. In fact, we see that angry was typically selected as the most frequent
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label by the Sri Lankans for these postures. This result seems to correlate to the
distance between the heels (refer to Fig. 1(b)) (v27), which is a feature shared
by the Japanese and the Sri Lankans, however, it appears to be used differently
within those cultures. We can see this difference in the Sri Lankan selected angry
postures, which have a wider stance and a tilted or turned head.

5 Conclusions

In this paper we have statistically evaluated the cultural differences between
Japanese, Sri Lankan, and American subjects in perceiving the emotional state
of an avatar’s body posture. When considering the frequency of label use for each
posture according to actor-intended emotion label, a fairly high agreement was
obtained between the 3 cultures, with the sad/depressed categories showing the
highest agreement. This may indicate the existence of a cross-cultural stereotype
for the sad emotion. In further analysis, significant cultural differences were ob-
served when considering intensity ratings, specifically, that the Japanese easily
assigned a stronger intensity to the animated body postures than did the other
cultures, which may support Scherer’s [23] findings discussed in the Introduc-
tion. These results were grounded into a set of low-level posture features from
which a separate model was created for each culture. We found that classifica-
tion rates were quite significant when testing these models on our set of affective
avatars, and moreover, that each culture considers different features important
for recognizing affective postures. To further evaluate our findings, the next goal
is to examine the interaction between posture features and to collect a larger
set of postures for each nuance (8 labels) of the emotions to also ground the
differences in emotional intensity onto postural features.
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Abstract. We describe a system that recognizes physiological data of
users in real-time, interprets this information as affective states, and re-
sponds to affect by employing an animated agent. The agent assumes
the role of an Empathic Companion in a virtual job interview scenario
where it accompanies a human interviewee. While previously obtained re-
sults with the companion with were not significant, the analysis reported
here demonstrates that empathic feedback of an agent may reduce user
arousal while hearing interviewer questions. This outcome may prove
useful for educational systems or applications that induce user stress.

1 Introduction

Computers sensing users’ physiological activity are becoming increasingly pop-
ular in the human–computer interface and user modeling communities, partly
because of the availability of affordable high-specification sensing technologies,
and also due to the recent progress in interpreting physiological states as affective
states or emotions [10]. The general vision is that if a user’s emotion could be
recognized by the computer, human–computer interaction would become more
natural, enjoyable, and productive. The computer could offer help and assistance
to a confused user or try to cheer up a frustrated user, and hence react in ways
that are more appropriate than simply ignoring the user’s affective state as is
the case with most current interfaces.

Our particular interest concerns interfaces that employ animated or embodied
agents as interaction partners of the user. By emulating multi-modal human–
human communication and displaying social cues including (synthetic) speech,
communicative gestures, and the expression of emotion, those agents may trigger
social reactions in users, and thus implement the “computers as social actors”
metaphor [14]. This type of social and affect-aware interface has been demon-
strated to enrich human–computer interaction in a wide variety of applications,
including interactive presentations, training, and sales [2, 12].

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 60–69, 2005.
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In this paper, we propose an interface that obtains information about a user’s
physiological activity in real-time and provides affective feedback by means of an
embodied agent. The interface is intended to respond to the user’s emotion by
showing concern about user affect, sometimes called empathic (or sympathetic)
behavior. Empathic interfaces may leave users less frustrated in the case of a
stressful event related to the interaction [5]. Potential application fields include
software (assuming unavoidable software-related failures), computer-based cus-
tomer support, and educational systems. The web-based (virtual) job interview
scenario described here serves as a simple demonstrator application that allows
us to discuss the technical issues involved in real-time emotion recognition as
well as the implementation of an empathic agent. In this paper, we will extend
and complement our previous investigations on empathic agents.

– Virtual Quizmaster. An agent providing empathic feedback to a deliberately
frustrated user can significantly reduce user arousal or stress when compared
to an agent that ignores the user’s frustration [13].

– Empathic Companion. An empathic agent has no overall positive effect on
the user’s interaction experience in terms of lower levels of arousal [11].

The rest of this paper is organized as follows. In Sect. 2, we describe related
work. Section 3 is dedicated to introducing the Empathic Companion. There, we
first describe our system for real-time emotion recognition, and then explain how
physiological signals are mapped to named emotions. The final part of Sect. 3 dis-
cusses the decision-theoretic agent that is responsible for selecting the Empathic
Companion’s actions. In Sect. 4, we illustrate the structure an interaction with
the Empathic Companion in the setting of a virtual job interview, and provide
new results of an experiment that recorded users’ physiological activity during
the interaction. Section 5 concludes the paper.

2 Related Work

There are various research strands that share the methodology and motivation of
our approach to affective and empathic interfaces. The tutoring system developed
by Conati [3] demonstrates that the user’s physiological state can play a key
role in selecting strategies to adapt an educational interface. When the user’s
frustration is detected, an interface agent can try to undo the user’s negative
feeling. Bickmore [1] investigates empathic agents in the role of health behavior
chance assistants that are designed to develop and maintain long-term, social-
emotional relationships with users, so-called ‘relational agents’.

The investigation of Klein et al. [5] is most closely related to our work on
empathic interfaces. They describe the design and evaluation of an interface im-
plementing strategies aimed at reducing negative affect, such as active listening,
empathy, sympathy, and venting. The resulting affect–support agent used in a
simulated network game scenario could be shown to undo some of the users’
negative feelings after they have been deliberately frustrated by simulated net-
work delays inserted into the course of the game. The Emphatic Companion
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interface differs from the one used in [5] in two aspects. First, the user in our
system is given feedback in a more timely fashion, i.e. shortly after the emotion
actually occurs, and not after the interaction session, in response to the sub-
ject’s questionnaire entries. While providing immediate response to user affect
is certainly preferable in terms of natural interaction, it assumes that affect is
processed in real-time. Hence, in order to assess a user’s emotional state online,
we implemented a system that takes physiological signals of the user during the
interaction with the computer.

Second, affective feedback to the user is communicated by means of an em-
bodied agent, rather than a text message. Although the study of Klein and co-
workers [5] supports the argument that embodiment is not necessary to achieve
social response, it has been shown that embodied characters may boost the ten-
dency of people to interact with computers in a social way [12].

3 The Empathic Companion

The Empathic Companion is an embodied agent that was developed in the con-
text of a web-based job interview scenario (Fig. 1), where it addresses the user’s
emotion resulting from an interview situation (see also the ‘affective mirror’ in
[10, p. 86]). Being interviewed is likely to elicit emotions in the user, especially
when the interviewer (Fig. 1, left) asks potentially unpleasant or probing ques-
tions, such as “What was your final grade at university?” or “Are you willing
to work unpaid overtime?”, and comments pejoratively upon the interviewee’s
(i.e. the user’s) unsatisfactory answer. In order to emphasize the training aspect
of the interview situation, the user is led by a companion agent (Fig. 1, right)
that addresses the user’s (negative) emotions by giving empathic feedback, e.g.

Fig. 1. Job Interview Scenario
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“It seems you did not like this question so much” or “Maybe you felt a bit bad
to be asked this kind of question”. The user is told that the companion is in-
visible to the interviewer and present for his or her comfort only. Although a
web-based (virtual) interview cannot induce the stress level of a face-to-face or
phone interview, it provides a convenient training platform for job seekers.

3.1 System Architecture

Since the Empathic Companion application assumes real-time emotion recogni-
tion, the system architecture depicted in Fig. 2 has been implemented on the
Windows XP platform.

Data Capturing and Processing. The user is attached to sensors of the Pro-
Comp+ unit [15]. The ProComp+ encoder allows to use input from up to eight
sensors simultaneously. Currently, we only use galvanic skin response (GSR)
and electromyography (EMG) sensors. Data capturing is achieved by a module
written in Visual C++ that employs the ProComp+ data capture library.

When prompted by the application (i.e. interface events), the Data Process-
ing component retrieves new data every 50 milliseconds, stores and evaluates
them. Given the baseline information for skin conductance (GSR signal) and
muscle activity (EMG signal), changes in physiological activity are computed
by comparing the current mean signal values to the baseline value. The baseline
is obtained during a relaxation period preceding the interaction. The current
mean value is derived from a segment of five seconds, the average duration of
an emotion [7]. If skin conductance is 15–30% above the baseline, is assumed as
“high”, for more than 30% as “very high”. If muscle activity is more than three
times higher than the baseline average, it is assumed as “high”, else “normal”.
Emotions are hypothesized from signals using a Bayesian network, as part of the
decision network discussed below.

Fig. 2. System architecture
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Fig. 3. Simple decision network

User Interface. The User Interface component contains the job interview sce-
nario and runs under Internet Explorer 5.5 (or higher). It is written in HTML
and JavaScript and utilizes the Microsoft Agent package [8] to control the ver-
bal and non-verbal behavior (such as gestures or facial displays) of characters.
This package includes an animation engine to trigger about 50 pre-defined 2D
animation sequences and a text-to-speech engine.

Decision-theoretic Agent. A decision network is used to combine bio-signals
and other facts about the interaction, and relate them to emotions as well as
agent decisions (see Fig. 3). The decision-theoretic agent will be discussed in
Sect. 3.3. Before that, we will explain the modeling and interpretation of the
user’s physiological activity as emotions.

3.2 Relating Physiological Signals to Emotions

Lang [6] claims that all emotions can be characterized in terms of judged valence
(pleasant or unpleasant) and arousal (calm or aroused), and therefore named
emotions can be identified as coordinates in the arousal–valence space. For in-
stance, the “Angry” emotion is located in the ‘arousal=high’&‘valence=negative’
segment. The relation between physiological signals and arousal/valence is es-
tablished in psychophysiology that argues that the activation of the autonomic
nervous system changes while emotions are elicited [7]. The following two signals
have been chosen for their high reliability (other signals are discussed, e.g. in
[10]). Galvanic skin response (GSR) is an indicator of skin conductance (SC),
and increases linearly with a person’s level of overall arousal. Electromyography
(EMG) measures muscle activity and has been shown to correlate with negatively
valenced emotions [6].
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3.3 Decision-Theoretic Agent

The decision-theoretic agent is responsible for deriving the user’s emotion given
physiological data and the valence of the user’s answer (to the question of the
interviewer), and to suggest an appropriate action. The agent is implemented
with Netica [9], a software package that allows solving decision problems and
provides convenient tools, including an API in Java.

The decision network depicted in Fig. 3 represents a simple decision problem.
A decision-theoretic agent selects actions that maximize the outcome in terms
of some utility function [4]. The subnet consisting only of chance nodes is the
Bayesian network used to derive the user’s emotional state. It relates physiolog-
ical signals (GSR, EMG) and the user’s answer to arousal and valence which
are employed to infer the user’s emotional state by applying the model of Lang
[6]. The probabilities have been set in accord with the literature (whereby the
concrete numbers are made up). “Relaxed (happiness)” is defined by the ab-
sence of autonomic signals, i.e. no arousal (relative to the baseline), and positive
valence. “Joyful” is defined by increased arousal and positive valence, whereas
“Frustrated” is defined by increased arousal and negative valence. The node
“Answer” in the network represents situations where the user gives a ‘positive
answer’ (that satisfies the interviewer’s question) or a ‘negative answer’ (that
does not satisfy the interviewer’s question). This (‘non-physiological’) node was
included to the network in order to more easily hypothesize the user’s positive
or negative appraisal of the question, as the user’s EMG value changes (in this
application) are often too small to evaluate valence.

Besides nodes representing probabilistic events in the world (chance nodes),
decision networks contain nodes representing agent choices (decision nodes), and
the agent’s utility function (utility or value node). The utility function is set to
the effect that negatively aroused users receive empathic feedback, by assum-

Table 1. Example responses of the Empathic Companion

Actions Example Response

Show
Empathy

The agent displays concern for a user who is aroused and has a
negatively valenced emotion, e.g. by saying “I am sorry that you
seem to feel a bit bad about that question”.

Encourage If the user is not aroused, the agent gives some friendly comment,
e.g. by saying “You appear calm and don’t have to worry. Keep
going!”.

Ignore The agent does not address the user’s emotion, and simply refers
to the interview progress, by saying, e.g. “Let us go on to the next
question”.

Congratulate If the agent detects that the user is aroused in a positive way, it
applauds the user (“Well done!”, “Good job! You said the right
thing”, etc.).
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ing that negative states are a hindrance to performing successfully in stressful
situations (including interviews).

Table 1 lists some responses of the Empathic Companion associated to the
action types (see also Fig. 3). The actual implementation of the job interview
scenario provides linguistic variations for each response category. If the advisor
type is supportive, the utility function is set to respond to the user’s affective
state. “Advisor Type” is a deterministic (rather than chance) node that allows
us to characterize the agent as supportive or non-supportive. If set to “Not
Supportive”, the “Ignore” action is selected for all inputs. This node is needed
to compare empathic vs. non-empathic versions of the companion.

4 Interacting with the Empathic Companion

In an interaction session with the Empathic Companion, the user is seated in
front of a computer running the job interview, with the GSR sensors attached
to two fingers of the non-dominant hand, and the EMG sensors attached to the
forearm of the same body side. The baseline for subsequent bio-signal changes is
obtained during an initial relaxation period of one minute, where the user listens
to music from Caf del Mar (Vol. 9), as the mean of GSR and EMG values.

4.1 The Structure of the Interview

An interview session is composed of (interview) episodes, whereby each episode
consists of four segments (see below). The entire interview session contains ten
episodes, and concludes with the interviewer agent’s acceptance or rejection of
the user as a new employee of the company, depending on how many ‘credits’
the user could collect.

– Segment 1 : The interviewer agent asks a question, e.g. “Tell me about your
previous work experience”.

– Segment 2 : The user chooses an answer from the set of given options (see
Fig. 1, lower part), by clicking on the button next to the selected answer,
e.g. the user admits the lack of experience by clicking the lower button.

– Segment 3 : The interviewer responds to the user’s answer, e.g. “Then you
are not the kind of person we are looking for” or “I am happy to hear that
you have extensive experience in the field”.

– Segment 4 : The companion agent responds to the emotion derived from the
data gathered during the third segment and the user’s answer given in the
second segment.

4.2 Exploratory Study

While a questionnaire method is certainly possible to evaluate the impact of the
Empathic Companion agent, we are using physiological data to assess the user’s
perception of the interface. A signal processor has been developed in-house that
reads users’ skin conductance (SC) and heart rate (HR). Like EMG, HR also
correlates with negative emotions and Lang’s [6] model can be applied.
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Observe that unlike the experiment reported in [13], tight experimental con-
trols are not practicable in the job interview application as the interaction is not
designed to invoke specific emotions at specific moments. In particular, depend-
ing on their answers to the interviewer’s questions, users may receive positive
or negative feedback. Facing a comparable situation – users’ physiological re-
sponses to different web page designs – Ward and Marsden [16] thus propose
to compare signal values for whole interaction periods rather than for specific
interface events.

Fig. 4. SC data of one subject

Following this paradigm, we ini-
tially hypothesized that, averaged
over the entire interview period (see
Fig. 4), the presence of a (support-
ive) Empathic Companion will have
users with lower levels of arousal
and less negatively valenced affective
states. As the control condition, the
“Not Supportive” advisor type was
used, where the “Ignore” action is
always selected. However, no signifi-
cant results could be obtained.

The main reason might be that
the user interacts with the inter-
viewer rather than the empathic
agent most of the time. Other pos-
sible reasons include: (i) The responses intended to have a calming effect on the
user might actually not do so; (ii) heart rate might not be a reliable indicator of
negative valence for all users; (iii) a measurement spanning the whole interaction
period is too coarse.

Extending the analysis of [11], a more fine-grained data analysis has been
carried out, based on an affective concept that we call “anticipatory emotion”.
This type of emotional response occurs when a person expects a certain event to
happen that will likely elicit a particular emotion. In the interview scenario a user
might be assumed to experience stress when being asked a question for which he
or she will not be able to give a satisfying answer. In order to investigate the effect
of the Empathic Companion on subjects’ anticipatory emotion, we compared
the normalized SC and HR data from the period when the interviewer asks the
question (Segment 1) for the “Supportive” and “Not Supportive” versions of the
Empathic Companion application, abbreviated as Em and NEm, respectively.

In the study subjects are connected both to the GSR sensors of the Pro-
Comp+ unit with the first two fingers of their non-dominant hand,1 and to our
in-house encoder that provides a wristband for SC and an ear-clip to measure
HR. Participants were 10 staff and students from the University of Tokyo, aged
23–40, who were randomly assigned to the two versions (5 subjects in each).

1 For simplicity, the EMG sensors have not been used.
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Fig. 5. Normalized SC data for anticipatory emotion

The result for SC is depicted in Fig. 5. Here the t-test (two-tailed, assum-
ing unequal variances) demonstrates a significant effect of the companion in the
“Supportive” (Em) version (t(8) = −5.49; p = 0.0002). The companion display-
ing empathy effects a decrease in the subject’s arousal level for the period of
being questioned by the interviewer, which eventually stabilizes at the baseline
level. On the other hand, when the companion ignores the subject’s emotion, the
arousal level increases over the interview session. In the case of HR, the average
(normalized) value is even higher in the Em version than in the NEm version
(contrary to our expectation). Hence the core finding of the experiment can be
stated as: Users (as interviewees) receiving empathic feedback are significantly
less aroused when hearing the interviewer’s questions, independently of whether
they are able to give a satisfying answer or not.

In summary, the results of the experiment indicate that while an overall
positive effect of the Empathic Companion cannot be shown, the presence of an
agent that ‘cares’ can have a positive effect on the way users perceive questions
in terms of lower levels of arousal (or stress).

5 Conclusions

This paper describes the Empathic Companion, an animated agent based inter-
face that takes physiological signals of the user in real-time, models and inter-
prets them as affective states, and addresses user emotions derived from those
signals. A virtual job interview serves as an exploratory application that can be
seen as an instance of stress-inducing interaction scenarios such as educational
or training interfaces.

While results of statistical relevance of the Empathic Companion could not
be obtained for the whole interview period [11], interestingly, empathic feed-
back is shown to have a significant impact on users’ arousal level while being
queried. This result relates to the importance of the timing of data assessment
in emotion recognition [7] – when an emotion occurs. The Empathic Companion
only responds to a user’s emotional reaction that happens when the interviewer
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responds to the user’s answer to the interviewer question. A more advanced
system, however, must allow to react user emotion in a more flexible manner.

The study described in this paper was not designed to test a model of emotion
recognition but employed a widely used two-dimensional emotion theory [6].
Future work will be directed toward a richer emotion model that takes into
account situational and task-specific parameters of emotion elicitation during
human–computer interaction.
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Abstract. This paper presents a model for pedagogical agents to use the learner’s 
attention to detect motivation factors of the learner in interactive learning envi-
ronments. This model is based on observations from human tutors coaching 
students in on-line learning tasks. It takes into account the learner’s focus of at-
tention, current task, and expected time required to perform the task. A Bayesian 
model is used to combine evidence from the learner’s eye gaze and interface 
actions to infer the learner’s focus of attention. Then the focus of attention is 
combined with information about the learner’s activities, inferred by a plan 
recognizer, to detect the learner’s degree of confidence, confusion and effort. 
Finally, we discuss the results of an empirical study that we performed to 
evaluate our model. 

1   Introduction 

Animated pedagogical agent technology seeks to improve the effectiveness of intelli-
gent tutoring systems, by enabling them to provide various interactive actions in more 
natural and engaging ways. However, work to date has focused mainly on improving 
the output side of the interface, through the inclusion of expressive, lifelike behaviors 
[2]. The focus of the work described in this paper is on the input side, to enable the 
agent to track the learner’s activities and focus of attention, so that it can detect the 
learner’s motivational factors such as confidence and confusion. 

Our approach involves monitoring of the learner’s activities - both interface actions 
and focus of eye gaze. It infers the learner’s focus of attention using a Bayesian model 
[5], which allows reasoning under uncertainty with various sources of information. And 
it combines the method for tracking learner focus of attention with a plan recognition 
capability for interpreting the learner’s actions and forming expectations of future ac-
tions. Our particular motivation for conducting this work is to create pedagogical 
agents that are able to interact with learners in more socially appropriate ways, sensitive 
to rules of politeness and etiquette and able to influence the learner motivational as well 
as cognitive state [3, 4]. 
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2   Background Tutoring Studies 

In an earlier study, we investigated how human tutors coach learners while interacting 
with Virtual Factory Teaching Systems (VFTS) [1, 4], an on-line factory system for 
teaching industrial engineering concepts and skills. We found that tutors used the fol-
lowing types of information, observed and inferred the learner motivation: 

• The task that the learner was expected to perform next.  
• The learner’s focus of attention. 
• The learner’s self-confidence, inferred from the questions the learner asked. 
• The learner’s effort expended, as evidenced by the amount of time that the learner 

spent reading the tutorial and carrying out the tasks described there. 

We therefore designed the user interface of our new system to enable an agent to have 
access to sufficient information about the learner, her/his activities, cognitive and mo-
tivational state. The new interface includes three major components: 

• The VFTS interface, which reports each keyboard entry and mouse click that the 
learner performs on it. 

• WebTutor, which is an on-line tutorial used to teach learner instruction and con-
cepts of industrial engineering. 

• Agent window, in which the left part of this window is a text window used to 
communicate with the agent (or a human tutor in Wizard-of-Oz mode) and the 
right part is an animated character that is able to generate speech and gestures. 

The input devices consist of keyboard, mouse, and a small camera focused on the 
learner’s face. This interface thus provides information that is similar to the information 
that human tutors use in tracking learner activities. 

3   Description of Our Model 

Our model includes four components for pedagogical agent to access the learner’s 
focus of attention and track the learner’s activities to detect the learner’s motivation. 

• WebTutor provides information about what task the learner is working on, as well 
the actions the learners perform as they read through the tutorial. 

• The plan recognizer in VFTS monitors the learner’s actions and tracks learner 
progress through the task. 

• The focus of attention model takes input from the WebTutor interface, the VFTS 
interface and Agent interface as well as eye gaze information, in order to infer 
learner focus of attention. 

• The detection model calculates the learner motivational factors based on outputs 
from focus of attention model and plan recognizer. 

These four components can provide agents with capabilities to gather information 
about the learners’ states and their expected tasks. Therefore agents are able to track 
learner attention and detect the learners’ motivation. 
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3.1   Tracking Learner Focus of Attention Under Uncertainty 

Information about eye gaze is extremely useful for detecting user focus of attention. In 
our system we want an eye tracking approach that is unobtrusive, that requires no 
special hardware and no calibration. We use a program developed by Larry Kite in the 
Laboratory for Computational and Biological Vision at USC to track eye gaze. It es-
timates the coordinates on a video display that correspond to the focus of gaze. The 
agent uses two types of information to infer the learner’s focus: (1) information with 
certainty, i.e., mouse click, type and scroll window events in VFTS, WebTutor and 
Agent Window, and (2) information with uncertainty, namely data from eye track 
program and inferences about current state based upon past events. Then agents use 
Dynamic Bayesian Networks (DBNs) to infer the learner’s focus of attention based on 
various sources of information. 

3.2   Plan Recognition System 

To help pedagogical agents track learner activities, we need to be able to track the 
learner’s actions as well as track the learner’s focus. We developed a plan recognition 
system to track learner actions and progress. The plan recognition system has four main 
components: .NET server, Student Interaction Database (SID), Plan Library and Action 
Pattern file in VFTS. The .NET server has two services: data service and agent service. 
All student interaction data in VFTS are captured and encoded into SOAP messages, 
sent to the data service and then saves it to SID. Interaction data represent learner action 
on the current object in the VFTS. An object in VFTS could be a textfield, a tab panel or 
a combobox. Interaction data include mouse clicks, mouse movements and keyboard 
input. A plan in the plan library consists of a list of tasks the user needs to achieve given 
a tutorial or problem. The VFTS action pattern XML file defines the actions a user 
could perform in VFTS. 

3.3   Utilizing Focus of Attention 

The above analyses make it possible for the agent to track learner’s attention and ac-
tions. There are many factors that influence learner’s motivation. We focus here on the 
learner’s confidence, confusion and effort, factors that were shown to be important in 
the background tutor studies. 

• Confidence represents the confidence of learners in solving problems in the 
learning environment. The learner’s confidence is modeled as one of three levels: 
High, Normal and Low.  

• Confusion reflects the learner’s failing to understand the tutorial or deicide how 
to proceed in the VFTS. A learner with high confusion is most likely to be stuck 
or frustrated. 

• Effort is the duration of time that the learner spends on performing tasks. It is an 
important indicator of intrinsic motivation in learners, and expert human tutors 
often praise learners for expending effort even when they are not successful. 
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4   Evaluation and Conclusion 

To evaluate our method, we designed and conducted an experimental study. With new 
interfaces and models, we ran 24 subjects at the University of California at Santa 
Barbara. The 24 participants were all undergraduate students. Most of them had 
computer skills but little or no knowledge of industrial engineering. With the human 
tutor's observation as the baseline, the recognition accuracies of our model are 82% for 
confidence, 76.8% for confusion, and 76.3% for effort. With the learner’s self-reports 
as the baseline, the recognition accuracies dropped to 70.7%, 75.6% and 73.2% for the 
learner’s motivation. In conclusion, we can say that the results of our evaluation suggest 
that such model can provide agents accurate information about learner’s motivation. It is 
possible for pedagogical agents to detect learner’s motivation with confidence and pro-
vide learner with proactive help in order to motivate the learner’s learning.  

Furthermore we wish to extend the user monitoring capability to handle a wider 
range of ambiguous contexts. Based upon these results, pedagogical agent can then 
interact with learners through a conversational system in more socially appropriate 
ways. 
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Abstract. In this paper we introduce an effective mechanism for obtain-
ing computer games of high interest (i.e. satisfaction for the player). The
proposed approach is based on the interaction of a player modeling tool
and a successful on-line learning mechanism from the authors’ previous
work on prey/predator computer games. The methodology demonstrates
high adaptability into dynamical playing strategies as well as reliability
and justifiability to the game user.

1 Introduction

In [6], we introduced an efficient generic measure of interest of predator/prey
computer games. We also presented a robust on-line (i.e. while the game is
played) neuro-evolution learning mechanism capable of increasing the game’s
interest at high levels while the game is being played. The test-bed used for
these experiments was the well-known Pac-Man computer game.

In the work presented here, we attempt to study the player’s contribution to
the emergence of interest of the aforementioned computer game. We do that by
investigating a Player Modeling (PM) mechanism’s impact on the game’s interest
when it is combined with the aforementioned on-line learning procedure. More
specifically, we use Bayesian Networks (BN), trained on computer-guided player
data, as a tool for inferring appropriate parameter values for the chosen on-line
learning (OLL) mechanism. Results obtained show that PM positively affects the
OLL mechanism to generate games of higher interest for the player. In addition,
this PM-OLL combination, in comparison to OLL alone, demonstrates faster
adaptation to challenging scenarios of frequent changing playing strategies.

2 Player Modeling in Computer Games

Player modeling in computer games and its beneficial outcomes have recently
attracted the interest of a small but growing community of researchers and game
developers. Houlette’s [4] and Charles’ and Black’s [1] work on dynamic player
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modeling and its adaptive abilities in video games constitute representative ex-
amples in the field.

Bayesian networks [5] provide a comprehensive means for effective represen-
tation of independent assumptions and a mechanism for effective inference under
conditions of uncertainty. In the field of PM, BN can cope with uncertainty on
the model of the player, allowing for inference on the class variable given a subset
of the input features, rather than a complete representation of them.

3 The Pac-Man Game

The test-bed studied is a modified version of the original Pac-Man computer
game released by Namco. The player’s (PacMan’s) goal is to eat all the pellets
appearing in a maze-shaped stage while avoiding being killed by the four Ghosts.
For the experiments presented here, the game field (i.e. stage) is a 19 × 29 grid
maze where corridors are 1 grid-cell wide.

Three fixed Ghost-avoidance and pellet-eating strategies for the PacMan
player, differing in complexity and effectiveness are used (see [6]). Each strat-
egy is based on decision making applying a cost or probability approximation
to the player’s four neighbor cells (i.e. up, down, left and right). On the other
hand, a multi-layered fully connected feedforward neural controller is employed
to manage the Ghosts’ motion.

4 Interest Metric

In order to find an objective estimate of interest in the Pac-Man computer game
we first need to define the criteria that make a game interesting. Then, second,
we need to quantify and combine all these criteria in a mathematical formula.
The three criteria, presented in [6], which collectively define interest for the
Pac-Man game, are briefly as follows.

1. When the game is neither too hard nor too easy.
2. When there is diversity in Ghosts’ behavior over the games.
3. When Ghosts’ behavior is aggressive rather than static.

The metrics (as presented in [6]) for the three criteria are given by T (challenge
metric; based on the difference between maximum and average player’s lifetime
over N games — N is 50 in this paper), S (diversity metric; based on standard
deviation of player’s lifetime over N games) and E{Hn} (aggressiveness met-
ric; based on stage grid-cell visit average entropy of the Ghosts over N games)
respectively. All three metrics are combined linearly (1)

I =
γT + δS + εE{Hn}

γ + δ + ε
(1)

where I is the interest value; γ, δ and ε are criterion weight parameters (γ =
1, δ = 2, ε = 3 in this paper). The metric given by (1), can be effectively applied
to any predator/prey computer game (e.g. see [7]) because it is based on generic
quantitative features of this genre of games.
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5 On-line Learning

On-line learning (see [6] for more details) is a genetic search mechanism based on
the idea of Ghosts that are reactive to any player’s behavior and learn from its
strategy instead of being the predictable and, therefore, uninteresting characters
that exist in all versions of this game today. The OLL parameters ev (simulation
time for the evaluation of each group of Ghosts) and pm (probability of mutation)
strongly influence the performance of the mechanism. Naive selection of these
values may result in disruptive phenomena on the Ghosts’ behavior through the
mutation operator. Sect. 6 presents a BN-based mechanism designed to lead to
more careful OLL parameter value selection and furthermore to an increasingly
interesting game.

6 PM-OLL Mechanism

This work’s target is to investigate whether player modeling can contribute to
the satisfaction of the player. Towards this aim we combine PM, by the use of
BN, with the OLL algorithm to form the PM-OLL mechanism presented here.
The two mechanisms’ interaction flows through the OLL parameters which are
set by inferences from the PM mechanism.

In order to construct a model of the player we have considered the following
features obtained from a play of 10 games: 1) Score; 2) time played; 3) grid-cell
visits entropy of the player — this metric corresponds to the player’s aggressive-
ness; 4) initial interest of the game; 5) relative interest difference after 10 games;
6) ep; and 7) pm.

Our objective, given that we desire maximum interest change in the game,
is to find the optimal values for the features pm and ep that correspond to the
player input variables. The BN which embodies the PM mechanism, is trained
off-line on feature instances obtained by multiple simulation runs within a fixed
set of empirically selected and representative ev and pm values.

7 Results and Analysis

For PM in our test-bed we used the Bayesian Network Augmented Näıve Bayes
(BAN), by Cheng et al. [2]. For the BN training we have utilized the Bayesian
scoring function [3] which provides a metric of relation among two candidate
networks. Upon completion of the BN structure learning mechanism, the Expec-
tation Maximization (EM) algorithm is used in order to estimate the parameters
of the conditional probability table.

7.1 Adaptability Test

In order to test a learning mechanism’s ability to adapt to a changing environ-
ment, the following experiment is proposed. Beginning from five significantly dif-
ferent (by means of interest) initial behaviors we apply the examined mechanism
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against a specific PacMan type. During the on-line process we keep changing the
PacMan type every 20 games played. The process stops after 60 games when all
three types of player have played the game. These thirty (6 different player type
sequences times 5 different initial behaviors) experiments (scenarios) illustrate
the overall picture of the mechanism’s behavior against any sequence of the fixed
strategy PacMan types.

7.2 Comparative Study

In [6], we empirically chose the OLL parameters to be pm =0.02 and ep =50.
Our empirical hypothesis is well supported by a sensitivity analysis based on ex-
periments with all combinations of pairs of (pm, ep) fixed set parameters values.
Results obtained — which are not presented analytically due to space consid-
erations — show that the (0.02, 50) values constitute the most appropriate pair
of fixed OLL parameters and, therefore, are selected for all experiments in this
paper.

To test the PM impact on the OLL mechanism’s ability to generate games of
high interest we apply the adaptability test for the OLL alone (fixed parameter
values — pm = 0.02, ep = 50) and for the PM-OLL approach. For the latter,
player modeling occurs every 10 games inferring values for pm and ep. Fig. 1
shows that the PM-OLL mechanism is able to generate more interesting games
than the OLL mechanism in 23 out of 30 playing scenarios examined; in 12 of
these cases the difference is statistically significant.
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Fig. 1. Adaptability test: average interest values and interest intervals

7.3 Randomness Testing

In order to assess the truth of the hypothesis that random selection of the set
of pm and ep values, instead of BN produced values, has a better impact on the
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generated interest value, we apply the adaptability test for PM-OLL where pm

and ep values are picked randomly. The test is conducted for all thirty scenar-
ios. In 27 out of 30 cases examined, the random fashion of selecting values for
pm and ep generates lower average interest value than the interest value gener-
ated by PM-OLL (in 16 cases the difference is statistically significant). These
results imply that appropriate selection of OLL parameter values correlates to
the improvement of the player’s satisfaction.

8 Conclusions

Successful applications of the on-line learning approach [6, 7] have already shown
the mechanisms’ robustness in generating computer games of higher interest
and fast adaptability to changing playing strategy situations. In this paper we
demonstrated a PM mechanism’s positive impact on the generation of more
interesting games. Moreover, the proposed PM-OLL mechanism shows game
reliability since it demonstrates adaptive behaviors in the scale of decades of
games played and it is computationally inexpensive (1-3 seconds of CPU time
for the BN to infer OLL parameter values; few milliseconds for the OLL to
evaluate the Ghost population on-line). The subsequent step of this work is to
discover whether the interest value computed by (1) for a game correlates with
human judgement of interest. Preliminary results on a survey with a statistically
significant sample of human subjects show that human players’ notions of interest
of the Pac-Man game are highly correlated with the proposed measure of interest.
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Abstract. This paper presents an evaluation study that measures the effect of 
modifying feedback generality in an Intelligent Tutoring System (ITS) based on 
Student Models. A taxonomy of the tutor domain was used to group existing 
knowledge elements into plausible, more general, concepts. Existing student 
models were then used to measure the validity of these new concepts, 
demonstrating that at least some of these concepts appear to be more effective at 
capturing what the students learned than the original knowledge elements. We then 
trialled an experimental ITS that gave feedback at a higher level. The results 
suggest that it is feasible to use this approach to determine how feedback might be 
fine-tuned to better suit student learning, and hence that learning curves are a 
useful tool for mining student models. 

1   Introduction 

Analysing adaptive educational systems such as Intelligent Tutoring Systems (ITS) is 
hard because the students’ interaction with the system is but one small facet of their 
education experience. Pre- and post-test comparisons provide a rigorous means of 
comparing two systems, but they require large numbers of students and a sufficiently 
long learning period. The latter confounds the results unless it can be guaranteed that 
the students do not undertake any relevant learning outside the system being 
measured. Further, such experiments can only make comparisons at a high level: 
when fine-tuning parts of an educational system (such as the domain model), a large 
number of studies may need to be performed. In this research we explored using a 
more objective measure of domain model performance, namely learning curves, to see 
if we could predict what changes could be made at the level of individual knowledge 
elements (concepts), or sets of concepts, to improve student performance. 

A key to good performance in an ITS is its ability to provide the most effective 
feedback possible. Feedback in ITS’ is usually very specific. However, in some 
domains there may be low-level generalisations that can be made where the 
generalised concept is more likely what the student is learning. For example, 
Koedinger and Mathan [2] suggest that for their Excel Tutor, one of the cognitive 
tutors [1], the concept of relative versus fixed indexing is independent of the direction 
the information is copied; this is a generalisation of two concepts, namely horizontal 
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versus vertical indexing. We hypothesised that this might be the case for our tutor 
(SQL-Tutor), which contains of a set of rules (constraints) that represent the concepts 
of the model. For example, an analysis of the feedback messages found that often they 
are nearly the same for some groups of rules. Other rules may differ only by the 
clause of the SQL query in which they occur (for example, the WHERE and 
HAVING clauses of an SQL query have substantially similar rule sets). 

Some systems use Bayesian student models to represent students’ knowledge at 
various levels (e.g. [10]) and so theoretically they can dynamically determine the best 
level to provide feedback, but this is difficult and potentially error-prone: building 
Bayesian belief networks requires the large task of specifying the prior and 
conditional probabilities. We are interested in whether it is possible to infer a set of 
high-level rules that generally represent concepts being learned while avoiding the 
difficulty of building a belief network, by analysing past student model data to 
determine significant subgroups of rules that represent such concepts. 

One method of analysing rules is to plot learning curves: if the objects being 
measured relate to the actual concepts being learned, we expect to see a “power law” 
between the number of times the object is relevant and the proportion of times it is 
used incorrectly [8]. Learning curves can be plotted for all rules of a system to 
measure its overall performance. In [2] Koedinger and Mathan used learning curves to 
argue that differences in learning existed between a specific “six-rule” and a more 
general “four-rule” model of the Excel domain. Learning curves can also be used to 
analyse groups of objects within a system, or to “mine” the student models for further 
information. We used this latter approach to try to determine which groups of domain 
rules appear to perform well when treated as a single rule. To decide which rules to 
group, we used a (man-made) taxonomy of the learning domain [3], and grouped rules 
according to each node of the taxonomy. This enabled us to measure how well the 
rules, when combined into more general rules of increasing generality, still exhibited 
power laws, and hence represented a concept that the students were learning. We then 
used this information as the basis for building a new version of the domain model 
where feedback was now given when students violated one of a set of rules that 
describes the new concept, rather than giving feedback specific to each individual 
rule. We then compared the performance of this system with that of the original SQL-
Tutor. 

In the next section we describe the system we used in the study, and the two 
different versions of it that utilise the two feedback strategies. In Section 3 we present 
our hypotheses and discuss how we used the student models to predict the 
performance of groups of rules. Section 4 presents the results, while the conclusions 
are given in Section 5. 

2   SQL-Tutor 

The goal of this project is to investigate whether we can predict the effectiveness of 
different levels of feedback by observing how well the underlying group of rules 
appears to measure a single concept being learned. We performed an experiment in 
the context of SQL-Tutor, an intelligent tutoring system that teaches the SQL 
database language to university-level students. For a detailed discussion of the 
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system, see [4, 5]; here we present only some of its features. SQL-Tutor consists of an 
interface, a pedagogical module—which determines the timing and content of 
pedagogical actions—and a student modeller, which analyses student answers. The 
system contains definitions of several databases and a set of problems and their ideal 
solutions. To check the correctness of the student’s solution, SQL-Tutor compares it 
to an example of a correct solution using domain knowledge represented in the form 
of more than 650 constraints. It uses Constraint-Based Modeling (CBM) [9] for both 
domain and student models. Fig. 1 shows a screen shot of SQL-Tutor. Like all 
constraint-based ITS, feedback is attached directly to the rules, or “constraints”, 
which make up the domain model. An example of a constraint is: 

 

Fig. 1. A screen shot of SQL-Tutor 

(147 
"You have used some names in the WHERE clause that are not from 
this database." 

; relevance condition 
(match SS WHERE (?* (^name ?n) ?*))       

; satisfaction condition 
  (or  (test SS (^valid-table (?n ?t)) 

(test SS (^attribute-p (?n ?a ?t)))) 
; Relevant clause 
"WHERE") 
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Constraints are used to critique the students’ solutions by checking that the concept 
they represent is being correctly applied. The relevance condition first tests whether 
or not this concept is relevant to the problem and current solution attempt. If so, the 
satisfaction condition is checked to ascertain whether or not the student has applied 
this concept correctly. If the satisfaction condition is met, no action is taken; if it fails, 
the feedback message is presented to the student. In this case the relevance condition 
checks whether the student has used one or more names in the WHERE clause; if so, 
the satisfaction condition tests that each name found is a valid table or attribute name. 
The student model consists of the set of constraints, along with information about 
whether or not it has been successfully applied, for each attempt where it is relevant. 
Thus the student model is a trace of the performance of each individual constraint 
over time. Constraints may be grouped together, giving the average performance of 
the constraint set as a whole over time, for which a learning curve can then be plotted. 
Fig. 2 shows the learning curve for the control group of this study, for all students and 
all constraints. This is achieved by considering every constraint, for every student, 
and calculating the proportion of constraint/student instances for which the constraint 
was violated for the first problem in which it was relevant, giving the first data point. 
This process is then repeated for the second problem each constraint was used for, and 
so on. The curve in Fig. 2 shows an excellent power law fit (R2 = 0.978). Note that 
learning curves tend to deteriorate as n becomes large, because the number of 
participating constraints reduces. 

Learning curve for control

y = 0.0786x-0.7831

R2 = 0.9781

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

1 2 3 4 5 6 7 8 9 10

Problem

E
rr

o
r

 

Fig. 2. Example learning curve for the control group 

The experimental version of SQL-Tutor was identical to the control, except 
feedback was no longer directly supplied by the constraints. Instead, a lookup table 
was provided that contained definitions of 63 high-level constraints being tested, 
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where each was a tuple of the form (new constraint num, <constraints>, feedback), 
where <constraints> is a list of the constraints this new generalised constraint 
represents. The generalised constraint set is described in the next section. 

 

Fig. 3. Example subtree from the SQL –Tutor domain taxonomy 

3   Experiment Design 

We hypothesized that some groupings of constraints would represent the concepts the 
student was learning better than the (highly specialised) constraints themselves. We 
then further hypothesised that for such a grouping, learning might be more effective if 
students were given feedback about the general concept, rather than more specialised 
feedback about the specific context in which the concept appeared (represented by the 
original constraint). To evaluate the first hypothesis, we analysed data from a 
previous study of SQL-Tutor on a similar population, namely second year students 
from a database course at the University of Canterbury, New Zealand. To decide 
which constraints to group together, we used a taxonomy of the SQL-Tutor domain 
model that we had previously defined [3]. This taxonomy is very fine-grained, 
consisting of 530 nodes to cover the 650 constraints, although many nodes only cover 
a single constraint. The deepest path in the tree is eight nodes, with most paths being 
five or six nodes deep. Fig. 3 shows the subtree for the concept “Correct tables 
present”. Whilst developing such a hierarchy is a non-trivial task, in practice this can 
actually aid construction of the domain model [6, 7]. 

We grouped constraints according to each node in the taxonomy, and rebuilt the 
student models as though these were real constraints that the system had been 
tracking. For example, if a node N1 in the taxonomy covers constraints 1 and 2, and 
the student has applied constraint 1 incorrectly, then 2 incorrectly, then 1 incorrectly 
again, then 2 correctly, the original model would be: 

(1 FAIL FAIL) 
(2 FAIL SUCCEED) 

Tables Present 

All present None missing All referenced 

FROM WHERE FROM WHERE 

Nesting in 
Ideal solution

No nesting in 
Ideal solution

Nesting in 
Ideal solution

No nesting in 
Ideal solution 
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while the entry for the new constraint is: 

(N1 FAIL FAIL FAIL SUCCEED) 

Note that several constraints from N1 might be applied for the same problem. In 
this case we calculated the proportion of such constraints that were violated. We 
performed this operation for all non-trivial nodes in the hierarchy (i.e. those covering 
more than one constraint) and plotted learning curves for each of the resulting 304 
generalised constraints. We then compared each curve to a curve obtained by 
averaging the results for the participating constraints, based on their individual 
models. Note that these curves were for the first four problems only: the volume of 
data in each case is low, so the curves deteriorate relatively quickly after that. Overall 
the results showed that the more general the grouping is, the worse the learning curve 
(either a poorer fit or a lower slope), which is what we might expect. However, there 
were eight cases for which the generalised constraint had superior power law fit and 
slope compared to the average for the individual constraints, and thus appeared to 
better represent the concept being learned, and a further eight that were comparable. 
From this result we tentatively concluded that some of our constraints may be at a 
lower level than the concept that is actually being learned, because it appears that 
there is “crossover” between constraints in a group. In the example above, this means 
that exposure to constraint 1 appears to lead to some learning of constraint 2, and vice 
versa. This supports our first hypothesis. 

We then tested our second hypothesis: that providing feedback at the more general 
level would improve learning for those high-level constraints that exhibited superior 
learning curves. Based on the original analysis we produced a set of 63 new 
constraints that were one or two levels up the taxonomy from the individual 
constraints. This new constraint set covered 468 of the original 650 constraints, with 
membership of each generalised constraint varying between 2 and 32, and an average 
of 7 members (SD=6). For each new constraint, we produced a tuple that described its 
membership, and included the feedback message that would be substituted in the 
experimental system for that of the original constraint. An example of such an entry is: 

(N5 "Check that you are using the right operators in 
numeric comparisons." (462 463 426 46 461 427 444 517 
445 518 446 519 447 520 404 521 405 522)) 

This generalised constraint covers all individual constraints that perform some kind 
of check for the presence of a particular numeric operator. Students for the 
experimental group thus received this feedback, while the control group were 
presented with the more specific feedback from each original constraint concerning 
the particular operator. 

To evaluate this second hypothesis we performed an experiment with the students 
enrolled in an introductory database course at the University of Canterbury. 
Participation in the experiment was voluntary. Prior to the study, students attended six 
lectures on SQL and had two laboratories on the Oracle RDBMS. SQL-Tutor was 
demonstrated to students in a lecture on September 20, 2004. The experiment was 
performed in scheduled laboratories during the same week. The experiment required 
the students to sit a pre-test, which was administered online the first time students 
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accessed SQL-Tutor. The pre-test consisted of four multi-choice questions, which 
required the student to identify correct definitions of concepts in the domain, or to 
specify whether a given SQL statement is appropriate for the given context. 
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Fig. 4. Learning curves for the two groups 

The students were randomly allocated to one of the two versions of the system. 
The course involved a test on SQL on October 14, 2004, which provided additional 
motivation for students to practise with SQL-Tutor. A post-test was administered at 
the conclusion of a two-hour session with the tutor, and consisted of four questions of 
similar nature and complexity as the questions in the pre-test. The maximum mark for 
the pre/post tests was 4. 

4   Results 

Of the 124 students enrolled in the course, 100 students logged on to SQL-Tutor at 
least once. However, some students looked at the system only briefly. We therefore 
excluded the logs of students who did not attempt any problems. The logs of the 
remaining 78 students (41 in the control, and 37 in the experimental group) were then 
analysed. The mean score for the pre-test for all students was 2.17 out of 4 (sd=1.01). 
The students were randomly allocated to one of the two versions of the system. A  
t-test showed no significant differences between the pre-test scores for the two groups 
(mean=2.10 and 2.24 for the control and experimental groups respectively, standard 
deviation for both=1.01, p=0.53). 

Fig. 4 plots the learning curves for the control and experimental groups. Note that 
the unit measured for both groups is the original constraints, because this ensures 
there are no differences in the unit being measured, which might alter the curves and 
prevent their being directly compared. Only those constraints that belong to one or 
more generalised constraints were included. 
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The curves in Fig. 4 are comparable over the range of ten problems, and give 
similar power curves, with the experimental group being slightly worse (control slope 
= -0.86, R2 = .94; experiment slope = -0.57, R2 = 0.93). However, the experimental 
group appears to fare better between the first and second problem for which each rule 
has been relevant, indicating that they have learned more from the first time they 
receive feedback for a constraint. In fact, the experimental curve appears to follow a 
smooth power law up to n=4, then abruptly plateaus. We measured this early learning 
effect by adjusting the Y asymptote for each group to give the best power law fit over 
the first four problems, giving a Y asymptote of 0.0 for the control group and 0.02 for 
the experimental group. 

Having made this adjustment, the exponential slope for this portion of the graph 
was –0.75 for the control group (R2 = 0.9686) and –1.17 for the experiment group 
(R2=0.9915), suggesting that the experimental group learned faster for the first few 
problems for which each rule was applied, but then failed to learn any more (from 
each individual feedback message) for several more problems. In contrast, the control 
group learned more steadily, without this plateau effect. Note that this graph does not 
indicate how this feedback is spread over the student session: for example, the first 
four times a particular rule was relevant might span the 1st, 12th, 30th and 35th 
problems attempted. However, this is still a weak result. 

Although the generalised constraints used were loosely based on the results of the 
initial analysis, they also contained generalisations that appeared feasible, but for 
which we had no evidence that they would necessarily be superior to their individual 
counterparts. The experimental system might therefore contain a mixture of good and 
bad generalisations. We measured this by plotting, for the control group, individual 
learning curves for the generalised constraints and comparing them to the average 
performance of the member constraints, the same as was performed for the a priori 
analysis. The cut-off point for these graphs was at n=4, because the volume of data is 
low and so the curves rapidly degenerate, and because the analysis already performed 
suggested that differences were only likely to appear early in the constraint histories. 
Of the 63 generalised constraints, six appeared to clearly be superior to the individual 
constraints, a further three appeared to be equivalent, and eight appeared to be 
significantly worse. There was insufficient data about the remaining 46 to draw 
conclusions. We then plotted curves for two subsets of the constraints: those that were 
members of the generalised constraints classified as better, same or ‘no data’ (labelled 
“acceptable”), and those classed as worse or ‘no data’ (labelled “poor”). Fig. 5 shows 
the curves for these two groups. 

For the “acceptable” generalised constraints, the experimental group appears to 
perform considerably better for the first three problems, but then plateaus; for the 
“poor” generalised constraints the experimental group performs better for the first two 
problems only. In other words, for the “acceptable” generalisations the feedback is 
more helpful than the standard feedback during the solving of the first two problems 
in which it is encountered (and so students do better on the second and third one) but 
is less helpful after that; for the “poor” group this is true for the first problem only. 
We tested the significance of this result by computing the error reduction between 
n=1 and n=3 for each student and comparing the means. 

The experimental group had a mean error reduction of 0.058 (SD=0.027), 
compared to 0.035 (SD=0.030) for the control group. The difference was significant 
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at p=0.01. In contrast, there was no significant difference in the means of error 
reduction for the “poor” group (experimental mean=0.050 (SD=0.035), control 
mean=0.041 (SD=0.028), p>0.3). This result again suggests that the individual 
learning curves do indeed predict to some extent whether generalised feedback at this 
level will be effective. 
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Fig. 5. Power curves based on predictions of goodness 

5   Conclusions 

In this experiment we explored whether learning curves could be used to analyse past 
student model data for predicting the behaviour of feedback that is based on 
generalised domain concepts. We analysed an existing set of student models by 
plotting learning curves for various groups of constraints (based on a taxonomy of the 
domain) and showed that some of these groupings appeared to perform better as a 
generalised concept than the underlying constraints. Such generalisations tended to be 
moderate, with very general concepts exhibiting poor performance. We then 
hypothesised that feedback applied at the level of these general concepts would be 
more effective than more specific feedback from the highly specific constraints 
currently in the domain model. We developed a feedback set that mapped to a set of 
moderately general concepts, and found that for some of these learning performance 
did appear to improve, although only for the first two or three problems, after which 
learning performance deteriorated. For other generalisations, performance was better 
only for the very first problem, and worse afterwards. We also showed that we could 
predict to some extent which generalised constraints would produce better 
performance by analysing their apparent performance in the control group.  

There are several tentative conclusions we can infer from these results. First, 
generalised feedback (when the generalisation is valid) appears to be more effective 
in the early stages of learning a new concept, but then becomes worse. This suggests a 
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dynamic approach may work best. A conservative approach might be to use 
generalised feedback only for the first problem (for a given concept), and then revert 
to more specialised feedback. Alternatively, we might measure the performance of 
each generalisation: when it appears to be losing its effectiveness, the system could 
switch to specific feedback. However, the small amount of data available makes this a 
difficult task. More general feedback may also increase the generality of what is 
learned, thus leading to better knowledge transfer for different types of problems. 

Despite the small amount of data and poor quality of the curves, the learning 
curves for individual generalised concepts did appear to be predictive. This suggests a 
system might be able to tailor feedback on-the-fly if it considers all of the student 
models when making decisions, rather than individual models. This holds promise for 
increased adaptability in Intelligent Tutoring Systems, and may allow a system to 
quickly tailor its feedback responses to the current student population. However, the 
data volume may be too small to individually tailor feedback in this way, so other 
measures may need to be employed. 

Students’ models contain a wealth of information about their behaviour when using 
an adaptive system. Learning curves are one way of measuring learning performance, 
and they can be applied at various levels to whole student populations or individual 
students, and to groups of rules versus entire domain models. The results of this study 
suggest that learning curves are a useful tool for mining student models for further 
insight. 
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Abstract. This paper improves a recently-presented approach to Web
Personalization, named Community Web Directories, which applies per-
sonalization techniques to Web Directories. The Web directory is viewed
as a concept hierarchy and personalization is realized by constructing
user community models on the basis of usage data collected by the proxy
servers of an Internet Service Provider. The user communities are mod-
eled using Probabilistic Latent Semantic Analysis (PLSA), which pro-
vides a number of advantages such as overlapping communities, as well
as a good rationale for the associations that exist in the data. The data
that are analyzed present challenging peculiarities such as their large
volume and semantic diversity. Initial results presented in this paper
illustrate the effectiveness of the new method.

1 Introduction

The hypergraphical architecture of the Web has been used to support claims
that the Web will make Internet-based services really user-friendly. However,
due to its almost unstructured and heterogeneous environment, as well as its
galloping growth, the Web has not realized the goal of providing easy access to
online information. Information overload is one of the Web’s major shortcomings
that place obstacles in the way users access the required information.

An approach towards the alleviation of this problem is the organization of
Web content into thematic hierarchies, also known as Web directories, such as
Yahoo! [14] or the Open Directory Project (ODP) [9], that allow users to locate
required information. However their size and complexity are canceling out any
gains that were expected with respect to the information overload problem, i.e.,
it is often difficult to navigate to the information of interest to a particular user.
A different approach is Web personalization [8], which focuses on the adaptability
of Web-based information systems to the needs and interests of individual users,
or groups of users. A major obstacle though towards realizing this solution is the
acquisition of accurate and operational models for the users. Reliance to manual
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creation of these models, either by the users or by domain experts, is inadequate
for various reasons, among which the annoyance of the users and the difficulty
of verifying and maintaining the resulting models. An alternative approach is
that of Web Usage Mining [13], which provides a methodology for the collection
and preprocessing of usage data, and the construction of models representing
the behavior and the interests of users [10].

In recent work [11], we proposed, the concept of Community Web Directo-
ries, which combines the strengths of Web Directories and Web Personalization,
in order to address some of the above-mentioned issues. Community Web Di-
rectories are usable Web directories that correspond to the interests of groups
of users, known as user communities. The members of a community can use
the community directory as a starting point for navigating the Web, based on
the topics that they are interested in, without the requirement of accessing vast
Web directories. For the construction of Community Web directories, we have
presented the Community Directory Miner, (CDM) algorithm, which was able
to produce a suitable level of semantic characterization of the interests of a par-
ticular user community. This approach, similar to other clustering approaches,
is based on relations between the users, that correspond to observable patterns
in the usage data. However, there also exists a number of latent factors that are
responsible for the observable associations. These latent factors can be thought
of as the motivation of a particular user accessing a certain page, and therefore
groups of users, can be constructed sharing common latent motives. In the case
of Web directories this method could provide a more thorough insight of the
patterns that exist in the usage data. A common method for discovering latent
factors in data is Probabilistic Latent Semantic Analysis (PLSA), a technique
that has been used extensively in Information Retrieval and Indexing [5]. In this
work we employ this method in order to identify user communities.

The rest of this paper is organized as follows: Section 2 presents existing
approaches to Web personalization with usage mining methods, as well as ap-
proaches to the construction of personalized Web directories. Section 3 presents
our methodology for the construction of Community Web directories. Section 4
provides results of the application of the methodology to the usage data of an
Internet Service Provider (ISP). Finally section 5 summarizes interesting con-
clusions of this work and presents promising paths for future research.

2 Related Work

In recent years, Web personalization has attracted considerable attention. To re-
alize this task, a number of applications employ machine learning methods and
in particular clustering techniques, that analyze Web usage data and exploit the
extracted knowledge for the recommendation of links to follow within a site,
or for the customization of Web sites to the preferences of the users. In [10] a
thorough analysis of the above methods is presented, together with their pros
and cons in the context of Web Personalization. Personalized Web directories,
on the other hand, are mainly associated with services such as Yahoo! [14] and
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Excite [4], which support the manual personalization of their directories by the
user. An initial approach to automate this process, is the Montage system [1],
which is used to create personalized portals, consisting primarily of links to the
Web pages that a particular user has visited, while also organizing the links into
thematic categories according to the ODP directory. A technique for WAP portal
personalization is presented in [12], where the portal structure is adapted to the
preferences of individual users. A related approach is presented in [3], where a
Web directory, is used as a “reference” ontology and the web pages navigated by
a user are mapped onto this ontology using document classification techniques,
resulting in a personalized ontology. The scalability of the content-based classi-
fication methods and their questionable extensibility to aggregate user models
such as user communities, raise important issues for the above methods.

Probabilistic Latent Semantic Analysis has already been used for Web Per-
sonalization, in the context of Collaborative Filtering [6], and Web Usage Min-
ing [7]. In the first case, PLSA was used to construct a model-based framework
that describes user ratings. Latent factors were employed to model unobservable
motives, which were then used to identify similar users and items, in order to
predict subsequent user ratings. In [7], PLSA was used to identify and charac-
terize user interests inside certain Web sites. The latent factors derived by the
modeling process were employed to segment user sessions and personalization
services took the form of a recommendation process.

In this paper we extend the methodology of our previous work for building
Web directories according to the preferences of user communities which are now
modeled with the use of PLSA. The methodology presented in this paper pro-
poses a new way of exploiting the knowledge that is extracted by the analysis of
usage data. Instead of link recommendation or site customization, it focuses on
the construction of Community Web directories, as a new way of personalizing
the Web. The construction of the communities is based on usage data collected
by the proxy servers of an Internet Service Provider (ISP). This type of data, in
contrast to the work mentioned above, has a number of peculiarities, such as its
large volume and its semantic diversity, as it records the navigational behavior
of the user throughout the Web, rather than within a particular Web site. The
methodology presented in this paper handles these problems, focusing on the
new personalization modality of Community Web directories.

3 Constructing Community Web Directories

The construction of Community Web directories is seen here as the end result of
an analysis of Web usage data collected at the proxy servers of a central service
on the Web. The details of the process are described in our previous work [11].
In brief, this process involves the thematic categorization of Web pages, thus
reducing the dimensionality and semantic diversity of the data. A hierarchical
agglomerative clustering approach [15], is used to build a taxonomy from Web
pages included in the log files, based on terms that are frequently encountered
in the Web pages. The resulting taxonomy of thematic categories forms the base
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Web directory. Furthermore usage data are transformed into access sessions,
where each access session is a sequence of accesses to Web pages by the same IP
address, when the time interval between two subsequent entries does not exceed a
certain time interval. Pages are mapped onto thematic categories that correspond
to the leaves of the hierarchy and therefore an access session is translated into a
sequence of categories from the Web directory.

3.1 Building the Probabilistic Model

Most of the work on Web usage mining uses clustering methods or association
rule mining, in order to identify navigation patterns based solely on the “observ-
able” behavior of the users, as this is recorded in the usage data. For instance,
pages accessed by users are a typical observable piece of navigational behav-
ior. However, it is rather simplifying to assume that relations between users are
based only on observable characteristics of their behavior. We are relaxing this
assumption and consider a number of latent factors, that control the user be-
havior and are responsible for the existence of associations between users. These
latent factors can be exploited to construct clusters of users which share com-
mon motivation. The existence of latent factors that rule user behavior provides
a more generic approach for the identification of patterns in usage data and thus
provides better insight into the users’ behavior.

As an example, assume that user u navigates through Web pages that be-
long in the category=“computer companies” because of the existence of a latent
cause-factor z. This cause might be the user’s interest in finding information for
business-to-business commerce. However, another user u’ might arrive at the
same category because she is interested in job offers. Hence, the interest of the
second user corresponds to the existence of a different latent factor z’. Despite
the simplicity of this example, we can see how different motives may result in
similar observable behavior in the context of a Web directory.

A commonly used technique for the identification of latent factors in data is
the PLSA method [5], which is supported by a strong statistical model. Applying
PLSA to our scenario of Web directories we consider that there exists a set of user
sessions U={u1, u2,. . . ,ui}, a set of Web directory categories C={c1, c2,. . . ,cj},
as well as their binary associations (ui, cj) which correspond to the access of
a certain category cj during the session ui. The PLSA model is based on the
assumption that each instance, i.e. each observation of a certain category inside a
user session, is related to the existence of a latent factor, zk that belongs to the set
Z= {z1, z2,. . . ,zk}. We define the probabilities P(ui): the a priori probability of a
user session ui, P(zk|ui): the conditional probability of the latent factor zk being
associated with the user session ui and P(cj |zk): the conditional probability of
accessing category cj , given the latent factor zk. Using these definitions, we can
describe a probabilistic model for generating session-category pairs by selecting
a user session with probability P(ui), selecting a latent factor zk with probability
P(zk|ui) and selecting a category cj with probability P(cj |zk), given the factor
zk. This process allows us to estimate the probability of observing a particular
session-category pair (ui,cj), using joint probabilities as follows:
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P (ui, cj) = P (ui)P (cj |ui) = P (ui)
∑

k

P (cj |zk)P (zk|ui). (1)

Using Bayes’s theorem we obtain the equivalent equation:

P (ui, cj) =
∑

k

P (zk)P (ui|zk)P (cj |zk). (2)

Equation 2 leads us to an intuitive conclusion about the probabilistic model
that we exploit: each session-category pair is observed due to a latent generative
factor that corresponds to the variable zk and hence it provides a more generic
association between the elements of the pairs. However, the theoretic description
of the model does not make it directly useful, since all the probabilities that
we introduced are not available a priori. These probabilities are the unknown
parameters of the model, and they can be estimated using the Expectation-
Maximization (EM) algorithm, as described in [5].

3.2 Extraction of User Communities

Using the above probabilities we can assign categories to clusters based on the
k factors zk that are considered responsible for the associations between the
data. This is realized by introducing a threshold value, named Latent Factor As-
signment Probability, (LFAP) for the probabilities P (cj |zk) and selecting those
categories that are above this threshold. More formally, with each of the latent
factors zk we associate the categories that satisfy:

P (cj |zk) ≥ LFAP. (3)

In this manner and for each latent factor, the selected categories are used to
construct a new Web directory. This corresponds to a topic tree, representing
the community model, i.e., usage patterns that occur due to the latent factors
in the data. A number of categories from the initial Web directory have been
pruned, resulting in a reduced directory, named community Web directory. This
approach has a number of advantages. First is the obvious shrinkage of the initial
Web directory, which is directly related with the interests of the user community,
ignoring all other categories that are irrelevant. Second, the selected approach
allows us to construct overlapping patterns, i.e. a category might belong to more
than one community directories, i.e. affected by more than one latent factor. A
pictorial view of a “snapshot” of such a directory is shown in Figure 1, where the
community directory is “superimposed” onto the original Web directory. For the
sake of brevity we choose to label each category using a numeric coding scheme,
representing the path from the root to the category node, e.g. “1.4.8.19” where
“1” corresponds to the root of the tree. Each category is also labelled by the
most frequent terms of the Web pages that belong in it. Grey boxes represent
the categories that belong in a particular community directory, while big white
boxes represent the rest of the categories in the Web directory, which are not
included in the model. The categories “12.2” and “18.79” (the smaller white
boxes) have been pruned, since they do not have more than one child in the
community directory and are thus redundant.
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Fig. 1. An example of a Community Web Directory

4 Experimental Results

The methodology introduced in this paper for the construction of community
Web directories has been tested in the context of a research project, which
focuses on the analysis of usage data from the proxy server logs of an Internet
Service Provider. We analyzed log files consisting of 781,069 records and using
hierarchical agglomerative clustering [15] we obtained 998 distinct categories.
We also constructed 2,253 user sessions, using a time-interval of 60 minutes
as a threshold on the “silence” period between two consecutive requests from
the same IP. At the next step we built the PLSA models, varying the number
of the latent factors. We used 10-fold cross validation, in order to obtain an
unbiased estimate of the performance of the method. We train the model 10
times, each time leaving out one of the subsets from training, and employ the
omitted subset to evaluate the model. Therefore, the results that we present are
always the average of 10 runs for each experiment.

As an initial measure of performance, we measured the shrinkage of the origi-
nal Web directory, compared to the community directories derived by the PLSA
model. This was measured via the average path length of the original directory
and the community directories. These values were computed by calculating the
number of nodes from the root to each leaf of a directory. The results are de-
picted in Figure 2, taken for various values of the LFAP threshold discussed in
Section 3.2. From these results we can derive that the length of the paths is dra-
matically reduced, up to 50%, as the threshold increases. This means that the
users have to follow much shorter paths to arrive at their interests. Furthermore,
the method seems to be robust to the choice of the number of factors.

The community directories are further processed for the evaluation tasks as
follows: a user session is assigned to a community directory based on its condi-
tional probability against the latent factor, P (ui|zk), that defines the community
directory. However, the PLSA model, allows user sessions to belong to more than
one community directory, and hence we identified the most prevalent community
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directories, i.e. the community directories where user sessions have the highest
conditional probabilities for the respective factors. For our scenario we select the
three most prevalent directories. From these prevalent community directories a
new and larger directory is constructed by joining the respective hierarchies, re-
sulting in a session-specific community directory. The resulting, session-specific
directories are used in further evaluation.

The next stage of the evaluation process consisted of analyzing the usability
of our models, i.e. the way that users benefit from the community Directories.
We have focused on: (a) how well our model can predict what the user is looking
for, and (b) what the user gains by using a community directory against using
the original directory. In order to define suitable metrics, we followed a common
approach used for recommendation systems [2], i.e., we have hidden each hit,
i.e. category, of each user session, and tested to see whether and how the user
can get to it, using the community directory to which the particular user session
is assigned. The hidden category is called the “target” category here. The first
metric that we used measured the coverage of our model, which corresponds to
its predictiveness, i.e. the number of target categories that are covered by the
corresponding community directories. This is achieved by counting the number of
user sessions, for which the community directory, as explained before, covers the
target category. The second metric that we used was an estimate of the actual
gain that a user would have by following the community directory structure,
instead of the complete directory. In order to realize this, we followed a simple
approach that is based on the calculation of the effort that a user is required to
exert in order to arrive at the target category. We estimated this effort based on
the user’s navigation path inside a directory, towards the target category. This
is estimated by a metric, introduced in [11], named ClickPath, which takes into
account the depth of the navigation path as well as the branching factor at each
step. More formally:
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ClickPath =
d∑

j=1

j ∗ bj , (4)

where d the depth of the path and bj the branching factor at the j-th step.
We have performed experiments varying the number of latent factors. Due

to lack of space, we only present (Figure 3), the results obtained for 20 latent
factors, varying the values of the LFAP threshold defined in Equation 3. The
results for different number of factors are almost identical to the ones shown in
Figure 3, starting at the same coverage and gain levels for small LFAP values
and deviating slightly as the LFAP value increases. The largest difference was
obtained for LFAP=0.1, for which the results are shown in Table 1. Even at
that level, the choice of the number of factors does not have a large effect in the
two measures. The small increase in both coverage and user gain, as the number
of factors increases, can be explained by the fact that, as the number of latent
factors increases, more community directories are created. As the number of
community directories increases, more categories get the chance to appear in one
of the directories, thus increasing coverage. At the same time, smaller community
directories are constructed, resulting in higher user gain. However, even this
small effect disappears as the number of community directories increases above
15. We also provide the results of applying the CDM algorithm to the same
dataset (Figure 4).

From the above figures we conclude that at least 70% of the target cate-
gories are included in the community directories. At the same time the user gain
reaches values higher than 50%, as more categories are pruned from the original
Web directory. Practically this means that the user requires half of the effort to
arrive at the required information. The results also follow a rather determinis-
tic behaviour, i.e. large values of coverage are related with small values of user
gain, as compared with the results of the CDM algorithm. These figures provide
an indication of the behavior and the effectiveness of the application of PLSA
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Table 1. Coverage and User Gain for LFAP 0.1

#5 Factors #10 Factors #15 Factors #20 Factors

Coverage 0.63 0.67 0.71 0.70
User Gain 0.47 0.50 0.55 0.57

to community modeling. Furthermore, they give us an initial measure of the
benefits that we can obtain by personalizing Web directories to the needs and
interests of user communities. However, we have only estimated the gain of the
end user and we have not weighted up any “losses” that could be encountered
in the case that the users would not find the interesting category that they are
looking for in the personalized directory. This issue will be examined in future
work.

5 Conclusions and Future Work

This paper has presented work on the concept of the Community Web Direc-
tory, introduced in our recent work, as a Web Directory that specializes to the
needs and interests of particular user communities. In this case, user community
models take the form of thematic hierarchies and are constructed by employing
Probabilistic Latent Semantic Analysis. The initial directory is generated by a
document clustering algorithm, based on the content of the pages appearing in
an access log. We have tested this methodology by applying it on access logs
collected at the proxy servers of an ISP and have provided initial results, indica-
tive of the behavior of the mining algorithm and the usability of the resulting
Community Web Directories. The results lead us to the conclusion that the ap-
plication of PLSA to the analysis of user behavior in Web directories appears to
be a very promising method. It has allowed us to identify latent information in
the users’ behavior and derive high-quality community directories that provide
significant gain to their users.

In general, the combination of two different approaches to the problem of
information overload on the Web, i.e. thematic hierarchies and personalization,
as proposed in this paper, together with the exploitation of PLSA for the con-
struction of community models, introduces a promising research direction, where
many new issues arise. Further analysis of the PLSA method could be performed
and compared with other machine learning methods, in the task of discovering
community directories. Another important issue that will be examined in fur-
ther work is the scalability of our approach, to larger datasets, i.e. for larger
log files that would result in a larger number of sessions. However, the perfor-
mance of the whole process, together with the PLSA modeling, gave us promis-
ing indications for the methods’s scalability. Finally, more sophisticated metrics
could also be employed for examining the usability of the resulting community
directories.



98 D. Pierrakos and G. Paliouras

References

1. Anderson, C. R. and Horvitz, E.: Web Montage: A Dynamic Personalized Start
Page. In: 11th International World Wide Web Conference. Honolulu, Hawaii, (2002)

2. Breese, J. S., Heckerman, D. and Kadie, C.M.: Empirical Analysis of Predictive
Algorithms for Collaborative Filtering. In: 14th Conference on Uncertainty in Ar-
tificial Intelligence. Madison, WI, USA. (1998), 43–52

3. Chaffee, J. and Gauch, S.: Personal ontologies for web navigation. In: 9th Confer-
ence on Information and Knowledge Management, McLean, Virginia, USA, (2000),
227–234

4. Excite: http://www.excite.com
5. Hofmann, T.: Probabilistic Latent Semantic Analysis. In: 15th Conference on Un-

certainty in Artificial Intelligence San Francisco, CA, (1999), 289–296
6. Hofmann, T.: Learning What People (Don’t) Want. In: 12th European Conference

in Machine Learning, Springer-Verlag, (2001), 214–225
7. Jin, X., Zhou, Y and Mobasher, B.: Web usage mining based on probabilistic latent

semantic analysis. In: SIGKDD international conference on Knowledge discovery
and data mining, (KDD 2004) Seattle, WA, USA (2004), 197–205

8. Mobasher, B., Cooley, R. and Srivastava, J.: Automatic personalization based on
Web usage mining. Communications of the ACM, 43, (8), (2000), 142–151

9. Open Directory Project: http://dmoz.org
10. Pierrakos, D., Paliouras, G., Papatheodorou, C. and Spyropoulos, C. D.: Web

Usage Mining as a Tool for Personalization: a survey. User Modeling and User-
Adapted Interaction, 13, (4), (2003), 311–372

11. Pierrakos, D., Paliouras, G., Papatheodorou, C., Karkaletsis, V. and Dikaiakos,
M.: Web Community Directories: A New Approach to Web Personalization. In:
Berendt B. et al. (eds.): Web Mining: From Web to Semantic Web, EMWF 2003,
Lecture Notes in Computer Science, Vol. 3209. Springer-Verlag, (2004) 113–129

12. Smyth, B. and Cotter, C.: Personalized Adaptive Navigation for Mobile Portals.
In: 15th European Conference on Artificial Intelligence, IOS Press, (2002)

13. Srivastava, J., Cooley, R., Deshpande, M. and Tan, P. T.: Web Usage Mining: Dis-
covery and Applications of Usage Patterns from Web Data. SIGKDD Explorations,
1, (2) (2000), 12–23

14. Yahoo: http://www.yahoo.com
15. Zhao, Y. and Karypis, G.: Evaluation of hierarchical clustering algorithms for doc-

ument datasets. In: 11th Conference on Information and Knowledge Management,
McLean, Virginia, USA, (2002), 515–524



 

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 99 – 108, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

ExpertiseNet: Relational and Evolutionary 
Expert Modeling 

Xiaodan Song1, Belle L. Tseng2, Ching-Yung Lin1, and Ming-Ting Sun1 

1 Department of Electrical Engineering, 
University of Washington, Box 352500, Seattle, WA 98195, USA 

{song, cylin, sun}@ee.washington.edu 
2 NEC Labs America, 10080 N. Wolfe Road, SW3-350, Cupertino, CA 95014, USA 

belle@sv.nec-labs.com 

Abstract. We develop a novel user-centric modeling technology, which can 
dynamically describe and update a person's expertise profile. In an enterprise 
environment, the technology can enhance employees' collaboration and 
productivity by assisting in finding experts, training employees, etc. Instead of 
using the traditional search methods, such as the keyword match, we propose to 
use relational and evolutionary graph models, which we call ExpertiseNet, to 
describe and find experts. These ExpertiseNets are used for mining, retrieval, 
and visualization. We conduct experiments by building ExpertiseNets for 
researchers from a research paper collection. The experiments demonstrate that 
expertise mining and matching are more efficiently achieved based on the 
proposed relational and evolutionary graph models.  

1   Introduction  

Finding experts in an enterprise is a challenging problem. It is important for 
enterprises to understand and leverage their most valuable assets – employees’ minds 
and knowledge bases. For instance, when a service-personnel faces problems at a 
customer’s site, it would be desirable to have some technology to help identify the 
best experts for solving the problem within the company, and thus the solution may 
only be a phone call away. In another scenario, if employees’ skills can be explicitly 
described, a manager can easily assemble a team for a new project, or an HR person 
can suggest what kind of skills an employee should learn.  

Currently in an enterprise, the expertise information of employees is usually 
established by manual updates. However, this results in serious drawbacks. For instance, 
employees may not invest the necessary efforts in creating rich profiles, or they may not 
keep the information up-to-date as their interests, responsibilities, and expertise change. 
Many employees just provide a few keywords, without any timing information and the 
relationships between different expertises. Also, it is often difficult to differentiate who 
are the more suitable experts from people with similar expertise skills.  

A number of automatic expert finding prototypes have been reported in literature.  
Liu et al. [6] and Mockus et al. [9] proposed to solve the expert-mining problem by 
using traditional information retrieval techniques. In their approaches, a person’s 
expertises are described in terms of a vector without relational or timing information. 
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HelpNet uses the user-filled information to provide the expertise profile [7]. Expert-
Locator uses a representative collection of users’ technical documents to build 
expertise indices [17]. Recently, NASA's Expert Finder [1][16] uses the name-entity 
extraction to process employees’ published resumes and documents as well as 
corporate newsletters. It identifies keywords to create expertise profiles. Expert 
Finder presents a ranked list of employees that best matches the query. I-Help [2], an 
agent-based system, models a user’s characteristics so that it can assist him/her in 
identifying a peer who can help. To select the most appropriate peer for a particular 
request, it uses a matchmaking agent that communicates with the personal agents of 
other users, by accessing various kinds of vector-based user information.  

To capture the relationships between entities, link analysis has been studied for 
some time [18]. For instance, the Google search engine [10] and Kleinberg’s HITS 
algorithm [5] both use link analysis on the web to find “hubs” and “authorities”. The 
success of these approaches, and the discovery of widespread network topologies with 
nontrivial pro- perties, had led to a flurry of research on introducing link analysis into 
the traditional infor mation retrieval area [4]. In the user modeling area, a related 
technology – collabo- rative filtering – is used to help people make choices based on 
other people’s opinions [11]. 

The goal of our paper is to develop a user-centric modeling technology, which can 
dynamically describe and update a person’s expertise profile. The most important 
feature of our approach is to use expertise graphs for user modeling. A graph model is 
built to describe the relationship as well as the temporal evolution of the person’s 
expertises. We refer to this expertise profile represented as graphs as an ExpertiseNet. 
Figure 1 shows an illustration of the proposed scheme. Both text content and citation 
linkages of papers are analyzed to extract the relation and the evolution information of 
the person’s expertises. Exponential random graph models (ERGM) [15] and stochas- 
tic actor-oriented models [14], which deal with the relations between the entire network 
and individual entities, are incorporated to describe the structural properties and dyna- 
mics. Also, in this paper, we propose to add the citation linkages to boost the expertise 
classification accuracy. After we get the ExpertiseNets, expert mining and matching can 
be performed accurately and easily. To the best of our knowledge, our work is the first 
to explicitly use relational and evolutionary graph models for user profiling. 

 

Fig. 1. Illustration of the ExpertiseNet building and expertise mining process 
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The main contributions of this paper are summarized as follows: 

 We propose a scheme to represent user profiles by graphs. 
 We propose an ExpertiseNet that provides relational and evolutional 

information for user modeling. 
 We incorporate the exponential random graph models and evolutionary social 

network models into the user model analysis. 
 We propose to boost the text classification accuracy by including the citation 

linkages in the classification algorithm. 

The rest of the paper is organized as follows. In Section 2, we present the processes 
to build relational and evolutionary ExpertiseNets. We discuss the expertise mining 
and matching in Section 3. In Section 4, we show the experimental results of mining 
and matching. Finally, conclusions and future work are addressed in Section 5. 

2   ExpertiseNet 

In this paper, we use a dataset, Cora Research Publication Corpus [8], to simulate the 
information we may get in real applications. This set includes 24,778 authors with 
more than 50,000 research papers and about 715,000 citation links. The dataset also 
provides bibliographic information for each paper, which includes the authors’ names, 
affiliations, email addresses, paper title, abstract, and references. These papers were 
pre-classified into a hierarchical ontology consisting of 69 expertise categories [8].  

2.1   Classifying a Person’s Expertises  

We use a text classification algorithm to detect and extract expertise information of 
each person. Among the state-of-the-art classification algorithms, we choose the 
boosting algorithm [13], which is evaluated as one of the most accurate text 
classification algorithms [12]. This algorithm finds a "strong hypothesis" by 
combining many "weak" hypotheses for fusing features in different forms.  

Previous techniques extract expertise using the words from the title and the abstract 
of one’s publications. After a pre-processing stage which excludes “stop words” 
(common words that do not really provide any meaning to the document, such as "the", 
"it", "or"), and conducts “stemming” which collapses multiple forms of a term into the 
same term, we can get the terms as the features. In our work, the citation linkages are 
also used to form a feature vector (citation ratio) for classification as defined below. 

 ( ) xP X x c R= =  (1) 

where X is a variable which indicates the citation information for each publication, x 
represents one of the 69 categories, xc is the number of the citations belonging to 
category x, and R is the number of the references in the publication. The intuition of 
incorporating this feature is that the paper from one category tends to cite the papers 
in the same category. This relational structure is useful to describe the strength of a 
person’s expertise on specific categories by his/her publications. In Section 4, we 
show that this feature can significantly increase the classification accuracy of a 
person’s expertise. After document classification, we have the information about the 
number of published papers in each category for one person, which represents the 
expertise skills of the person, and is used for building ExpertiseNet for that person. 



102 X. Song et al. 

 

2.2   Relational ExpertiseNet 

The relational ExpertiseNet of a specific person is formulated as a directional 
graph ( ),G V E , where V represents the node set, and E represents the edge set. Two 

nodes iv  and jv  are adjacent, if edge ( ),ij i je v v=  or ( ),ji j ie v v=  is in the set of 

edges E . In the relational ExpertiseNet, each node represents an expertise. The 
strength of each expertise is defined as:  

 i is p=  (2) 

where is represents the strength of the expertise i for the person, and ip is the number of 

publications in category i. Edges represent the relationship between expertise nodes. 
The correlations of a person’s published papers and all papers in the research 

society decide the weights of the edges in the graph model. Citation linkages provide 
solid evidence of correlations among different expertise. When the citation linkages 
are not available, the correlation can be explored by the text similarity analysis. The 
process is illustrated in Figure 2, and explained as follows. 

For each paper, the dataset contains citation linkages that include both the 
information of how this paper cites other papers (out-direction), and how other papers 
cite this paper (in-direction). From the publications of a person P, it is reasonable to 
infer that his/her expertise X is influenced by Y if papers in category X cite papers in 
category Y. For example, in Figure 2, paper #1 is one of the papers in Natural 
Langrage Processing (NLP). It cites paper #5, #6, #7 (out-direction citation linkages) 
in NLP, Machine Learning (ML), and Information Retrieval (IR) respectively. Papers 
#2, #3, #4 in NLP, NLP, and IR, cite paper #1 (in-direction citation linkages). We can 
infer that for this person, his/her NLP expertise is influenced by NLP, ML, and IR, 
and at the same time, affects IR. With this consideration, the strengths of the edges of 
the relational ExpertiseNet are determined by: 

 1

K
iAB

ii
A B

n
N

e K
=

−> =  (3) 

where A Be −> represents the strength of the edge from expertise A to expertise B, K is 

the total number of the publications for the person, iABn represents, the number of 

papers in category A cited by the papers in category B, and iN represents the number 
of citations in paper i. 

 

Fig. 2. Building the relational ExpertiseNet from text and citation linkages 
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For those people without papers, ExpertiseNet will be built upon the documents 
they generated. Latent Semantic Analysis (LSA) [3] is applied on the occurrence 
matrix which includes the frequency of occurrence of the words in the document. 
LSA is a method for extracting and representing the contextual meaning of words. It 
has been used as a technique to measure the coherence of texts.  By comparing the 
vectors formed by the keywords of two documents in a high-dimensional semantic 
space, this method provides a characterization of the degree of semantic relatedness 
between documents. LSA starts with a sparse matrix in which the rows represent the 
documents and the columns represent the keywords. The values in the matrix are 
proportional to the number of times the keywords appear in the document, where rare 
terms are upweighted to reflect their relative importance. The correlation matrix is 
calculated to determine the edges of the relational ExpertiseNet.  

An observation of the ExpertiseNet profile is obtained from the above analysis. Then, 
the exponential random graph model (or p* model) [15] is used to estimate an 
underlying distribution to describe the relational ExpertiseNet. The strong point of this 
statistical model is that they can represent structural tendencies (such as transitivity 
which represents the number of transitive patterns) that define complicated dependence 
patterns not easily modeled by deterministic models. Given a set of n nodes, let Y denote 
a random graph on those nodes, and y denotes a particular graph on those nodes. Then 

 ( )
( )( )

( )
exp T s y

P Y y
cθ

θ
θ

= =  (4) 

whereθ  is an unknown vector of parameters, ( )s y is a known vector of graph statistics 

on y(Density(defined by the out-degrees), reciprocity (defined by the number of recipro- 
cated relations), transitive triads (defined by the number of a set of edges {(i->j), (j->k), 
(i->k)}), and the strengths of the nodes as well as the edges as considered in this paper), 

( )c θ is a normalization term. This probabilistic expression has advantages on descrybing 

the insights of the network, thus can help to describe the evolution of Expertise Nets. 

2.3   Evolutionary ExpertiseNet 

In the evolutionary ExpertiseNet, the dynamics and the evolution of expertises are 
explored. Two tasks are performed: evolution segmentation (detect changes between 
expertise cohesive sections) and expertise tracking (keep track of the expertise similar to 
a set of previous expertises). The strength of the nodes as well as the structure of the 
network is considered in the evolution segmentation. Temporal sliding windows are 
applied. An exponential random graph model is estimated from the data in each window, 
i.e., time period. We can obtain a series of parameters which indicate the network 
configurations. Then the change points of an evolutional ExpertiseNet are deter mined by: 

 , 1,
1

M

t k t k
k

thθ θ −
=

− >                                    (5) 

where ,t kθ indicates the parameters of the exponential random graph model at time t, M 

represents the number of parameters, th is a threshold. The goal is to find all t satisfy (5). 
The evolution segments are obtained from these change points. Based on the 

correlation between the citations and the development of related research areas, the 
tracking edges are determined by 
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−> =                                                      (6) 

where all variables have the same meaning as in (3), except only those papers at time t 
are considered. 

We borrow the ideas from dynamic actor-oriented social networks [14] to describe 
the dynamics of the evolutionary ExpertiseNet. The change in the network is modeled 
as the stochastic result of network effects (density, reciprocity, etc.). The network 
evolution is modeled by continuous time Markov chain models, whose parameters are 
estimated from the observed data by the Markov chain Monte Carlo procedures [14]. 
The transition probability is formulized as: 

 ( )
( )

( )
1

exp

,
,

L

k ik
k

ij

s y

p y
c y

β
β

β
==                                               (7) 

where kβ represents statistical parameters indicating the strength of the corresponding 

effect ( )ks y (In our model, we consider density, reciprocity, and transitivity), 

( ),c yβ is a normalization term, L represents the number of parameters. 

3   Expertise Matching and Mining Based on ExpertiseNets 

After obtaining the ExpertiseNets (profiles) of individuals, we can perform expertise 
mining and matching. We define two kinds of mining. The first one is to get a list of 
people who have the expertise of interest and if certain relational patterns between 
their expertises exist. The second one is the evolutionary expertise mining, for finding 
persons who have certain evolutionary expertise patterns. The searching results are 
ranked by the strength of the linkage in relational or evolutionary expertise pattern. 

Instead of using traditional vector-based matching algorithms, ExpertiseNet 
provides a novel way to search persons with similar evolutional and relational 
information of the expertises. This distance function to compare different relational 
ExpertiseNets in order to differentiate persons is defined as follows: 

 ( )1 2 1, 2,
1

,
M

k k
k

dist G G θ θ
=

= −                             (8) 

where G  indicates graphs, θ  indicates the parameters of the exponential random 
graph models, and M represents the number of parameters to describe one graph. For 
evolutionary ExpertiseNets, the distance function is formulated as:  

 ( )1 2 1, 2,
1

,
L

k k
k

dist G G β β
=

= −  (9) 

where β are statistical parameters in the actor-oriented model.  

4   Experimental Results 

In this section, we discuss the implementations and show experimental performance 
of the relational and evolutionary ExpertiseNets.  
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4.1   Classification Results 

We use text classification to automatically extract the strength of each person’s 
expertise in different topic categories. Figure 3 shows the classification accuracy vs. 
the use of other labeled data over the whole dataset. The highest curve illustrates the 
performance of our method. We can achieve about 5% improvement, which is 
considered significant in the text classification area.  

 

Fig. 3. Incorporation of citation ratio as a feature boosts classification accuracy 

4.2   ExpertiseNet Profiles and Expert Searching 

ExpertiseNet provides a dynamic model of semantics evolution in which expertise as 
well as inter-expertise relationships exhibit. In this experiment, we show two mining 
processes which are based on the relational and evolutionary ExpertiseNets. In the 
first experiment, by placing a query term “machine leaning – planning”, we get a list 
of persons with expertise of Machine Leaning and Planning (Figure 4 (a)). Figure 4(b) 
shows another example, where “machine leaning  planning” is set as the input. A 
list of people with machine learning expertise in an earlier stage and planning in a 
later stage shows up. 

  
(a) Relational mining    (b) Evolutionary mining 

Fig. 4. Our expertise mining system allows relational and evolutionary mining that results in a 
ranked people list, along with visualizations of ExpertiseNets and the 69 categories from Cora 
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Fig. 5. Two persons with the same expertise vector can be differentiated by ExpertiseNet 

In order to validate our model, we searched each person’s website to get more infor- 
mation from one’s resume, editorships, publications, etc. We randomly chose 50 
persons and did this validation manually. It shows that the ExpertiseNet models can 
represent accurate information about the persons. Two examples are illustrated in  
Figure 5 and Figure 6. In Figure 5, there are two persons with the same expertise, “Prof. 
Chen”(http://www.cise.ufl.edu/~suchen/DrChen.htm) and “Prof. Lafferty” (http://www-
2.cs.cmu.edu/~lafferty). By vector-based representation, it is difficult to differentiate 
them. However, it is easy to illustrate the differences by relational ExpertiseNets. From 
their websites, we know that Prof. Chen has background in speech/signal processing, 
while Prof. Lafferty is mainly interested in machine learning and statistical methods. This 
information validates our models: Speech contributes more to other expertises for Prof. 
Chen, and machine learning contributed more to other expertises for Prof. Lafferty. 

Figure 6 illustrates the necessity of using evolutionary ExpertiseNets. In this 
example, we try to distinguish two professors. We can see that Prof. Langley mainly 
contributed in machine learning, and later, he applied this expertise to other areas, 
while Prof. Durfee’s expertise on planning, agents, robotics seems to be developed at 
the same time, and interacts to each other a lot. This conclusion is also validated by 
the information from their websites. 

 

Fig. 6. Two persons’ expertise evolutions are accurately captured by the ExpertiseNets 

4.3   Expertise Matching 

Figure 7 shows the expertise matching result for finding persons with similar 
expertise and relationship among expertise. Here we use Professor “Michael Jordan”  
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Fig. 7. A system for searching similar persons based on the ExpertiseNets  

as the query input (http://www.cs.berkeley.edu/~jordan/). We can get a list of ranked 
experts according to the similarity to “Michael Jordan” in terms of ExpertiseNet.  

To complement quantitative evaluation, we have set up an online evaluation system 
as well as a demo system which allow interactive exploration of expert searching and 
matching (http://students.washington.edu/~xdsong/index_files/Demos/ expertisenet.htm). In 
the online evaluation system, experts in the database are allowed to evaluate their own 
ExpertiseNet as well as the expert searching and matching results.  

5   Conclusions and Future Work 

In this paper, we propose a relational and evolutionary graph model called ExpertiseNet 
for expert modeling, which discovers both the relational and evolutionary information. 
Citation linkages and textual data are used to build the ExpertiseNets. The temporal 
evolution and relational information of expertises are explicitly described in the 
ExpertiseNet graph profiles that are used for mining, retrieval, and visualization. The 
parameters from ERGM and dynamic actor-oriented graph models are used to describe 
the structural properties and dynamics of the ExpertiseNet. We also introduce a new 
feature that boosts the expertise text classification accuracy by approximately 5%. 
Manual validations demonstrate the effectiveness of the proposed relational and 
evolutionary ExpertiseNets on applications of expert mining and matching. So far, the 
studies are complemented by qualitative evaluation. We have set up an online 
evaluation system for further quantitative evaluation.  

Both the relational and the evolutionary ExpertiseNets are scalable since when new 
data arrive, only parts of the models need to be updated with the new info. For 
relational ExpertiseNet, only the related nodes and edges need to be updated without 
changing of other nodes and edges in the graph. For evolutionary ExpertiseNet, new 
information from the recent time period only affects the last level, or generates 
another level in the graph.  

To the best of our knowledge, we are the first to explicitly use relational and 
evolutionary graph models for user profiling. Our ongoing work includes extending this 
graph-based user modeling frame work for user behavior modeling, and finding and 
predicting people’s information dissemination behaviors and roles in various events.  
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Abstract. We propose an approach for modeling the navigational be-
havior of Web users based on task-level patterns. The discovered “tasks”
are characterized probabilistically as latent variables, and represent the
underlying interests or intended navigational goal of users. The ability to
measure the probabilities by which pages in user sessions are associated
with various tasks, allow us to track task transitions and modality shifts
within (or across) user sessions, and to generate task-level navigational
patterns. We also propose a maximum entropy recommendation system
which combines the page-level statistics about users’ navigational activ-
ities together with our task-level usage patterns. Our experiments show
that the task-level patterns provide better interpretability of Web users’
navigation, and improve the accuracy of recommendations.

1 Introduction

Web users exhibit different types of behavior according to their interests and
intended tasks. These interests and tasks are captured implicitly by a collection
of actions taken by users during their visits to a site. For example, in a dynamic
application-based e-commerce Web site, they may be reflected by sequences of
interactions with Web applications to search a catalog, to make a purchase, or to
complete an online application. On the other hand, in an information intensive
site, such as a portal or an online news site, they may be reflected in a series of
user clicks on a collection of Web pages with related content.

Web usage mining is a collection of techniques for modeling Web users’ nav-
igational behavior. Beginning from Web server log data, Web usage mining in-
volves the application of data mining and machine learning techniques, such as
association rule mining, clustering, or sequential pattern analysis to identify us-
age patterns. Web usage mining has achieved great success in various application
areas such as Web personalization [13, 14], link prediction and analysis [11, 20],
Web site evaluation or reorganization [21, 22], Web analytics and e-commerce
data analysis [10], Adaptive Web sites [17, 12].

Since users’ activities are recorded in terms of visited pages at the session
level, after the data mining process, the discovered page-level patterns only pro-
vide limited interpretability in terms of the underlying users interests and the
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intended tasks. For example, we may find an association rule A → B involv-
ing pages A and B. This page-level pattern, by itself, provides no clue as to
nature of association between A and B or the reasons why they are commonly
visited together. However, if we are able to view user interactions at a “higher”
level of abstraction, we may be able to explain the association in terms of a
common task or content category involving these pages. The ability to better
explain or interpret the patterns at the higher abstraction level, in turn, can
lead to more accurate predictive models such as those used in personalization
and recommender systems.

Some recent work has focused on methods to model users’ behavior at “higher”
abstraction levels. In [16], Web items (documents) are first clustered based on
users’ navigational data, and then user behavior models are built at this item-
cluster level. In [4], an aggregated representation is created as a set of pseudo
objects which characterize groups of similar users at the object attribute level.
While these approaches have proved useful in some applications, they generally
rely on manually pre-defined semantic features or ad hoc clustering methods
which limit their flexibility.

In this paper, we propose a new Web user modeling approach called task-
oriented user modeling. The basic assumption we make is that, in a Web site
there exists a relatively small set of common navigational “tasks” which can ex-
plain the behavior of numerous individual Web users at different points in their
interactions with the site. We use the Probabilistic Latent Semantic Analysis
(PLSA) model [6] to probabilistically characterize these tasks, as well as the
relationships between the tasks and Web pages or users. We then propose an
algorithm based on Bayesian updating to discover individual user’s underlying
tasks, as well as the temporal changes in these tasks, thus generating task-level
usage patterns. These task-level patterns enable us to better understand users’
underlying navigational goals or interests. We also propose a Web recommen-
dation system based on a maximum entropy model [18, 1], which can flexibly
combine knowledge about Web users’ navigational behavior by integrating the
standard page-level and our proposed task-oriented models.

This paper is organized as follows. We present our task-oriented user model
in Section 2. In Section 3, we introduce our recommendation system which takes
into account both the page-level and task-level usage patterns. We evaluate this
recommendation system and report our experimental results on two real data
sets in Section 4. Finally, in Section 5, we identify avenues for future work and
conclude this paper.

2 Task-Oriented User Modeling with PLSA

In [9], we introduced a general and flexible approach for Web usage mining based
on Probabilistic Latent Semantic Analysis (PLSA). Here we employ the PLSA
framework to quantitatively characterize users’ navigational tasks, as well as the
relationships between these tasks and Web pages or users.
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The first step in Web usage analysis is the data preparation process. Raw
Web log data is cleaned and sessionized to generate user sessions. Each user
session is a logical representation of a user’s single visit to the Web site (usually
within certain time interval). After data preparation (see [3] for details), we have
a set of user sessions U = {u1, u2, · · · , um}, a set of pages P = {p1, p2, · · · , pn}.
The Web session data can be conceptually viewed as a m×n session-page matrix
UP = [w(ui, pj)]m×n, where w(ui, pj) represents the weight of page pj in user
session ui. The weights can be binary, indicating the existence or non-existence
of the page in the session, or they may be a function of the occurrence or duration
of the page in that session. We use a set of hidden (unobserved) variables Z =
{z1, z2, ..., zl}, which in our framework, correspond to users’ common tasks. Our
goal is to automatically discover and characterize these tasks, and then obtain
a view of the users’ behavior in the site by associating their actions with the
discovered tasks.

Each usage observation, which corresponds to an access by a user to a Web
resource in a particular session which is represented as an entry of the m × n
co-occurrence matrix UP , can be modeled as

Pr(ui, pj) =
l∑

k=1

Pr(zk) • Pr(ui|zk) • Pr(pj |zk), (1)

summing over all possible choices of zk from which the observation could have
been generated.

Now, in order to explain a set of usage observations (U,P ), we need to es-
timate the parameters Pr(zk), Pr(ui|zk), Pr(pj |zk), while maximizing the log-
likelihood of the observations.

L(U,P ) =
m∑

i=1

n∑
j=1

w(ui, pj) log Pr(ui, pj). (2)

We use the Expectation-Maximization (EM) algorithm to perform maximum
likelihood parameter estimation of Pr(zk), Pr(ui|zk), Pr(pj |zk). These proba-
bilities quantitatively measure the relationships among users, Web pages, and
common interests (tasks). For example, Pr(pj |zk) represents the probability of
page pj being visited given a certain task zk is pursued. While Pr(ui|zk) mea-
sures the probabilities of a user engaging in a certain task.

Given the estimated probabilities from the PLSA model, our next goal is to
identify user’s tasks from individual user sessions. Taking into account the order
of pages being visited in user sessions, each user session can also be represented
as a sequence of pages, as ui = 〈p1

i , p
2
i , · · · , pt

i〉, where pj
i ∈ P . Here we use a

Bayesian updating method, to compute the posterior probability of each task
within each individual user session, given the assumption that pages are inde-
pendent given a task. These probabilities measure the relative importance of
each task within the session. Also, we use a sliding window over the user’s click-
stream history reflecting our assumption that the most recently visited pages
are better predictors of user’s current interests. The algorithm is as follow.
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Input: a user session ui, Pr(pj |zk). Each user session is represented as a page
sequence, ui = 〈p1

i , p
2
i , · · · , pt

i〉, pj
i ∈ P .

Output: a user session represented as a task sequence.

1. Get the first L pages from ui and put them into a sliding window W .
2. Using Bayesian updating [19], we compute the probability of each task given

all the pages in W :

Pr(z|W ) =
Pr(W |z)Pr(z)

Pr(W )
∝ Pr(z)

∏
p∈W

Pr(p|z) (3)

3. Pick those tasks with probability exceeding a pre-defined threshold as the
current tasks and output them.

4. Move the sliding window to the right (remove the first page from the window,
and add the next page in ui into the window), recompute the probability of
each task given the current sliding window, and pick the dominant tasks.

5. Repeat this process until the sliding window reaches the end of this session.

After running this algorithm, each user session can be represented as a se-
quence of tasks, ui = 〈z′x, · · · , z′y〉, where z′ is either a single task or a small set
of dominant tasks. This representation gives us a direct understanding of users’
interests and the temporal changes in these interests.

Given these task sequences, we can discover task-level patterns from these
task sequences. For example, we can identify the most popular task(s) and the
least popular task(s), or we can run simple first-order Markov model to compute
probabilities of task transitions, Pr(zb|za), etc. These task-level patterns demon-
strate the Web site’s functionalities from the users’ point of view, and may help
the site designer to evaluate and reorganize the site. Another direct application
is to generate recommendations based on users’ tasks and task transitions. In
the next section, we will present a flexible and accurate recommendation system
which combines both the page-level and task-level patterns.

3 Recommendations Based on Maximum Entropy

In this section, we present our maximum entropy based recommendation sys-
tem. The system consists of two components. The offline component accepts
constraints from the training data and estimates the model parameters. The
online part reads an active user session and runs the recommendation algorithm
to generate recommendations (a set of pages) for the user.

To make predictions or generate recommendations for active users, we aim
to compute the conditional probability Pr(pd|H(ui)) of a page pd being visited
next given a user’s recent navigational history H(ui), here pd ∈ P , and H(ui)
represents a set of recently visited pages by ui. Since the most recent activities
have greater influence on reflecting a user’s present interests, we only use the
last several pages to represent a user’s history.
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3.1 The Maximum Entropy Model

To discover Pr(pd|H(ui)), we adopt a maximum entropy model, a powerful sta-
tistical model, which has been widely applied in many fields, including statistical
language learning [18], information retrieval [8] and text mining [15]. The goal of
a maximum entropy model is to find a probability distribution which satisfies all
the constraints in the observed data while maintaining maximum entropy. One
main advantage of using maximum entropy model is that one or more knowledge
sources can be integrated at different levels of abstraction in a natural way. Here
we extract two levels of statistics about Web users’ navigational behavior, and
use them as features and constraints to fit our model.

In our model, we use page-level and task-level usage patterns extracted from
Web users’ navigation data. For each type of patterns, we define features that
capture certain statistics of users’ navigational behavior.

1. Features Based on Page-level Usage Patterns
For simplicity, here we adopt the first-order Markov model to generate page
transitions. For each page transition pa → pb where Pr(pb|pa) �= 0, we define
a feature function as:

fpa,pb
(H(ui), pd)=

{
1 if page pa is the last page in H(ui), and pb = pd,
0 otherwise

2. Features Based on Task-Level Usage Patterns
Similarly, given a task transition za → zb, we define a feature as

fza,zb
(H(ui), pd):

fza,zb
(H(ui), pd) =




1 if the dominant task of H(ui) is za, and after moving
sliding window right to include pd, zb will be the
dominant task,

0 otherwise

Based on each feature fs, we represent a constraint as:

∑
ui

∑
pd∈P

Pr(pd|H(ui)) • fs(H(ui), pd) =
∑
ui

fs(H(ui), D(H(ui))) (4)

where D(H(ui)) denotes the page following ui’s history in the training data.
Every constraint restricts that the expected value of each feature w.r.t. the model
distribution should always equal its observation value in the training data. After
we have defined a set of features, F = {f1, f2, · · · , ft}, and accordingly, generated
constraints for each feature, it’s guaranteed that, under all the constraints, a
unique distribution exists with maximum entropy [7]. This distribution has the
form:

Pr(pd|H(ui)) =
exp(

∑
s λsfs(H(ui), pd))
Z(H(ui))

(5)
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where Z(H(ui)) =
∑

pd∈P Pr(pd|H(ui)) is the normalization constant ensuring
that the distribution sums to 1, and λs are the parameters needed to be esti-
mated. Thus, each source of knowledge can be represented as constraints (cap-
tured by the corresponding features) with associated weights. By using Equa-
tion 5, all such constraints are taken into account to make predictions about
users’ next action given their past navigational activity.

There have been several algorithms which can be applied to estimate the λs.
Here we use the Sequential Conditional Generalized Iterative Scaling (SCGIS) [5],
which seems to be more efficient especially when the number of outcomes is not
very large (in our case, the number of pages in a site). We also apply the smooth-
ing technique suggested by Chan and Rosenfeld [2], which has shown to be able
to improve the model by using some prior estimates for model parameters.

3.2 Generating Recommendations

After we have estimated the parameters associated with each feature, we can
use Equation 5 to compute the probability of any unvisited page pi being visited
next given certain user’s history, and then pick the pages with highest probabil-
ities as recommendations. Given an active user ua, we compute the conditional
probability Pr(pi|ua). Then we sort all pages based on the probabilities and pick
the top N pages to get a recommendation set. The algorithm is as follows:

Input: active user session ua, parameters λs estimated from training data.
Output: Top N pages sorted by probability of being visited next given ua.

1. Consider the last L pages of the active user session as a sliding window (these
pages are considered as this user’s history), and identify all the task(s) with
probability exceeding a pre-defined threshold using Equation 3 in Section 2.
(L is the size of the sliding window, also the length of the user history.)

2. For each page pi that does not appear in the active session, assume it is
the next page to be visited, and evaluate all the features based on their
definitions (above).

3. Using Equation 5 to compute Pr(pi|ua).
4. Sort all the pages in descending order of Pr(pi|ua) and pick the top N pages

to get a recommendation set.

4 Experimental Evaluation

We used two real Web site data sets to empirically measure the accuracy of our
recommendation system. Our accuracy metric is called Hit Ratio and is used
in the context of top-N recommendation framework: for each user session in
the test set, we take the first K pages as a representation of an active session
to generate a top-N recommendations. We then compare the recommendations
with page K + 1 in the test session, with a match being considered a hit. We
define the Hit Ratio as the total number of hits divided by the total number of
user sessions in the test set. Note that the Hit Ratio increases as the value of
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N (number of recommendations) increases. Thus, in our experiments, we pay
special attention to smaller number recommendations (between 1 and 10) that
result in good hit ratios.

The first data set is based on the server log data from the host Computer
Science department. The site is highly dynamic, involving numerous online ap-
plications, including admissions application, online advising, online registration,
and faculty-specific Intranet applications. After data preprocessing, we identify
21,299 user sessions (U) and 692 pageviews (P ), with each user session consisting
of at least 6 pageviews. The number of tasks is set to 30, and the length of user
history is set to 4. This data set is referred to as the “CTI data”. Our second
data set is based on Network Chicago Web servers representing the Chicago Pub-
lic Television and Radio. A total of 4,987 user sessions and 295 Web pageviews
were selected for analysis. Each user session consists of at least 6 pageviews. In
contrast to the CTI data, this site is comprised primarily of static pages grouped
together based on their associations with specific content areas. In this case, we
expect users’ navigational behavior reflect their interests in one or more pro-
grams represented by the content areas. In the experiment, task number is set
to 15 and the length of user history is set to 4. We refer to this data set as the
“NC data”.

We tried different number of tasks and picked the one achieving the maximum
likelihood of the training data. User history length was determined based on the
average session length in the training data. Each data set was randomly divided
into multiple training and test sets to use with 10-fold validation.

4.1 Examples of Task and Task-Level Usage Patterns

We applied the PLSA model to each of the training data sets, and then ran the
task-level pattern discovery algorithm to generate task-level usage patterns. An
example of a task-level usage pattern from the CTI data, and the associated task
transition tracking within a selected user session, is depicted in Figure 1.

The user visited 12 pages in the selected session (the upper table in
Figure 1). After we ran the algorithm in Section 2 for this session, we generated
a task sequence depicted in the lower table. The sliding window moves from the
beginning of the session to the end. At each position, we show the top two tasks
with corresponding probabilities (in each row). We can see that the user was
mainly performing two tasks in this session: Task 10 and Task 21. The figure
also shows the top pages associated with Task 10 and Task 21. Task 10 clearly
represents prospective international students looking for admission information,
while Task 21 represents the activity of prospective students who are actually
engaged in the process of submitting an application. As evident from the task
transition model, this user gradually finished Task 10 and moved to Task 21.
The changes of the probabilities associated with these tasks clearly reflect the
change of the user’s interests.

After identifying the tasks and their temporal changes in each user session,
we are able to generate recommendations not only based on the page transitions,
but also based on users’ current task and next possible task.
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A real user session 
 (page listed in the order of being visited) 

Task 10  
( in descending order 

of Pr(page|task) )

Task 21  
( in descending order of 

Pr(page|task) )

1. Admission main page Department main page Online application – start

2. Welcome information – Chinese version 
Admission 

requirements
Online application – step1

3. Admission info for international students Admission main page Online application – step2

4. Admission - requirements Admission costs Online application - finish

5. Admission – mail request Programs
Online application - 

submit

6. Admission – orientation info 
Online application – 

step 1
Online application - 

newstart

7. Admission – F1 visa and I20 info 
Admission – Visa & I-

20 information
Department main page

8. Online application - start 
Admission – 

international students
Admission requirements 

9. Online application – step 1 

10. Online application – step 2 

11. Online application - finish 

12. Department main page 

A real user session (only the No. of pages are listed) 
1 2 3 4 5 6 7 8 9 10 11 12 
T10: 0.6      T21: 0.4 

T10: 0.7      T21: 0.3 
T10: 0.8      T21 :0.2 

T10: 0.8      T21 :0.2 
T10: 0.6      T21: 0.4 

T10: 0.3     T21: 0.7 
T10: 0.1      T21: 0.9 

T10: 0      T21: 1 
T10: 0.2     T21: 0.8 

Sliding window (W) moves from the beginning to the end of this user session. Top 2 tasks and 
corresponding Pr (task | W) are shown. 

Fig. 1. Task Transition Example from CTI Data

4.2 Experimental Results

We identified page-level and task-level features as discussed in Section 3 and
built our recommendation system according to the algorithm of Section 3. For
comparison, we built another recommendation system based on the standard
first-order Markov model to predict and recommend which page to visit next.
The Markov-based system models each page as a state in a state diagram with
each state transition labeled by the conditional probabilities estimated from the
actual navigational data from the server log data. It generates recommendations
based on the state transition probability of the last page in the active user
session.

Figure 2 depicts the comparison of the Hit Ratio measures for the two rec-
ommender systems in each of the two data sets. The experiments show that
the maximum entropy recommendation system has a clear overall advantage
in terms of accuracy over the first-order Markov recommendation system on
the CTI data, which demonstrates that the incorporation of task-level usage
patterns actually help achieve better recommendation accuracy. As for the NC
data, our model also performs better in general, but the overall advantage is not
as apparent as that in the CTI data. One explanation of the difference in the
results is that the CTI Web site provides many distinct functionalities for users.
Student users can collect admission information, submit online applications, and
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Fig. 2. Recommendation accuracy: maximum entropy model vs. Markov model

perform degree audits, while faculty members can do online advising, etc. While
the content-based functionalities from NC site are not so distinct as those of
CTI site. Therefore, the benefit of using tasks there is not so impressing.

5 Conclusions and Future Work

In this paper, we have presented a framework for modeling Web users’ naviga-
tional behavior based on the automatically discovered task-level patterns. We
have employed a probabilistic approach which can characterize the user tasks
as a set of latent variables. We also demonstrated that the task-level patterns
can be seamlessly integrated with the standard page-level patterns in Web usage
mining to provide the basis for a more flexible and accurate Web recommender
system. To achieve this integration, we employed a maximum entropy model
which can be used to effectively combine knowledge from multiple sources de-
scribed as various constraints imposed on the data.

In the future, we plan to conduct work in several directions. We intend to
further explore the work on modeling Web users’ navigational behavior at the
task-level, such as modeling the hierarchical structure of users’ interest and tasks.
We also intend to incorporate other source of knowledge, such as from the Web
site content and linkage into the user modeling process.
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Abstract. Personalization today has wide spread use on many Web
sites. Systems and applications store preferences and information about
users in order to provide personalized access. However, these systems
store user profiles in proprietary formats. Although some of these systems
store similar information about the user, exchange or reuse of information
is not possible and information is duplicated. Additionally, since user
profiles tend to be deeply buried inside such systems, users have little
control over them. This paper proposes the use of a common ontology-
based user context model as a basis for the exchange of user profiles
between multiple systems and, thus, as a foundation for cross-system
personalization.1

1 Introduction

Typically, personalization occurs separately within each system that one inter-
acts with. Each system independently builds up user profiles, i.e. information
about a user’s likes/dislikes, and uses this information to personalize the sys-
tem’s content and service offer. Most of the personalization techniques [4] rely
on either the implicit collection of information about users by tracking and
analyzing their system usage behavior or the users explicitly providing informa-
tion about themselves or giving feedback to the system. Such approaches have
two major drawbacks: 1) investments of users in personalizing a system are not
transferable to other systems; 2) users have little or no control over the informa-
tion that defines their profile. Cross system personalization, i.e. personalization
that shares information across different systems in a user-centric way, can over-
come the aforementioned problems. Information about users, which is originally
scattered across multiple systems, is combined to obtain maximum leverage. In
this paper we present the Unified User Context Model(UUCM), an extensible,
ontology based user context model, that is the foundation of the approach to
cross-system personalization as an application of unified user models. The user
becomes a hub and a switch, moving, controlling and synchronizing user profile
data as part of a so-called Context Passport [3].

1 This research was partially funded under the IST-2003-507173 Project VIKEF.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 119–123, 2005.
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2 Related Work

User models have been used in recommender systems for content processing and
information filtering. Recommender systems, by observing preferences through
interactions with users, keep summaries of their preferences in a user model,
and utilize this model to adapt themselves to generate customized information
or behavior. Systems incorporating models of users interest [2] and other cogni-
tive patterns have been widely used to selectively filter information on behalf of
users. Task models of user are considered important [1] based on the assump-
tion that the goals of users influence their information needs. Along with the
aforementioned modeling dimensions, environmental aspects are considered a
key issue when modeling the user for improving the interaction between human
and computer.

Besides these more generic aspects of user modeling, there are also some ef-
forts in standardizing user model related aspects, mostly in application-specific
areas. The vCard specification and X.500, known as LDAP, are related stan-
dards. The IMS Learner Information Package (LIP) specification offers a data
model that describes characteristics of a user needed for the general purpose of
recording and managing learning related history, goals and accomplishments. In
addition, the IEEE Public And Private Information (PAPI) specification was
created to represent student records.

The above standards are well known, but suffer from some drawbacks. vCard
is suited for light weight user profiles like contact information or directories.
While LDAP allows storing user information as entries made up of attributes, the
directory schemas place restrictions on the attribute types that must be, or are
allowed to be, contained in an entry. IMS and PAPI are more generic and based
on standards like XML. However, they are not conceptually extensible. A unified
user profiling format needs to take into account the domain knowledge that
might be required for various applications. In order to support personalization
across multiple systems, a broader understanding of the user is required as is
also discussed in [2, 3].

3 The Unified User Context Model

The UUCM is a user context model that is structured along different dimensions
and captures the fact that the user interacts with systems in different working
contexts by structuring the model accordingly. In order to support cross-system
personalization, the model has to be flexible and extensible enough to deal with
the variations in personalization approaches and to incorporate the various as-
pects relevant for capturing the users’ characteristics and his current situation.
The main building blocks for the UUCM is an extensible set of facets represent-
ing the characteristics of the user and his current context. We use the term facets
instead of properties, because we do not only capture attribute value pairs, but
also probabilities and qualifiers for facet values, thus giving a richer description
as it is typical for frame-based languages. An extensible set of UUCM dimensions
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enables the structuring of the facets into groups of user characteristics (e.g. facets
related to cognitive pattern). In the context of UUCM, qualification of names
as well as values of the facets is a crucial aspect. Both names and values may
refer to vocabularies or ontologies, giving the possibility to connect to shared
vocabularies, thus simplifying interpretation in a global (cross-system) context.
Each UUCM facet is described by the following properties, part of which are
optional:

– Facet name - name of the UUCM facet to be described;
– Facet qualifier - used to bind the facet to a defining vocabulary or ontology;
– Facet value - value of the facet, which can be a simple literal as well a

reference to a structured resource depending on the domain;
– Value qualifier - a qualifier for the value(s) of the facet, i.e. it points to the

vocabulary or ontology the value is taken from;
– Value probability - a weight reflecting the probability of the facet value;
– Facet dimension - each facet is assigned to one of the UUCM dimensions.

The UUCM defines a meta-model for the concrete dimensions and facets used
in the description of a user context model. For the cross-system personalization
approach, that we are aiming for, it is assumed that this user context meta-
model is published as a shared ontology and all participating systems rely on
this model. In support of the UUCM, other ontologies are required: a facet
ontology that defines the different facets, a dimension ontology that defines facet
dimensions and, optionally, also ontologies for the facet values. More details are
available in [3]. Information for filling profiles based on UUCM context models
are gathered by observing the user interactions, such as items bought, rating
provided by users on items, keywords searched, etc. An alternative form to collect
values for the facets is to ask the user to fill in an initial form, where the user
can enter information about his/her characteristics. The main problem of this
process is that its validity depends on whether the users are willing to update
the information regularly. A possible solution is to integrate/update the explicits
interests given by the user with the automatic generation of profiles exploiting
supervised learning techniques [5]. An example of collecting information for the
Relationship Dimension can be found in [6].

4 UUCM in a Real World Cross System Scenario

There are three objectives which cross-system personalization needs to address:
1) broader user models that can cope with the variety in user modeling,
2) handling heterogeneous personalization systems and approaches, and
3) giving more control to the user. In line with these objectives, we claim that
user profiles should be stored closer to the user. However, maintaining user pro-
files on the user’s side presents some challenges. Interacting with multiple in-
formation systems may lead to a large amount of interaction data. Since the
individual system best understands the local interactions this should be done
within the individual personalization engine and only higher level descriptions
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of users should be exchanged between the information system and the unified
user profile, which we call the Context Passport. The exchange of such informa-
tion requires a negotiation between activities that an information system can
perform and those activities that the user context outlines. The Cross System
Communication Protocol (CSCP) provides a platform for such negotiations.

4.1 Example Scenario for Unified Profiling in Instant Messaging

In an examle scenario, two Instant Messaging (IM) applications: the MSN and
Yahoo Messenger are considered. Essentially the user profiles of these IM net-
works are lists of contacts that a person is explicitly connected with. While the
profiles of these applications focus on modeling relationship aspects, the pro-
files have a different structure to model this user information. MSN Messenger
allows user to have custom names, but has predefined categories for classifying
contacts (Friends, Family, etc). Yahoo Messenger does not allow custom names,
but allows creation of new categories. Furthermore, with MSN Messenger, it
is possible to have a person on your list, yet to block them from contacting
you. Yahoo has different structure, and to block or ignore a contact, this per-
son has to be deleted from the list and then added to a separate ignore list.
Most user profile formats like PAPI and IMS will fail to store a unified profile
completely.

As an concrete example, we take up a simple user profile for a fictitious
user John’s MSN and Yahoo (Figure 2) profiles. Both these models use com-
mon concepts, which can be represented by a common vocabulary consisting of
concepts im:Contact, im:Contact-List, im:Group related by relationships dis-

Fig. 1. User Profile Ontology for MSN and Yahoo Messenger

Fig. 2. (a)John’s Profile for MSN and Yahoo(b)John’s Yahoo Profile in UUCM
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cussed in Section 3, as shown in Figure 1(a),(b). Analyzing the domain for
IM user profiles, we reach a common model shown in Figure 1(c), composed
of only two facets. The same common model can be used for AOL, ICQ and
other IM applications with minor modifications to the common vocabulary.
Thus this model represents the domain model for the IM domain. Further ad-
ditions to the model are possible, but for this example, we assume the pro-
file to be composed of only a categorized list of contacts. Using this under-
standing, we can represent both the profiles in the UUCM format. Figure 2(b)
shows how the Yahoo profile can be represented. The MSN profile can be simi-
larly represented. We note that the profiles for these applications lie completely
in the Relationship dimension. By using a common format for representing
users, these two applications can more easily interoperate, and one applica-
tion can connect to both networks while maintaining a common profile. Similar
models can be constructed for eCommerce websites and personalized content
providers.

5 Conclusions

This paper proposes the use of a unified user profile format, which can be ex-
tended for use with multiple applications, and potentially be used to exchange
common information between multiple systems. The UUCM provides a basis
for the realization of cross-system personalization approaches that enable the
exchange and reuse of user profiles across different systems. UUCM components
refer to common vocabularies or ontologies in order to give the possibility to
interpret the user models in the different contexts.
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Abstract. The paper illustrates how student modeling and advice generation 
methods can be used to address problems experienced in Web-based distance 
education courses. We have developed the TADV (Teacher ADVisor) 
framework which builds student models based on the tracking data collected by 
a course management system and uses these models to generate advice to the 
course instructors, so that they can improve their feedback and guidance to 
distance students. The paper introduces TADV, describes how student, group, 
and class models are used for generating advice to the teachers, and discusses 
the viability of this approach based on an evaluative study with users. 

1   Introduction 

Although Web-Based Distance Education (WBDE) is very popular nowadays, some 
problems are reported, such as the students’ feeling of isolation and the instructors’ 
communication overhead and difficulty to address the needs of individuals and groups 
([5], [10]). To overcome these problems, the software used in WBDE may play the 
role of an advisor and provide both students and teachers with an appropriate help. 
While many systems include tools to provide adaptive help to students (e.g. [2], [4], 
[9], [12]), there is insufficient support for teachers in WBDE. Our research focuses on 
assisting teachers in WBDE by delivering appropriate computer-based advice to help 
them manage their distance courses effectively. We consider distance courses built 
with Web Course Management Systems (WCMS) - a platform commonly adopted in 
many educational organizations for learning and teaching on the Web (e.g. WebCT, 
Blackboard, Centra Knowledge Center, Moodle, etc.).  

To effectively play their new role of facilitators who support the students' in their 
learning, the teachers in WBDE need to have good understanding of what is 
happening in distance classes. WCMS collect rich tracking data about the students’ 
activities, but this data is rarely used by teachers due to its complexity and poor 
structure. We have developed a Teacher ADVisor (TADV) framework [6] which uses 
WCMS tracking data to build fuzzy student, group and class models, based on which 
appropriate advice is generated to facilitators. The TADV mechanism for fuzzy 
student modeling is presented elsewhere, see [7]. This paper focuses on the use of 
student, group, and class models to generate appropriate advice to teachers. 

This paper will briefly introduce TADV (Section 2). We will then outline, in 
Section 3, the structure of the student, group, and class models, and will describe, in 
Section 4, how these models are used for advice generation. Section 5 will present a 
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prototype of TADV that was used in an empirical evaluation with real users, results of 
which will be sketched out in Section 6. Finally, in the conclusions, we will point out 
the contribution of our work to student modeling and intelligent WCMS.   

2   Brief Overview of TADV 

TADV is a computer-based advice generating framework designed to deliver advice 
to facilitators in a WBDE environment developed in WCMS platforms.  

Fig. 1. The TADV Architecture

TADV consists of two parts (see Fig.1). PART-I represents the conventional 
structure of a course developed in WCMS. The course designers are responsible for 
preparing the course material incorporated in the Domain Knowledge Base (DKB).
TADV considers the common way a course is designed with a WCMS, i.e. a course is 
defined in a hierarchical way and divided into a set of lessons, where each lesson is 
decomposed into a set of concepts that comprise the knowledge building blocks. Each 
concept is illustrated by learning objects (HTML pages, presentations, etc.), 
assessment quizzes, and communication activities. The student tracking data that 
WCMS collects throughout the course is stored in a Student Database (SDB) - the 
main source for student, group and class modeling. 

PART-II is an extension to WCMS to model students and generate advice. Domain 
Meta-Knowledge (DMK) is a layer upon DKB that describes the course material and 
how the domain concepts are related. TADV uses concept maps to represent relations 
between domain concepts in a hierarchical structure. Student Models (SM) represent 
the knowledge of individual students and their communication styles. Group Models 
(GM) and Class Model (CM) are derived from individual SM to represent information 
about specific groups of students and the whole class. Student Model Builder (SMB) is 
a module that analyzes the information supplied by the WCMS and builds SM, GM, 
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and CM. Student modeling capabilities are briefly described in Section 3; see [6] and 
[7] for more details. The Advice Generator (AG), which is presented in Section 4, is a 
module that uses the SM, GM, and CM together with relevant information in DMK to 
produce appropriate advice to teachers. 

3   Modeling Students in TADV 

Individual Student Models. The SM represents individual students and includes four 
parts: (1) Student Profile - general information about the student, (2) Student Behavior -
student's learning interactions, such as the sessions the student has gone through and 
detailed information of his/her activities; (3) Student Preferences - based on a summary 
of the student’s activities to present, for example, the student’s preferred types of 
learning objects; (4) Student Knowledge - the student’s level of understanding of 
domain concepts. An overlay approach is used where each concept is associated with a 
measurement of the student’s knowledge status in relation to that concept. The 
computation of this status is based on certainty factor and fuzzy set theories [11]. For 
each concept c, two fuzzy values are calculated: measure of Belief, MB(c) and Measure 
of Disbelief, MD(c) that the student understands c. The algorithm for calculating MB(c)
and MD(c) considers the time spent on the learning objects and the correctness of the 
answers to assessment quizzes, the fuzzy equations used are give in [7]. A Certainty 
Factor is calculated as CF(c) = MB(c) - MD(c) to represent the student's knowledge 
status with regard to c. Depending on the value of CF(c), c is considered as completely 
learned (CL), learned (L), or unlearned (UL) by this student. Furthermore, the level of 
the knowledge gained by the students through out the course topics is categorized as 
Excellent, Good, or Weak. TADV also considers the students’ participation in 
discussion forums (as given in the WCMS tracking data) to build a picture of the 
communicative activities of each student. TADV uses SM to inform the teachers when a 
student is experiencing problems or is not communicative, and to suggest appropriate 
activities to stimulate the student. In addition, the teacher can be advised to encourage 
students with excellent and good knowledge to help their struggling peers.
Group and Class Models. TADV gives the teacher the choice to define groups of 
students to be monitored. It is, therefore, possible to model groups of students and 
generate advice to highlight existing group problems. The main goal of GM is to 
enable TADV to infer about the common problems that might happen to the majority 
of students in the group and how these problems are related to the common 
characteristics of the students in the group. Similarly to existing group modeling 
approaches (see [1]), GM is derived through the aggregation of the individual SM of 
the group members, i.e. it depends on the interactions made by all students in a 
specific group. A Group measure of belief GMB(c) and measure of disbelief GMD(c) 
in regard to a concept c are calculated using certainty factors theory using MB(c) and 
MD(c) of all group members, respectively. Then, a group Certainty Factor GCF(c) =
GMB(c) - GMD(c) is calculated to estimate the group understanding of c. GM also 
assesses the communication activities of the whole group. Similarly to GM, CM 
reflects the knowledge status and the communicative aspects of the whole class, 
considered as one big group of students. GM and CM are used, for example, to 
determine parts of the course that cause problems to many students, assessment 
quizzes that are too challenging or too easy, types of learning objects preferred by the 
students, communication activities commonly/rarely used, etc.  
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Student Model Builder. (SMB) is the module that analyses WCMS tracking data and 
generates SM, GM, and CM. SMB may be executed periodically (e.g. daily or 
weekly) or when required by the course facilitator. This depends mainly on the 
required interval of time between advice-generation sessions (e.g. in the study 
described in Section 6, SMB was executed daily). SMB contains three main modules: 
(a) Interaction Interpreter that process tracking data and stores information in the 
student behavior model; (b) Individual Model Builder that uses the student behavior 
model to make the necessary changes in both the student knowledge and the student 
preference model; and (c) Group and Class Models Builder that uses the individual 
SM to build GM and CM. The algorithms used in SMB are described in detail in [6]. 

4   Generating Teacher Advice in TADV 

In TADV, a set of predefined conditions is used to define advising situations. For 
each situation, a predefined advice template(s) is described. When AG recognizes a 
situation (based on student SM, GM, and CM), the corresponding template is 
activated to generate advice to the teacher together with recommendation of what can 
be sent to the student. In some cases, TADV may just produce a statement that 
describes a situation without suggesting what the teacher should do to remedy the 
problem. This can happen when TADV is either unable to identify reasons for the 
problem or considers as appropriate to highlight the problem and let the facilitator 
decide what pedagogical actions are needed based on his/her subjective view. 

4.1   Proposed Advice Types

TADV follows an advice taxonomy based on our analysis of problems with distance 
courses, as discussed in the literature and confirmed in interviews with several Web-
based course teachers [6]. Three advice categories are considered: 

Advice concerning individual student performance (Type-1): includes several 
subtypes, such as advice related to a student’s knowledge status, students who have 
unsatisfactory learning levels, uncommunicative students, students who have not 
start working or are delaying with the course, etc. 
Advice concerning group performance (Type-2): provides information about 
common problems that face a group of students and includes advice related to the  
knowledge states of groups, groups with satisfactory/unsatisfactory learning levels, 
uncommunicative groups, etc.  
Advice concerning class performance (Type-3): provides information about the 
status and behavior of the whole class and includes advice related to the class 
knowledge status, excellent and weak students relative to the whole class, most and 
least communicative students, etc. 

4.2   Advice Generating Criteria 

AG is based on recognizing situations when the teacher may be offered some advice. 
Each situation is defined by including the following:

Stimulating Evidence (E): the situation that motivates AG to generate the advice, 
defined as E(e1, e2, e3) where e1 is the name of the student, group, or class that 
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cause the stimulating evidence, e2 is the name of a domain concept, and e3 is the 
status (CL, L, UL, or delayed) of the domain concept carried by e2. For example, 
E(S1, cb, UL) means that for student S1, concept cb is "Unlearned". If e2 is not 
specified then e3 is considered as the status of the student. For example E(S1, Weak)
means that student’s state of S1 is evaluated by TADV as weak. 

Table 1. Examples of defining situations for generating advice to individual students (Type-1), 
groups of students (Type-2) and the whole class (Type-3) 

Investigat
ed Reason (R)

Advice from TADV  
to facilitator (A) 

Recommended advice 
from facilitator to the student 

(T) 

Next 
AG Action

Type-1 Student advice [Stimulating Evidence is E(S, cb, UL)]
(cb, learning 
objects and/or 
assessment 
quizzes are not 
activated by S)

Student S should be advised to work on 
the available learning objects and 
assessment quizzes related to cb

In order for you to understand 
cb we suggest you refer to its 
available learning objects and 
solve related assessment 
quizzes. 

Look for 
new 
evidence 

(ca, Strong, 
UL)

Student S should be advised to study ca In order for you to master cb, it 
is highly recommended that you 
study ca first. 

Look for 
new 
evidence 

(ca, Moderate, 
UL)

It may be useful to advise student S to 
study ca

In order for you to master cb, it 
may be useful to study ca first. 

Look for 
other 
reasons 

Type-2 Group advice [Stimulating Evidence is E(G, cb, UL)]
(ca, Strong, L) G members should be advised to work 

more with concept ca

cb appears to be a common 
problem for students in G. It is 
preferred to work more on ca.

Look for 
other 
reasons 

(ca, Weak, UL) It might be useful to advise G members 
to study ca

cb appears to be a common 
problem for students in G. It 
might be useful to study ca

Look for 
other 
reasons 

Type-3 Class advice [Stimulating Evidence is E(C, cb, UL)]
(ca, Strong, L) cb appears to be a common problem for 

students in C. The prerequisite ca is not 
completely mastered by the class 
members. It might be useful to advise 
class members to study ca

Facilitator should take the 
necessary actions. 

Look for 
other 
reasons 

(cb,
Uncommunic-
ative)

cb appears to be a common problem for 
students in C. TADV notes that class 
members are not participated in the cb

discussion forum. C members should be 
encouraged to participate in 
communication activities related to cb.

Facilitator should take the 
necessary actions. 

Look for 
new 
stimulat-
ing 
evidence 

Investigated Reason (R): according to the discovered E, the AG will look for 
reasons that cause this evidence, by using the SM, GM, and CM. The investigated 
reason is generally formalized as R(r1, r2, r3) where r1 is the name of the domain 
concept related to e2 with r2 concept type of relation (Strong/Moderate/Weak) and 
r3 is the status of r1. For example, if R(ca, Strong, UL) is the investigated reason of 
E(S1, cb, UL) then AG can reason that the unlearned status of ca that is strongly 
related to cb is the reason for this E. More examples are given in Table 1.  

Advice from TADV to facilitator (A): depending on the investigated reason, the 
AG will deliver the appropriate advice to the facilitator. A is defined as A(P1,…, Pn)
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where P1,…, Pn are the parameters carried with the template. There are four basic 
parameter types used in advice templates: concept name, student name, group 
name, and class name. See example templates in Table 1. 

Recommended advice from facilitator to student/group/class (T): If possible, 
depending on R, the AG will produce a predefined advice template that 
recommends advice that the facilitator may send to a student, a group, or the whole 
class. This item does not exist when the AG is unable to find reasons that might 
have led to the current stimulating evidence or when the advice is concerned merely 
with highlighting important information to the facilitator. The recommendation is 
generally formalized as T(P1,…., Pn) where P1,…., Pn are parameters carried with 
the template. Table 1 shows some templates with recommendations.  

Next AG Action: For some stimulating evidence there is a possibility of having 
many reasons. When a reason is investigated, AG will proceed with the reason and 
generate the appropriate advice. At this point, depending on the investigated 
reason, AG will either end the processing of the current evidence or keep searching 
for other reasons. When a reason is considered to be sufficient then its “Next AG 
action” is specified as "Look for new stimulating evidence" to notify AG to end
processing of the current evidence. When a reason is considered to be insufficient, 
its “Next AG action” is specified as "Look for other reasons", i.e. AG has to 
continue processing of E by searching for other candidate reasons R.

Fig. 2 shows the main processes performed during generation, which include: 

Process 1: Look for stimulating evidence: uses inputs mainly from SM, GM, or 
CM to locate the concepts with problematic learning status (i.e. unlearned and 
learned concepts). It also uses the course calendar to find weather the student is 
delayed. The major output of this process is a stimulating evidence (E).

Fig. 2. Processes performed during advice generation in TADV 
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Process 2: Find possible reason: uses E (from the last process), domain 
knowledge model (concept maps) and SM, GM, or CM to investigate the reason 
behind the given E. The major output of this process is the investigated reason R.
Process 3: Find template, assign parameters, and generate advice: According to 
the reason R from the previous process, this process locates the appropriate advice 
templates and their parameter value.

5   The TADV Prototype 

The TADV design is based on an extensive study of information provided by WCMS, 
including practical experience with several platforms [6]. One of them, the Centra 
Knowledge Server, has been employed to demonstrate TADV in a Discrete 
Mathematics distance learning course at the Arab Academy for Science and 
Technology (AAST), Alexandria, Egypt. In this prototype, the teacher provided the 
course material and the required metadata, interface for this was built. The TADV 
prototype is implemented on Microsoft SQL Server 2000 and Active Server Pages 
(ASP) technology with ODBC (Open Data Base Connectivity) drivers. The Web 
server is Microsoft Internet Information Server (MS-IIS) under Microsoft Windows 
2000 server. Java and Visual Basic and scripts are used as development languages.  

The Centra Knowledge Center has been extended, following the architecture in 
Fig.1. SMB was built to extract student models from student tracking data, as 
outlined in Section 3; and AG was implemented to highlight problems of individuals, 
groups, and the whole class, as described in Section 4. Fig. 3 shows part of the 
facilitator's interface, and Fig. 4 shows a screen used to display advice and feedback 
to a student. The screen shots are taken from interactions with the TADV prototype 
during an evaluative study with real users, which is described in the next section.

Fig. 3. A screen used to display advice to the facilitator. Advice is offered to the facilitator 
along with recommended text that can be sent to the student. The facilitator can modify the 
recommended advice before sending it and can choose either to send or suppress it. The rating 
section is for evaluation purposes, as described in Section 6 
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Fig. 4. A screen to display advice to a student, i.e. what the teacher has sent to this student (see 
Fig. 3). The rating section is for evaluation purposes, see Section 6 

6   The TADV Evaluation 

An empirical evaluation of the TADV prototype was conducted to verify the usability 
and functionality of the system's components, and to examine the benefits of the 
approach for facilitators and students. TADV was integrated within a distance 
learning environment and used by three facilitators and forty students studying a 
Discrete Mathematics course at AAST during December 2003-January 2004. The 
students were divided into two groups: Experimental group – using WCMS and 
TADV which generated advice to facilitators who then sent messages to students, and 
Control group – using just WCMS. The facilitators were observed during the study. 
At the end, they were interviewed, while the students were given a questionnaire. Due 
to space limitation, we will outline here only results that refer to suitability of the 
generated advice, for a full description of the study and its results see [6]. 

The study showed that TADV provided practical and effective advice. TADV 
made it easy for the facilitators to send immediate help and feedback to distance 
students. The facilitators felt that they gained considerable knowledge about the 
students' behavior and the problems they faced during the study of the course; and 
stressed the necessity of such advice to be able to manage distance classes.  

The facilitators were satisfied with the advice generated regarding advice types, 
content, and the situations addressed. They found the generated advice important,
useful, and appropriate for managing distance classes. They highly appreciated the 
advice generated regarding groups and classes, as one of them commented:  

“Overall evaluation of the advising feature is good. I really appreciate the 
advice generated for groups and class. For me, advice that provided 
information like who are the most excellent or weak students, 
communicative or uncommunicative students, etc. is really very useful.”
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Fig. 5. Advice rating results. Type-1, Type-2, and Type-3 concern individual students, groups 
of students, and the whole class, respectively. The teachers rated all advice generated by 
TADV, the students were required to rank the advice pieces that the teachers sent to them. 
However, there were times when the students received advice but did not rank it

The participating students also appreciated the idea of receiving feedback from the 
facilitators. They found the advice sent to them helpful, especially when they were 
delayed with the course. Fig. 5 shows the advice rating results.  

In contrast, the facilitators knew very little about the students in the control group. 
The students in that group received much less feedback on their progress and little 
guidance from the facilitators. The analysis of the students’ questionnaire has showed 
that the student working with TADV were satisfied with the system. Moreover, 
comparison of pre/post-tests scores showed that the learning gains of the experimental 
group are slightly higher than those of the control group.  

The study pointed at the need for TADV improvements. For instance, there was 
repetition and redundancy in Type-2, i.e. group-related, advice that was generated for 
each individual student in the group (see the Type-2 ranking in Fig.5). Based on this, 
the TADV framework was tuned to include advice filtration and aggregation features.  

7   Conclusions 

The work presented in this paper is a step toward increasing the effectiveness of 
distance education with WCMS platforms through the use of student modeling and 
advice generation techniques. Our research contributes to a recently emerging trend for 
incorporating intelligent techniques in WCMS [3]. While [8] apply visualization 
techniques to present student tracking data using graphical manner (which sometimes 
may add more cognitive loads to teachers in order to understand various graphical 
representations), we have demonstrated an approach of using this data to implement 
intelligent features that extend the functionality of conventional WCMS to support 
teachers managing their courses. The core of our approach is the elicitation of student, 
group, and class models and using these models to help teachers gain better 
understanding of their distance students. 

The paper introduced a teacher advisor framework - TADV – aimed at helping 
instructors to keep close to and guide effectively their distant students. We have 
described the TADV advice generation mechanism and have shown that student 
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models are crucial for providing teachers with helpful advice tailored to the specific 
conditions of the courses they run. The advice types and advice generation criteria 
proposed in this work are quite general and are not dependent on a specific domain or 
WCMS used. An empirical study with a TADV instantiation in a Discrete 
Mathematics course has shown that the teachers have gained a better understanding 
of the needs and problems of their students, which may result in a more effective 
instruction and may lessen the students’ feeling of isolation. The study also showed 
that the students appreciated the teacher’s feedback, which was based on TADV 
recommendations. Currently, TADV is being instantiated within another WCMS that 
is being developed within AAST, and will be used by a large number of students and 
teachers. This will enable us to conduct studies involving a large number of users in a 
long period of time and to further examine the impact of TADV.    
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Abstract. We present a computational framework designed to provide adaptive 
support aimed at triggering learning from problem-solving activities in the 
presence of worked-out examples. The key to the framework’s ability to 
provide this support is a user model that exploits a novel classification of 
similarity to infer the impact of a particular example on a given student’s meta-
cognitive behaviors and subsequent learning. 

1   Introduction 

Research demonstrates that students rely heavily on examples, especially in the early 
phases of learning (e.g., [3, 4, 14, 15]). Therefore, there is a substantial amount of 
work in the cognitive science and Intelligent Tutoring Systems (ITS) communities 
exploring how examples impact learning, and how computer-based adaptive support 
can be provided so that examples are used effectively (e.g., [1, 8, 18]). This support 
typically takes one of two forms. One form involves selecting examples for students 
during problem-solving activities (e.g. [1, 18]). A second form involves providing 
guidance on skills needed to learn from examples effectively, based on evidence that 
different learners have various degrees of proficiency for using examples (e.g., [4]). 
For instance, the SE-Coach provides support for the meta-cognitive skill of self-
explanation (the process of explaining instructional material to one self) during 
example studying, before students start solving problems [8]. Here, we describe the  
E-A (Example-Analogy) Coach, a computational framework designed to provide 
adaptive support for meta-cognitive skills required for effective analogical problem 
solving (APS), i.e., using examples during problem-solving activities. 

A key factor that must be taken into account when providing support for APS is the 
similarity between the problem and example, since there is evidence that this 
similarity impacts the problem-solving process. For instance, students have difficulty 
using examples that are not similar enough to the target problem (e.g., [10, 12]). Thus, 
systems that select examples for students typically aim to minimize the differences 
between a problem and the chosen example [18]. Although this approach has been 
shown to be effective, we believe that student characteristics should also play a role in 
a system’s analysis of the example’s impact on APS. For instance, problem / example 
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differences which the student has the knowledge to reconcile do not have the same 
impact on learning as differences which correspond to a student’s knowledge gaps. In 
addition, there is evidence that even given very similar examples, students do not 
necessarily learn well, possibly because they engage in excessive copying that 
interferes with learning [15, 17]. Although it is clear that problem / example similarity 
affects APS, there is not much understanding on how this happens for different types 
of learners (personal communication, M. T. Chi). Here, we propose that certain kinds 
of similarity can have a positive impact on students who lack meta-cognitive skills 
needed for effective APS. We incorporate this assumption into the E-A framework, 
and thus extend existing work on supporting APS by: 1) proposing a novel 
classification of similarity, and 2) devising a user model that relies on this 
classification, as well as student knowledge and meta-cognitive skills, to assess the 
impact of various examples on APS. This assessment is used by the framework to 
provide tailored interventions (including example selection) to improve this process. 

In the rest of the paper, we first discuss the skills needed for APS. We then 
describe the overall E-A framework. Finally, we present the E-A user model, and 
discuss how it can be used to generate adaptive support for effective APS. 

2   Skills Needed for Analogical Problem Solving  

Analogical problem solving consists of the example retrieval and transfer phases. The 
retrieval phase involves the selection of an example to help solve the target problem. 
This phase is governed by expertise, in that novice students tend to experience 
difficulties finding examples that both facilitate problem solving and support learning 
(e.g., [10]). The transfer phase involves incorporating information from an example 
into a problem’s solution [2, 15, 16]. The learning outcomes from this phase are 
influenced by meta-cognitive skills which can be categorized along two dimensions: 
analogy-type and reasoning.

The analogy-type dimension characterizes a student’s preferred style of problem 
solving when examples are available (e.g., [15, 17]). Min-analogy identifies students 
who try to solve a problem on their own, and refer to an example only when they 
reach an impasse. Max-analogy identifies students who copy as much as possible, 
regardless of whether they have the knowledge to solve the problem on their own. 
Students who prefer min-analogy tend to learn more, because they have opportunities 
to 1) strengthen their knowledge through practice, and 2) uncover knowledge gaps. 

The reasoning dimension is characterized by how a student tries to understand the 
example solution prior to using it to solve the problem. A behavior that is believed to 
result in good learning is explanation based learning of correctness (EBLC), a form 
of self-explanation used to overcome impasses when existing domain knowledge is 
insufficient to understand the example solution [6, 16]. This process involves using 
common-sense knowledge (instead of domain knowledge), in conjunction with 
general rules, to derive new rules that can justify an unclear step in the example. For 
instance, Fig. 1 shows a problem and example in the domain of Newtonian physics, 
while Fig. 2 (top) shows how EBLC can be used to explain the existence of the 
normal force mentioned in line 3 of the example in Fig. 1 [16]. This reasoning can be 
compressed into a rule (Fig. 2, bottom) that the student can then use to solve the 
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problem in Fig. 1, top. There some indication that certain students have an inherent 
tendency for this type of reasoning [6]. Unfortunately, many students employ more 
shallow processes when using examples during APS, which either do not result in 
learning, or result in shallow forms of knowledge (e.g., [13, 15, 16]). For instance, 
rather than reasoning via EBLC, students could focus on adapting example line 3 
(Fig. 1) to copy it over to the problem. This can be done by substituting example 
constants by problem ones (i.e. crate by block) to generate the correct answer in the 
problem (this process is known as transformational analogy or mapping-application
[2, 15]). Although this reasoning does accomplish the adaptation needed for correct 
transfer, it doesn’t lead to learning the appropriate rule. Given that learners have 
various degrees of proficiency for using examples (e.g., [4, 6, 15]), the overall goal of 
our work is to provide a framework that encourages min-analogy and EBLC and 
discourages its ineffective counterparts. We begin by describing the E-A architecture. 

3   The E-A Architecture  

The overall architecture of the E-A Coach is shown in Fig. 3. The system contains 
two data bases of problems: worked-out examples and problems for students to solve. 
The solutions to these are automatically generated by the problem solver, using the 
problem specification and the rules found in the knowledge base component. The E-A 
interface allows students to interactively solve problems from the problem pool and to 
refer to worked-out examples in the example pool. The E-A coach relies on the user 
model’s assessment of a given student’s knowledge and APS behaviors to provide 
adaptive support for APS. This support includes suggesting appropriate examples and 
generating hints to encourage EBLC and min-analogy when needed. 

Our approach for providing tailored support for APS is domain independent and 
applies to any problem-solving domain for which a rule-based representation is 
applicable. However, the current instantiation of the E-A framework is embedded in 
Andes, a tutoring system for Newtonian Physics [7]. Andes provides support for 
problem solving and example studying in isolation. The E-A Coach is designed to 
provide a bridge between these two modes, allowing for a smooth transition from 
pure example studying to independent problem solving. We now describe the E-A 
user model. 

Problem: A 5kg block  is being pushed up a ramp inclined 40 
degrees, with an acceleration of 3m/s2. The force is applied to the 
block at 15 degrees to the horizontal, with a magnitude of 100N. 
Find the normal force on the block.

Example: A workman pulls a 50 kg. crate  along the floor. He pulls 
it hard, with a magnitude of 120 N, applied at an angle of 25 
degrees. The crate is accelerating at 6 m/s2. What is the normal 
force on the crate? 
    [1] To solve this problem, we apply Newton’s Second Law. 
    [2] We choose the  crate  as the body.  
    [3]  One of the forces acting on the crate   is  the normal force  
    [4] It is directed straight-up 

Since the crate is in contact with the floor, 
it follows (from a commonsense rule) that 
the crate pushes down on the floor. 
Therefore (by a general rule), the push is 
an official physics force that acts on the 
floor  and is due to the crate. Therefore (by 
Newton's third law), there is a reaction 
force to it that acts on the crate and is due 
to the floor. 

Rule: If an object O1 is in surface contact 
with object O2 then
  there is a normal force on object O1

Fig. 1. Sample Problem & Example Fig. 2. Reasoning via EBLC
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Fig. 3. The E-A Architecture 

4   The E-A User Model 

The E-A user model allows the framework’s coach to provide individualized support 
to students during APS, by operating in two modes: assessment and simulation. In 
assessment mode, the model  generates an appraisal of how well a student is using an 
example to solve a given problem, based on that student’s interface actions. This 
allows the E-A coach to generate interventions encouraging EBLC and min-analogy 
only when it becomes apparent that the student is not learning effectively. In 
simulation mode, the model generates a prediction of student behavior and 
consequent learning for a particular problem / example pair. This allows the 
framework to find an example in its example pool that maximizes learning for a 
particular student. To perform both assessment and simulation, the model reasons 
about the student’s cognitive skills (knowledge) and meta-cognitive traits (analogy 
and EBLC tendencies). To do so accurately, it takes into account the impact of 
problem / example similarity on these student characteristics, as we discuss below. 

4.1   Impact of Similarity on the E-A User Model’s Assessment 

To show how the E-A user model incorporates similarity into its assessment, we need 
to first describe how similarity impacts APS. The similarity between a problem and 
example is typically classified as either superficial or structural (e.g., [5, 10]). 
Superficial similarity is assessed using features not part of the underlying domain 
knowledge, such as the objects in the problem specification and/or its solution (e.g., 
block and crate in the problem and example in Fig. 1). Structural similarity is 
assessed using the domain principles (rules) needed to generate the solution (e.g., the 
rule derived via EBLC, Fig. 2).  

Let’s now look at how these two kinds of similarity impact problem solving, and in 
particular, how they can be used to encourage effective APS. One of the downfalls of 
using examples is that some students copy from them without trying to learn the 
principles that generated the example solution. This could be prevented by 
introducing structural differences into the example. However, the benefit of doing so 
strongly depends on whether the student knows the rules involved in these 
differences. If the student knows the rules, the lack of similarity with the example 
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forces her to do pure problem solving, which can be highly beneficial. If, however, 
the student does not know these rules, the example will not be helpful for acquiring 
them to generate the problem solution, and no learning gains will occur.  

On the other hand, superficial differences do not prevent students from learning the 
underlying concepts, which increases the chances that they can carry on in their 
problem-solving. However, as we already discussed, some students do not reason 
effectively from superficially-similar examples. Although there is some evidence that 
superficial similarity impacts example retrieval and classification [5, 11],  it is still not 
clear how different levels of superficial similarity influence students’ meta-cognitive 
behaviors necessary for effective reasoning. In the process of investigating this issue, 
we realized that we needed a finer-grained classification of superficial similarity than 
one currently available in the literature. Thus, we developed one, based on further 
categorizing superficial differences as: 

- trivial: differences between problem / example solution elements which 
correspond to constants that appear in both the example specification and its 
solution, and have a corresponding constant in the problem specification. In 
addition, in order for a difference to be classified as trivial, simple substitution of 
the example constant by the corresponding problem constant is sufficient (i.e. 
requires no further inference) to generate a correct solution step in the problem. 
For instance, a trivial difference between the problem and example in Fig. 1 
corresponds to the objects chosen to be the body in their solutions: crate (line 2, 
example solution) and block (problem solution, not shown);  

- non-trivial: differences between problem / example solution elements 
corresponding to constants that do not appear in both problem / example 
specifications, or that require additional inference to generate a correct problem 
solution. One such non-trivial difference in Fig. 1 relates to the problem solution 
step requiring that a normal force be drawn perpendicular to the ramp, as opposed 
to straight up for the example (line 4, example). This difference depends on a 
constant defining the incline of the surfaces on which the block and crate rest, 
which only appears in the problem specification, but which also requires 
additional inference in order to be reconciled (i.e. that the force is directed 90 
degrees away from the surface’s incline). 

Note that the classification is based on comparing solutions, which the E-A Coach 
has access to (students only have access to the example solution). Given this 
classification, we have two hypotheses regarding the impact of superficial similarity 
on APS behaviors, which are based on cognitive theories of learning from examples 
[2, 15, 16]. First, trivial differences do not stimulate EBLC and min-analogy for 
students who do not spontaneously engage in these processes and have poor 
knowledge. There is some evidence backing up this assumption: students do not have 
difficulty reconciling trivial differences during APS to generate the problem solution, 
but do not always learn from doing so [13, 15]. Second, non-trivial differences can 
have a positive impact on learning for students with poor APS skills. This assumption 
is based on our observation that only the ‘good’ APS processes (i.e. EBLC and min-
analogy) make it possible to resolve the non-trivial difference and generate a correct 
problem solution. For instance, students can not apply transformational analogy to  
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Fig. 4. Fragment of the E-A User Model (not all probabilitites/links between slices are shown) 

transfer example solution line 4 in Fig. 1, and still obtain the correct solution. To 
correctly continue problem solving, they need to generate the rule via EBLC. 

Our proposed classification allows the E-A user model to reason about the impact 
of superficial similarity on students’ APS behaviors. This extends existing approaches 
to providing such support, since these do not make an explicit distinction about 
different kinds of superficial similarity, or their impact on students’ meta-cognitive 
behaviors [1, 18]. We will now discuss in more detail how the classification and 
related hypotheses are incorporated into the E-A user model.  

4.2   Assessment Mode 

We first describe how the E-A user model operates in assessment mode to evaluate a 
student’s APS behavior. The model relies on the Andes approach, which involves: 1) 
automatically generating a solution graph consisting of all the steps and 
corresponding knowledge needed to solve the problem, as well as paths between these 
steps, and 2) automatically converting this solution graph into a Bayesian network, 
used in real-time to perform assessment [7]. The Andes model, however, does not 
account for the presence of examples during problem-solving activities. Thus, we 
have extended this model, as is described below.  

The Andes model assesses student knowledge based on problem-solving actions, 
but does not assess how knowledge can evolve through these actions. Since the E-A 
model does need to assess learning resulting from EBLC reasoning, we have switched 
to using a fully dynamic Bayesian network. In this network, each problem-solving 
action results in the addition of a new slice. Fig. 4 shows a small portion of this 
network, assuming that a student 1) is solving the problem and has access to the 
example in Fig. 1, and 2) has generated two problem-solving actions (key nodes of 
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interest are shown in bold). First, we describe the semantics of each type of node 
(unless otherwise stated, all nodes have True/False values): 

- Fact: facts and goals (F & G prefixes in Fig. 4) corresponding to solution steps  
- Rule: whether the student knows the corresponding rule 
- RA: whether the student can generate the corresponding fact, either by copying or by 

reasoning 
- Copy: whether the student copied a step. This node has three values: Correct, 

Incorrect, NoCopy
- Similarity: the similarity between a problem fact node and the corresponding fact in 

the example solution. This node has three values: Trivial (no difference or trivial 
superficial difference), NonTrivial and None (i.e. structural difference) 

- Analogy Tend: whether the student has a tendency for min or max analogy  
- Eblc: whether the student has explained the step through EBLC 
- EBLC Tend: a student’s EBLC tendency. 

Each slice in the network contains the solution graph and the two tendency nodes 
(analogy and EBLC). Each student problem-solving action is entered as evidence into 
the network, and results in the addition of corresponding copy, similarity and EBLC 
nodes. For instance, in slice t, the student chose the block as the body to solve for in 
the problem in Fig. 1 (‘F:Block is body’ node). In slice t+1, the student drew a normal 
force (‘F:normal dir’, ‘F:normal-force’ nodes). We now describe how the model 
performs its various types of assessment during APS. 

Assessment of Copy Episodes. The model tries to assess whether a student copied a 
step to evaluate: 1) the evolution of student knowledge, since self-generated entries 
provide a stronger indication of knowledge than copied ones, 2) student analogy 
tendency. If direct evidence of copying is available, the model uses it to observe the 
copy node to the appropriate value. In the absence of direct evidence of copying, the 
model uses information about student knowledge, and analogy tendency from the 
previous time slice, as well as problem / example similarity, to assess the probability 
that a copy took place in the current slice. Fig. 4 demonstrates this process. In slice t,
where the student produced an entry corresponding to the ‘F:Block is body’ node, the 
model’s belief that this step was copied is high (‘Copy’, Correct =.96), due to the 
similarity with the corresponding example step (‘Similarity’, Trivial=1.0), this 
student’s tendency for max-analogy (slice t-1, ‘Analogy’, max=.9) and low knowledge 
of the rule necessary to generate the copied step (slice t-1, ‘R:body’, True=.2). In slice 
t+1, the student produced a correct entry specifying the normal force, including its 
direction (‘F:normal-dir’ node). The corresponding copy node is observed to 
NoCopy. This happens because the superficial similarity (‘Similarity’, NonTrivial =
1.0) makes it impossible to copy and still generate a correct solution entry. 

Assessment of EBLC Episodes. These episodes are used to assess the evolution of 
student knowledge. Currently, the model does not have direct evidence of positive 
instances of EBLC, and so aims to assess it by taking into account the following 
factors: 1) similarity, encoding our assumption that non-trivial superficial differences 
have a higher potential to stimulate EBLC than trivial ones, 2) student tendency for 
EBLC, and 3) knowledge, in that students who already know a rule do not need to 
generate it via EBLC. The impact of these factors is demonstrated by the differences 
in the model’s assessment of EBLC in slices t and t+1 in Fig. 4. In slice t, the 
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probability of EBLC is low (‘EBLC’, True=.12), because although the student has low 
prior knowledge of the rule (‘R:body’, True=.2, slice t-1), she has a poor tendency for 
EBLC (‘EBLC Tend’, True=.1, slice t-1) and the similarity type is trivial, allowing for 
the correct generation of the solution step even in the absence of the appropriate rule. 
In slice t+1, the probability of EBLC has increased (‘EBLC’, True =.61), because this 
is the only process that would allow the student to overcome the non-trivial difference 
between the problem and example to generate the solution step correctly. 

Analogy and EBLC Tendency Assessment. An assessment of these two meta-
cognitive tendencies allows the E-A Coach to generate tailored interventions when 
needed. To assess analogy tendency, the model uses its appraisal of students’ copying 
behaviors. For instance, lack of copying (slice t+1) decreases the model’s belief in the 
student’s tendency for max analogy (‘Analogy’, max= .91 in slice t decreases to max 
=.87 in slice t+1). To assess EBLC tendency, the model uses its appraisal of EBLC 
episodes. For instance, given belief in occurrence of EBLC, belief in EBLC tendency 
increases (‘EBLC Tend’, True=.11 in slice t increases to True =.16 in slice  t+1).

Knowledge Assessment. The model assesses knowledge both diagnostically and 
causally. Knowledge is assessed diagnostically from students’ problem-solving 
actions. Specifically, the corresponding fact nodes are observed, resulting in belief 
propagation to either the parent rule node or the copy node. If there is a high 
probability of copying, the copy node explains away much of the evidence coming 
from student input. For instance, in slice t in Fig. 4, the high probability of a correct 
copy (‘Copy’, Correct=.96) associated with the fact node ‘F: Block  is body’ explains 
most of the evidence away from the corresponding rule node. In slice t+1, the copy 
node is observed to NoCopy, so the evidence does propagate up from the fact node to 
the rule (‘R:dir’) and prerequisite nodes. The model also aims to assess student 
learning from EBLC in a causal fashion through the link between EBLC and rule 
node. For example, in Fig. 4, belief in EBLC in slice t+1 increases the probability that  
the ‘R:dir’ rule has been generated by the student. 

4.3   Simulation Mode 

One of the ways in which the E-A Coach supports effective APS is through example 
selection for students, the goal being to choose an example that maximizes learning 
while helping the student achieve problem-solving success. To meet this goal, the 
framework relies on its user model. Specifically, the network described in Section 4.2 
is used to predict the impact of each example found in the E-A example pool on the 
student’s problem-solving (PS) success and subsequent learning during APS. 

To generate this prediction, the model simulates the student’s reasoning and 
actions, as if the student was solving the target problem and had access to the 
candidate example. This means that for each problem-solving step required for the 
target problem’s solution, appropriate nodes are added to the network to assess copy 
and EBLC behaviors, as in assessment mode. Unlike in assessment mode, however, 
the only evidence available in simulation mode corresponds to the similarity between 
the current problem and candidate example. This evidence is combined with the 
model’s belief in the student’s knowledge and tendency for analogy and EBLC to 
generate a prediction of that student’s problem-solving success (the probabilities for 
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the fact nodes, i.e., problem-solving steps) and consequent learning (the value of the 
rule nodes). Note that problem-solving success is achieved either if the student has the 
knowledge to generate the problem solution, or if the example helps her do so 
(through the absence of structural differences). Both predictions (problem-solving 
success, learning) are a factor of student characteristics (knowledge, EBLC and 
analogy tendencies), as well as the similarity between the problem and example. 

Given the model’s predictions of learning and problem-solving success, to choose 
an example in a principled manner, the framework relies on a decision theoretic 
approach. Specifically, to calculate the utility of a candidate example, utility nodes are 
added and linked to the network’s rule and fact nodes (fragment shown in Fig. 5). The 
‘Learning’ utility node reflects the objective to maximize learning, and is calculated 
using individual utility nodes for each rule in the network. The ‘PS Success’ utility 
node reflects the objective to ensure problem-solving success, and is calculated using 
individual utility nodes for each fact in the network. Finally, the overall utility is 
calculated by combing values of the individual utility nodes using a linearly-additive 
multi-attribute utility (MAU) node (‘Overall’ utility node, Fig. 5). This process is 
repeated for each example in the framework’s example pool to find the one with 
maximum utility. A similar approach has been proposed to select tutorial actions [9]; 
here, we extend it to the example selection task. 

Fig. 5. E-A Utility Model 

5   Summary and Future Work 

We have presented a framework aimed at providing support for meta-cognitive skills 
needed for effective analogical problem solving. To realize this support, the 
framework relies on its user model, which exploits a novel classification  of similarity 
to infer the impact of an example on a student’s relevant meta-cognitive skills. This 
assessment allows the framework to generate tailored interventions, including hints 
and example retrievals for students.  

The next step in our research will be to evaluate the effectiveness of the proposed 
model with human participants. We plan to use the outcomes of these evaluations to 
refine the E-A user model, as well as to determine if additional factors should be 
incorporated into its assessment. We also intend to use these evaluations to assess the 
suitability of the proposed classification of similarity.  
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Abstract. This article starts from the standard conceptualization of linguistic 
competence as being composed of four related memories of comparable rele-
vance: reading, listening, writing and speaking. It is argued that there is a con-
siderable imbalance between the application of technology to the former two 
and the others. A system called COPPER1 is presented, which addresses this 
problem by helping students to improve their linguistic production combining 
individual and collaborative activities in a constructivist methodology with a 
way to overcome technological language analysis difficulties. The knowledge 
models used in COPPER have been developed from the authors’ previous work, 
undertaken to solve some of the problems of linguistic models of student com-
petence. Methodologically, the system ‘empowers’ students in that it leads to 
shared understanding, which reinforces learning. The system is adaptive in the 
sense that group formation is dynamic and based upon the nature of the tasks to 
be performed and the features of the student model. 

1   Introduction 

When we speak of ‘linguistic competence’ we are really talking about different types 
of competence. As a student progresses in his/her studies of a given language, it 
should be expected that advancement is uniform in each of the competences. For 
students who have always studied in face-to-face classroom environments where a 
teacher has a reduced number of students to work with, progress will probably be 
similar. However, for the vast majority of students, who have spent some time in 
taught language classes but have also learnt on their own using books or computer-
based language learning software or materials, the progress will almost certainly not 
be uniform. In this work, linguistic competence is conceptualized (from didactic and 
psycholinguistic perspectives) in terms of four types of memory, as illustrated in  

1 The work presented in this paper has been funded by the projects I-Peter (from the Vicerrec-
torado de Investigación of the UNED) and I-Peter II (from the Spanish Ministry of Education). 
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figure 1. Typically, learner comprehension will be more consolidated than production, 
and within it, reading (C1) will be more advanced than listening (C2). Apart from the 
higher cognitive demands of production competence for the average learner, it is a lot 
easier for a student to acquire materials that can be used to improve written compre-
hension (books, magazines, Web pages, etc.), and subsequently, oral comprehension 
(radio, television, online recordings, etc.). 

Comprehension Production 

Written C1 (Reading) C3 (Writing) 
Oral C2 (Listening) C4 (Speaking) 

Fig. 1. The standard four types of linguistic competence as considered in this research 

Comprehension can be treated as a solitary activity whereas production requires 
someone (or some learning technology) that can correct what the student has pro-
duced, or at least interact meaningfully with him, something not always available. 
Hence, language learning typically focuses on written comprehension that is both 
practiced and evaluated by using simple ‘gap filling’ or multiple choice tests. In this 
article a new system, COPPER (Collaborative Oral and written language adaPtive 
Production EnviRonment), is proposed as a way to improve the way in which lan-
guage production can be learnt. In the next section, a brief overview of the application 
of learning technology for linguistic production is undertaken. Subsequently, the 
pedagogic framework and knowledge models used in COPPER are presented. Finally, 
an example of the system functionality is provided and conclusions are drawn for 
future work. 

2   Learning Technology and Linguistic Production 

Considerable effort has been made over the years to apply learning technologies to 
support students in the development of the different linguistic competences illustrated 
in figure 1. As mentioned above, most progress has been made for C1 (see [7] for a 
complete review). Essentially, a student’s degree of understanding of a given text can 
be easily evaluated via simple closed tests that are easy to implement in computer 
systems (e.g., [3]). Recent advances in network bandwidth and digital audio, video 
formats and also text-to-speech systems have also enabled progress to be made for 
C2. However, progress for C3 and C4 has been limited due to the difficulties of using 
natural language processing (henceforth, NLP) techniques to analyze natural lan-
guage, detect all (and only) errors produced by the student, and intervene accordingly, 
due to the flexibility and intricacy of language and the importance of extensive con-
textual and world knowledge for disambiguation. This problem is limited to some 
extent for the written modality by forcing a student to produce very short, controlled 
texts about restricted subjects, thereby simplifying analysis, or by providing a student 
with tagged fragments that can be combined together to form analyzable sentences. 

The automatic assessment of a student’s oral production entails the same NLP 
problems as that of written language, combined with the added difficulties of convert-
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ing speech to text. Progress has been made by using automatic speech recognition 
(e.g., systems like FLUENCY; [4]). However, this approach is somewhat limited and 
problematic so, while appearing promising for the future, it is not very practical ([8], 
[9]). Furthermore, the majority of tools, systems and interactive materials that have 
been developed can be criticized due to their ad hoc nature (lacking a theoretical 
pedagogic framework) and or the lack of any student modeling and adaptability due to 
student preferences and performance.  

3   The Pedagogic Framework and Knowledge Models in COPPER 

COPPER is intended to address the problems presented in the previous section and 
other acknowledged ones (e.g., the pacification of the role of the student in the learn-
ing process and the lack of a general pedagogic framework or student models, the 
learning process and the educational contents). The pedagogic framework adopted for 
this work is that of collaborative constructivism ([6], [1]), combining elements of 
individual learning. Such a framework is crucial for this problem domain since, as can 
be seen in figure 2, for collaboration to take place, both individual learning and mu-
tual understanding are necessary, the latter requires communication between the par-
ticipants. In order to achieve such communication, participants require a certain de-
gree of linguistic competence, which in turn, permits collaboration to take place. 

Furthermore, this framework appears to be particularly suitable for this system for 
five additional reasons: firstly, by establishing the conditions for shared understand-
ing, students are empowered to assume ownership of their knowledge, where the 
contextualised nature of the tasks enable collaboration to take place ([10], [13]). Sec-
ondly, the type of collaborative constructivism presented here, that of ‘learning by 
doing or practicing’ collectively, appears to be particularly effective for second lan-
guage learning ([2]). Thirdly, the task-based learning used here has been argued to be 
a way to aid interaction and hence, facilitate learning in a constructivist sense ([5]). 
Fourthly, the collaboration between students in a group (as peers), and also as indi-
vidual students with other groups of lower linguistic competence (as a monitor or 
tutor figure), facilitates the contextualised communicative nature of language produc-
tion, and is also key to the overall technological functioning of COPPER (which is 
needed to sidestep the NLP difficulties presented earlier), enabling constructivist 
objectives to be achieved ([15]). Fifthly and finally, online linguistic production is 
becoming a part of our professional lives and, as such, it should become a familiar 
task context for students which helps motivate them ([14]).  

Mutual UnderstandingCollaboration Communication Linguistic Competencerequires requires requires
permits 

Individual learning
reinforces

permits 

Fig. 2. Relations of dependence in the learning domain 
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The student model used in this system (which can be seen in figure 3) has not been 
designed from scratch, but is based upon the three dimensional model of student lin-
guistic competence developed for a previous system, I-Peter ([12]). The student 
model used in I-Peter was developed to overcome the limitations of standard models 
of student linguistic knowledge. In COPPER the model of three linguistic levels pre-
viously distinguished (lexicon, grammar and discourse) has been extended, and now 
covers the four linguistic competences C1, C2, C3, C4, as presented in figure 3, each 
of which contains the three levels mentioned here. The two other dimensions, that of 
knowledge stages (the general classification of a student’s linguistic knowledge) and 
learning phases (the extent to which knowledge has been internalized by a student) 
have not changed.  

COPPER is composed of six knowledge models whose relation can be seen in fig-
ure 4 and are subsequently detailed. 

Advanced................. 

Upper Intermediate.. 

Lower Intermediate.. 

Beginners………….. 

C1     C2       C3       C4             Non-attentive 
Mechanical 

Knowledge 
stages 

Linguistic competences
Learning phases 

Fig. 3. The student linguistic competence model used in COPPER 

KM1 - The student model includes the linguistic competence as defined above, to-
gether with the individual progress, learning preferences, identified problems and 
mistakes that a student has, etc. This model is further detailed in [12] and has been 
extended since then to include data related to the four linguistic competences, group 
participation and the results of monitoring activities. When students initially start 
using COPPER they have to have their linguistic competences evaluated for two rea-
sons: firstly, so that the system is able to place them in groups and assign them tasks 
that are appropriate. Secondly, so that the range of tasks which they can monitor can 
also be identified (obviously, students that start off with low level linguistic compe-
tences are unable to monitor other students). This initial evaluation is achieved by 
using a battery of online multiple choice and closed production tests. The results of 
which are inevitably approximate and limited, due to the NLP problems presented in 
the previous section. Hence, newly classified students are tagged as being “newbies” 
and are especially monitored by other established students when undertaking tasks (or 
even monitoring other students) to refine the initial evaluation data.  

KM2 - The group model represents details of the particular set of students to work 
together on a particular problem, detailing interactions, mistakes, logging progress 
towards the goal, etc. It is this model that encapsulates the adaptive part of the system 
since the group generation and task assignment by COPPER is dynamic. It works as a 
three-phase process: 

1. The student models of all students currently not working on a task are analysed 
in terms of their current stage of linguistic learning in order to produce a list of 
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all the low level linguistic units that either need to be learned (basic mechanical 
learning) or reinforced and tested (non-attentive learning).  

2. The students are initially sorted into groups by heuristically matching the 
unlearned / un-reinforced linguistic units in the list to the available tasks. Gen-
eral system wide criteria are also used for this process (established previously 
by a teacher). An example would be the formation of groups where not all the 
members have the same level of knowledge (in order to reinforce learning for 
certain weak students). 

3. These proposed groups are subsequently refined by taking into account individ-
ual progress made in the system up to now, previous tasks undertaken (and the 
results), individual preferences about the type of English a student wishes to 
study, past experiences of collaboration with the members of the group, etc. 

DIDACTIC MODEL

KM1: Student model KM2: Group model KM3: Monitorization model

LINGUISTIC MODEL

KM5: Written linguistic 
production model 

KM6: Oral linguistic 
production model 

KM4: Task model 

ADAPTIVE GROUP 
FORMATION 

TASK 
ASSIGNMENT

Fig. 4. Relation between the knowledge models in COPPER 

KM3 - The monitorization model represents the relation between higher and lower 
level students in the tutoring function and the assessments made about the work pro-
duced, together with its later validation from other higher-level students or based 
upon rules and knowledge in the linguistic production models. An example of the 
types of monitorization possible can be seen in figure 5. A fundamental principle 
behind COPPER is that a student has two roles, firstly as a member of a group work-
ing collaboratively on oral and written production, and secondly, as a monitor of the 
production of groups in lower levels (and evaluations made by students at lower lin-
guistic competence levels).  

As such, in the context of this system, a student is not just encouraged to partici-
pate as a monitor, but is obliged to do so as part of the course, to reinforce learning. 
Once the dynamic group generation and task assignment process (previously summa-
rised) has been used to form a group, a( ) monitor(s) is(are) also assigned from the 
student pool, depending on such factors as “previously demonstrated linguistic com-
petence”, familiarity with the given task (and underlying linguistic knowledge), past 
history of having monitored the members of the group, etc. Furthermore, another 
student with both a higher knowledge stage for the given linguistic unit and experi-
ence of monitoring this level of tasks, is also assigned as a monitor of the monitor(s); 
the task monitors also need to be evaluated. 
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Linguistic production              
competence 

Teacher, tutor or  
native helper 

Advanced level  
students 

Upper-intermediate  
level students 

Lower-intermediate  
level students 

Beginner’s level  
students 

G1 G2

G3 G4

T1

S1 S2 

S3 S4

S5

G5

S6 S7

Key:
S – Student   G – Group 
T  – Teacher or tutor 
    – Standard evaluation 
    – Secondary evaluation

Monitoring interactions between students, groups and teachers

Fig. 5. Monitorization relations within COPPER 

Monitors evaluate students progress with a given task not only in terms of the qual-
ity of their productions but also in terms of the effectiveness of their corrections of the 
productions of groups lower down in the hierarchy. When a group produces a result, it 
is evaluated by the monitor(s) assigned to the group, and feedback is given to the 
group members. A task is defined to be finished only when the monitor(s) classify it 
as such. Once a task is completed, the group is dissolved, the individual student mod-
els are updated, and the students return to the student pool for assignment to new 
tasks. Examples of such moderation can be seen in figure 5; firstly, there is a standard 
evaluation of the work of G1 (group number 1) by S1 (student number 1). Secondly, 
an example of a secondary evaluation can be seen between S3 and S1 and S2. Here, 
the monitoring of the latter two students is being evaluated. Finally, only teachers, 
tutors or native helpers can evaluate tasks undertaken at an advanced level. 

The effectiveness of this methodology is founded on three pillars: firstly, the clas-
sification of student linguistic production competence; secondly, the nature of the 
production tasks that the groups have to undertake; and thirdly and finally, a rigorous 
control of group production and subsequent student evaluation to prevent errors going 
undetected in both group production and student evaluation.  

KM4 - The task model contains the practical learning tasks that the groups of stu-
dents must undertake. They are structured to reflect a student’s knowledge stage, 
particular preferences and language variants.

KM5 - The written linguistic production model structures the linguistic knowledge 
that the students are supposed to use, in a bottom-up fashion, into four different lev-
els: lexical, phrasal, sentential and supra-sentential level. A very early and somewhat 
simplified version of this model was developed by the authors for inclusion in a pro-
totype of an authoring tool (VAT – Virtual Authoring Tool2, [11]) for English as a 
second language. The difficulties of analyzing natural language in order to detect 
composition errors have been mentioned in the previous section. For this reason, 
current word processors offer little more help to users than basic orthographic detec-

2  Partially developed with a grant from the Vicerrectorado de Investigación of the UNED. 
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tion and simple grammatical analysis (the results of which are presented to users as 
suggestions for things that may or may not be wrong!). In the literature, it is generally 
accepted that such tools should be considered as helpful to lazy native speakers or 
very advanced students, who know the rules underlying the correct way to write, but 
may have temporarily forgotten a particular one for one of many different reasons; 
e.g., they are writing quickly, concentrating on the ideas they wish to communicate, 
etc. However, they are generally regarded as dangerous for language learners because 
they will not have the necessary rules to decide if a suggestion is correct and applica-
ble, and can even incorrectly learn certain rules if they are repeated frequently. 

Hence, the objective behind the development of KM5 (and the earlier VAT) was 
the explicit structuring of the vast mass of linguistic knowledge and rules that a stu-
dent needs to know in order to be able to write correctly, in such a way as to facilitate 
the steps a student needs to go through when writing, to check that what is being pro-
duced is error-free. Initially, these steps will be artificial and somewhat slow, but as 
the student learns and internalizes the rules, the procedure will become more normal 
and automatic. It should be noted that such a knowledge model does not solve the 
NLP problems related to text analysis. However, the pedagogic advantage that a tool 
based upon it offers over standard word processors is that, rather than presenting a 
word or text fragment as being potentially incorrect, it forces the student to go 
through a rigorous methodical self-diagnosis process which empowers him to detect 
errors in the same way that a native writer would, albeit somewhat slower. 

Since oral production follows planning and written production, this model is also 
an important part of the oral generation process. The linguistic knowledge contained 
in this model can be separated into different levels: the word level (nouns, adjectives, 
verbs, determinatives [articles, possessives, demonstratives, indefinites, relatives, 
interrogatives, exclamatives], pronouns, adverbs, prepositions), the sentential level 
(simple, coordinative, relative, nominal, adverbial, condition, comparison, punctua-
tion, constituent order, constituent presence), and the supra-sentential level (introduc-
tion and background, arguments and counterarguments, examples, conclusion, narra-
tion, description, dialogue, reporting).  

KM6 - The oral linguistic production model: This model details the specific aspects 
of oral linguistic production that a student needs to dominate, using a template based 
upon the following dimensions: prosody (pronunciation, stress, intonation patterns, 
fluency), spoken vocabulary, idiomatic expressions, formal/informal register, slang, 
figures of speech, repetitions and false starts, oral syntax, mother tongue effects, 
regional dialect, cultural references, etc. The dimensions identified here are common 
to the learning of any second language; however, the exact nature of each will depend 
upon the language in question. Furthermore, mother tongue effects obviously depend 
largely on the student’s first language; for native Spanish speakers learning English, 
typical problems include the distinction between short and long vowels and the con-
sonant sounds not present in their language.  

4   COPPER’S Environment and Functionality 

Although the structure of the activities that the students at different levels undertake 
are different, they all contain the same basic steps: initial deliberation, planning and 
division of the task, formulation of a textual description / transcription of the pro-



 COPPER: Modeling User Linguistic Production Competence 151 

posed oral dialogue, initial practice of the oral production of individual words and 
problematic sounds (using listen / repeat and read aloud approaches), oral production 
of dialogue fragments, and final oral dialogue production, reflection and revision of 
the produced dialogue. An example of the functionality of the system can be seen in 
figure 6, which also presents the basic COPPER interface. Here, the system dynami-
cally generates a group of three people (  in figure 6; each person is assigned a dif-
ferent colour which is used by the system to tag all input from that person) as detailed 
in section 3, based upon, amongst other things, a common interest in working on the 
sublanguage of English for Tourism, and a given knowledge stage of lower interme-
diate level (using task models KM1 and KM2). Once the group is formed, the task 
model KM4 is used to select a relevant task, in this example, that of the purchase of 
air tickets in a travel agency for a return trip from Madrid to London. In this example, 
the students are assigned the following roles: a travel agent and two tourists. 

Fig. 6. Example of COPPER’s interface and related tools 

COPPER’s interface has a generic menu on the left hand side of the screen (  in 
figure 6), where a student can access personal information, files and resources; use 
shared group resources and undertake the active tasks; monitor the work of lower 
level students; and finally, use the available tools (which currently include a voice 
recorder/player, the VAT text editor, a text-to-speech reader and a set of dictionaries). 
These tools are defined as services within the system so that different tools can be 
incorporated into the system in the future (and associated with learning tasks), without 
having to change the overall architecture. As can be seen (  in figure 6), once the 
students start a particular task they can use the VoiceChat + Discussion tool to com-
municate and share ideas. It combines synchronous chat with asynchronous messag-
ing, either via voice or text3. The interchanges between the students are logged by the 
system as in any threaded news system. As can also be seen (  in figure 6), the dis-
cussion space has two associated tabs, one for agreements (roles assigned, dates, etc.), 

3 Currently, the voice input is not automatically translated into text, although in future versions 
of the system this option will be explored. 
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and another for results and the feedback of the monitors. On the right hand side of the 
discussion space, links to data in the other tabs are included to facilitate their access 
by the students without having to continually change between tabs. 

Once the roles and task breakdown has been negotiated, the students can use the 
available tools, such as COPPER’s text authoring tool and voice recorder (  and 
in figure 6, using knowledge models KM5 and KM6) to start to work on a textual 
description of the dialogue, and subsequently, practice the individual oral production 
of problematic words and sounds (identified as such by the individual student mod-
els). As the group generates results, they become available for higher-level students, 
working as monitors (using knowledge model KM3), to comment on them, enabling 
the lower level group to refine what has been produced. Once there is agreement on 
the form of the final dialogue, and the feedback of the monitors has been incorpo-
rated, the oral production of dialogue fragments can be undertaken, and the final oral 
dialogue is recorded and revised. 

5   Conclusions and Future Work 

In this article linguistic competence has been conceptualized as four related linguistic 
memories with associated functions. It has been argued that the majority of applica-
tions of learning technologies to second language learning are available for two of the 
memories, namely reading and listening. Applications for writing and speaking are 
limited due to the problems of the automatic analysis of text and dialogue, although 
some progress is being made. COPPER has been presented as a system that helps 
students improve their writing and speaking skills by combining current ideas about 
the benefits of a collaborative constructivist methodology together with the techno-
logical realities of the automatic processing of both written and oral production.   

The main contributions of this work can be seen to be four: firstly, the specification 
of a system that enables both oral and written production to be studied and improved by 
DE students in such as way as to sidestep currently intractable NLP problems. Secondly, 
the knowledge models used here are based upon work that is being used in a previous 
system, I-Peter, which appears to solve some of the modeling difficulties with the stan-
dard conceptualization of student linguistic competence. Thirdly, the proposal is meth-
odologically innovative for five reasons presented here: the framework empowers stu-
dents and leads to shared understanding, combining individual and collaborative activi-
ties thereby reinforcing learning; learning by doing is practical for second language 
learning; task-based learning enhances such a practical approach and is essential for the 
functionality of our system; collaboration is facilitated here, something which is impor-
tant for the intrinsically communicative nature of language production; online written 
and oral production in English is becoming a standard part of our professional lives, and 
hence the use of such a system as COPPER is very motivating for the students. 
Fourthly, this system is adaptive in the sense that group formation is dynamic and based 
upon the nature of the tasks to be performed and the details of the student model.  

The next stage in the work presented here is to evaluate the system (something al-
ready done with the predecessor system I-Peter) with a large group of users. This is 
not only necessary to test the knowledge models, but also to see what practical prob-
lems arise with the group and monitoring interactions. It should be noted that the 
system is not devoid of problems: a reasonably large number of students is required, 
distributed at the different linguistic production competence levels, to enable the 
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‘monitoring’ function to be undertaken. Furthermore, the actual location of the stu-
dents at each linguistic competence level needs to be very precise, which requires 
accurate pre-testing to be undertaken. Finally, rigorous control of moderation is re-
quired to prevent significant erroneous feedback from occurring. Such problems rep-
resent the state of the question, and as such, will be the subject of future work. 
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Abstract. The concept of personal learning environments has become a 
significant research topic over the past few years. Building such personal, 
adaptive environments requires the convergence of several modeling 
dimensions and an interaction strategy based on a user model that incorporates 
key cognitive characteristics of the learners. This paper reports on an initial 
study carried out to evaluate the extent to which matching the interface design 
to the learner cognitive style facilitates learning performance. Results show that 
individual differences influence the way learners react to and perform under 
different interface conditions, however no simple effects were observed that 
confirm a relationship between cognitive style and interface affect.  

1   Introduction 

The implementation of web-based learning over the past few years has increasingly 
moved towards an individual, technology-based, learning centered model, which 
suggests that realizing the promise of improved learning efficiency depends on the 
ability of that learning technology to tailor instruction to the needs of individuals.  

Accordingly, there has been considerable research on the development of learning 
technologies to adapt the learning experience to the individual. Two levels of adaptation 
are generally agreed: adaptability and adaptivity. Adaptable systems have built in 
flexibility allowing the user to alter its aspect or functionality. Adaptivity refers to the 
actual capability of a system to automatically adapt various visible aspects to new 
conditions, usually defined from a given model [4]. Examples of this category are the 
several adaptive hypermedia applications that have been introduced over the past  
years – in his latest review Brusilovsky [5] examined more than twenty of them. 

In these adaptive systems, adaptation is mainly driven by the characteristics of 
their users represented in the user model, yet some applications also take into account 
usage data and/or environmental data. However, few attempts have been done to 
model cognitive attributes of the user such as their cognitive style; and while 
researchers agree on the importance of taking these into account, there is still “little 
agreement on which features can and should be used or how to use them.” [5]  

In determining the value of developing personal, adaptive web-based learning 
environments a useful starting point seems to be the analysis of individual differences, 
and particularly of the cognitive skills that would impact the modeling dimensions 
underpinning such learning systems. That is the purpose of this study. 
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2   Learning Styles and Cognitive Styles 

The term style has been used in the field of individual differences to describe a set of 
qualities, activities and behaviors that every person exhibits in a persistent way. In 
education, the concepts of learning style and cognitive style have been explored 
extensively [2, 3, 6, 19, 22], and although these have been used interchangeably, 
cognitive style is the “individual’s preferred and habitual approach to organizing and 
representing information” [19]. If cognitive styles are individual and non-changing, 
they could provide significant basis for modeling our users towards personalization.  

Relevant research on cognitive styles has however produced a myriad of models 
and classifications. Most of them tend to consider the position of the individual on a 
continuum between two extreme characteristics such as left-right cerebral hemisphere 
dominance, linear-holistic processing, sequential-random approach, symbolic-
concrete preferences, logical-intuitive decision making, or verbal-imager tendencies. 

For the purposes of our research, several of these constructs have been taken into 
account; as have been many of the studies carried out in the past examining the 
relationship between particular attributes of cognitive styles and learning variables, 
such as preference for computer-based learning materials [9, 10, 16, 18], learning 
outcomes and media types [17, 23], or the effect of different information structures [7, 
8, 17, 20,]. Results have been ambiguous and while some studies find a consistent 
relationship between style and learning, others find no effect.  

Additionally, the multiplicity of models and classifications related to cognitive 
styles has led to a certain extent of confusion. In an attempt to integrate much of the 
earlier work in the field, Riding and Cheema [16] concluded that many of the terms 
used could be grouped into a number of learning strategies and two principal 
cognitive styles: Wholist-Analytic (WA) – the tendency of individuals to organize
information in parts or as a whole; and Verbaliser-Imager style (VI) – the tendency of 
individuals to represent information verbally or in mental pictures when thinking.  

To measure the position of the individual in the two dimensions established, 
Riding also designed a computerized assessment: the Cognitive Styles Analysis 
(CSA) test [14], which has been used in a number of studies, all of them contributing 
to the validity of the construct [15, 19]. However, Peterson [13] and her colleagues 
found that the test had poor test re-test reliability. They designed an extended version 
of the WA dimension and a new test of the VI style with acceptable consistency and 
reliability (VICS & Extended CSA-WA test). 

3   Implications for Web-Based Learning and Interface Design 

While adaptive systems, and particularly adaptive hypermedia provide several 
techniques to afford adaptive presentation and navigation, our approach seeks to build 
on these to allow the convergence of several modeling dimensions, namely a model of 
the domain (ontology mapping, content, context, structure, composition), a learning 
model (derived from the rules and heuristics governing the presentation of learning 
materials to support a particular learning scenario), and a user model (cognitive and 
personal data profile). The strategy of interaction is seen as a product of the 
combination of these factors, but driven mainly from the personal requirements of the 
user, and particularly of their cognitive style.  
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In this conceptual structure the interaction model is regarded as an active dialogue 
between the system and its users, one that is capable of inferring and evaluating the 
user’s intentions and actions in order to exhibit a more cooperative behavior. Since 
the dialogue between the user and the system is mediated by the interface, two issues 
become central: the construction and use of an explicit model of the user’s key 
cognitive characteristics; and an interface design capable of demonstrating the 
adaptive behavior that is expected from the system.  

To address the first point, we identified some key defining attributes and organized 
them under the Riding and Cheema’s dimensions of analysis: Analytics process 
information from parts to the whole; they are organized, able to establish meaningful 
structures, sequential, conceptually oriented, and prefer individualized learning. 
Wholists process information from the whole to parts, they are factually oriented and 
affective, not highly organised and less likely to impose a meaningful organisation 
when there is no structure; they approach learning tasks randomly, and prefer 
collaborative work. Verbalisers tend to use verbal representations to depict 
information when thinking, and prefer words rather than images. Imagers tend to use 
images to depict information when thinking, they understand visuals.  

To address the second point – the design of an adaptive interface – we proceeded to 
identify some instructional conditions that capitalize on the characteristics formerly 
acknowledged (Table 1).  

Table 1. Instructional Conditions that Capitalize on Different Cognitive Styles 

Analytic Wholist 
− Discovery instructional methods 
− Analytical approach  
− Provide an independent learning 

environment 
− Offer content outlines and post 

organizers 
− Provide minimal guidance and 

direction 
− Provide content resources and 

reference material 
− Instructional techniques 

− Procedural instruction sequence 
− Global approach to present information 
− Benefit from well-organized, well-structured 

material  
− Offer structural support with salient cues, 

such as advance organizers 
− Provide clear, explicit directions and the 

maximum amount of guidance 
− Provide extensive feedback 
− Affective techniques 

Verbaliser Imager 
− Learn best when information 

presented in verbal form 
− Learn best from images, diagrams or pictures 

− Underlining, visual cueing in text − No trouble processing symbols  
− -words, mathematical notations − Presenting special text in windows or boxes 

As a result, it is suggested that a learning system should exhibit an adaptive behavior 
based on, at least, the following variables:  

Sequence of Instruction. Analytics tend to approach the learning content in a 
deductive manner, whereas wholists would approach the learning task following a 
concrete to abstract sequence. Adaptive presentation techniques can be implemented 
to provide the content sequence that best fits the learners. 
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Content Representation. Verbalisers seem to learn best when information is 
presented in verbal form, and imagers when diagrams and/or pictures are used. 
Adaptive techniques would be implemented to provide, whenever possible, the same 
content in either mode of presentation.  

Content Structuring. Analytics would prefer an independent learning environment, 
and to impose their own structure on the material provided. Content outlines would be 
helpful, as well as post-organizers. Structured lessons would help wholists better since 
they seem to prefer material that is organized for them.  

Control Strategy. Analytics would prefer to have control over the sequence of the 
learning materials, whereas wholists could be guided by the system. For that purpose, 
adaptive navigation techniques could be implemented.  

Feedback/Advice. Wholists would perform better when explicit directions, extensive 
feedback and maximum guidance are provided throughout the system. On the 
contrary, analytics would perform better when instructions are kept to the minimum.  

Interaction Techniques. Analytics are more likely to prefer a serious learning 
environment, as opposed to a playful environment, which would suit to the wholists 
better. The whole design of the learning system should take this issue into account.  

4   The Initial Design of LEARNINT

As part of the development of an adaptive system based on the framework described 
previously, the approach was first tried out through a case study. A learning 
application was developed to assess some of the critical variables of the students’ 
cognitive style and their impact on learning performance. LEARNINT (the Learning 
Interface) was developed using learning material from the “Computer Hardware” 
online learning module, available to students of the MSc degree in IT, at Heriot-Watt 
University in Edinburgh, Scotland. It comprises two extremely different interfaces. 
The first design is highly imager and wholist (W/I), covering concepts about 
“Combinational Circuit Design” (Fig. 1). The second interface (A/V) is highly verbal 
and analytic, covering concepts about “Relational Circuit Design” (Fig. 2).  

The salient feature in the design is undoubtedly the content’s mode of presentation: 
one interface presents information verbally, and the other in terms of images and 
diagrams, including elements on the screen such as buttons and navigational aids. The 
sequence established in the original design of the learning material was observed; 
however, advance organizers were included for the wholists.  

In terms of the size of the information step, each page of the hypertext structure 
contains a complete unit of information (topic/ section/ concept), once more following 
the original structure used by the author. Yet an outline was placed for analytics so 
they are able to follow the sequence they consider best, hence increasing their sense 
of control. Conversely, for the W/I interface the sequence of the material is defined by 
the system in a linear approach. The hypertext structure is also different: the W/I 
interface is linear, users can proceed just to the previous or the next topic, with no 
additional links or deeper levels of content, but with frame arrangements allowing for 
the information required to be presented all at once. In contrast, the A/V interface 
allows the students to proceed to any page, and further levels are used such as 
additional pages presenting graphical content. Titles and headers are prominent in 
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both designs since these help student understanding and give organization to the 
material. Other graphical components between the two interfaces: a larger, brighter 
combination of colors for the imager design, graphical/textual buttons on each screen, 
and a different layout in each case. A zigzag arrangement of information was chosen 
to provide a more affective/playful environment for wholists. 

   Fig. 1. Wholist/Imager Interface Design             Fig. 2. Analytic/Verbal Interface Design 

5   The Study 

In order to enquire whether matching the interface design to the cognitive style of the 
user can facilitate learning performance, an experiment was conducted. A within 
experimental design was used where all participants experienced both interfaces. Task 
1 was defined as using the W/I interface to study “Combinational Circuit Design”, 
and Task 2 as using the A/V interface to study “Relational Circuit Design”.  

Measures were set as performance on each topic, user satisfaction and perceived 
usability on each interface, and individual cognitive style. User satisfaction was 
measured by the users’ responses to a modified-Schneidermann questionnaire. For 
measuring usability, the System Usability Scale (SUS) develop by John Brooke was 
used. Learning performance was registered in terms of information recall as measured 
by a test for each topic comprising 6 multiple-choice questions with degrees of 
confidence based on the MICE system [1]. The participants’ cognitive style was 
assessed using the VICS and E-CSA-WA test.  

Participants attended a total of three sessions, one week apart from each other. In 
the first session they carried out the task 1 and answered its evaluation questionnaire. 
The second session started with the assessment test for the content studied in task 1, 
followed by completion of task 2, to end by answering the corresponding evaluation 
questionnaire. In the last session participants answered the assessment test 
corresponding to task 2, and carried out the VICS and E-CSA-WA test.  

5.1   The (Preliminary) Results 

The actual sample consisted of 25 volunteers: 9 women and 16 men, the age average 
was 30.4 years (Max= 42 years, Min= 21 years). With just one exception, all 
participants were postgraduate students, 14 in computer science or IT.  
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The results obtained from the VICS&E-CSA-WA test showed that the participants 
in this study had a Verbal-Imager ratio between 0.826 and 1.819, suggesting an 
imager style preference (N= 25, M=1.109, SD=.279). Their Wholist-Analytic ratio 
was between 0.973 and 1.790, showing an analytic preference (N= 25, M=1.348, 
SD=.249). The distribution of the participants’ cognitive style is shown in Fig. 3.  

0.000

0.250

0.500

0.750

1.000

1.250

1.500

1.750

2.000

0.000 0.500 1.000 1.500 2.000

Wholist -------------------------------------> Anlytic Style

V
er

ba
l -

--
->

  I
m

ag
er

 S
ty

le

Fig. 3. Distribution of Participant’s Cognitive Style: 1 individual of Wholist-verbaliser style, 10 
resulted Analytic-verbalisers, and 14 Analytic-imagers 

The evaluation questionnaire comprised 6 sections: Content, Navigation, Data 
types, Layout, User Reactions, and Usability. Considering the Likert scale used, 
where 9 was the most positive agreement in terms of user satisfaction, the evaluation 
was mainly positive towards both interfaces and, in particular, for the W/I interface. 
Perceived usability was also higher for the W/I interface (Table 2). 

In terms of individual results, most of the participants had a preferred interface 
(Fig. 4). This is a key result from this study, since it demonstrates both a difference in 
user reaction to the interfaces (interface affect) and differences in performance are 
then also observed (Fig. 5). 21 participants performed differently between the two 
interfaces, and of these 15 (71%) demonstrated an improved performance in their 
preferred interface; their mean scores on each interface are compared in Fig. 6. 

Table 2. Evaluation of the Interfaces, N=25 

  Content Navigation Data 
Types

Layout User 
Reactions 

Usability 

M 6.5 7.1 7.2 7.1 6.8 78.8% W/I 
Interface SD 1.8 1.9 1.7 1.9 1.4 12.6% 

M 6.5 8.3 7.2 7.1 6.5 76.2% A/V
Interface SD 2.0 1.1 2.0 2.1 1.9 17.1% 
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However, as we can see from Fig. 7, no simple relationship between the 
individuals’ cognitive style and their reaction was observed, nor was there a direct 
relation regarding the individuals’ cognitive style and their performance. 

5.2   Discussion 

We recognize that this is a preliminary study with a relatively small sample and as 
such, the results cannot be deemed to be statistically significant. However, the results 
from the present study are quite conclusive as to whether matching the interface 
design to the learner cognitive style improves learning efficiency 

It was speculated that the limited effects observed in earlier studies were due to the 
fact that single experimental conditions had been used [21], as has been the case for 
research evaluating the effects of command/menu driven interfaces [3], mode of 
presentation [23], medium of delivery [11], or Hypertext structure [8]. Conversely, 
the design of LEARNINT took into account several key characteristics derived from 
extensive previous research in the field of Cognitive Styles. Nonetheless, once again 
no simple relationship was observed between cognitive style and interface design 
preference, or to learning performance.  

As was expected, learners responded differently to each experimental condition, 
reflecting their expressed preferences towards the interfaces used: 24 out of 25 
participants expressed a preference for either the W/I interface or the A/V one. 
Differences were also observed in the learning performance of the participants, 21 
performing differently between the two interfaces, 15 (71%) of these performed better 
in their preferred interface. This implies that students perform better in the interface 
they react most positively to. 

The implications of the findings from this study suggest that performance of 
individuals is superior in certain interface conditions. The question remains then as to 
why Cognitive Style does not relate to the user reactions and/or to their performance 
given different interface designs? 
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Although several other factors need to be considered in future research, it is 
possible that the learning strategies developed by each student prevail over their 
cognitive style. While cognitive style is considered a fixed core characteristic of an 
individual, researchers also recognize that strategies are developed to deal with 
learning material which is not initially compatible with their cognitive style. 
Individual learning strategies are understood as “learning skills, strategies and study 
orientation displayed by the individual learner” [19]. These vary depending on the 
nature of the task, and are mainly driven by the experience of the user in terms of 
familiarity and previous success in such a learning context.  

Furthermore, the sample in this study was limited in the distribution of individual 
cognitive styles. As shown before, 24 participants were of analytic style, and from 
these 14 of imager style, which might not be truly representative of the student 
population. Peterson [12] observed in her research a VI style ratio between .8 and 1.0 
and a WA ratio between .97 and 1.25 from samples of university students. 

Taking these factors into account there is clearly a need to conduct this experiment 
with a larger sample to verify these results. However, since our results mirror those 
achieved by previous studies on the relationship of cognitive style to learning 
performance, there is also a clear need to formally identify those parameters which 
influence Interface affect and determine their relationship to learning performance.  

6   Conclusions 

This paper describes an initial study carried out to evaluate the impact of key 
characteristics of individuals’ cognitive style on their learning performance under 
different interface conditions. Its results contribute to the knowledge base on 
Cognitive Styles, with emphasis on how individual differences should be considered 
to construct user models to provide personal, adaptive learning environments. 

A small sample of university students participated in the experiment, using the 
LEARNINT system as test vehicle. The analysis of the data suggests that interface style 
does have an impact on learners’ preferences, which in turn have an impact on their 
learning performance.  

The evidence of this study, supported by previous research projects, suggests little 
or no impact of cognitive style in learning performance. Conversely, the results 
indicate that certain features of the interface design and ultimately the adaptive 
behavior of a learning system can be matched to the user’s individual differences in 
order to facilitate more effective learning. Further work is however required to 
investigate different and deeper levels of learning in this context, certainly with a 
greater number of participants and to investigate the contention that individual 
learning strategies overcome individual cognitive styles while learning.  

The current findings clearly have important implications for the design of web-
based learning systems as individuals would seem to benefit from using personal, 
adaptive learning environments designed to match their individual differences, but the 
mechanism for predictively matching those differences to automated adaptive design 
are, as yet, unclear.  
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Abstract. Individuals differ in the resources that they are willing to ex-
pend on information gathering and on the importance of different kinds
of information. We have developed MADSUM, a system that takes into
account user constraints on resources, the significance of propositions
that might be included in a response, and the user’s priorities with re-
spect to resource and content attributes; MADSUM produces a response
tailored to individual users in a decision support setting.

1 Introduction
We have been investigating the design of a decision support system that can
adapt to a user’s resource constraints, resource priorities, and content priorities in
a dynamic environment. Our approach employs a multi-attribute utility function
as part of a user model. The utility function weighs the benefit of different
decisions about resource usage and information selection. Our approach provides
a structure in which the priorities of the user can be explicitly represented and
considered in light of the environment (information currently available, the cost
of getting the information, etc.) Furthermore, an agent architecture allows the
system to dynamically respond to changes in the environment or user priorities.

We have applied the MADSUM architecture to decision-support in a finan-
cial investment domain, where the system must support a user in making a
buy/don’t-buy decision on a single investment. The MADSUM decision mak-
ing algorithms and the agent hierarchy, communications, and interaction are
domain-independent. Furthermore, MADSUM is easily extendible to new do-
mains with different attributes in its utility function. However, implementation
in a particular domain requires a set of domain-dependent information agents.
For example, tailored decision-support in an investment domain requires domain-
dependent agents that can estimate how significant a particular piece of informa-
tion will be to the current user, given her current personal and financial status.

2 The User Model
The MADSUM user model has three components: User Attributes, Constraints,
and Utility Function. The User Attributes component of the user model captures
characteristics of the user, including appropriate domain-specific information.
For the financial investment domain, this component of the user model includes
the user’s age, salary, expected number of years to retirement, approximate an-
nual expenditures, current investment portfolio, and portfolio allocation goals.
The User Attributes affect the significance of certain pieces of information.
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The Constraints component of the user model offers the user the option of
setting both soft and hard constraints for a given attribute. Soft constraints are
attribute values that the user would prefer not be exceeded in constructing a
response. These soft constraints affect the utility function, as described below.
Hard constraints are values that an attribute must not exceed in a response, and
are used to pare the search space before utility is calculated.

MADSUM’s utility function contains n attribute terms, each consisting of
a weight wi giving the importance of that attribute to the user, a parameter
avaluei

that is related to the value of the attribute, and a function fi.
Utility =

∑n
i=1 wifi(avaluei

)
The weights wi, giving the importance of each attribute to the user, are

extracted from the positions of sliders that are manipulated by the user in a
graphical user interface. For resource attributes such as length of response or
processing time, avaluei

is the actual value of the attribute, such as 75 words.
On the other hand, information attributes capture propositions that might be
presented to the user, and thus for information attributes, avaluei

captures the
significance of a set of propositions in the environment of the user’s personal
characteristics and the application domain. We call this approximation Decision
Specificity or DS. Determining DS is a domain-specific task, and thus in the
MADSUM architecture, the functions that compute DS are provided by the ap-
plication designer as part of the domain-specific information agents that propose
propositions for inclusion in the response to the user.

In the financial investment domain, we have implemented domain-specific
information agents for three categories of information: Risk (the riskiness of an
investment), Value (the prospects for the investment gaining in value), and Port-
folio (how the investment relates to the individual’s portfolio allocation goals).
For example, the significance of a proposition from the Portfolio Agent that
addresses the relationship of a proposed investment to the user’s portfolio allo-
cation goals depends on the extent that the investment would cause the user’s
portfolio allocation to deviate from his goals, while a proposition that addresses
the appropriateness of the investment from an age perspective may depend on
how close the user is to retirement.

Each of the functions fi that appear in the utility function map their param-
eter avaluei

into a utility value between 0 and 1. The particular function fi that
is used determines whether an increasing parameter value increases or decreases
utility (and at what rate). For example, fStartP lateauNorm captures instances
in which utility remains high over a plateau and then decreases for increasing
values of its parameter, and fLinearP lateauEnd captures instances in which utility
increases linearly for increasing values of its parameter until a plateau is reached.
Our financial investment domain by default uses fStartP lateauNorm for resource
attributes and fLinearP lateauEnd for information attributes, but advanced users
can select from among MADSUM’s full set of predefined utility functions.

The soft constraints entered by the user adapt the utility function fi by
determining its shape. For example, the function fStartP lateauNorm is used by
default for the resource attribute of processing time; the soft limit determines
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where the plateau ends and also the rate of fall in utility after the plateau (the
falling portion resembles a normal distribution whose spread is 1/2 the soft
limit). This captures the notions that 1) the soft limit on processing time set by
the user is the point at which the utility of the response will begin to decrease
and 2) the larger the soft limit on processing time, the less severe will be the
loss of utility for each second of increased processing time.

3 Agent Architecture

To address the issues of collecting and integrating information from distributed
sources into a single text plan, MADSUM is implemented as a hierarchical net-
work of independent agents. The agents bid to provide information for the re-
sponse; once a highest utility set of bids is selected, the lowest level information
agents pass raw information to their parent middle agents, who use the infor-
mation to generate small text plan trees. As the trees are propagated further
up the agent hierarchy, the middle agents assemble them using coherence rules;
in doing so, the middle agents first order the text plan trees according to the
utility of their highest utility proposition, and the rules for combining trees at-
tempt to assemble larger trees with the higher ranked constituents on the left, so
that the higher ranked constituents will appear earlier in the response (subject
to coherence constraints). Once an assembled tree is returned to the top-level
Presentation agent, it is resolved to text via templates, and the text is presented
to the user. A full description of the agent architecture can be found in [2].

4 Adaptive Responses, Implementation, and Evaluation

The MADSUM architecture for adaptive response generation has been imple-
mented and tested in a financial investment domain. The GUI interface of slid-
ers for setting priorities is not yet part of the implemented system, so priority
settings are currently entered as numbers. Formal evaluation experiments have
validated MADSUM’s design, such as MADSUM’s strategy of balancing signif-
icance and priority in content selection and MADSUM’s decisions about order
of presentation of propositions.

As examples of responses produced by our system, consider a user who pro-
poses the purchase of 100 shares of stock in IBM. The user model contains per-
sonal characteristics of the user, including her current investment portfolio and
her portfolio allocation goals. Before proposing the stock purchase, the user has
set soft constraints on the length of the response, the cost in dollars of any pur-
chased information, and processing time. She has also indicated the importance
she assigns to usage of different resources (length of response, cost, and process-
ing time) and her interest in information that addresses each of the different
content categories (investment risk, value, and impact on portfolio allocation).

Figure 1 displays our implemented system’s response under different soft con-
straint and priority settings. In Figure 1a, the soft constraint on length was 75
words and the user placed a higher priority on risk information than on value
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1a: Risk metrics indicate IBM has a low debt-equity ratio, suggesting the ability to
weather an economic downturn; further, the company has a strong current ratio,
indicating good short-term liquidity. In addition, IBM has historically maintained
a moderate debt policy, and the stock has maintained a moderate risk profile.
On the other hand, from a portfolio perspective you have already exceeded your
allocation goal for equities. Value metrics indicate IBM has a price earnings ratio
similar to the tech industry average.

1b: Risk metrics indicate IBM has a low debt-equity ratio, suggesting the ability
to weather an economic downturn; further, the company has a strong current
ratio, indicating good short-term liquidity. On the other hand, from a portfolio
perspective you have already exceeded your allocation goal for equities.

1c: Value metrics indicate the stock has a price earnings ratio similar to the tech
industry average; on the other hand, from a portfolio perspective you have already
exceeded your allocation goal for equities.

Fig. 1. Three responses, derived from different soft constraints and priority settings

and portfolio information. For the responses in Figure 1b and Figure 1c, the
soft constraint on length was lowered to 35 words, resulting in the exclusion
of some available propositions; the relative priorities on risk, value, and port-
folio information were kept the same in Figures 1a and 1b, but were altered in
Figure 1c to place a much higher priority on value information than on risk or
portfolio information. Due to the 35 word soft constraint on length that was
set for the response in Figure 1b, propositions had to be excluded. Since risk
was given highest priority, much (but not all) of the risk information was in-
cluded. However, the high significance of the proposition about the proposed
investment’s impact on the user’s portfolio allocation goals (she had already ex-
ceeded her goals for equities such as IBM) caused that proposition to increase
the estimated overall utility of a response containing this proposition, and thus
it was included despite the length of the resulting response slightly exceeding
the soft constraint on length. In Figure 1c, the user’s much higher priority for
value information resulted in selection of the value proposition, even though
it was of lesser significance than other available propositions. In addition, the
highly significant proposition about portfolio allocation goals was included in
the response. These examples illustrate the system’s ability to vary its responses
depending on the user’s resource constraints, the significance of information, and
the priority that the user assigns to different resources and kinds of information
content.

5 Related Work

Adaptive systems have been using concepts of utility theory, either informally or
formally, to tailor responses so that they take into account the user’s preferences.
In previous work[1], we used a weighted additive function to reason on a model of
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user preferences to detect suboptimal solutions and suggest better alternatives
during a collaborative dialogue. [3] uses a similar model in ranking candidate
flights in a travel domain. The MAUT Machine[5] uses a formal utility function
to evaluate products in an electronic catalogue. Moore[4] and Walker[6] use a
formal utility function to rank travel and restaurant options respectively, but
then other mechanisms are used to identify the actual propositions that are
included in the natural language response. While other systems measure the
utilities of possible domain outcomes (e.g. the utilities of one purchased item vs.
another) and then tailor a message accordingly, MADSUM is the first system to
use a formal utility function to evaluate the utility of the message itself. This
message utility includes not only a component related to the noteworthiness of a
domain outcome, but also message-specific components such as length and time.

6 Conclusion

MADSUM was designed to exploit a user model in the generation of responses
that are tailored to the individual user of a decision support system. MADSUM
takes into account user constraints on resources, the significance of propositions
that might be included in the response, and the user’s priorities with respect to
resource and content attributes. The output of MADSUM is a tailored response
that has the highest estimated utility for the particular user. The MADSUM
architecture has been implemented and tested in a financial investment domain,
and the system’s balancing of significance and priority in content selection and
presentation order has been validated at a statistically significant level.
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Abstract. The taking of initiative has significance in spoken language
dialogue systems and in human-computer interaction. A system that
takes no initiative may fail to seize opportunities that are important,
but a system that always takes the initiative may not allow the user
to take the actions he favours. We have implemented a mixed-initiative
planning system that adapts its strategy to a nested belief model. In sim-
ulation, the planner’s performance was compared to two fixed strategies
of always taking the initiative and always declining it, and it performed
significantly better than both.

1 Introduction

In cooperative dialogue one agent will consider a goal that cannot be satisfied
through his own action. He may choose to act towards it and in doing so both
commits to it and reveals his intention to a second agent. Then on the sec-
ond agent’s turn, a cooperative response is considered to satisfy the intention.
Symmetrically, the second agent can act towards an intention, again obtaining
recognition of his choice and his commitment. Often, the plan is so structured
that there is only one option for a cooperative response, but there are also many
times when the agent has two or more options. Among these, there are different
levels of initiative - the agent might do nothing, he might add the next child act
to the focussed goal, he might choose between different children to add, he might
move the focus point, or he might introduce a new goal. An agent acting alone
may have several options to choose amongst and chooses the one of maximum
expected utility. Where there are two agents and a single goal, he must decide
whether to act now, or wait for the other agent to decide whether the goal is
important enough. Where there are two agents each with different goals, each
agent must consider the coordination of their initiative with the other agent’s
goal. For these decisions, the agent must use a nested belief model to determine
how the second agent is expected to respond to his initiative, what initiative will
be taken on the third turn as a result of that, and so on. Typically, the agents
will have different beliefs, so one agent may believe he should take the initiative
while the other may believe he should not, or neither agent will take the initia-
tive even though a goal was worth pursuing. With belief revision at each turn,
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initiative may surface at different times, even for the same goal. For example,
one agent might state that it is opportune to fix the car, which would promote
the other agent’s latent initiative to go to the shops and buy some tools. As an
example of deeply nested initiative, the agent with the idea to fix the car might
foresee the second agent’s initiative to buy some milk while he is at the shops,
so that as the last act in the plan, that they would have a cup of tea. For these
problems, we will describe a general purpose dialogue planner that uses deeply
nested, probabilistic belief models.

2 Example Problem

The planner has been tested with several initiative problems, where one agent de-
cides upon his own goals, where two agents compete for the same goal, and where
two agents decide on a sequence of different goals. Here we present an instance
of the second type, a flight booking problem. The system decides whether to
offer a passenger a window seat, but is wary that the passenger may not intend
to have one, and would be inconvenienced by the conversation. The system’s
other option is to not offer the seat, and wait for the passenger to take the
initiative. The passenger is also unsure whether to take the initiative since his
effort will have been wasted if window seats are not available. The plan for this
subdialogue is three steps deep, with two sources of variation - the travel agent’s
belief about the passenger’s intention to have a seat, and the travel agent’s be-
lief about the passenger’s belief about the travel agent having available seats.
The performance of the system can be described as a function of these two
variables.

A plan library was constructed for use with the planner, from which each
belief set in a nested model was populated. A reward of 100 is obtained by a
happy passenger, and 65 by passengers who wanted a window seat but ended
up without one. A cost of 5 was uniformly assigned to each dialogue act, except
for a special act chat, of cost -1, which allows the agents to decline the initiative
by chatting about the weather. Lacking empirical data in the domain, these are
estimated costs.

3 The Dialogue Planner

The nested belief model of the agent is a quantitative form of the BDI (belief-
desire-intention) model [6]. Nested beliefs are probabilistic. At each turn, the
belief revision module revises the belief model based on the preconditions and
effects of the dialogue act of the last turn. On the agent’s turn, the planner
decides a dialogue act, using a decision tree. In the tree, there are chance nodes
that represent uncertainty about the mental state of the next actor, and choice
nodes that represent his options. Figure 1 illustrates the decision tree for our
example problem.

Each node of the tree is grown by the plan recogniser. Plan recognition is done
recursively, by recognising the tail of the history list, performing a planning step
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Fig. 1. Decision Tree

at the next level of nesting (in agreement with Pollack [4]), and then filtering
the hypotheses that are consistent with the current history item. For example to
continue an “ask” act performed at level 3, the planner at level 4 would call the
recogniser at level 5 which produces a hypothesis for the first agent’s intention.
Then, to continue the plan, a forward planning step at level 4 adds a child node
to the hypothesis. Planning can be done by both decomposition chaining and
goal-effect chaining.

The decision tree is evaluated using an expected utility calculation at each
chance node. At choice nodes, each agent chooses the maximum expected utility
branch. Both of these calculations are done in the context of the belief model of
the choosing agent. For example, the passenger may have one value for a subtree
because he believes a seat is available, but the travel agent, believing none is
available, has a different value for the same subtree. The planner can calculate
utility in both cooperative and self-interested fashions.

4 Results

The system was evaluated by simulation rather than with a human counterpart,
since evaluation over a range of belief model states is time-consuming. A similar
approach to evaluating initiative strategies is advocated in [2] and [3]. The con-
figuration of the belief model was varied for the evaluation. The first result is
the distribution of initiative, shown in figure 2. The initiative rate is high when
either the passenger is expected to intend a window seat, or when the passenger
believes that a window seat is available. The left-hand plot represents the ini-
tiative distribution of the travel agent, whereas the right hand plot represents
that of the passenger. Notice how the travel agent backs off when he believes
that the passenger will pick up the initiative in the next turn, and that nobody
takes the initiative when both variables have low values.
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Fig. 2. Distribution of Initiative: (a) Travel Agent (b) Passenger
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Fig. 3. Utility Gain over Fixed Strategies (a) Always Decline (b) Always Take

The second result for the system is its performance. We plotted the difference
between the utility of the system and the two fixed initiative strategies of always
declining the initiative (fixed-chat) and always taking it (fixed-offer). To do this,
we modified the planner to prune all but the desired strategy from the relevant
choice node. Figure 3 shows the results. On the left, the planner always beats the
fixed-chat strategy, and by as much as 4.60 units at [1,0.2]. This is a good fraction
of the length of the longest dialogue in the decision tree, which is [chat,ask,give],
of length 15 units. The gain is similar for the fixed-offer strategy with a margin
of as much as 12.0 units at [0,1]. Similar margins have been found across our
battery of sample problems.

5 Discussion

An early approach to initiative planning was that of Smith and Hipp [5], in which
a theorem prover constructs plans, employing a user model to plan subdialogues
for obstacle subgoals. The planner could select between initiative modes, but it
was not quantitative, and did not use a nested model. Recently, Fleming and
Cohen [1] discussed a decision-theoretic approach to initiative that is similar to
our own, but do not provide an implemented general purpose planner, nor do
they use a nested model. There have also been two notable computer simulation
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studies in dialogue initiative. Guinn [2] used a quantitative negotiation system
with a user model to decide between continuations to a plan, but did not use
this approach to plan beyond the current move. Ishizaki et al [3] examined a
map-following task and found that mixed initiative dialogue can reduce utility.
However their system used an initiative policy rather than adapting to the plan
and user at hand.

The results for our system are encouraging but presuppose a wide variation of
belief model configurations in the dialogue system’s lifetime. Otherwise, a fixed
strategy is just as good. The system must have a dynamic model of the user
available. This could be provided, or, using the belief revision module, the system
could automatically update stereotypes as dialogue evidence accumulates. The
computational demands of the system are light, with just a handful of simple
calculations and comparisons performed in evaluating the decision tree. It is easy
to compile the tree evaluation function to a procedural programming language.
It takes little time to configure a plan library for use with a new problem. We
are extending our battery of problems to widen the scope of our results.

6 Conclusion

We have evaluated a dialogue planner that decides initiative by adapting to a
probabilistic nested belief model. In simulation, the planner performed better
than otherwise equivalent fixed initiative planners.
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Abstract. Human teaching strategies are usually inferred from transcripts of 
face-to-face conversations or computer-mediated dialogs between learner and 
tutor. However, during natural interactions there are no constraints on the 
human tutor’s behavior and thus tutorial strategies are difficult to analyze and 
reproduce in a computational model. To overcome this problem, we have 
realized a Wizard of Oz interface, which by constraining the tutor’s interaction 
makes explicit his decisions about why, how, and when to assist the student in a 
computer-based learning environment. These decisions automatically generate 
natural language utterances of different types according to two “politeness” 
strategies. We have successfully used the interface to model tutorial strategies. 

1   Introduction 

The typical approach to modeling human teaching strategies for realizing Intelligent 
Tutoring Systems (ITSs) and Interactive Learning Environments (ILEs) is twofold. 
First, one records the interactions taking place between the tutor and student in a 
natural setting or computer-mediated interface; then, the transcripts are analyzed to 
find effective teaching patterns, which are reproduced in a computational model that 
constitutes the basis of an artificial tutor. This approach has some shortcomings: 
analyzing videotaped interactions is difficult and time consuming, and the results 
depend on the reliability of the raters. Furthermore, the only perceivable outputs from 
the tutors are their utterances and non-verbal behaviors: one cannot access their 
teaching strategies other than by interviewing, a method that shares the typical 
shortcomings of indirect analyses of cognitive processes. This makes it hard to 
reproduce tutoring strategies within a computational model. 

In order to efficiently model human tutoring strategies, we propose that the tutors 
use a semi-automated Wizard of Oz interface which forces them to take explicit and 
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visible pedagogical decisions, and that automatically outputs those decisions as 
natural language utterances. This approach has three advantages: (a) the tutor’s 
behavior can be analyzed much faster than transcripts and videotapes; (b) the 
pedagogical decisions can be easily correlated with student performance; and (c) the 
natural language generator can be tested for coverage and robustness. 

We have realized a Wizard of Oz interface (WozUI, Fig. 1) that enables a human 
tutor to communicate with a student by selecting a pedagogical goal, choosing an 
object of discourse, and applying a communicative act to it. As a learning 
environment we use the Virtual Factory Teaching System (VFTS) [5], a web-based 
factory modeling and simulation system. The tutor can view the learner’s screen 
activities in the VFTS, using MS NetMeeting, and exchange messages with the 
learner. An animated puppet speaks the comments sent by the experimenter, using 
text-to-speech software. 

Fig. 1. Wizard of Oz interface 

In order to track tutor decisions about why, what, and when to communicate with 
the student in the VFTS, the WozUI: (a) models the student, thanks to a plan 
recognizer that tracks the student’s actions, and a “Web tutor” that traces the tutorial 
paragraphs visible to the student at any time [12], as shown in the four upper 
windows; and (b) embodies a model of the strategies that the tutor performs. In fact, 
the lower part of the WozUI enables the tutor to select a communicative act 
categorized according to one of the following pedagogical goals, taken from the 
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taxonomy of pedagogical objectives proposed by Bloom and coworkers [3, 1]. 
Application: indicate an action to perform, indicate an action to perform and explain 
its reason, tell how to perform an action, give a Socratic hint (i.e. a cue about an 
action to perform). Knowledge: suggest to re-read a passage of the tutorial, explain a 
paragraph of the tutorial, provide an example for a paragraph of the tutorial. 
Motivation: tell the student that the action he has performed is good, tell the student 
that the action he has performed is good and describe its effect. 

Together with other authors [2, 10], we are particularly interested in modeling 
human tutors’ ability to take not only cognitive, but also affective student goals into 
account, according to the Politeness Theory proposed by Brown & Levinson [4]. 
Therefore we have realized a natural language generator (NLG), coupled with a 
Politeness Module, that transforms tutor communicative acts into utterances with 
several levels of politeness [8]. For example, a suggestion to perform an action, such 
as saving the current factory description, can be stated either directly (e.g., “Save the 
factory now”), or as a hint, (“Do you want to save the factory now?”), as a suggestion 
of a joint action (“Why don’t we save our factory now?”), etc. 

An example of how the WozUI works is shown in Figure 1: the tutor is pursuing 
the goal of suggesting an action; he chooses “select factory from factory list” as 
argument and “indicate action” as communicative act, and sends these decisions to the 
system by pressing the “Go!” button. The resulting utterance (after being processed 
by the Politeness Module), shown at the bottom, is: “We are going to ask you to select 
the factory from factory list”.  

2   Using the Wizard of Oz Interface: An Experiment 

The experiment compared two tutoring modes: “direct”, in which no politeness 
strategy was used; and “polite”, where the NLG automatically applied the politeness 
strategies described above. The experiment involved 10 graduate and undergraduate 
students in technical and engineering domains: 5 of them were assigned to the 
“direct” condition, while the other 5 were assigned to the “polite” condition. After the 
experiment, the log files produced by the WozUI were analyzed for understanding 
which pedagogical criteria were used by the tutor. 

2.1   Experimental Results: Timing of Tutorial Interventions 

First of all, we analyzed the average timing of the tutorial interventions across 
subjects, by observing whether they were more proactive (spontaneous) or reactive (in 
response to student questions), both in the direct vs polite conditions and in general 
(“Direct + Polite”). There were slightly more proactive than reactive interventions, 
but the difference is not statistically significant (t(8) = 0.58, p = 0.57). 

2.2   Experimental Results: Types of Tutorial Interventions 

Secondly, we analyzed the average number of tutor interventions across subjects, 
according to the pedagogical strategies described above. The results showed that the 
tutor using the WozUI was pursuing the same pedagogical goals pursued by the other 
human tutor in a natural setting as described in [7]: in fact, the Wizard tutor provided 
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suggestions for actions more often than providing positive feedback, and more often 
than explaining concepts. The difference between the number of “Application” 
interventions and the number of “Knowledge” interventions is statistically significant 
(t(8) = 3.59, p = 0.007). 

2.3   Experimental Results: Types of Communicative Acts 

We also analyzed the communicative acts selected within the most frequently chosen 
pedagogical goal (Application), in both the polite and direct mode. The two most used 
communicative acts were “Indicate action” and “Tell how to perform action”, which 
are more short and explicit in telling the student what to do with respect to the 
“Socratic hint” and the “Indicate action & explain reason” acts. The difference 
between interventions of type “Indicate action” and “Tell how to perform action” is 
statistically significant (t(8) = 5.33, p = 0.0007). A possible reason for the larger use 
of concise communicative acts might be that the learning task is not very difficult, and 
therefore the student just needs some simple help when he seems unsure about how to 
operate the VFTS interface. However, another hypothesis might explain this result 
simply as a preference of the tutor towards given types of communicative act.  

3   Related Work 

While most WozUIs require the Wizard to type free text in computer-based dialogs 
with learners, a few examples exist where the experimenter has to produce utterances 
by using a limited set of options that produce canned text [6, 9]. However, a number 
of differences between their and our approach can be found:  (a) in the other cases a 
domain-dependent script predefines the possible interactions with the student, while 
in our case the interactions between tutor and student are much less constrained; (b) 
the goals of the interactions, when modeled, are usually domain dependent, rather 
than related to a more general pedagogical taxonomy like Bloom’s one; and (c) the 
other WozUIs do not allow to parameterize the tutor’s utterances according to 
features like politeness.  

Regarding affect, motivation and politeness in learning environments and in 
human-computer interaction, a number of other works have been referenced and 
compared with our approach in [8, 12]. 

4   Conclusion and Future Work 

The semi-automated Wizard of Oz technique made it possible to analyze the 
experimental results very rapidly and systematically. If we had not employed this 
approach, it would have been necessary to annotate the dialogs manually. In 
comparison, we have found in the past that post-hoc dialog markup is time 
consuming, and raises the possibility of inter-rater reliability problems. We are 
currently analyzing the data coming from another experiment with more subjects, so 
as to see observe the robustness and generalizability of our current findings.  

Regarding the usability of the WozUI, apparently the tutor did not find the 
interface difficult to use, nor overly constraining: before running the experiment, a 
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pilot study showed that the human tutor was able to monitor the student’s activities 
and quickly react to them. The experiment results also seem to show that working 
through the interface did not bias the tutor's behavior: in fact the frequencies of tutor 
interventions were analogous to those observed in the natural setting. Anyway, we 
also plan to carry out a more formal usability analysis of the WozUI. 
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Abstract. Corpora for training plan recognizers are scarce and diffi-
cult to gather from humans. However, corpora could be a boon to plan
recognition research, providing a platform to train and test individual
recognizers, as well as allow different recognizers to be compared. We
present a novel method for generating artificial corpora for plan recogni-
tion. The method uses a modified AI planner and Monte-Carlo sampling
to generate action sequences labeled with their goal and plan. This gen-
eral method can be ported to allow the automatic generation of corpora
for different domains.

1 Introduction

Over the past 10+ years, many fields in AI have started to employ corpus-based
machine learning techniques. Plan recognition, however, seems to have lagged
behind. For example, we are only aware of a few plan recognizers [2, 5, 8, 9] (the
last two are our own) that are trained on corpora. We believe a major reason for
this is the lack of appropriate corpora for plan recognition (which we will term
plan corpora).

It is not that the field could not make use of plan corpora. Besides the
machine-learning based systems mentioned above, many plan recognizers ([7,
10, 12, 17], inter alia) make use of probabilities, but only briefly mention (if at
all) how such probabilities could be discovered.1 Additionally, corpora could be
used to evaluate the performance of a plan recognizer, or even compare perfor-
mance across recognizers (something which, as far as we are aware, has never
been done).

In this paper we present a general method for automatically generating la-
beled plan corpora. In Section 2, we present possible ways of getting plan corpora
from human sources and discuss their disadvantages. Then in Section 3 we in-
troduce our method for artificially generating corpora and show an example in
Section 4. We then discuss some general issues in Section 5. Finally, in Section 6,
we discuss related work and in Section 7, we conclude and mention future work.

1 A notable exception is [4].
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2 Human Sources of Plan Corpora

In this section, we mention several plausible ways of gathering plan corpora by
observing humans. These can be divided into the kind of data that they make
available: unlabeled, goal labeled, and plan labeled data. We discuss each in turn
and then discuss the general difficulties of gathering human data.

2.1 Unlabeled Data

There are several techniques used in related fields for gathering unlabeled data,
which could be useful for plan recognition.

Several projects in ubiquitous computing [3, 16] have gathered raw data of a
user’s state over time (location and speed fromGPSdata)which they use to predict
user activity. Plan recognizers, however, typically take action streams as input.

Davison and Hirsh [11] collected a corpus of over 168,000 Unix commands
by observing 77 users over a period of 2-6 months. The corpus consists of
timestamped sequences of commands (stripped of arguments) as automatically
recorded by the history mechanism of tcsh. It is unclear how useful such unla-
beled data would be by itself for plan recognition (although Bauer [6] has done
work on using such data to automatically construct recipe libraries).

2.2 Goal-Labeled Data

Much more useful to plan recognition are goal-labeled plan corpora, although
such corpora are even harder to come by.

Albrecht et al. [2] extract a plan corpus from the logs of a Multi-User Dungeon
(MUD) game. A log includes a sequence of both player location (within the game)
as well as each command executed. In addition, the MUD records each successful
quest completion, which can be used to automatically tag plan sessions with a
top-level goal (as well as partial state with the user’s location). Albrecht et al.
report that the corpus data is quite noisy: first because of player errors and
typos, and also because players in MUDs often interleave social interaction and
other activities. We should also note that the goals in the corpus are atomic, as
opposed to being parameterized goal schemas.

More tightly-controlled goal-labeled corpora have been gathered through data
collection efforts in the Unix [14] and Linux [9] domains. In these experiments,
test subjects are given a specific goal, such as “find a file that ends in .tex”,
and their shell commands are recorded as they try to accomplish the goal. The
subjects then report when they have successfully accomplished the goal (as there
is no way to easily compute this automatically).

In these controlled experiments, goal labeling is much more reliable because
it is assigned a priori. Of course, this work can still be noisy, as when the subject
misunderstands the goal, or incorrectly believes he has accomplished it. Also,
this kind of data collection is expensive as compared to those mentioned above.
The above-mentioned data collections monitor the normal activity of subjects,
whereas these types of collections require subjects to work on tasks specifically
for the collection.
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2.3 Plan-Labeled Data

Of course, the most useful type of plan corpus would include not only the top-
level goal, but also the plan and situation.

Bauer [5] records user action sequences (and corresponding system state) in
an email program and uses a plan recognizer post hoc to label them with the
appropriate goal and plan. This post hoc recognition can potentially be much
more accurate than online prediction, because it is able to look at the whole
execution sequence. A potential problem we see with this approach is that if the
original plan recognizer consistently makes mistakes in predicting plans, these
mistakes will be propagated in the corpus. This includes cases where the plan
library does not cover extra or erroneous user actions.

2.4 General Challenges for Human Plan Corpora

In addition to the individual disadvantages mentioned above, we see several
shortcomings to this kind of human data collection for plan recognition.

First, this kind of data collection is most feasible in domains (like operating
systems) where user actions can be directly observed and automatically recorded.
This, unfortunately, excludes most non-software interaction domains. In fact, the
only way we can envision to gather data for other domains would be to have
it annotated by hand, which could be expensive and time-consuming (not to
mention error-prone).

Finally, a major shortcoming of the above work is that it is at most labeled
with a top-level goal.2 In most domains where plan recognition is used (e.g.,
natural language understanding), the system can benefit not only from the pre-
diction of a top-level goal, but also partial results where a subgoal is predicted.
This is especially true of domains with plans composed of large action sequences,
where the top-level goal may not become apparent until very far into the plan’s
execution. We imagine that manual annotation of plan labeling would be quite
tedious and error prone.

3 Artificial Corpus Generation

In contrast to human data collection, we propose the use of an AI planner and
Monte-Carlo simulation to stochastically generate artificial plan corpora. This
method can be used for any domain and provides a corpus accurately labeled
with goal and hierarchical plan structure. It also provides a cheap way to produce
the kind of large corpora needed for machine learning. The method is as follows:

1. We modify an AI planner to search for valid plans non-deterministically.
2. We model the desired domain for the planner.
3. The algorithm does the following to generate each item in the corpus:

2 Except for [5], although, as we mention above, the corpus can be skewed by the
original recognizer’s mistakes.
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(a) Stochastically generates a goal
(b) Stochastically generates a start state
(c) Uses the planner to find a valid plan for generated goal and start state

We first describe our modifications to an AI planner. Then we discuss issues
of domain modeling. We then discuss stochastic generation of the goal and then
of the start state. Finally, we discuss the characteristics of corpora generated by
this process.

3.1 Planner Modification

For plan recognition, we want to create corpora which allow for all possible plans
in the domain. Typical AI planners do not support this, as they usually deter-
ministically return the same plan for a given goal and start state. Many planners
also try to optimize some plan property (like length or cost) and therefore would
never output longer, less optimal plans. We want to include all possible plans in
our corpus to give us broad coverage.

We, therefore, modified the SHOP2 planner [15] to randomly generate one
of the set of all possible plans for a given goal and start state.3 We did this by
identifying key decisions points in the planner and randomizing the order that
they were searched.

SHOP2 [15] is a sound and complete hierarchical transition network (HTN)
planner. SHOP2 is novel in that it generates plan steps in the order they will
be executed, which allows it to handle complex reasoning capabilities like ax-
iomatic inference and calls to external programs. It also allows partially ordered
subtasks. The planning model in SHOP2 consists of methods (decomposable
goals), operators (atomic actions), and axioms (facts about the state).

In searching the state space, there are three types of applicable decisions
points, which represent branches in the search space:4

– Which (sub)goal to work on next
– Which method to use for a goal
– Which value to bind to a parameter

In order to provide for completeness, SHOP2 keeps lists of all possibilities for
a decision point so that it may backtrack if necessary. We modified the planner
so that these lists are randomized after they are populated but before they are
used. This one-time randomization guarantees that we search in a random order
but also allows us to preserve the soundness and completeness of the algorithm.
We believe the randomized version is equivalent to computing all valid plans and
randomly choosing one.

3 In principle, the corpus generation technique described here is possible using any
planner. The only caveat is that the planner must be randomized, which may or
may not be a straightforward thing to do. One of the reasons we chose SHOP2 was
its small code base and a modular design that was amenable to randomization.

4 There is also a fourth which deals with :immediate tasks, but that is beyond the
scope of this paper.
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3.2 Domain Modeling

Each new domain must be modeled for the planner, just as it would if the intent
were to use the planner for its usual purpose. As opposed to modeling for plan
generation, however, care should be taken to model the domain such that it can
encompass all anticipated user plans.

Usually the planning model must be written by hand, although work has
been done on (semi-)automating the process (e.g., [6]). Note that, in addition to
the model of the plan library, which is also used in many plan recognizers, it is
also necessary to model state information for the planner.

3.3 Goal Generation

We separate goal generation into two steps: generating the goal schema and
generating parameter values for the schema.

Goal Schema Generation. In addition to the domain model for the planner,
the domain modeler needs to provide a list of possible top-level goals in the
domain, together with their a priori probability. A priori probabilities of goals
are usually not known, but they could be estimated by the domain modeler’s
intuitions (or perhaps by a small human corpus). The algorithm uses this list to
stochastically picks one of the goal schemas.

Goal Parameter Value Generation. In domains where goals are modeled
with parameters, the values of the parameters must also be generated.

Goal parameter values can be generated by using one of two techniques. For
goal schemas where the parameter values are more or less independent, the do-
main modeler can give a list of possible parameter values for each slot, along
with their a priori probabilities. For schemas where parameter values are not in-
dependent, each possible set of parameter is given, along with their probabilities.

Once the goal schema has been chosen, the algorithm uses this lists to stochas-
tically generate values for each parameter in the schema. At this point, a fully-
instantiated goal has been generated.

3.4 Start State Generation

In addition to a top-level goal, planners also need to know the state of the
world — the start state. In order to model agent behavior correctly, we need to
stochastically generate start states, as this can have a big effect on the plan an
agent chooses.

Generating the start state is not as straightforward as goal generation for
several reasons. First, in all but the simplest domains, it will not be feasible
to enumerate all possible start states (let alone to assign them a priori prob-
abilities). Second, in order to make the planning fast, we need to generate a
start state from which the generated goal is achievable. Practically, most plan-
ners (including SHOP2) are very slow when given an impossible goal, as they
must search through all of the search space before they notice that the goal is
impossible.
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For these reasons, only a start state which makes the generated goal achiev-
able should be generated. Unfortunately, we know of no general way of doing
this.5 We do believe, however, that some general techniques can be used for
start state generation. We discuss these here. The approach we have chosen is
to separate the state model into two parts: fixed and variable. In the fixed part,
we represent all facts about the state that should be constant across sessions.
This includes such things as fixed properties of objects and fixed facts about
the state (for example, the existence of certain objects, the location of cities,
and so on).

The variable part of the state contains those facts which should be stochasti-
cally generated. Even with the fixed/variable separation, this part will probably
not be a set of independent stochastically generated facts. Instead, the domain
modeler must come up with code to do this, taking into account, among other
things, domain objects, their attributes, and other states of the world. It is likely
that values of sets of facts will need to be decided simultaneously, especially in
cases where they are mutually exclusive, or one implies another, etc. This will
also likely need to be closely linked to the actual goal which has been generated
to ensure achievability.

3.5 The Resulting Corpus

A corpus generated by the process described above will contain a complex dis-
tribution of plan sessions. This distribution results from the interaction between
(a) the a priori probabilities of top-level goals, (b) the probabilities of top-level
goal parameter values, (c) the algorithm for generating start states, and (d) in-
formation encoded in the plan library itself. Thus, although it cannot be used to
compute the a priori probabilities of top-level goals and parameter values (which
are given as input to the generator), it can be used to e.g., model the probabil-
ities of subgoals and atomic actions in the domain. This is information which
cannot be learned directly from the plan library, since the recipes and variable
fillers used are also dependent on e.g., the start state.

4 An Example: The Emergency Response Domain

We have created a domain model in an emergency response domain and used it
to generate an artificial corpus. The domain includes such goals as setting up a
temporary shelter and providing medical attention to victims. The coded domain
consists of 10 top-level goal schemas, 46 methods and 30 operators. The plan
library coded in a fairly common way and does not merit any further discussion
here. For the rest of this section we discuss the generation of goals and start
states in order to illustrate what may be needed in moving to a new domain (in
addition to the creation of a plan library).

5 One possibility might be backchaining from the goal state, although we have not
explored this.
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4.1 Goal and Start State Generation

As mentioned above, the domain includes 10 goal schemas which are specially
marked as top-level goals (the difference is not specified in SHOP2 itself). In
addition, we added a priori probabilities to each of the goal schemas.

The goal schema was chosen based on those probabilities as discussed above.
The schema is then passed to a function which generates the parameter values
and the start state simultaneously. In particular, we start with the fixed start
state, then stochastically generate locations for movable objects, and then gen-
erate other domain facts based on goal schema specific code. We mention these
in order here.

Fixed State. The fixed state consists mostly of fixed locations (such as towns
and hospitals), objects and their properties. It also includes inference rules sup-
ported in SHOP2 which represent things like object types and properties (e.g.,
adult(x) ⇒ can-drive(x)).

Object Locations. As part of the variable state, we define a set of movable
objects. They are movable in the sense that we wanted to randomly choose where
they were located (such as ambulances and workers). We define a list of sets of
objects, for which it is not important where they are located, but only that all
objects in the set are in the same location (such as a vehicle and its driver).
We also define a list of possible locations, which is used to generate a random
location for each object set. (Note, we ensure in the fixed state that locations
are fully connected so we don’t have to worry about goal impossibility at this
step.)

Goal Schema Specific. The rest of the state is created, together with parame-
ter values, in goal schema specific functions. In the emergency domain these were
typically very simple, usually just determining which object to use for parameter
values.

An example of a more complicated example is that of the goal schema of
clearing a road wreck, which takes a wrecked car as a parameter. As we do
not model the set of all possible cars in the world, we automatically generate a
unique car object as well as its necessary properties (e.g., that it’s wrecked, its
location, etc.) Note that in cases where extra properties are generated, these are
also stochastically generated from a priori probabilities (e.g., whether or not the
roads are snowy).

5 Discussion

In this section, we raise several issues about the utility of artificial generation
of plan corpora versus the collection of human plan corpora. As we have just
begun to generate and use such corpora, we do not believe we are in a position
to definitively answer these. Rather, we raise the questions and give some initial
thoughts, which we hope can lead to a discussion in the plan recognition com-
munity. The questions treat three general areas: the effort needed to generate
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artificial corpora; the accuracy of such corpora; and the general power of the
technique.
Effort. Obviously, the technique we describe above requires a certain amount
of work. Minimally, one needs to create a plan library as well as an algorithm
for generating start states. Plan library creation is known to be difficult and is
a problem for the planning community in general (cf. [6]). This may not be a
unique problem to artificial corpora, however, as a plan library would likely be
necessary anyway in hand-labeling human corpora. Start state generation is also
not trivial, although in our experience, it was much less work than the building
the plan library.

The main question which needs to be answered here is how the effort to
create the machinery for generating an artificial plan corpus compares to the
effort needed to gather and annotate a human corpus. Before we can answer
this, we not only need more experience in generating artificial corpora, but also
experience in producing human corpora - especially plan-labeled corpora.
Accuracy. Another point is how accurately an artificial corpus can model human
behavior. Ideally, to test this, one would want to gather a human corpus and
independently generate an artificial corpus in the same domain and then make
some sort of comparison. Of course, care must be taken here, as we suspect that
the accuracy of an artificial corpus will be highly-dependent on the plan library
as well as the algorithm for generating start states. Another, more practical,
evaluation would be the comparison of the performance of a plan recognizer on
human data when it has been trained on artificial data versus human data.
Power. Another question is in which situations an artificial corpus could be
successfully used to approximate human behavior. The technique presented here
makes the simplifying assumption (which is also present in most plan recognizers)
that the agent first creates an entire plan and then executes it, and that each
action is successfully executed. This obviously will not work well in domains
where this is not the case. In future work, we would like to adapt this technique
to use an artificial agent instead of a planner, to plan and simulate execution of
the plan in creating a corpus. This would allow us to simulate such phenomena as
action failure, replanning, and so forth. In general, we believe that the techniques
reported here can build on existing work in agents in modeling human behavior
and can be useful in most domains of interest in plan recognition.

6 Related Work

Conceptually, our work is based on work in NLP which uses grammars to stochas-
tically generate artificial corpora for training language models for speech recog-
nition [13]. Of course, there are many differences in methodology. Surface string
generation from a stochastic grammar typically assumes no context (state),
whereas state is very important in plan recognition. Also, in surface string gen-
eration, there is no “goal” which restricts acceptable output.

Probably the closest work to our own in the plan recognition field was done
by Lesh [14], who uses the Toast reactive planer [1] to generate action sequences
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given a goal. However, none of the generation process was stochastic. It appears
that goals were hand-generated, the state was constant, and the planner was not
modified to make decisions non-deterministically, meaning that it would always
produce the same action sequence given the same set of goals.

7 Conclusions and Future Work

We have presented a novel technique for generating corpora for plan recognizers.
We combine the rich representation of an AI planner with Monte-Carlo sampling
to generate corpora of action sequences tagged with goal and plan. Also, as it is
artificially generated, it is easy to produce a very large corpus.

In future work, we want to move beyond just plans, and model an actual
agent. We believe this would allow us to more closely model agents that we would
want to perform plan recognition on, and would include phenomena such as plan
failure and replanning. This corpus generation method would allow us to have
access to this additional information (when an action failed, when replanning
occurs, etc.), which would not be readily available from hand-annotated human
data.
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Abstract. This paper presents a model for an agent to reason about
interaction with multiple users in a collaborative environment. Central
to this model is the concept of an interaction strategy, determining both
who to ask and what to ask, towards maximizing overall expected utility.
We allow for the case of a user not responding at all, after a period of
waiting, and a user responding “I don’t know”. Our model determines
how long to wait for a response, and provides for follow up questions
to users. All of this is done in a user modeling approach, with decisions
based on specific factors being modeled for each user. We present the
model in detail, using examples to illustrate its effectiveness and con-
trasting with related work.

1 Introduction

This paper introduces a model for reasoning about when and how an agent
should initiate interaction with a user in a multi-user setting. The research is
motivated by decision-theoretic reasoning about interaction with users in multi-
agent settings, such as the meeting scheduling environment of the Electric Elves
project[1]. In our framework, we allow for users who either do not respond or
who respond that they do not know, when asked for information by an agent. As
such, we reason not only about different possible conversational partners but also
about how long to wait for a response and when to initiate a follow up question,
before deciding on a course of action. Our model is intended to be used in a
setting where agents can collaborate with users to determine the best actions
to take. We discuss how this research relates to other efforts in clarification
dialogue and mixed-initiative design.

2 Background

One starting point for our research is the work of Fleming[2]1 who developed
a domain-independent decision-theoretic model for an agent to reason about
whether or not it should initiate an information gathering dialogue with a human
user. Fleming’s algorithm consists of first determining the expected benefit of

1 An earlier version of this model appeared in Proc. of User Modeling 2001.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 189–198, 2005.
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interaction (i.e., by how much the agent’s performance is expected to improve
after asking the user a question), and then determining the costs of interaction
(e.g., bother to the user, and time required for interaction). Then, the agent
would proceed with the interaction only if the benefit exceeds the costs. One
issue with this approach is that once the agent takes initiative and queries the
user, it will wait indefinitely for a response. While acceptable in some domains,
there are, however, domains (e.g., real-time systems with hard deadlines) for
which the agent cannot wait forever, and so there is merit for the agent to stop
waiting, and to take another action. In this case, we want to allow the agent
the option of interacting with other users. Another beneficial extension to the
model is for it to account for the possibility of follow-up questions.

The second starting point for our research is the prominent adjustable auton-
omy project of Electric Elves (E-Elves)[1], aimed at creating personal assistant
agents that can help with the day-to-day activities of a human organization.
One of the main issues that the E-Elves[1] work addresses is the problem that
once an agent transfers decision making control to the user, the user might not
respond in a timely fashion, hence incurring very high waiting costs. So, a key
component to this model is the notion of a transfer-of-control strategy, which
specifies what transfers will occur at what times. Essentially, the agent will
plan ahead and determine how long it should wait for the user to respond, be-
fore transferring control away to another user, or perhaps back to itself. For
example, the strategy User1(5)User2(11)Agent is one where the agent will first
transfer control to User1, and if User1 hasn’t responded with a decision by the
five minute mark, then control gets transferred away to User2, and finally if
User2 hasn’t responded by the eleven minute mark, then the agent gives up
and decides autonomously. The E-Elves[1] model has only two extreme levels of
agent autonomy. Either the agent can decide to operate autonomously, or it can
give up control completely to a user2. We are proposing a middle ground, where
the agent can interact with the user for information, but still retain decision
making control. This is especially important in domains where the user is not
equipped to make a decision, yet the agent lacks sufficient information to make
a good decision.

3 Model for Reasoning About Interaction

Our primary research goal is to develop a model that an agent can use to reason
about the trade-offs between interacting with one or more users over a series of
questions, against the costs of such an interaction.

The output of our model will be an interaction strategy (adapted from E-
Elves[1]) that the agent should follow to maximize overall expected utility. An
interaction strategy tells the agent what query to ask who for how long, and
depending on the response, what to do next (e.g., ask another query, or make

2 E-Elves[1] also considers transfers to other agents. In this paper, we focus on users.
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Fig. 1. Example interaction strategy - Preference elicitation for product purchase

a decision)3. Visually, one can imagine a strategy as a tree, with two types of
nodes, query/internal nodes, and decision/leaf nodes. A decision node represents
the agent taking action and making a decision based on the information obtained
from previous queries. A query node represents the agent asking a user a query
at time ti−1 and waiting until time ti for a response. Each possible response to a
query will be represented as a branch from the query node to a strategy subtree
representing what the agent should do when it gets that response. Figure 1
illustrates an example interaction strategy for an agent to use to acquire user
preferences in order to make an ‘informed’ product purchase decision. Note that
Qj denotes a particular question, and rj,1, rj,2, rj ,n denote its possible answer
responses. We also include “I don’t know” as a valid response, denoted as rj,?,
and allow for the no response case, rj,�resp, which occurs when the user does not
respond in time.

So, an interaction strategy is similar in spirit to the transfer-of-control strat-
egy in E-Elves[1], except that the agent queries users, instead of transferring
control. It should be noted that a transfer-of-control strategy is linear, in the
sense that at any time point tx, the agent knows in advance exactly who should
have control. A major distinction then is that unlike a transfer-of-control strat-
egy, an interaction strategy has branches, like a tree, and so the agent does not
know exactly what it will do at a future time point tx, since that depends on
the responses it gets from the queries. For brevity’s sake, we will now denote
interaction strategy as simply strategy. Note that it is important that the agent
has a strategy, and reasons about future actions, since the best action to do at
the moment often depends on what can be done afterwards. For instance, the
usefulness of a user query depends on what the agent can do with the response.

The procedure for the agent to find the optimal strategy is to generate all
possible strategies, containing up to a fixed number of queries K, evaluate the

3 An interaction strategy can also contain no queries, signifying the case where the
agent should decide immediately without first querying users.
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generated strategies, and then simply choose the one with the highest expected
utility value. The strategy generation and evaluation steps are outlined below.

3.1 Strategy Generation

The basic idea is that we will generate all possible strategies containing zero to
K number of questions (#Q), where K is roughly used to limit the depth of
strategies that we search. As mentioned earlier, you can visualize a strategy as
a tree, composed of decision/leaf nodes, and query/internal nodes. Using this
analogy, strategy generation is then the following:

1. Set #Q := 0
2. Generate strategies containing #Q number of queries:

– Base Case (#Q = 0): Generate a strategy s that is just a single leaf
node, to represent the case where the agent decides without querying.

– General Case (#Q = i): For each strategy si−1 generated in the previous
iteration of step#2, do the following: (*)Generate a new strategy si by
replacing a leaf node with a query node consisting of the pairing of a
question Qj ∈ Q and user Uk ∈ U , where Q is the set of all relevant
questions, and U is the set all of users in the system. Note that the
newly attached query node has a branch and a leaf node for each possible
response to Qj . Do (*) for all the leaf nodes in si−1 and Qj , Uk pairs.
Discard any duplicate si strategies generated.

3. Set #Q := #Q + 1
4. If #Q ≤ K, goto step#2, else stop.

3.2 Strategy Evaluation

The optimal strategy s∗ is simply the generated strategy that is evaluated to have
the highest expected utility (EU). The first step is to instantiate the timings
of the queries in the strategy. For example, for a simple strategy consisting of
one query, we need to determine the optimal time point T that the agent should
stop waiting for a response, and just make a decision.4

The expected utility of a strategy s is calculated as follows:

EU(s) =
∑

LN [P (LN) × (EQ(LN) − W (TLN ) − BCLN )]

Considering Figure 1, each possible strategy includes many possible paths of
execution, each of which ends in a step of Agent Decide, represented by a leaf
node LN .5 EQ(LN) and W (TLN ) are adapted from E-Elves[1] and refer to the
expected quality of the agent’s decision at that particular leaf node, and the costs
of waiting until the time of the leaf node to finish the interaction, respectively.
As such, the utility of a particular path will be determined in part according

4 The optimal time T can be found in several ways. For well-behaved model parameter
functions, differentiate the EU equation and solve for 0. Or, use numerical methods.

5 Note: A leaf node can be viewed as r1, r2, ..., rn, the sequence of responses that lead
to the leaf node.
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to how useful the ultimate decision will be, given the information the agent has
gathered on that path, and tempered by how long it may take to reach that
decision point. We then include as well the bother incurred by users who may
have been asked, along the path to the leaf node, and refer to this as Bother
Cost (BCLN ). Note that BCLN would be computed as the cumulative bother
to all the users queried along the path.

The expected utility of the overall strategy is a sum of the utility of each of
the individual paths in it, factoring in the probability that the particular path
will be taken. We denote this term as P (LN), defined as follows: P (LN) =∏

rj,k
PUi

Qj
(resp = rj,k) where we iterate rj,k over all the response branches that

lead to the leaf node LN , and PUi

Qj
(resp = rj,k) refers to the probability of user

Ui responding with rj,k to the question Qj .
One of the main criteria for querying one user over another is the user’s

PUKUi

Qj
value, denoting the probability that user Ui knows the answer to ques-

tion Qj (as in [2]). Another criterion is the user’s PRUi

Qj
(t) value, denoting the

probability distribution over time that Ui responds to Qj at time point t (as in
[1]). These two model parameters determine how much of the response prob-
abilities will be ‘shifted’ from the answer responses to the “I don’t know” and
‘No Response’ case. The idea is that the probability of getting to an answer
response is contingent on the user responding, and the user knowing the answer.
The three possible cases for how to compute the value of PUi

Qj
(resp = rj,k), are

as follows:

[No response]: PUi

Qj
(resp = rj,¬resp) = 1 −

∫ Te

Ts
PRUi

Qj
(t)dt

[“I don’t know”]: PUi

Qj
(resp = rj,?) =

∫ Te

Ts
PRUi

Qj
(t)dt × (1 − PUKUi

Qj
)

[Answer response]: PUi

Qj
(resp = rj,a) =

∫ Te

Ts
PRUi

Qj
(t)dt× PUKUi

Qj
× PA(rj,a)

where Ts is the time point at which the question was asked, and Te is the time
point that the agent will wait until for a response, and PA(rj,a) denotes the
probability that the answer to question Qj is rj,a. Note that

∫ Te

Ts
PRUi

Qj
(t)dt

gives the probability of Ui responding to Qj during time frame [Ts, Te].
We illustrate the above calculations with an example. Consider that on av-

erage, there is a 60% chance of the weather being sunny, and a 40% chance
of it being rainy. So PA(sunny) = 60%, and PA(rainy) = 40%. Suppose
that the agent wants to reduce its uncertainty by asking user Bob the question
Qj = “What is the weather?”. Starting from the initial start time of 0, the
agent gives Bob until time T to respond. Then, the probability of Bob respond-
ing is

∫ T

0
PRBob

Qj
(t)dt. Suppose the probability of Bob knowing the answer is

PUKBob
Qj

= 90%. So, overall, when asking Bob question Qj , the response prob-

abilities are PBob
Qj

(resp = rj,sunny) =
∫ T

0
PRBob

Qj
(t)dt× 90%× 60%, PBob

Qj
(resp =

rj,rainy) =
∫ T

0
PRBob

Qj
(t)dt × 90% × 40%, PBob

Qj
(resp = rj,?) =

∫ T

0
PRBob

Qj
(t)dt ×

(100%−90%), and PBob
Qj

(resp = rj,¬resp) = (1−
∫ T

0
PRBob

Qj
(t)dt). Note that the

sum of the response probabilities is 1.
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4 Plan Recognition Example

Consider the following scenario where an agent faces uncertainty. Bob, an avid
sports fan, tells his shopping agent “Buy me a ticket to a football movie.” Unfor-
tunately, the agent cannot ascertain Bob’s true intention, due to the difference in
nomenclature between the usage of the term ‘football’ in North America versus
Europe. The European definition of ‘football’ (EF ) is actually soccer in North
America, which is quite different than North American football (NAF ).

From history logs of past users, the agent predicts that the probability that
Bob meant NAF is PA(NAF ) = 40% and that the probability that Bob meant
EF is PA(EF ) = 60%.

After searching its movie database, the agent finds two potential movies:
Movie1 which is a great NAF movie but has nothing to do with EF , and
Movie2 which is a less than stellar movie containing EF and a little bit of
NAF content. In this example, the expected quality of an agent’s decision
(EQ) will be equated with the utility to the user for that decision. Suppose the
utility values to a user are the following:

User’s intention Movie Choice Utility
NAF Movie1 100
NAF Movie2 30
EF Movie1 0
EF Movie2 80

Without information, the expected utility of choosing Movie1 is EU(Movie1)
= 0.4× 100+0.6× 0 = 40, whereas EU(Movie2) = 0.4× 30+0.6× 80 = 60. So
EQ({}), the expected decision quality of the agent with no other information,
is maxM∈Movies EU(M) = max(40, 60) = 60 where M is Movie2.

However, by obtaininguser information, the agent is then able tomake informed
choices, i.e., it selects the best movie depending on the user’s intention. So, EQ
({NAF})=100 (by choosingMovie1) andEQ({EF})=80 (by choosingMovie2).

In this scenario, there is only one relevant query, which is Qj = “Do you mean
North American Football or European Football (aka soccer)?”. Since Bob knows
what Bob wants, PUKBob

Qj
= 100%. To make things more interesting, suppose

there’s another user in the system, Oscar, whom the agent can ask about Bob’s
intentions6. Since Oscar does not know Bob all that well, PUKOscar

Qj
= 70%.

The model parameters used will depend on the domain. Different users
will have different response behaviour and bother reaction to queries. For this
sample scenario, we’ll use PRUi

Qj
(t) = ρie

−ρit to denote the probability of the
user Ui responding at time point t, and ρi controls how quickly the user responds
(the higher the ρi, the faster). Suppose that on average, ρOscar = 0.5, while
ρBob = 0.4 (Bob procrastinates a little bit more).

For this example scenario, we model the waiting cost as W (t) = t1.5. This
reflects the fact that the longer the agent takes to make a decision, the less time

6 For Oscar, Qj should be phrased as “Does Bob ...” rather than “Do you ...”
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Fig. 2. Graph showing how EU(s2) and EU(s3) vary as transfer time T varies. Notice
that the choice of waiting time T greatly affects the EU values

Bob has to get to the movie (and that Bob gets more and more anxious as time
passes). Also, assume asking query Qj gives a bother cost BCj of 5, and is the
same for both Bob and Oscar.

For a strategy generation bound of K = 1, the agent has three possible
strategies, s1 where the agent decides autonomously, s2 where the agent asks
Bob for clarification and waits until time T for a response before deciding, and
s3 which is the same as s2 except Oscar is asked.

The expected utility formula for strategy s1 is simply: EU(s1) = EQ({}) −
W (0). The expected utility formula for strategy s2 is the following: EU(s2) =

[
∫ T

0
PRBob

Qj
(t)dt× PUKBob

Qj
× PA(NAF )]× [EQ({NAF})−W (T )−BCj ]+

[
∫ T

0
PRBob

Qj
(t)dt × PUKBob

Qj
× PA(EF )] × [EQ({EF}) − W (T ) − BCj ]+

[
∫ T

0
PRBob

Qj
(t)dt × (1 − PUKBob

Qj
)] × [EQ({}) − W (T ) − BCj ]+

[(1 −
∫ T

0
PRBob

Qj
(t)dt] × [EQ({}) − W (T ) − BCj ]

The expected utility formula for strategy s3 is just like s2 above, except we
replace Bob with Oscar. Note however, the optimal time T to stop waiting for
a response will probably be different between the two strategies.

Computing the expected utility values then, EU(s1) = 60, EU(s2) = 69.55
at its optimal time point T = 3.47, and EU(s3) = 65.08 at its optimal time
point T = 2.74. As we can see, for this particular example, it is worth it for
the agent to query a user, and more specifically, to query Bob. Figure 2 shows
how EU(s2) and EU(s3) vary depending on the transfer time T . Notice that
we initially gain EU by giving more time for the user to respond, but that after
some optimal time point, the waiting cost accumulation overwhelms any extra
benefit from waiting for the user’s response. Note that the optimal time point
for s3 is sooner than for s2. This is primarily because Oscar is expected to
respond sooner (so there is less need to give him more time), and also because
he is likely to say “I don’t know”, which does not benefit the agent, and so it is
less worthwhile to give him more time, since waiting costs are accumulating. It
is interesting to note that our model is able to select the best user to query, even
though this is not immediately clear (given that Bob has a higher probability of
knowing the answer, but Oscar has a higher response probability).
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Keeping true to the spirit of mixed-initiative, that the style of interaction
between the system and the user is not fixed in advance, our model will select
different strategies7 in different situations. For instance, if the bother cost were
raised to 20 (i.e., the users really don’t like to be bothered), then we’ll have
EU(s1) = 60, EU(s2) = 54.55, EU(s3) = 50.08, with s1 being the winning
strategy (i.e., don’t query the users). Also, if Oscar knows Bob better, then we
might have PUKOscar

Qj
= 0.95, and this results in EU(s1) = 60, EU(s2) = 69.55,

EU(s3) = 70.51, so then the agent will choose to query Oscar over Bob.

5 Discussion and Related Work

Our work builds upon that by Fleming[2] and the E-Elves project[1] to create a
domain-independent decision-theoretic model that can reason about the trade-
offs between interacting with one or more users over a series of questions, against
the costs of such an interaction.

We extended Fleming’s[2] model in several ways. First, we address the issue
of how to plan for follow-up questions. We also allow the agent to stop waiting
and move on to another action if the queried user does not respond in time. A
consequence of this approach is that we have a new category of ‘response’ that
Fleming does not, namely ‘no response’. In general, Fleming’s model reasons
about whether to interact with a user, while ours reasons about whether to
interact, with any one of a number of users, which question to ask, when to stop
waiting for a response, and whether to generate a follow-up question, depending
on the response, towards an overall strategy that maximizes expected utility.
Overall, we show that the concept of a strategy, that worked so well in the E-
Elves project[1] for adjustable autonomy, is also applicable to domains where
agents need to reason about information seeking dialogue with users.

We make a contribution to the E-Elves[1] work by proposing a new type of
agent action that allows the agent to gather information from the user, while still
retaining the decision making authority. This causes strategies in our model to
be more like a tree, rather than the straight linear path of an E-Elves strategy,
since now an agent will be flexible enough to do different actions depending on
the user responses. A result of this is that while the E-Elves model requires
that the model parameters remain static, our model allows for a dynamically
changing world. For instance, our model can handle cases where the agent’s de-
cision making ability improves, as the interaction proceeds. We also incorporate
relevant user modeling factors, such as bother cost.

Our work also contributes to the literature on clarification dialogues. In
Chin & Porage’s[3] work on IONA, they select the query that reduces the most
uncertainty. As pointed out in [3] however, a major drawback to this approach
is that sometimes reducing uncertainty is not important if the final outcomes
remain unchanged. This is similar to the work by van Beek & Cohen[4], where
they forgo clarification if the ambiguity does not matter. In our model, the

7 Note that in more elaborate examples, there may be both multiple possible queries
and multiple possible users to ask in a strategy.
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query that gets selected is the one that results in the highest expected quality
of decision (relative to the costs of interaction), and this is influenced by both
uncertainty and what the agent can do with the extra information. While [3]
discusses how planning ahead may be computationally expensive, we keep our
computation tractable by limiting the generation of possible strategies to those
containing K or fewer queries. We feel that for most domains, the waiting and
bother cost will eventually overwhelm the benefit of repeatedly asking questions,
and so the value of K can be kept fairly small. Our use of expected utility to
drive the possible generation of clarifying questions is also similar in spirit to the
work of Wu[5], that uses active acquisition goals, arising from reasoning failure,
to drive the generation of queries, as long as the expected utility of doing so is
higher than some current plan.

Raskutti and Zukerman’s RADAR system[6] includes another proposal to
generate disambiguating queries, which is issued when the user’s plan is uncer-
tain, or if there are multiple ways to meet the user’s goal. Two factors used
to determine which query to issue are the nuisance factor, aimed at avoiding
irrelevant queries, and the estimated queries factor, to reduce the number of
queries overall. This is similar to our model, where our bother cost term can
incorporate the question irrelevance criterion, and the waiting cost helps temper
the number of queries generated, though we will still generate more queries if
the benefits exceed the costs.

A key aspect our overall model is that the choice of interaction is user de-
pendent, and hence requires good user modeling. For instance, PRUi

Qj
(t) can

vary wildly between different situations. As reported in [7], a user in her office
communicating with the agent will respond on average in five minutes, while a
user outside the office and communicating with the agent via Palm pilot will
require an hour to respond. Therefore, how we model the user will determine
which interaction strategies are used by our agent.

6 Future Work

One direction for future research that is particularly relevant to user modeling
is to further investigate the bother cost factor, including: how to model bother
to the user when an agent stops waiting for a response, how to properly account
for collective bother cost, and in case of multiagent systems, how to coordinate
the possible interactions to a single user from multiple agents, so as to minimize
excessive bother. To develop accurate models of the bother incurred by a user,
it would be useful to draw from more detailed studies such as that of Horvitz[8]
that learns about the user over time. A related issue is how bother affects a user’s
probability of response. Another factor that can be explored is the possibility
of incorrect responses by the user (currently subsumed in the user response of
“I don’t know”). As for reasoning about generating a question for a user, it
is also useful to explore options of providing more detailed responses that help
to prevent further follow up, as discussed in the work of Ardissono[9]. And for
best representing the probability of an answer during preference elicitation, user
preference modeling such as that by Carberry[10] may be useful.
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At the moment, our model computes a conservative estimate of the expected
utility of a strategy, since a user can respond earlier than the time the agent
allotted for the interaction. In a sense, we are giving the lower bound of a
strategy’s real expected utility. Therefore, a future work would be to derive a
more precise calculation of a strategy’s expected utility. Nonetheless, it should
be noted that the model still achieves its purpose of reasoning about which
strategies are good to employ.

We are also working on heuristics to reduce the number of strategies generated
and searched. For instance, if one user clearly dominates other users in the
relevant user dimensions, then we just need to go with that user. Likewise,
by reducing the number of queries considered, we can decrease the number of
strategies that we need to evaluate. Simulations could be used to demonstrate
the value of the heuristics used and having real users evaluate the resulting model
would be useful.
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Abstract. We present a comparative analysis of a layered architecture
of Hidden Markov Models (HMMs) and dynamic Bayesian networks
(DBNs) for identifying human activites from multimodal sensor infor-
mation. We use the two representations to diagnose users’ activities in
S-SEER, a multimodal system for recognizing office activity from real-
time streams of evidence from video, audio and computer (keyboard
and mouse) interactions. As the computation required for sensing and
processing perceptual information can impose significant burdens on per-
sonal computers, the system is designed to perform selective perception
using expected-value-of-information (EVI) to limit sensing and analysis.
We discuss the relative performance of HMMs and DBNs in the context
of diagnosis and EVI computation.

1 Introduction

We explore in this paper a better understanding of the relative performance of
Hidden Markov Models (HMMs) and dynamic Bayesian networks (DBNs) for
recognizing office activities within a component of a multilevel signal processing
and inference architecture, named S-SEER. S-SEER is a multimodal probabilistic
reasoning system that provides real-time interpretations of human activity in and
around an office [15, 13]. Our research to date on the system has addressed two
main challenges. On one front, we have explored the use of a hierarchical reason-
ing architecture for processing low-level signals into higher-level interpretations.
We have demonstrated several valuable properties of the multilevel architecture,
including its value in significantly shrinking the dimensionality of the parameter
space, thus reducing the training requirements of the system [15]. On another
front, we have investigated the use of value of information to limit computation
by selecting in a dynamic manner specific subsets of sensors to use. We have
shown how the selective use of sensors and associated computation reduces the
overall computational burden in return for small degradations in the accuracy
of the system [13].

To date, we have employed HMMs at all levels of S-SEER. In this paper we
extend S-SEER with a comparative analyis of HMMs and DBNs at the highest
level of reasoning. The research was motivated by the challenge of reasoning with
unobserved sets of variables –a situation underscored by our work with selective
perception.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 199–209, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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This paper is organized as follows: We first provide background on multi-
modal systems in Sect. 2. Section 3 describes our work on learning dynamic
graphical models (HMMs and DBNs) to model office activities. In Sect. 4 we
briefly describe the decision-theoretic selective perception strategy that we have
incorporated in S-SEER. Section 5 provides background on the S-SEER system.
Experimental results with the use of a layered architecture of HMMs and DBNs
in S-SEER are presented in Sect. 6. We also perform a supportive study to probe
the value of richer temporal relationships among states and unobserved variables
with DBNs. Finally, we summarize our work in Sect. 7.

2 Prior Related Work on Human Activity Recognition

We shall review here some of the most relevant previous work on human activity
recognition from perceptual data using dynamic graphical models. For a more
complete overview of the prior related work, we direct the reader to [15, 13].

Most of the early work in this area centered on the identification of a specific
activity in a particular scenario, and in particular, single events such as “waving
the hand” or “sitting on a chair”. More recently there has been increasing interest
on modeling more complex patterns of behavior, and especially patterns that
extend over long periods of time. Hidden Markov Models (HMMs) [16] and
extensions have been one of the most popular modeling techniques. Some of the
earliest work was done by Starner and Pentland in [18] where they used HMMs
for recognizing hand movements in American Sign Language and by Oliver et al
[12] to recognize facial expressions. More complex models, such as Parameterized-
HMMs [19], Entropic-HMMs [1], Variable-length HMMs [7], Coupled-HMMs [2],
structured HMMs [17] and context-free grammars [8] have been used to recognize
more complex activities such as the interaction between two people.

Moving beyond the HMM representation and solution paradigm, researchers
have investigated more general temporal dependency models, such as dynamic
Bayesian networks (DBNs) (also known as dynamic graphical models). DBNs
have been adopted by several researchers for the modeling and recognition of
human activities [3, 5, 10].

HMMs can be viewed as a specific case of the more general dynamic graphical
models, where particular dependencies are assumed. Thus, HMMs and their
variants can be interpreted as examples of DBNs.

DBNs present several advantages to the problem of user modeling from multi-
sensory information: they can handle incomplete data as well as uncertainty; they
are trainable and provide means for avoiding overfitting; they encode causality
in a natural way; algorithms exist for learning the structure of the networks and
doing predictive inference; they offer a framework for combining prior knowledge
and data; finally, they are modular and parallelizable. However, they pose, in
the general case, difficult inference problems, especially with loopy graphs and
continous data. Several efficient optimizations available for learning and solving
HMMs are not available for general DBNs.



A Comparison of HMMs and DBNs for Recognizing Office Activities 201

With different representations available, there is still the open question of
how suitable a particular representation might be for a specific task. We explore
in this paper the power and tradeoffs of HMMs versus more general DBNs when
applied to the task of recognizing in real-time typical office activities from sensor
data. Our main contribution is a comparison of a layered architecture of HMMs
with a layered architecture of HMMs and DBNs for modeling office activities.
We examine base-level inference as well as the use of value of information to
select the best subset of sensors to use.

3 Layered Dynamic Graphical Models for User Modeling

We shall now review the layered dynamic graphical model approach that we
have used for modeling the user’s behavior in and around the office. We direct
the reader to [15] for more detail on the motivation of our layered architecture
and its performance compared to standard single-layer HMMs.

3.1 Layered HMMs (LHMMs)

In [15] we describe the use of a multilayer representation of HMMs, named LH-
MMs, that reasons in parallel at different levels of temporal detail. Such an
architecture has the ability to decompose the parameter space in a manner that
reduces the training and tuning requirements. Each layer of the architecture is
connected to the next layer via its inferential results. The representation seg-
ments the problem into distinct layers that operate at different temporal gran-
ularities1 — allowing for temporal abstractions from pointwise observations at
particular times into explanations over varying temporal intervals. This archi-
tecture can be characterized as a stacked classifier.

The layered formulation makes it feasible to decouple different levels of anal-
ysis for training and inference. As we review in [15], each level of the hier-
archy is trained independently, with different feature vectors and time granu-
larities. Thus, the lowest signal-analysis layer that is most sensitive to varia-
tions in the environment can be retrained, while leaving the higher-level layers
unchanged.

3.2 Layered HMMs and DBNs

We focus here on extending the layered HMM architecture to include DBNs at
the highest level,while the lower level is still based on HMMs for simplicity2.

We learn the DBNs from observed data using structural learning [6, 11]. In
particular, we have extended a Bayesian network tool named WinMine [4] de-
veloped by Microsoft Research, to consider variables at different time steps and
therefore learn a DBN. WinMine uses a Bayesian score to learn the structure

1 The “time granularity” in this context corresponds to the window size or vector
length of the observation sequences in the HMMs.

2 This level interfaces with the sensor data which is a continous dynamic time series.
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and parameters of the model, given some basic constraints supplied a priori,
such as prohibiting edges between nodes at time t and nodes at time t − 1,
i.e. forcing the connections to be either co-temporal or go forward in time. The
learned distributions are decision trees and the Bayesian score is used to choose
the splits in the trees. The tree-growing algorithm for Bayesian networks is to
score every possible split in every leaf of every node, and then perform the best
one that does not result in a cycle in the network (a split in a tree corresponds
to a parent in the DBN).

4 Decision Theoretic Selective Perception

An important challenge in multimodal real-time perceptual systems is CPU con-
sumption. Processing video and audio sensor information to make inferences
usually consumes a large portion of the available CPU time. We integrated into
S-SEER several methods for selecting features dynamically [13], including an
EVI-based method, based on calculations of the expected value of information.
In the experiments described in [13] we studied the performance and overall
computational cost of the system using these methods.

In this paper we focus on using an EVI-based method to perform real-time,
one step look-ahead sensor selection both in HMMs an DBNs.

5 Implementation of S-SEER

S-SEER consists of a two-level architecture with three processing layers as illus-
trated in Fig. 1. For a more detailed description we direct the reader to [15, 13].

5.1 Sensors and Feature Extraction

In S-SEER we explore the challenge of fusing information from three different
sensors. The raw sensor signals are preprocessed to obtain feature vectors (i.e.
observations) for the first layer of HMMs.

(1) Audio: Two mini-microphones (20−16000 Hz, SNR 58 dB) capture am-
bient audio information. They are used for sound classification and localization.
The audio signal is sampled at 44100 KHz. We compute Linear Predictive Coding
coefficients [16] on the audio signal. Feature selection is applied to these coef-
ficients via principal component analysis. We select the number of coefficients
such that at least 95% of the variability in the data is kept, which is typically
achieved with no more than 7 features. We also extract higher-level features from
the audio signal such as its energy, the mean and variance of the fundamental
frequency over a time window, and the zero crossing rate [16]. The source of the
sound is localized using the Time Delay of Arrival (TDOA) method.

(2) Video: A standard Firewire camera, sampled at 30 f.p.s, is used to de-
termine the number of persons present in the scene. We extract four features
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Fig. 1. Architecture of S-SEER

from the video signal: the density3 of skin color pixels in the image (obtained
by discriminating between skin and non-skin models, consisting of histograms in
YUV color space), the density of motion pixels in the image (obtained by image
differences), the density of foreground pixels in the image (obtained by back-
ground subtraction, using an adaptive background technique), and the density
of face pixels in the image (obtained by means of a real-time face detector [9]).

(3) Keyboard and Mouse: A history of the last 1, 5 and 60 seconds of
mouse and keyboard activities is logged.

5.2 Continuous HMMs at the First Level

The first level of HMMs includes two banks of distinct HMMs for classifying the
audio and video feature vectors. The feature vectors at this level are a stream
of continous floating point data. The structure for each of these HMMs is de-
termined by means of cross-validation on a validation set of real-time data. On
the audio side, we train one HMM for each of the following office sounds: human
speech, music, silence, ambient noise, phone ringing, and the sounds of keyboard
typing. In the architecture, all the HMMs are run in parallel. At each time slice,
the model with the highest likelihood is selected and the data –e.g. sound in

3 By “density” we mean the number of pixels that satisfy a certain property, divided
by the total number of pixels.
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the case of the audio HMMs– is classified correspondingly. We will refer to this
kind of HMMs as discriminative HMMs. The video signals are classified using
another bank of discriminative HMMs that implement a person detector. At this
level, the system detects whether nobody, one person (semi-static), one active
person, or multiple people are present in the office. Each bank of HMMs can use
selective perception strategies [13] to determine which features to use.

5.3 Second Level Dynamic Graphical Models

The next level in the architecture processes the inferential results4 from the
previous layer (i.e. the outputs of the audio and video classifiers), the derivative
of the sound localization component, and the history of keyboard and mouse
activities. This layer handles concepts with longer temporal extent and of discrete
nature. Such concepts include the user’s typical activities in or near an office. In
particular, the activities modeled are: (1) Phone conversation; (2) Presentation;
(3) Face-to-face conversation; (4) User present, engaged in some other activity;
(5) Distant conversation (outside the field of view); (6) Nobody present. Some of
these activities can be used in a variety of ways in services, such as those that
identify a person’s availability.

This is the level of description where we have implemented and compared
two different models: discrete HMMs and DBNs, both learned from data.

(1) HMMs: A bank of discriminative HMMs with selective perception policies
to determine which inputs from the previous layer to use. Figure 2 (a) (left)
illustrates the architecture with HMMs at the highest level.

(2) DBNs: A single DBN with selective perception and a hidden “Activity”
node is learned from data. Figure 2 (a) (right) depicts the network learned and
used in our experiments.

The figure shows two time slices of the DBN, corresponding to time T0 and
time T1. The complete network consists of extending the DBN up to time T9,
i.e. for 10 time steps. There are five different discrete variables to be modeled,
all of them with a subscript corresponding to the time slice: “Activity”, which
is a hidden variable that contains the value of current activity that is taking
place in the office, i.e. (0) Phone conversation; (1) Presentation; (2) Face-to-
face conversation; (3) User present, engaged in some other activity; (4) Distant
conversation (outside the field of view); (5) Nobody present; “Video”, an observed
variable that contains the inferential results of the bank of HMMs classifying
the video signal. It has one of the following values: (0) One person present;
(1) Multiple people present; (2) One active person present; (3) Nobody present;
“Audio”, an observed variable corresponding to the inferential results of the
bank of HMMs classifying the audio signal. Its possible values are: (0) Ambient
Noise; (1) Speech; (2) Music; (3) Phone Ringing; (4) Keyboard typing; “SL”, an
observed variable with the sound localization results: (0) Left of the monitor; (1)

4 See [14] for a detailed description of how we use these inferential results.
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Fig. 2. (a) Highest level of S-SEER with HMMs (left) and a DBN (right); (b) Evolution
over 25 consecutive time slices of the probability distribution of a “Video T” node in
the DBN with selective perception and during a Presentation

Center of the monitor; (2) Right of the monitor; “KM”, an observed variable with
the history of keyboard and mouse activities. Its values are: (0) No activity; (1)
Current Mouse Activity; (2) Current Keyboard Activity; (3) Keyboard or mouse
activity in the past second.

The learned model highlights the enhanced expressiveness of more general
dynamic graphical models. Note how the learned structure of the DBN differs
from that of an HMM. The DBN has new dependencies that are missing on the
HMM, such as the edge between the keyboard and mouse node and the video
node, the edge between the video node at time T0 and the sound localization
node at time T1, and the edge between the video node at time T0 and the
audio node at time T1. The DBN has discovered in the data: (1) A co-temporal
dependency between the sound localization and the audio nodes, and between
the keyboard and mouse, and the video nodes; (2) A causal relationship between
the presence information obtained from the video sensor and the audio and sound
localization nodes. These new connections make intuitive sense. For example, if
the keyboard and mouse are in use at time T0 it is very unlikely that the video
sensor would determine that there is nobody there at that same time T0; or if
the vision sensor detects that there is one person present at time T0, it is quite
likely that there will be some speech at time T1 and that the sound will come
from the center of the monitor.

6 Experiments

In our experiments we were particularly interested in comparing: (1) The ac-
curacy of HMMs versus DBNs with and without selective perception, and (2)
evaluating the advantages and disadvantages of both models from a practical
perspective.
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Table 1. (a) Average accuracies for S-SEER with HMMs and DBNs, with and without
selective perception; (b) Percentage of time that each sensor was in use with HMMs
and DBNs

Recognition Accuracy without/with
Selective Perception (%)

HMMs DBNs
PC 97/98 95/90
FFC 99/97 97/97
P 86/88 99/99
O 93/100 99/99
NP 100/100 100/99
DC 91/70 96/96
Average
Accuracy 94.3/92.2 97.7/96.7

Percentage of use of each sensor
in HMMs/DBN

Video Audio Sound Loc. Keyboard/
Mouse

PC 22.7/99.8 22.7/2.3 0.0/0.0 100.0/100.0
FFC 27.3/100.0 27.3/0.0 0.0/0.0 100.0/100.0
P 0.3/5.6 0.3/0.0 0.0/0.0 100.0/100.0
O 0.0/2.6 0.0/4.7 0.0/0.0 100.0/100.0
NP 24.1/3.4 24.1/98.1 0.0/0.0 100.0/100.0
DC 23.6/97.4 23.6/98.1 0.0/0.0 100.0/100.0

(a) (b)

We trained S-SEER both with HMMs and with the DBN at the highest
processing level5 with 1800 samples (300 samples per activity) of each of the
office activities of interest, i.e., Phone conversation; Presentation; Face-to-face
conversation; User present, engaged in some other activity; Distant conversation
(outside the field of view); Nobody present. All the samples in the experiments
below correspond to the same user. We used leave-one-out cross-validation to
determine that 10 was the optimal number of time steps for the DBN.

To test the performance of both models we collected about 90 minutes of
activity data (about 15 minutes per activity). We ran accuracy tests of the
HMMs and the DBN with and without selective perception. The results are
displayed in Table 1 (a) where we use the abbreviations: PC=Phone Conver-
sation; FFC=Face to Face Conversation; P=Presentation; O=Other Activity;
NP=Nobody Present; DC=Distant Conversation.

Observations that can be noted from our experiements are that the DBN has
better recognition accuracies than HMMs for the problem we are solving, and
that employing selective perception policies leads to a more significant degrada-
tion in the performance of HMMs than that of the DBN. An important factor for
this difference in behavior is how unobserved variables are treated in each model.
In HMMs, we marginalize over the unobserved variables whereas in DBNs we do
not enter evidence in the unobserved nodes. Rather previous states and observa-
tions in the last time slice influence inference about the state of the unobserved
variables. We will return to this below.

We also observed that in most of our experiments, S-SEER –both with HMMs
and DBNs, never turned the sound localization feature on, due to its high compu-
tational cost versus the relatively low informational value this acoustical feature

5 Note that the signal processing module and the first level of HMMs is identical in
both cases. We are comparing HMMs with DBNs at the highest level of inference in
S-SEER.
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provides. On the other hand, the keyboard and mouse sensors were at use all
the time. Thus, we have learned information that is valuable in learning designs
for an activity sensing system in this domain.

To better understand the behavior of the EVI-based selective perception
policy in HMMs and DBNs we tracked the percentage of time that each sensor
was used in our experiments. Table 1 (b) reflects the results. Note how HMMs
tend to use the video and audio sensors quite in synchrony, whereas the DBN
exhibits are more asymmetric behavior. On top of the keyboard and mouse –
that are constantly used, there are activities where the DBN heavily relies on
one other sensor, such as the video sensor during a Phone Conversation (99.8%
use) or the audio sensor when there is Nobody Present (98.1% use).

We note that S-SEER’s high accuracy without selective perception, may in-
dicate that the task is too easy for the model and that is the reason why the
selective perception policies have reasonable accuracies as well. We emphasize
that the results reflected on the table correspond to a particular test set. We
are also exploring more challenging scenarios for S-SEER, both in terms of the
number of activities to classify from and their complexity.

Persistence of the Observed Data
As mentioned above, we use HMMs in a discriminatory fashion, which implies
learning one HMM per class, running all HMMs in parallel and choosing the
HMM with the highest likelihood as the most likely model. On the other hand,
we learn a single DBN that has a hidden “Activity” node that provides us with
the likelihood of each office activity at each time slice6.

We are interested in understanding the persistence versus volatility of ob-
servational states in the world. Rather than consider findings unobserved at a
particular time slice if the corresponding sensory analyses have not been im-
mediately performed, we would like to smooth out the value of the unobserved
variables over time. DBNs allow for such a consideration because we have a single
model for all activities, they encode a probability distribution for each variable
and inference is performed with the network moving forward in time for any
number of time slices with or without entering new evidence.

In a second set of experiments, we tracked the evolution of the probability
distribution over all possible values of a particular node when using selective
perception. Our goal was to see how the values of such variables change over time
when a particular sensor is not used. Figure 2 (b) illustrates a typical behavior of
S-SEER with a DBN and selective perception. The figure shows the probabilities
over 25 consecutive time slices of a “Video T” node during a Presentation. At
time 1 the video sensor was used and therefore the probability of One Active
Person Present was clamped to 1.0. From time slice 2 until time 14 the video
sensor was not in use. The probability of One Active Person Present smoothly
declines over time while the probability of One Person Present increases over

6 The duration of a time slice depends on the level of inference: typical durations for
the time slices at the lowest level are of 50ms, and of .5s at the highest level.
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time. Then, at time 15, the system decides to use the video sensor again until
time 22 when it turns off the video sensor. We believe that this probabilistic
smoothing over time in the presence of missing data is a valuable property of
DBNs.

7 Summary

We have explored and compared the use of HMMs and DBNs for recognizing
office activities with and without selective perception. Our testbed is a multi-
modal, multi-layer, real-time office activity recognition system named S-SEER.

HMMs have been used successfully in the area of human behavior modeling
and this representation formed the core of the early work in S-SEER. Motivated
by the case of missing observations associated with the use of a selective percep-
tion policy, we pursued a comparative analysis of the use of dynamic Bayesian
network models in a component of S-SEER. In experiments, we have identified
some differences and tradeoffs in the use of DBNs when compared to HMMs.
We found that (1) DBNs can learn dependencies between variables that were
assumed independent in HMMs; (2) DBNs provide a unified probability model
as opposed to having one model per activity as in discriminative HMMs; and (3)
the accuracy of inference by DBNs seems to be less sensitive than HMMs to the
loss of access to sets of observations, per a specific selective perception algorithm
that we have implemented. We believe that one reason for their lower degrada-
tion of the performance is the fact that unobserved variables in DBNs change
smoothly over time, whereas HMMs marginalize over the unobserved variables.
On the other hand, HMMs are simpler to train and to do inference with, they
can handle continous data, and they impose less computational burden than
arbitrary DBNs.

Thus, the best representation depends on several factors, including the re-
sources available for training and testing, the likelihood that variables will not be
observed, the nature of the data and the complexity of the domain. We advocate
considering the merits of each approach in building human activity recognition
systems.
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Abstract. In a collaborative environment, knowledge about collaborators’ skills
is an important factor when determining which team members should perform
a task. However, this knowledge may be incomplete or uncertain. In this pa-
per, we extend our ETAPP (Environment-Task-Agents-Policy-Protocol) collabo-
ration framework by modeling team members that exhibit non-deterministic per-
formance, and comparing two alternative ways of using these models to assign
agents to tasks. Our simulation-based evaluation shows that performance variabil-
ity has a large impact on task performance, and that task performance is improved
by consulting agent models built from a small number of observations of agents’
recent performance.

1 Introduction

Collaboration plays a critical role when a team is striving for goals which are difficult
to achieve by an individual. When a team is trying to perform a task, knowledge about
collaborators’ skills is necessary in order to determine which team members should
perform which portions of the task. However, this knowledge may be incomplete, e.g.,
when collaborators are new to a team or face a new task, or uncertain, e.g., when the
performance of collaborators is variable.

Our work focuses on how teams of agents make decisions when allocating tasks to
team members. Group decisions are based on the opinions of team members, which in
turn are based on their models of their collaborators. In previous work, we investigated
joint decision making under the ETAPP framework [4], which expresses the collabo-
ration of a team of agents in terms of five operating parameters (Environment, Task,
Agents, Policy and Protocol). An important result from this research is that the main
factor that influences task performance is the ability of the agents in a team to learn
the models of team members from observations of their performance. However, this
insight was obtained under a simplistic assumption whereby agents’ performance is de-
terministic and invariant. This assumption implies that an agent’s performance is the
same every time a task is performed under the same conditions. Hence, an agent’s level
of performance under a particular set of conditions can be determined from a single
observation of its actions.
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In this paper, we extend the ETAPP framework to build agent models under more re-
alistic assumptions whereby the performance of agents is non-deterministic. That is, an
agent’s level of performance may change every time it performs a task due to the influence
of factors that are not explicit. This extension requires a probabilistic representation of an
agent’s task-related capabilities, such as mean level of performance and stability; a proce-
dure for building agent models from a sequence of observations; and a representation of an
observer’s observation capacity, i.e., how many observations can the observer remember.
To illustrate these representations, a stable, high-performing agent exhibits a consistently
high level of performance, while an unstable, medium-performing agent may sometimes
perform well and other times poorly. An observer with a high observation capacity (it
recalls many actions performed by team members) will derive an accurate model of the
task-related capabilities of both types of agents, while an observer with a low observation
capacity (it can recall only the last few observations) may still derive an accurate model
of the stable agent, but its model of the unstable agent may be quite skewed.

In addition to our agent-modeling extensions, in this paper we compare two policies
for assigning agents to tasks based on the proposals made by the agents in a team: an
“optimistic” policy, which chooses the proposed agent with the most promising perfor-
mance compared to all the other proposed agents [4], and a “majority” policy, which
chooses the agent preferred by most team members.

We assessed the influence of these factors on task performance by means of a simu-
lation where we varied the level of performance and stability of agents and their obser-
vation capacity, and applied the two policies for selecting agents for tasks.

Section 2 outlines the ETAPP framework and discusses the above mentioned ex-
tensions. Our evaluation is described in Section 3. In Section 4, we consider related
research, followed by our conclusions.

2 The ETAPP Framework

The ETAPP [4] framework is designed for a decentralized setting, where agents act au-
tonomously based on their knowledge of their team members. Our framework provides
an explicit representation of five operating parameters of a collaboration: Environment,
Task, Agents, Policy and Protocol. The Task given to the group is to be performed in
the Environment, and the Policy and Protocol are procedures agreed upon by all the
agents in the group, but performed autonomously (this is similar to abiding by certain
rules in order to belong to a society). Central to the ETAPP framework is the idea that
the real capabilities of the agents in a team are not known to the team members. Hence,
individual agents employ models of collaborators’ capabilities in order to estimate the
contributions of team members to a task. The Agents component stores these models
and the mechanisms to reason about them.

The elements of the ETAPP framework are outlined below (for more details see [4],
but note that the Agents component has been substantially modified since that publica-
tion). Our extensions are described in Section 2.1.

An Environment E is a state space described by predicates, which represent properties
of objects and relations between objects. A state in the environment describes the values
of these predicates at a particular step in a collaboration.
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A Task T is represented by a tuple with two elements < ECT , EFT >.

– ECT specifies the Evaluation Criteria relevant to task T , e.g., speed, quality or
profit. The value for each criterion ranges between 0 and 1, where 0 corresponds to
the worst possible performance and 1 corresponds to the optimal performance.

– EFT denotes the Evaluation Function for the task, which specifies the weights as-
signed to the Evaluation Criteria (i.e., their relative importance to the task), and the
way in which the values for these criteria are combined. For instance, the Evaluation
Function EFT = max

∑n
i=1 eciwi specifies that the task should maximize a linear

combination of n Evaluation Criteria, where wi for i = 1, . . . , n are the weights
assigned to these criteria. These weights range between 0 and 1, where 0 indicates
no impact of a criterion on task performance, and 1 indicates maximum impact.

A team of Agents A comprises agents {A1, . . . , Am}, where m is the number of
agents in A. Individual agents have Internal Resources (IR), which represent the task-
related capabilities of an agent, and Modeling Resources (MR), which represent the
ability of an agent to model agents and reason about them.

The IR of an agent represent how well it can perform an action in terms of the Evalu-
ation Criteria of the task. The values for IR range between 0 and 1, with 0 indicating the
worst performance and 1 the best. For instance, if the Evaluation Criteria of a task are time
and quality, and one of the actions in the environment is drive, then IRAi

(drive) repre-
sent the driving performance of agent Ai in terms of time and quality, i.e., IRAi

(drive)=
{Perf time

Ai
(drive), Perf qual

Ai
(drive)}. These capabilities are not directly observable (only

the resultant behaviour can be observed). Hence, they cannot be used to propose agents
for tasks (but they are necessary to simulate agent performance, Section 3).

The MR of an agent comprise its Models (M) of the Internal Resources of agents,
the Resource Limits (RL) of the agent in question, and its Reasoning Apparatus (RA).

– MAi
are the models maintained by agent Ai to estimate IRAj

for j = 1, . . . , m.
Ai’s estimation of the capabilities of the agents in the team (including its own capa-
bilities) may differ from their actual performance, in particular if agent Ai has never
observed the team in action. This estimation may be updated as agent Ai observes
the real performance of the agents in the team.

– The RL of an agent pertain to the amount of memory available to store models of
agents, the agent’s ability to update these models and generate proposals, and its
ability to send and receive proposals (an agent that has become disconnected cannot
send proposals, even if it can generate them).

– The RA consists of the processes applied by protocol P , which enable an agent to
act in an environment and interact with collaborators. These processes are:
(1) proposing agents for an action (selecting agents from a list of candidates);
(2) communicating this proposal to other agents; (3) applying a policy PA to se-
lect a proposal from the communicated proposals; and (4) updating M based on the
observed performance of the selected agent(s).

A Policy PA is a joint policy (adopted by all the agents in the team) for making de-
centralized group decisions about assigning agents to activities. As stated above, each
agent proposes one or more agents for an action (according to its models M and its
RA). Upon receiving all the proposals, each agent uses PA for selecting one proposal.
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In the future, we plan to compare this decentralized decision-making process with a
centralized process, where a leader assesses proposals and communicates the outcome
to team members. It is expected that the centralized process would require less commu-
nication and computations than our current procedure, while our procedure would be
more resistant to being subverted by corrupt or incompetent leaders.

A Protocol P is a process that is followed by all the agents in the group to coordinate
their interaction. According to this protocol, all agents generate a proposal and commu-
nicate it to the other agents. Next, each agent applies PA to select a proposal, observes
the performance of the selected agent(s), and updates its model(s) accordingly.

2.1 Extensions of ETAPP

In this paper, we extend the ETAPP framework along three agent-modeling
dimensions – Internal Resources, Resource Limits and Reasoning Apparatus, and con-
sider a new Policy for agent selection.

Internal Resources. As mentioned in Section 1, in the original framework we assumed
that agents’ performance is deterministic and invariant. Thus, IRAi

(action) comprise a
set of numbers between 0 and 1. However, in realistic settings, agents exhibit variable
performance (e.g., they could be having a bad day). We represent such a performance
by means of a truncated normal distribution, where the mean represents the ability of an
agent, and the standard deviation represents its stability (truncation is required so that
we don’t exceed the [0,1] thresholds). As stated above, these values are not observable,
but they are the basis from which the observed performance of an agent is obtained
during simulations.

Resource Limits. Originally, due to the deterministic performance of agents, a single
observation of an agent’s performance yielded an accurate model of its ability. However,
this is clearly not the case if the performance is non-deterministic. In order to cope with
this situation, we include Observation Capacity (OC) in our model of the Resource
Limits of agents. This parameter, which is similar to attention span [8], specifies how
many observations of the performance of each agent can be stored by an agent in its
memory. When this limit is exceeded, the observer agent retains a window of the last
K observations (forgetting the initial ones).

Reasoning Apparatus. The variable performance of agents also demands the imple-
mentation of a new model-updating procedure. As for Resource Limits, our previous
single-update method is unlikely to yield accurate results. We therefore propose a sim-
ple procedure whereby an agent re-calculates the mean and standard deviation of the
observed performance of an agent every time it performs an action. Notice, however,
that the results obtained by this procedure are moderated by the observation capacity of
the observing agent. That is, if the observing agent can remember only the last K obser-
vations of an agent’s performance, then the mean and standard deviation are calculated
from these observations.

Policy. In previous work, we implemented an optimistic policy, where the agent with
the most promising performance was chosen for an action. We now consider the major-
ity policy, where the agent that receives the most votes is chosen.
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2.2 Example – Surf Rescue Scenario

In this section, we present an example that illustrates the ETAPP framework in the context
of the Surf Rescue (SR) scenario used in our simulation-based evaluation (Section 3). In
this scenario, the environment E consists of the beach and the ocean, and the task T is
to rescue a distressed person (DP) in the shortest time possible. This means that the set
of evaluation criteria is ECT= {ectime}, and the evaluation function is EFT = max
{ectime} (recall that the best performance has value 1, i.e., a short time has a high score).

In this example, we have three lifesavers A = {A1, A2, A3} at the beach. The task
consists of performing one action – to rescue the distressed person. The values for the IR
of A1, A2 and A3 for this action areIRA1(rescue)=0.5(STDV=0.4), IRA2(rescue)=0.8
(STDV=0.3), and IRA3(rescue) = 0.3 (STDV=0.2). That is, agent A1 has a medium
performance and is unstable, agent A2 has a high performance and is a bit more stable,
and agent A3 has a low performance and high stability.

For clarity of exposition, we assume that only agents A1 and A2 can select agents
for a rescue. These two agents (which are both observers and lifesavers) maintain
models of lifesaver agents A1, A2 and A3 (MA1(A1),MA1(A2) and MA1(A3), and
MA2(A1),MA2(A2) and MA2(A3)), and generate proposals involving the lifesaver
agents. The models are initialized randomly (i.e., each agent has an a priori, random
opinion of the other agents). Both A1 and A2 store the last three observations made of
the performance of the lifesavers (OC=3), and apply the majority policy for selecting
a lifesaver for a rescue. This policy chooses the lifesaver that most agents voted for (in
the event of a tie, the top agent in an ordered list of agents is selected).

Table 1 illustrates the assignment of agents to a sequence of rescues under the major-
ity selection policy (the values obtained after each rescue are boldfaced). The first col-
umn shows the time of the rescue; the second column lists the observer agents; the third
and fourth columns show the agent proposed by each observer agent and the agent se-
lected by the majority selection policy, respectively. Columns 5-7 contain the observed
performance of the lifesaver agents; and columns 8-10 contain the models resulting
from these observations (we have listed only the mean of the observed performance).

The first two rows in Table 1 (for time T0) contain the initial conditions of the
collaboration. Columns 8-10 contain the initial values of the models maintained by A1

and A2 for the Internal Resources (rescue performance) of A1, A2 and A3. These initial
values, which are not consistent with the real performance of the agents in question, are
also recorded as the first “observed” performance of A1, A2 and A3. This is done to
model a behaviour whereby an agent’s initial “opinion” of the members of its team can
be influenced, but not immediately replaced, by observations of their performance.

According to the models maintained by A1 and A2, A3 has the best performance.
Hence, A3 is selected by both A1 and A2 when a rescue is announced at time T1.
However, as expected from the IR of A3, the agent’s actual performance (0.4 at time T1,
Column 7) is poorer than that anticipated by the observer agents. Both agents observe
this performance, and update their models accordingly (Column 10).

Now, when a new rescue must be performed (at time T2), agent A1 proposes A3,
as it is still the best according to its models, but agent A2 proposes A1. As indicated
above, according to our tie-breaking rule, the first agent in the ordered list of agents is
chosen. This is A1, as it appears in the list before A3. However, A1 does not perform
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Table 1. Sample agent assignment to a sequence of rescues

Time Observer Proposed Selected Observed performance of Models
agent agent agent A1 A2 A3 M(A1) M(A2) M(A3)

T0 A1 0.3 0.4 0.5 0.3 0.4 0.5
A2 0.6 0.5 0.7 0.6 0.5 0.7

T1 A1 A3 A3 0.3 0.4 0.5 0.4 0.3 0.4 0.45
A2 A3 0.6 0.5 0.7 0.4 0.6 0.5 0.55

T2 A1 A3 A1 0.3 0.3 0.4 0.5 0.4 0.3 0.4 0.45
A2 A1 0.6 0.3 0.5 0.7 0.4 0.45 0.5 0.55

T3 A1 A3 A3 0.3 0.3 0.4 0.5 0.4 0.2 0.3 0.4 0.37
A2 A3 0.6 0.3 0.5 0.7 0.4 0.2 0.45 0.5 0.43

T4 A1 A2 A2 0.3 0.3 0.4 0.8 0.5 0.4 0.2 0.3 0.6 0.37
A2 A2 0.6 0.3 0.5 0.8 0.7 0.4 0.2 0.45 0.65 0.43

T5 A1 A2 A2 0.3 0.3 0.4 0.8 0.7 0.5 0.4 0.2 0.3 0.63 0.37
A2 A2 0.6 0.3 0.5 0.8 0.7 0.7 0.4 0.2 0.45 0.67 0.43

well in the rescue (0.3 at time T2, Column 5), which significantly lowers MA2(A1) to
0.45 (Column 8). As a result, A3 is once more the top choice of both observer agents for
the next rescue (at time T3). But A3 performs quite badly (0.2 at time T3, Column 7),
thereby further lowering its expected performance according to the models maintained
by the observers (Column 10).

At this stage, the bad performance of both A1 and A3 has yielded models with low
mean values for these agents. Hence, for the next rescue, A2 is chosen by both observer
agents (at time T4). This is a high-performing agent that has been under-estimated by
both observers. Its good performance (0.8 at time T4, Column 6) raises the expected
value in the models maintained by both observers (Column 9). As a result, A2, who is
now clearly preferred by both observers, is chosen for the rescue at time T5, rendering
once more a good performance (0.7 at time T5, Column 6).

At this point, the models maintained by the observer agents are closer to the IR
of the lifesavers than the initial (random) models. Since both observer agents have an
observation capacity of three observations, the next time a rescue is performed, the
initial value will be dropped, which will further increase the accuracy of the models.

3 Simulation-Based Evaluation

We evaluated our extensions of the ETAPP framework by means of simulation experi-
ments which assess the impact of the following parameters on task performance: (1) In-
ternal Resources, (2) Observation Capacity, and (3) Agent-Selection Policy. The same
model-updating procedure was used in all our experiments (when OC=1, this proce-
dure reverts to that used in our original framework). Our simulation is based on the Surf
Rescue (SR) scenario introduced in Section 2.2, where the task is to rescue a person in
distress. However, in our simulation the team of lifesavers is composed of five agents.

3.1 Simulation Parameters
The parameters corresponding to our extensions were varied as follows.

– Internal Resources – We defined teams of agents with different degrees of stabil-
ity: Invariant, Stable, Medium, Unstable and Mixed. The agents in Invariant teams
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exhibit the same performance in all the rescues. Agents in Stable teams exhibit low
performance variability – the standard deviation of their performance distribution
ranges between 0 and 0.2. The standard deviation for the performance of agents
in Medium teams ranges between 0.2 and 0.8, and for agents in Unstable teams
between 0.8 and 1. The Mixed team includes a mixture of stable, medium and un-
stable agents. The mean of the performance distribution is randomly initialized for
the agents in all types of teams. In the future, we propose to conduct experiments
with high-performing, medium-performing and low-performing teams.

– Observation Capacity – We varied the OC of the agents between 1 and 8. When
OC=i, agents retain the last i observations made, and when OC=1, their observation
capacity is as for the original ETAPP framework.

– Agent Selection Policy – We experimented with the two policies mentioned in
Section 2.1: optimistic and majority.
In addition, we constructed two benchmark collaboration settings: RAND and OMNI.

– The RAND (or random) setting defines a lower bound, where a rescue is conducted
by an agent that has been chosen randomly from the team. In this setting, agents do
not maintain or update models of their collaborators’ resources, and do not commu-
nicate proposals.

– The OMNI (or omniscient) setting defines an upper bound, where the best-
performing agent in the team is always assigned to a rescue. This setting is consistent
with the traditional assumption of multi-agent systems whereby agents have accu-
rate knowledge about the performance of team members prior to the collaboration
(i.e., MAi

(Aj) = IRAj
for i, j = 1, . . . , m). In this setting, all agents have the same

accurate models, and hence do not update their models or communicate proposals.

3.2 Methodology

We ran one simulation for each combination of the simulation parameters (IR ×OC ×
PA=5×8×2=80), plus one simulation for each of the benchmark settings, RAND and
OMNI. Each simulation consists of ten trials, each divided into 1000 runs (we selected
this number of trials and runs because it yields stable and continuous behaviour pat-
terns). Each run consists of a rescue task that is repeated until convergence is reached.

The IR and M for each agent are initialized at the beginning of each run. IR are
initialized as specified by the type of the team (e.g., Stable or Unstable), and M are
initialized with random values.1 The IR of each agent remain constant throughout a run
(the agent’s performance is drawn from the distribution specified in the IR), while M
are updated from the observations made for each rescue in the run.

The process for reaching convergence works as follows. At the beginning of a run,
different lifesavers may be proposed for a rescue task due to the discrepancy between

1 We also conducted experiments where all the models are initialized with a value of 0.5
(medium expected performance), and with a value of 1.0 (high expected performance). The
overall results are similar to those obtained with the randomly initialized models, except for
the Invariant and Stable group of agents and the 0.5 initialization, which yield a worse average
performance. This is because a run terminates when the chosen agent’s performance is repeat-
edly better than 0.5, and so other agents who may be better are not given a chance, thereby
converging to a local maximum (Section 3.3).
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(a) Optimistic policy (b) Majority policy

Fig. 1. Average task performance obtained with the optimistic and the majority agent-selection
policy plotted against observation capacity for several types of teams

the models maintained by the different agents. After each rescue, the agents update
their models based on the performance of the chosen agent. Hence, when a rescue task
is announced in the next turn, more agents are likely to propose the same lifesaver (but
not necessarily the lifesaver chosen for the previous task). A run is terminated when the
same lifesaver is chosen in N consecutive turns (we have experimented with N =2 and
N =5; the results presented in Section 3.3 are for N =5).

3.3 Results

The results of our experiments are shown in Figure 1, which depicts the average task
performance obtained with our two selection policies as a function of OC for our seven
types of teams – RAND, OMNI, Invariant, Stable, Medium, Unstable and Mixed. Fig-
ure 1(a) shows the results obtained with the optimistic policy, and Figure 1(b) shows
the results for the majority policy.

Our measure of task performance for a run is the mean of the IR distribution for
the agent on which the observers eventually converged. For instance, in the example in
Table 1, this agent is A2, whose IRA2(rescue) has mean 0.8 (STDV=0.3). This measure
reflects the final outcome of the combination of the parameters of the simulation for the
run in question.

As expected, the results for the RAND and OMNI settings correspond to the worst
and best performance respectively, and are used as a benchmark for comparison with
the other settings. The performance for the Invariant team is slightly lower than that for
the OMNI setting. This is due to the fact that the Invariant team sometimes converges
to a local maximum, which is reached when the agents in the team repeatedly select an
agent that is not the best. This happens when the agents under-estimate the performance
of the best agent to the extent that it will never be proposed by any agent in the group,
and hence will never perform the task. These results are consistent with the results
obtained for the RAND, OMNI and default scenarios in our previous work [4].

As seen in Figure 1, the average performance obtained for the other types of teams
is generally worse than that obtained for the Invariant team. This is due to the higher
variability in agent performance. In fact, the more unstable the agents in the team are,
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the worse the performance becomes. We posit that the main reason for this outcome
is that the observing agents are unable to build reliable models when team members
exhibit unstable performance.

The optimistic policy yields a substantially better performance for the Invariant and
Stable teams than the majority policy, and it yields a slightly better performance for the
Medium and Mixed teams than the majority policy (these results are significant with
p=0.01). This is because if we assume that agents are honest and helpful (i.e., they
always make the best proposal according to their models, and select the best of the
proposals communicated by team members), the optimistic policy is similar to a global
optimization, where the agent that appears to be the best overall is selected. In contrast,
the majority policy yields the most popular agent, which may not be the best overall.

Task performance improves for Medium and Mixed teams when agents are able
to remember observations of the performance of team members. This improvement is
larger for the optimistic selection policy than for the majority policy (these results are
significant with p=0.01). Further, this improvement is achieved with only 3 observa-
tions for the optimistic policy, and with 5 observations for the majority policy. This
discrepancy may be caused by the need for additional “evidence” in order to get several
agents to prefer the same agent, as required by the majority policy.

Finally, the performance of Unstable teams is not affected by the agent-selection
policy or the agents’ observation capacity, as the agents in these teams exhibit too much
performance variation for the observer agents to reach reliable conclusions.

4 Related Research

Several research projects have demonstrated that maintaining models of features of col-
laborators can benefit different aspects of task performance [6, 3, 7].2

Suryadi and Gmytrasiewicz [6] and Gmytrasiewicz and Durfee [3] investigated
agents that apply a decision-theoretic procedure to make decisions that maximize their
own individual payoffs. This procedure takes into account the “payoff matrix” of col-
laborators, which in turn is learned from observations of their behaviour. Our system
also learns the behaviour of other agents from observations (although we learn only
the mean and standard deviation of their performance). However, whereas Suryadi and
Gmytrasiewicz’s agents make individual decisions and do not communicate with each
other, our agents communicate proposals in order to make a joint decision. Vassileva
et al. developed I-Help [7], which is a large scale multi-agent system that provides stu-
dents with distributed help resources. Personal agents represent students’ personal pref-
erences. Matchmaker agents collect this information from personal agents, and match
students that require help in a certain topic with students that are able to provide help.
The incorporation of our model-update mechanism into the models maintained by the
matchmaker agents would increase the accuracy of these models, and hence improve
their usefulness for help-seeking students.

Our OC parameter is similar to the attentional limitations considered by Walker [8],
and is related to the memory boundedness investigated by Rubinstein [5]. However,

2 Garrido et al. [2] and Suryadi and Gmytrasiewicz [6] provide an overview of research on
modeling other agents.
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both Walker and Rubinstein also considered inferential limitations, while we consider
agent-modeling limitations.

Finally, our agents’ ability to build models of agents from observations resembles
the work of Davison and Hirsh [1]. Their model gave greater weight to more recent
events than to earlier events, while we achieve a similar behaviour through our OC
parameter, which specifies that only the last K observations should be considered.

5 Conclusion

We have extended our ETAPP collaboration framework to model team members that
exhibit variable performance. This requires a probabilistic representation of agent per-
formance, the specification of the number of observations retained by observer agents,
and a procedure for building agent models from these observations. In addition, we have
offered the majority policy for assigning agents to tasks, and compared its impact on
task performance with the impact of the optimistic policy.

We evaluated our extensions by means of a simulated rescue scenario, where we
varied the performance stability of teams of agents, the number of observations retained
by observer agents, and the policy used to allocate agents to tasks. Our results show that
performance variability has a large impact on task performance, that a small number of
observations of agent behaviour is sufficient to improve task performance, and that the
task performance obtained by applying the optimistic selection policy is at least as good
as that obtained with the majority policy.
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Abstract. Building a generalizable detector of student behavior within 
intelligent tutoring systems presents two challenges: transferring between 
different cohorts of students (who may develop idiosyncratic strategies of use), 
and transferring between different tutor lessons (which may have considerable 
variation in their interfaces, making cognitively equivalent behaviors appear 
quite different within log files). In this paper, we present a machine-learned 
detector which identifies students who are “gaming the system”, attempting to 
complete problems with minimal cognitive effort, and determine that the 
detector transfers successfully across student cohorts but less successfully 
across tutor lessons.  

1   Introduction and Prior Work 

In the last couple of decades, there has been considerable work in creating educational 
systems that adapt to their users – offering help and feedback targeted to a student’s 
specific cognitive or motivational needs. However, just as educational systems can 
adapt to their users, users can adapt to their educational systems, sometimes in ways 
that lead to poorer learning [2,5]. For instance, students who game the system, 
attempting to perform well in an educational task by systematically exploiting 
properties and regularities in the system used to complete that task, rather than by 
thinking about the material, learn less than other students [2]. Examples of gaming 
include systematic guessing, and repeatedly requesting help until the system gives the 
answer. It may be possible to substantially improve learning environments’ 
educational effectiveness by adapting to how students choose to use the learning 
environment. In order to do this, we need to be able to detect when a student is 
selecting strategies that lead to poorer learning.  

In [1], we presented a Latent-Response Model [4] that accurately detected if a 
student was gaming the system, within a specific tutor lesson, cross-validated across 
students in 4 classes. This model distinguished “GAMED-HURT” students who 
gamed the system in a fashion associated with poor learning both from students who 
were never observed gaming, and from “GAMED-NOT-HURT” students who gamed 
in a different fashion not associated with poor learning. The model did so by first 
predicting whether each individual student action was an instance of gaming (using 
tutor log files), and then aggregated these predictions to predict what proportion of 
time each student was gaming (comparing the predicted proportions to data from 
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classroom observations). The classifier’s ability to distinguish gaming was assessed 
with A' values, which give the probability that if the model is given one gaming 
student and one non-gaming student, it will accurately identify which is which [3].  

A model in this framework consists of features selected from linear, quadratic, and 
interaction effects on a set of 26 base features describing a student action (for 
instance, what interface widget it involved and how long it took), and its historical 
context (for instance, how many errors this student made on this skill in past 
problems). The model presented here improves on the model reported in [1] in three 
fashions: First, by adding two features to the set used in [1], in order to represent 
asymptotic skills (which students on the whole either knew before starting the tutor, 
or failed to learn while using the tutor). Second, by switching from using forward 
selection to select model features to testing a set of search paths constrained by fast 
correlation-based filtering [6] (in both cases, Leave One Out Cross Validation was 
used to prevent over-fitting). Third, by switching from treating both types of gaming 
as identical during training to training to detect just GAMED-HURT students, 
considerably improving our model’s ability to distinguish between types of gaming, 
∆Z=6.57, p<0.01. After these changes, our model was significantly better than chance 
at distinguishing GAMED-HURT students from non-gaming students (within the 
original classroom cohort and lesson), A' =0.85, p<0.01, and at distinguishing 
GAMED-HURT students from GAMED-NOT-HURT students, A' =0.96, p<0.01. 

Though this detector is effective within a single population and tutor lesson, it will 
be more useful if it can generalize across student populations and cognitive tutor 
lessons (or even across types of interactive learning environments).  There appear to 
be multiple ways to game a given system, and we have observed students teaching 
each other new strategies for gaming – therefore, different cohorts of students may 
game differently. Similarly, different tutor lessons often have different patterns of 
interaction, because of differences in subject matter. In this paper, we present work 
towards detecting gaming in a fashion robust to differences between tutor lessons and 
classroom cohorts, through analyzing how well a model trained on one population or 
lesson transfers to other populations and lessons, and how the features that correlate 
to gaming differ across data sets.  

2   Detecting Gaming Across Classroom Cohorts 

In this section, we discuss how well our detector transfers between our original 
student cohort (termed the 2003 cohort) and a newly recruited cohort of students 
(termed the 2004 cohort). At a surface level, the two cohorts were similar: both were 
drawn from students in 8th and 9th grade non-gifted/non special-needs cognitive tutor 
classrooms in the same middle schools in the suburban Pittsburgh area. However, our 
observations suggested that the two cohorts behaved differently. The 2004 cohort 
gamed 88% more frequently than the 2003 cohort, t(175)=2.34, p=0.02, but a lower 
proportion of the gaming students had poor learning, χ2(1, N=64)=6.01, p=0.01. This 
data does not directly tell us whether gaming was  different  in  kind  between  the two 
populations – however, if gaming differs substantially in kind between populations, 
two populations as different as these are likely to manifest such differences, and thus 
these populations provide us with an opportunity to test whether our gaming detector 
is robust to differences between distinct cohorts of students. 
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Table 2. Models trained on the scatterplot lesson, the geometry lesson, and both lessons 
together. All models trained using only the 2004 students.1 Boldface denotes the model(s) 
which are statistically significantly best in a given category 

Training 
Lesson 

G-H vs no game, 
SCATTERPLOT

G-H vs no game, 
GEOMETRY 

G-H vs G-N-H, 
SCATTERPLOT

G-H vs G-N-H,
GEOMETRY 

SCATTERPLOT 0.92 0.55 0.94 0.63 
GEOMETRY  0.53 0.80 0.41 0.90
BOTH 0.82 0.77 0.70* 0.82 

chance within the training lesson, neither model was significantly better than chance 
when transferred to the other lesson. It was possible to train a model, using both data 
sets, which achieved a good fit to both data sets, as shown in Table 2. This model was 
significantly better than chance on 3 of 4 measures (and was marginally significant on 
the fourth); however, on 2 of 4 measures it was statistically significantly worse than a 
model trained on one lesson alone. But while this unified model performed well in the 
units it was trained in, it transferred very poorly to the 2003 cohort of students using 
the scatterplot tutor, only reaching A'=0.54,p=0.77 (G-H versus non-gaming) and 
A'=0.54,p=0.78 (G-H versus G-N-H). This result is surprising, considering that a 
model trained just on the 2004 cohort using the scatterplot tutor was quite effective at 
detecting gaming within the 2003 cohort (see Table 1). Hence, although we can 
develop a unified model at this point, our modeling approach has not yet delivered a 
unified model which transfers across lessons in a generalizable fashion. 

But why not? The difference in gaming between these lessons is small enough that 
our observers did not notice a qualitative difference in gaming between them. 
Additionally, the top candidate features considered for each lesson (which are highly 
correlated to gaming but not to each other) appear conceptually similar (see Table 3). 
In both sets, gaming corresponds to errors and repeated quick actions. However, the 
top 6 features for scatterplots averaged an unimpressive correlation of 0.06 to gaming 
in the geometry data set, and the top 6 features for geometry averaged a correlation of 
0.09 to gaming in the scatterplot data set, suggesting that the difficulty in transferring 
between models is not just an artifact of the specific features chosen during model 
selection. It is possible that the overall strategic choice underlying gaming is 
consistent across the two lessons, but that the interface and pedagogical differences 
between the two lessons may be causing our models to differ considerably at the 
detailed grain size our approach relies upon to make predictions. 

Table 3. Top 3 non-intercorrelated GAMED-HURT features in each lesson (2004 data) 

SCATTERPLOT GEOMETRY 

1)   Several quick actions in a row 
2) A high percentage of errors on skills that 
      involve popup menus (ie multiple choice) 

1)  Requesting help several actions in a row on  
     skills the student has a history of getting 
     wrong 

3)  Quick actions on problem steps that need a 
      numerical answer 

2) Several very brief help requests in quick 
      succession 

  3)  Several very quick errors in succession 
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4   Discussion and Conclusions 

In this paper, we have presented a system that detects when a student is gaming the 
system. This system transfers successfully across cohorts of students. However, the 
same detector can not, at this point, transfer without re-training to different tutor 
lessons. Furthermore, training data from two lessons together does not produce a 
model which can transfer across student cohorts. Despite this, detectors for different 
lessons are detecting qualitatively similar behavior. One approach would be use our 
knowledge of what actions are gaming in different lessons to develop a system that 
maps from a tutor interface to gaming actions. However, given that our approach can 
train successful models for fairly different tutor lessons, it may not actually be 
necessary to make individual models that can generalize across lessons. For example, 
if the detector is deployed in a year-long curriculum, it may be possible to develop 
interventions which guide students to stop gaming, where the effect s maintained even 
after the intervention is no longer present. In this event, we would only need to detect 
gaming in a few lessons during the course of a curriculum, and could train a detector 
for each of those lessons. This approach would not afford rapidly extending our 
detector to new curricula, but may still be quite effective in improving student 
learning. Regardless, a gaming detector such as ours will only be useful if combined 
with an intervention that persuades students to change how they use the tutor. If the 
tutor responds to gaming in a fashion that gives students an incentive to learn how to 
game the gaming detector, the gaming detector will quickly become ineffective. 
Systems that detect intentional mis-use must adapt in a fashion that makes it in the 
student’s interest to use the software appropriately.  
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Abstract. This paper describes the process by which we constructed a
user model for ERST - an External Representation Selection
Tutor - which recommends external representations (ERs) for particular
database query task types based upon individual preferences, in order to
enhance ER reasoning performance. The user model is based on exper-
imental studies which examined the effect of background knowledge of
ERs upon performance and preferences over different types of tasks.

1 Introduction

Successful use of external representations (ERs) depends upon skillful matching
of a particular representation with the demands of the task. [2] and [4] provide
numerous examples of how a good fit between a task’s demands and particular
representations can facilitate search and read-off of information. [5] provides
a review of studies that show that tasks involving perceiving relationships in
data or making associations are best supported by graphs, whereas ‘point value’
read-off is better facilitated by tabular representations. But people differ in their
representational expertise and in their individual ER preferences for particular
task types.

We describe the development of a user model for ERST - an External Rep-
resentation Selection Tutor. This has been constructed on the basis of empirical
data gathered from two psychological experiments. The study reported earlier
in [3] investigated the representation selection and reasoning behaviour of par-
ticipants who were offered a choice of information-equivalent data representa-
tions (e.g. tables, bar charts, etc.) upon various types of database query tasks.
Following that earlier study, the aim of the experiment reported here was to in-
vestigate the degree to which task types are more representation-specific1 than
others, with respect to reasoning performance and response latency. For both
experiments, a prototype automatic information visualization engine (AIVE)
was used to present a series of questions about the information in a database.
The results of the experiments indicated that ERST needs to take into account

1 These are tasks for which only a few, specialised, representational forms are useful.
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a) individual differences (like user’s ER preferences), b) their level of experi-
ence and c) the domain task characteristics, in order to provide effective ERs
that reflect individual needs and therefore enhance ER reasoning performance.
A Bayesian network for ERST has been constructed based on the experimental
results.

2 Experiment

The aim of the study reported here was to investigate the degree to which
some task types are more representation-specific than others in terms of rea-
soning performance and response latency. We were interested to discover what
task types can be answered successfully with a variety of different representa-
tions and which tasks were more constrained in terms of useful representations.
We define representation-specificity as follows: For highly representation-specific
tasks only a few, specialised, representational forms are useful. Whereas for low
representation-specific tasks a range of different types of representations can be
used successfully to solve the problem.

This study builds on previous work [3] in the following ways: The AIVE
system has been changed from a Java Applet to a stand alone Java Application
in order to produce more accurate timing data2. The system has been extended
with a new set of more representation-specific critical task types. We also employ
a new approach to the assessment of subjects ‘graphical literacy’ [1].

Our hypotheses were, that different degrees of representation-specific tasks
types influence participants’ performance on a) their ER selection skill; b) time
to answer the database query (latency); and c) the correctness of their response
on the database query task.

Procedure
Twenty participants were recruited (5 software engineers, 1 graphic designer, 1
html programmer, 2 IT business managers, 7 postgraduate students, and 4 re-
search officers/fellows). Each participant completed 4 pre-experimental ER tasks
followed by the AIVE database query problem solving session.

The ER pre-tasks [1] assessed the visual recognition of particular ERs re-
quiring real/fake decisions, ER categorisation, functional knowledge of ERs, and
specific naming. This represents an information processing approach to the as-
sessment of ‘graphical literacy’ [1] and these ER tasks were employed as pre-tests
of ER knowledge. Participants then performed the AIVE database query tasks
using the same procedure as that used in [3]. Participants were asked to make
judgments and comparisons between cars and car features based on database
information. The database contained information about 10 cars: manufacturer,
model, CO2 emission, engine size, etc. Each subject responded to 30 database
questions, of which there were 6 types: identify; correlate ; quantifier-set; locate;

2 The timing data in the previous experiment lacked precision because of time delays
caused by the internet connection.
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cluster; compare negative. Participants were informed that to help them answer
the questions, the system (AIVE) would supply the appropriate data from the
database. AIVE also offered participants a choice of representations of the data.
They could choose between various types of ERs, eg. set diagram, scatter plot,
bar chart, sector graph, pie chart and table (the full range of representations
were offered by the system on all queries). The options were presented in the
form of an array of buttons each with an icon depicting - in stylised form - an
ER type (table, scatterplot etc). Participants were told that they were free to
choose any ER, but that they should select a form of display they thought was
most likely to be helpful for answering the question. Participants then proceeded
to the first question, read it and selected a representation. The spatial layout of
the representation selection buttons was randomized across the 30 query tasks in
order to prevent participants from developing a set pattern of selection. Based
on the literature (eg.[2]) a single ‘optimal’ ER for each task was identified3.
After the participant made his/her representation choice, AIVE generated and
displayed the representation instantiated with the data required for answering
the question. Participants then answered the question using the chosen display.
Participants were not permitted to select a different representation following
their initial selection. This constraint was imposed in order to encourage partic-
ipants to carefully consider which representation was best matched to the task.
Following a completed response, participants were presented with the next task
and the sequence was repeated. The following data were recorded: (1) the ran-
domized position of each representation icon from trial to trial; (2) the user’s
representation choices; (3) time to read question and select representation; (4)
time to answer the question using chosen ER; and (5) participants’ responses to
questions.

Results and Discussion
To recapitulate, each of 20 subjects performed 30 AIVE tasks (600 data points
in total). The simple bivariate correlations across all AIVE tasks for display se-
lection accuracy (DSA), database query answering accuracy (DBQA), display
selection latency (DSL) and database query answering latency (DBQL) were:
DSA correlated significantly and positively with DBQA (r=.30 , p<.01); DSA is
significantly negatively correlated with DSL (r=.-17, p<.01); DSA and DBQL
are significantly negatively correlated (r=-.32, p<.01); There is a significant neg-
ative correlation between DBQA and DBQL (r=-.28, p<.01); DSL and DBQL
are significantly positively correlated (r=.30, p<.01). The results across all AIVE
task types show that good display-type selection will lead to better query an-
swering performance. The selection latency results show that a speedy selection
of a display type in AIVE is associated with a good display-type choice. Less
time spent responding to the database query question is associated with a good

3 However, each AIVE query type could potentially be answered with any of the repre-
sentations offered by the system with the exception of quantifier-set tasks for which
the only real effective representation was a set diagram.
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Fig. 1. AIVE task type performance

display-type choice and correct query response. This suggests that the selection
and database query latencies may be used in ERST as predictors of users’ DSA
and DBQA performance. Looking at the different task types, these results differ
extensively in terms of representational specificity. As shown in figure 1, 77% of
AIVE correlate type queries were answered correctly by participants. Moreover,
in 77% of the cases they chose the most appropriate ER display (scatter plot)
from the array of display types offered by AIVE. The correlation coefficients for
AIVEs’ correlate tasks were: DSA and DBQA are significantly positively cor-
related (r=.67 , p<.01); DSL and DBQL are significantly positively correlated
(r=.56, p<.01). The results suggest that good display-type selection is associated
with accurate query answering performance. Longer display selection latency is
associated with longer time spent responding to the database query question.
Hence there does not seem to a be a speed/accuracy trade-off in display selec-
tion - participants either know which ER to choose and get on with the task, or
they don’t. In contrast, the locate task could be answered effective with different
kinds of data displays. Overall, subjects locate task queries were answered with
a high degree of accuracy (94%). However, in only in 51% cases did participants
choose the ‘right’ representation (table or matrix ER). A range of other AIVE
display forms were also effective (bar and pie charts, scatterplots). No significant
correlations between AIVEs variables were detected. The results show that the
correlate task is more representation-specific than the locate task. Therefore in
order to predict DSA and DBQA performance ERST needs to include a variety
of tasks that differ in terms of their representational specificity.

3 ERST’s Bayesian Network

ERST’s user model needs to track selection accuracy and database query an-
swering performance for various display and response accuracy relationships
within and across the various database query task types. ERST will need to
be more stringent in its interventions on highly representationally-specific task
types such as correlate tasks but will be able to be more lenient on more display-
heterogeneous tasks. Various machine learning techniques differ in the advan-
tages and disadvantages they have for particular applications. They also differ
in terms of the user data need for the adaptation process. According to our exper-
imental findings, the most appropriate implementation for ERST’s user model
is a Bayesian network. The network is being constructed and ‘seeded’ with the
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Fig. 2. ERSTs’ Bayesian network

empirical data so that it can monitor and predict users’ ER selection prefer-
ence patterns within and across query types, relate query response accuracy
and latencies to particular display selections (DS) and contrive query/display
option combinations to probe an individual user’s degree of graphical liter-
acy. The structure of the Bayesian network based on the experimental data
can be seen in Figure 2. For example the arc between DSA and DBQL rep-
resents the association that good display selection results in better query per-
formance and the link between DSL and DSA represents the finding that a
speedy selection of a display type in AIVE is associated with a good display-
type choice.

The empirical data is used to instantiate values in the relevant conditional
probability tables (CPTs) at each node of the model.

4 Conclusion and Future Work

In this paper we described our process of constructing a Bayesian network
for modelling user’s ER preferences, based on experimental data. The aim of
this model is to provide effective ERs that reflect individual needs and there-
fore enhance ER reasoning performance. The resulting Bayesian network struc-
ture is based on empirical findings and the gathered data is reflected in the
CPTs. The next step in our research will focus on ERST’s adaptation deci-
sions. For example, when and how to recommend ERs and the manner in which
ERST utilises data from new users. The user model will need to be evaluated
through user studies and will be iteratively refined. We also plan to investigate
how well ERST is able to accommodate individual differences in ER selection
preference.
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Abstract. People with severe motor disabilities use mainly their residual motor
capability for the use of technical aids, and for the control of input devices to
technical aids. This paper describes our work on characterizing the motor capa-
bility of the upper arm for patients with severe motor disabilities. This work is
a continuation of a project aimed at modeling the arm posture of quadriplegic
patients using STS (Spatial Tracking System) and at analyzing the compensatory
strategies developed by hemiplegic patients while accessing physical interfaces
for technical aids [5]. Here we report work undertaken for analyzing the posture
of the hand: we have developed two calibration methods for the Cyberglove and
compare their utility and ergonomics in applications on patients with motor dis-
abilities. The first type of calibration proceeds sequentially and takes into account
one joint after the other (of the hand and each digit), whereas the second proce-
dure is based on a few key postures calibrating several joints at once. To compare
the precision of both methods, four healthy subjects participated in experiments
using the Cyberglove. We show that the first type of calibration is more accurate
but takes longer, whereas the second is less accurate but shorter. This trade-off
might be acceptable for assessing the manual workspace in patients with mo-
tor disabilities. In particular, excessive muscular fatigue and limited dexterity are
decisive factors for choosing the calibration by key postures in patients. We ap-
plied the calibration by key postures to three myopathic patients and individually
quantified their restricted manual working space.

1 Introduction

In order to evaluate the behavioral characteristics of users while they access different
input devices, we have designed a quantitative methodology based on a newly devel-
oped software. We evaluate the use of different computer interfaces such as a mouse, a
trackball, a joystick, etc, in order to determine the most suitable input device for each
user. [1]. However to measure the motor capabilities when acting on different human-
machine interfaces and to characterize the work-space, a 3D representation of the upper
limb is necessary. We modeled the shoulder, arm and wrist with the use of the STS
Spatial Tracking System, [5],[6]. However, because the hand was not represented in our
model, the 3D representation of the upper limb remained incomplete and therefore, we
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were not able to quantify the dexterity of the hand. Subsequently, we wanted to develop
a complementary measurement system to study the manual dexterity, grip formation
and digit movements, which would enable us to quantitatively model manual gestures
used during human-machine interaction. In order to analyze and model hand postures
and grip configurations, we opted for the use of the CyberGlove.

2 Calibration Method

The CyberGlove (Virtual Technologies, Palo Alto, CA) is a numerical single-sized
glove which allows the measurement of up to 22 joint angles of the hand including
the wrist. The torsion of the piezo-electric sensor generates an associated electrical sig-
nal, that is called RawValue after digital acquisition. To obtain the relationship between
the raw sensor data and the actual joint angle (in degrees), a conversion factor gain and
a constant term offset need to be determined for each sensor. Once both variables of cal-
ibration (gain and offset) are determined, the joint angle is calculated by equation (1).
This procedure is called calibration of the CyberGlove [4].

Angle = gain × (RawV alue − offset) (1)

To calculate gain and offset in equation (1), we need two different angles, angle1 and
angle2. The relevant formulea are:

gain = (angle1 − angle2)/(RawV alue1 − RawV alue2) (2)

offset = RawV alue1 − (angle1/gain) (3)

For our purposes, we assumed that wrist-related sensors (Palm Arch and Wrist Flexion
sensor) would not provide significant information and would not be needed, since sim-
ilar, redundant information is provided by the STS sensors. Usually, the calibration is
performed by using key postures [3],[2], however, this depends on the purpose of the
CyberGlove measurements. For our work, we have developed two calibration strategies:
first a method based on single joint measurements (’detailed’ calibration) and second a
method based on predefined postures.

2.1 Calibration by Single-Joint Measurements

This method consists in calibrating each sensor on its own. For that the subject must
hold two different and predefined angles for each articulation, which allows us to calcu-
late the corresponding gain and offset. This procedure is sequentially applied for each
of the 20 sensors.

2.2 Calibration by Key Postures

The use of 6 different key postures allows us to determine two different angles for all
glove sensors (to resolve the equation (2) and (3)). We propose the following 6 postures
(figure1):
Posture 1 corresponds to an angle of 0 for all glove sensors.
Posture 2 defines the angles for the thumb sensors: thumb roll sensor (90), metacarpal
(45) and proximal (90) sensor.
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Posture 1 Posture 2 Posture 3 Posture 4 Posture 5 Posture 6

Fig. 1. The 6 proposed key postures

Posture 3 defines an angle of 90 for all metacarpal sensors except for the thumb.
Posture 4 defines an angle of 90 for all proximal sensors except for the thumb.
Posture 5 defines an angle of 90 for all distal sensors except for the thumb.
For posture 6, the hand is placed on a pre-drawn diagram that indicates the abduction
angles of 10 between the little and ring finger, between the ring and middle finger,
between the middle and index finger, and an angle of 45 for the Thumb-Index abduction,
as well as 150 for the Wrist abduction.

3 Experimentation and Results

The goal was to assess the accuracy of two different calibration procedures and to quan-
tify the work-space of the hand for patients with spinal cord injury or with muscular
dystrophy by using the CyberGlove system.

3.1 Calibration in Health Subjects

First, we compared the accuracy of the calibration methods in 4 healthy subjects. For
each subject, we calibrated the glove with both methods. The average time for the cal-
ibration by single-joint measurements was 10 minutes and demanded over 40 different
postures. Calibration by the 6 key postures demanded less than 5 min. Then a particular
posture with a predefined angular configuration of the hand was recorded. The results
indicated that the joint-by-joint calibration is more accurate with deviations of about 5
or less degrees, whereas the calibration by key postures often shows errors larger than
5 degrees. However, the calibration by key postures may still be of sufficient accuracy
for applications in the field of rehabilitation and ergonomics.

3.2 Application in Subjects with Motor Disabilities

We applied the CyberGlove system to 3 adult patients with severe motor disabilities.
Two patients suffer from muscular dystrophy, the first (U1), male, 28 years of age,
shows very little voluntary digit movements, except for small movements of the thumb
and of the index. For obtaining the calibrations, U1 was actively assisted by the ex-
perimenter, who moved and held the joints passively. The second patient (U2), male,
25 years of age, suffers from Duchenne muscular dystrophy where the digits are only
partially affected. Another patient (U3), male, 45 years of age, is affected by a degen-
erative neuromuscular disease provoking spasticity and tremor. In all three patients we
used the calibration by key postures, which took about 5 min. The joint-by-joint cali-
bration was impractical or simply impossible due to fatigue, limited dexterity, spasticity
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Fig. 2. Thumb and index finger joint rotations (in deg.) for movement 2 (flexion) in three patients
and a control subject

or insufficient muscular forces. We asked the patients to perform two hand movements:
i) Movement 1: starting from a relaxed initial position the subjects were asked to fully
extend all fingers. ii) Movement 2: starting from a relaxed initial position the subjects
were asked to fully flex digits II-V at the distal, proximal and metacarpal joints. For
the thumb, the final posture corresponded to about a joint angle of 90 for Thumb roll
and the proximal thumb joint, and about 45 for the thumb metacarpal joint. We com-
pared the observed movements of the patients to those of a healthy control subject. The
time-varying joint angles of movement 2 (flexion) for the three patients and the con-
trol subject are depicted in (figure 2) TMPJ (Thumb metacarpal joint), TTR (Thumb
carpometacarpal rotation), IPIJ (Index proximal interphalangeal joint) and IMPJ (Index
metacarpal joint) angular values are represented.

The movement time of the control subject was about 0.5 s and three of the four
measured joint angles flexed simultaneously. Movement amplitude, depending on the
joint, varied between 40 and 100. In contrast, the movement time and amplitude in pa-
tients varied to a large degree: Patient U1, due to weak muscular strength, showed low-
amplitude movements, i.e. smaller than 35 for the proximal thumb metacarpal (TMPJ)
and index metacarpal (IMPJ) joints and even smaller for the thumb carpometacarpal
joint (TTR) and the index proximal interphalangeal joint (IPIJ). Movement time was
prolonged (up to 4 s). Patient U2 showed almost normal movement amplitudes in index
metacarpal joint (IMPJ), but much more smaller amplitudes in the other three joints
(TMPJ, TTR and IMPJ). Movement time was about 1.5 s. Patient U3, showed close to
normal amplitudes, however, the timing among the different joints was very disparate
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and he was incapable of holding the final posture: this was due to his spasticity. In sum-
mary, these results provide a quantitative kinematic description of the reduced working
space in three patients.

4 Conclusion

This work attempts to study the grip formation and grip postures of people having se-
vere motor disabilities. We have used the CyberGlove system to do so. The adopted
calibration method and the obtained results suggest that the CyberGlove provides suf-
ficient kinematic parameters and sufficient accuracy to characterize the residual motor
capacity of patients with upper limb disabilities.

We first compared and validated our calibration method for the CyberGlove system
based on 6 key postures. These postures are simple and take a few minutes to perform,
however the accuracy is less than can be obtained with the more sophisticated joint-by-
joint calibration. We then applied the CyberGlove to three patients affected by muscular
dystrophy or neuro-muscular degenerative disease in order to calculated their residual
work-space (dexterity). Based on the time-varying rotations of the thumb and index
finger joints the work-space of the patients was characterized in terms of movement
kinematics. Compared to healthy control subjects, the residual work-space was very
limited and movement time was increased. However, in ergonomic terms, the routine
use of the CyberGlove in patients with severe motor disabilities seems limited. We
will explore other measurement systems such us Optotrak that employ active marker
technology to precisely measure rapid, complex motions in three-dimensional space[7].
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Abstract. A personalized multimedia museum visitor's guide system may be a 
valuable tool for improving user satisfaction in a museum visit. Personalization 
poses challenges to user modeling in the museum environment, especially when 
several different applications are supported by the same user model, where it is 
required to operate in a non-intrusive manner. This work presents the PEACH 
experience of non-intrusive user modeling supporting online dynamic multime-
dia presentation production and additional applications such as visit summary 
report generation. 

1   Introduction 

A museum visit is a personal experience encompassing both cognitive aspects (such 
as the elaboration of background and new knowledge) and emotional aspects, which 
may include the satisfaction of interests or the fascination with the exhibit itself. De-
spite the inherently stimulating environment they create, cultural heritage institutions 
often fall short of successfully supporting conceptual learning, inquiry-skill-building, 
analytic experiences or follow-up activities at home or at school [7]. The value of 
multimedia for a museum mobile guide is discussed in [4] with an extended user 
study conducted at Modern Tate in 2002. Yet the optimal multimedia tourist guide 
should support strong personalization of all the information provided in a museum, in 
an effort to ensure that each visitor can accommodate and interpret the visit according 
to his or her own pace and interests.  Simultaneously, a museum guide should also 
provide the appropriate drive to foster learning and self-development so as to create a 
richer and more meaningful experience.   

In the context of the PEACH1 project, we are building and evaluating a number of 
prototypes aimed at providing the visitor with a personalized experience. Common to 
all these prototypes is a user model that gathers information about the visitor and 
guides the adaptation of information presented to the user.  

The PEACH museum visitors' guide consists of a Dynamic Presentation Composer
that generates personalized presentations seen by the user, detailed in [6] and currently a 

1  http://peach.itc.it. The PEACH project is funded by the Autonomous Province of Trento. 
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Report Generator that generates a personalized visit summary for the visitor, as de-
tailed in [1]. Both components employ a common Domain Knowledge Base (KB) and 
are supported by a Dynamic User Modeler (UM) for generating personal presenta-
tions for the visitor. 

There are two unique challenging aspects for personalization in the context of the 
PEACH project. The first challenge is that user modeling is required to be "non-
intrusive"; hence visitors are not required to provide any personal information and 
user modeling is based solely on users' behavior. The second challenge is that user 
modeling component needs to support different applications, with different require-
ments: the main one is online production of personalized presentations delivered to 
the visitor during the visit; another is supporting a personalized visit summary report. 

2   User Modeling Challenges in the PEACH Scenario 

Non-Intrusive User Modeling means that the model is built solely by observing the 
visitor’s behavior. The information that is available for modeling includes the se-
quence of visitor's positions (exhibits) and time spent at each position, presentations 
presented to the user, and an enjoyment feedback from the user (the user is able to 
respond to and rate the presentations delivered). This information then drives the 
inference mechanism for assessing user interests. 

Dynamic Presentation Generation requires a lot of personal and contextual infor-
mation: for example, spatial information (current user position and whether the user 
has already been here, is in front of an artwork, or just near it), visitor interests with 
respect to the current exhibits, discourse history (what particular presentations were 
delivered to the visitor). 

These attributes can be used in set of rules guiding the dynamic generation of per-
sonalized presentation for the user during her visits, as presented in [6]. In addition to 
specific details regarding the current visit, which consist of the visitor's path through 
the museum, presentations delivered and visitor's feedback, there is a need for a more 
abstract representation of user interests to guide future generations of presentations. 
Several works have dealt with adaptable guides. For instance in HIPS [4] work on 
adaptation has included the classification of users’ patterns of movements in the 
course of the visit.  Here the situation is different: our UM must support dynamic 
multimedia, including video generation, seamless presentations on mobile and sta-
tionary devices  [5] and  additional applications as discussed below. 

Visit Summary Report Generation requires the consideration of various different 
aspects; factual aspects of the visit (such as exhibits visited, the visit sequence, the 
time spent at different locations, the presentations delivered to the visitor, and visitor's 
actions), cognitive aspects related to the exhibitions (such as interest for themes, 
pleasure, boredom etc), extra subject-centered aspects2 (such as persons met, discus-
sions held and additional events that occurred), attention-grabbing elements and hints 
for subsequent reading and visiting and the appearance of the report (combining text, 
images and possibly additional forms of media, in a personalized manner either on 
paper or in an electronic form). 

2 At least in principle, not implemented so far. 
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The quality of the report is crucial: it should be a memory aid for later consultation, 
something one can share with others, and an entry point for getting deeper into a sub-
ject. It should be short but readable and concrete. Detailed descriptions are important, 
but only when relevant to the specific visitor [1]. As such the user model that supports 
report generation should provide detailed descriptions of information presented to the 
user that seemed specifically interested in it. 

3   User Modeling in PEACH  

The PEACH Dynamic User Modeler (UM) works in a "non-intrusive" manner. Cur-
rently there is no initial information about the visitor when starting each visit, and as a 
result, the model is built solely by observing the visitor’s behavior. We are studying 
ways of importing and adapting pre-existing models of the specific visitor obtained 
from other applications. 

The user is tracked during the visit by recording the visitor's positions (in terms of 
the visited exhibits) and the time spent at each position are recorded by the UM, as 
well as the presentation delivered. User interests are defined in terms of domain con-
cepts, which are associated with individual presentations. These concepts provide a 
description of the content of the presentation, thus representing its theme. The con-
cepts are drawn from a domain knowledge-base that is primarily designed for natural 
language generation for visit summary reports. Since there is no prior knowledge 
about the user, the knowledge base and the concepts associated with the individual 
presentation are the only source of information for user preferences with respect to the 
exhibits visited and presentations delivered in the current museum visit. 

In addition to the various events recorded, the UM also contains inferred informa-
tion about the level of interest the visitor has in the concepts associated with the pres-
entations delivered to her. In addition to the specific concepts associated with the 
presentation, an inference mechanism that follows ontological links in the KB, from 
the specific concepts associated with the presentations to related concepts augments 
the user model with additional, more abstract concepts extending the UM to catego-
ries of concepts beyond those that were associated with the presentation seen by the 
visitor. For example, if a presentation that seems to be of interest to the visitor is rep-
resented by the concept "knight", this concept is added to the UM,  with an initial 
value, the interest in "knight" is now propagated to the more abstract concept "aristoc-
racy", which is added  to the UM. 

The visitor's interests in the various concepts are defined in a 5-level scale. Explicit 
and implicit visitor's feedbacks are used to infer user interest in the various concepts 
associated with the presentations delivered to the visitor. Explicit user feedback is in 
the form of pressing a “More” button (for positive reaction) or an “Enough” button 
(for negative reaction). Implicit positive feedback is the completion of a presentation 
delivery to the user, without objection (e.g. no "Enough" button pressed or position 
changed).  Explicit feedback has a higher priority than implicit feedback in the sense 
that explicit feedback is more reliable so it drives an immediate change in level of 
interest in the concepts associated with the delivered presentation, while implicit 
feedback requires accumulation of evidence for every concept (several implicit re-
sponses) before changing a visitor’s interest level in that given concept. Several  
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implicit responses are required for updating a level of interest. Whenever a new con-
cept is added to the list of interests, it gets a neutral value – "interested a little". As 
mentioned above, the interest level is propagated to a more abstract concept related to 
them, following ontological links among the concepts as represented in the system 
KB. The level of interest associated with the concepts that are related to the original 
concepts decays as a function of the distance from the initial concept. 

The information stored in the UM includes both recorded information of all events 
that happened during the visit and inferred information regarding level of interest is 
dynamically updated and used during the visit to help prepare the presentation for the 
visitor. This is done by tailoring the presentations to the current visit context – what 
the user has already seen, visitor's current location and specific interests. Finally, the 
UM drives generation of a visit summary report. This report includes details about the 
visit, and suggestions for future activities for future visits to this and other  museums  

4   Planned Evaluations 

We are performing several user studies aimed at evaluating the PEACH guide user 
interface and the adaptive report.  We will address in short to both of them. 

1. User studies on PEACH guide user interface. In order to assess if the user per-
ceive the adaptive dimensions depicted in the guide we conducted a simulation study 
assessing four dimensions of adaptivity: location awareness, follow-ups, content ad-
aptation with respect to user interests, and content adaptation with respect to history 
of interaction. The results of this study are reported in [2]. Currently we are assessing 
real visitors in the museum using the implemented visitor guide. At the end of the 
visit users are interviewed about the same four adaptivity dimensions. We resort to an 
action-protocol and retrospective-interview qualitative study; in particular, we target 
the expression of the affect and the delegation of control paradigm implemented that 
are the main events that affect the UM component. The results of this iterative evalua-
tion cycle will lead to the final design of the PEACH guide interface.  We expect that 
users will be able to properly carry out the task with a reasonable understanding the 
conceptual model of the system. Furthermore, we expect that the interface is easy to 
use and that their expectations about the interest model will be fulfilled.  

2. User studies on PEACH adaptive report. In order to assess if the user perceive the 
adaptive dimensions depicted in the summary reports we are currently conducting a 
simulation study. We compare three types of summary visits: Adaptive Sequential 
Report, Adaptive Thematic Report and a Non Adaptive Generic Report that differ on 
the following adaptivity dimensions: (1) Sequential vs. thematic (2) Personalized vs. 
generic (3) Reference to related topics in unseen frescos (4) Reference to related top-
ics in other museums and sites (5) Reference to the most interesting scene (6) Com-
parison between topics within and between frescos. At the end of the visit using the 
PEACH multimedia guide the experimenter give the three simulated summary visit 
reports in different order and let the users read them all. Then the visitors are inter-
viewed in order to assess all six dimensions. The preliminary results indicate that 
visitors perceive the differences between the sequential and the thematic reports; they 
like more the personalized over the non personalized reports, rather because of the 
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personal reference present in the adaptive versions than for the adaptive contents of 
them. The full results of the current user study will be reported in the future.  

5   Conclusions and Future Work 

This paper presented user modeling challenges in the PEACH scenario, where "non-
intrusive" user modeling is required to support personalization of dynamic presenta-
tion generation and other applications, including summary visit reports for museum 
visitors. Concepts drawn from a domain KB, used primarily for natural language 
generation are associated with presentations delivered to the visitor and used to repre-
sent visitor's interests. User behavior is used to determine the level of interest the 
visitor has in the various concepts. In the next phase we are going to apply different 
user modeling techniques working in parallel (as competing user modeling agents). 
We are also studying ways of importing and adapting pre-existing models of the spe-
cific visitor obtained from other applications. Finally, research will focus on evalua-
tion of the user modeling activities as part of the whole system evaluation.   
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Abstract. The care of elderly people in their own homes is being promoted 
throughout the world. The proportion of older people within western societies is 
rising, and it is anticipated that the already stretched resources of both the in-
formal and formal care sectors will be unable to meet demand for home based 
care in the near future. This paper reports on work being undertaken within the 
BT Care in the Community project to model the lives of older people in order to 
understand, anticipate and respond to their home based care needs. 

1   Introduction 

The UK population is ageing. At the time of the 2001 census there were 8.1 million 
people aged over 65 living in the UK, 3.1million of them living alone. By 2011 the 
number of over 65s is projected to reach just under 12 million, and by 2026 over 13 
million [23]. The extra workload this will place on health and care services will be 
compounded by political ambitions aimed at meeting the challenges of rising patient 
expectations [16]. In addition to this, the Department of Health aims to promote the 
independence of older people by providing enhanced services from the National 
Health Service (NHS) and councils to prevent unnecessary hospital admission [7]. As 
a result we can expect to see a continuing rise in the number of elderly people living 
at home and requiring good quality health and social care services.  

The Department of Health in the UK, in common with health care providers 
worldwide, hopes for a substantial increase in the uptake of telecare and other elec-
tronic assistive technologies to increase independence for older people [12]. Telecare 
can be defined as the application of electronic information and communication tech-
nologies to support elderly people who live alone. Existing telecare solutions cur-
rently provide elderly and vulnerable individuals (clients) with the means of raising 
an alert should assistance be required.  This type of Telecare solutions can character-
ised as either first or second generation systems. First generation systems are simple 
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means by which a client can call for help when they find themselves in difficulties. 
Second generation systems incorporate a degree of intelligence that enables the sys-
tem to alert the carer without client intervention if the client is incapacitated. Future 
telecare is intended to include the ability to predict the onset of an acute situation by 
monitoring long-term changes in activity trends to assess the well-being of the client. 
The goal of those deploying such so called third generation systems is to inform a 
dialogue between those responsible for care, and the client in order to promote a 
change in lifestyle that will not only prevent acute conditions from arising, but will 
contribute positively to the general well-being and quality of life of the client. 

To this end, the Care in the Community Centre [5] is researching the possibility of 
developing and deploying third generation telecare systems capable of monitoring 
long-term activity trends which may indicate a general decline in the ‘well-being’ of 
the client. BT Research is leading the DTI funded Care in the Community Centre in 
collaboration with several UK universities. This centre consists of four projects. The 
foundation is being laid by the Domain Specific Modelling project (DSM), which is 
utilising the domestic environment sensor development work of the Sensornet project, 
and feeding concepts, models and test data to the Intelligent Data Analysis (IDA) for 
to guide and inform the data analysis and interpretation process. The work is coming 
together in a Demonstrator project where systems will be deployed in the homes of 
elderly people and the data generated analysed.  

Pioneering work in this field was undertaken by BT in the mid 1990’s in a project 
together with the Anchor Trust [18]. This project demonstrated that it was possible to 
gather data about activity in domestic environments by placing sensors within those 
environments.  The trials in that project did not employ enough sensors however, to 
reliably define and measure specific activities within the home, nor was the technol-
ogy available sufficiently reliable to ensure that a complete record of activity was 
gathered. In recent years a number of studies have begun to explore the technical 
possibilities of monitoring the lifestyle of older people or people with disabilities [1, 
2, 21, 17, 20]. The general goal of these studies has been to build a model of the life-
style of these people, in order to detect changes that indicate an alarm condition. 
These studies have resulted in new alarm products [15, 22] and deployed services [3]. 
Current research has begun to consider the possibilities for more sophisticated analy-
sis of the lifestyle data that can detect more subtle changes of lifestyle leading to 
changes in health and well-being. [6, 11, 19, 10], and ensure that the technology de-
ployed in the homes of older people is suitable for use by them [4, 8, 9].  

A key element in the success of well-being monitoring systems depends on an un-
derstanding of the expected or normal lifestyle and the degree to which the behaviour 
of the older person has deviated from that norm. The first task, therefore, of the work 
within the DSM project was to outline a conceptual model that would serve as a 
“roadmap” of the territory of well-being amongst older people.  The starting point for 
this is a well-established literature base that includes both the subjective (e.g  psycho-
logical well-being, life satisfaction) and objective ( e.g. life circumstances and per-
sonal capacities) aspects of quality of life [14, 13] While this provided a useful per-
spective, it became very clear, in the context of the present work on activity monitor-
ing, that a key theoretical weakness is the lack of attention to how well-being is 
grounded within the everyday activities.  Fig 1. presents the conceptual framework 
used within the DSM project, comprising person and context as ” background” factors 
that determine well-being “outcomes”. 
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Fig. 1. Conceptual Framework of factors affecting well-being 

The person factors include physical attributes, such as physical and mental abili-
ties, while psychological attributes include needs, preferences, motivation, goals, etc.  
Key context factors include the home environment, the local neighbourhood, care 
provision and social network.  Well-being outcomes include social participation, 
psychological well-being and physical health.  Our model, however emphasises the 
role of everyday activities, such as activities of daily living (ADLs) including bathing, 
hygiene, looking after the home etc. and hobbies and leisure that are important for 
well-being.  Social interaction is also an important component of well-being.   

These different activities are important from a well-being monitoring perspective 
because: 

• A person’s activities are indicative of the precursors of well-being.  A person’s 
general lifestyle and their everyday activities are seen as a function of their goals 
and abilities within a particular context.  For example, changes in patterns of ac-
tivities could indicate changes in the motivation or physical competencies of the 
individual.  They could also indicate changes in contextual factors, such as the 
loss of informal support from a carer. 

• Activities are also predictive of well-being outcomes.  For example, people who 
are able to maintain valued activities and hobbies into old age may experience 
higher levels of life satisfaction. Our sense of well-being is affected by our own 
subjective interpretation of everyday life, so that one person’s experience of a 
particular incident or activity may be very different from another’s. For example, 
social isolation and lack of contact with others is predictive of well-being, but 
this largely depends on whether the person “feels” lonely or not. While this expe-
riential domain is obviously outside the domain of monitoring and sensoring, the 
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activities themselves remain important indicators of outcome. However, monitor-
ing of activities needs to be flexible enough to encompass key differences  
between individuals. 

The initial set of activities chosen within DSM reflects the wide range of activities 
that may contribute to well-being. These are: Leaving & returning home (social), 
Visitors (social), Preparing food & eating appropriately (physical), Sleeping patterns 
(physical), Leisure activities (mental), Personal appearance (mental). 

2   Activity Monitoring and User Lifestyle Modelling 

The set of six general activities in the conceptual framework cover a wide variety of 
detailed activities that together contribute to well-being. Before such abstract activi-
ties can be interpreted, an understanding of the client’s existing lifestyle and factors of 
their well-being which they perceive to be important needs to be collated. There is a 
temptation, therefore, to measure as many of the set of activities as possible, and then 
to integrate the deviations or changes from past activity patterns into a general well-
being measure. A more helpful approach might be, however, to consider these high-
level activities as primary activities that can be broken down into progressively more 
detailed classes of activities. This maps onto the type of questions that carers would 
ask as they consider each person in their case-load. Initial questions would be at the 
level of “tell me how the client is sleeping” or “tell me how the client is eating”. More 
detailed questions such as “is the client eating fresh fruit?” would follow. At the most 
detailed level, a client with known specific risks would be monitored at the level of 
individual activities such as the way they cook a specific meal. This would result in 
activity interpretation model that is a hierarchical question tree, with abstract ques-
tions at the top drilling into more specific questions.  

An overview of the top level of the tree is shown in fig. 2 below. 
If then, for example, the client feels that on a bad day they just cannot be bothered 

to make a proper meal, and this happens increasingly frequently, this could be an 
indicator of a reduction in well-being and subsequently a reduction in health. A sensor 
network would be designed and installed into the client’s home to observe the activity 
of preparing fresh meals versus ready-made processed foods. 

Whilst the monitoring of detailed activities will require the comprehensive de-
ployment of activity specific sensors, a comprehesive highlevel insight of activities, 
or lack of them, can be gained from a small set of well-placed sensors. In the tree in 
fig. 3 below, 3 durations of activity, A, B, and C, are outlined. Duration A is the pe-
riod during which the client is definitely not doing the activity of interest. Duration B 
is the time they might be doing the activity or it is probable that a proportion of the 
time is being spent doing the activity. The duration C is the time where it is highly 
probable or certain that they are doing the activity. With this approach, if the client is 
not spending the amount of time involved in an activity as would be expected, further 
more detailed questions can be explored with a more targeted deployment of addi-
tional sensors. 
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Fig. 2. Top level well-being questions 

Fig. 3. Second level well-being questions related to eating habits 

In order to validate this approach, a home is being instrumented with a network of 
sensors. This sensor network consists of a portfolio of low-powered, unobtrusive 
sensors such as PIRs, door/cupboard switches, beam breakers and pressure mats net-
worked to a National Instruments fieldpoint terminal. When each sensor is fired, the 
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timestamp and state change is read by a application (developed in National Instru-
ments LabView IDE) and stored within a SQL Server database. This data is then 
available for analysis. 

In order to assist in the verification of the data prior to analysis, a set of visualisa-
tion interfaces have been developed.  The screenshot  in fig 4 below shows this sys-
tem in use. This system is provided as the interface for the technical support team 
developing and running the installation. 

On the left, we can see a floorplan of the test house. Coloured circles indicate the 
locations of the installed sensor within the sensor network. As each sensor is fired, the 
colour of these circles will change to indicate the current state.  This representation 
shown has two clusters of sensors installed, at the front door and at the entrance to 
one of the bedrooms. These sensors have enabled the research team to put in place the 
chain of equipment between the house and the University lab, with data being logged 
locally on a computer acting as the data gateway, and the main archiving server. Us-
ing this architecture the issues associated with the local or remote storage and proc-
essing of data can be explored.  

Fig. 4. Raw data visualisation interface 

In the top right, we have a calendar view. The calendar view allows an overview of 
the volume of data generated over a whole year, a month or a day to be viewed. The 
view currently showing is the 24 hours of the day. Each hour is shaded based on how 
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much activity has occurred in that hour. The redder the colour, the more activity oc-
curred within the hour.  

In the bottom right, there is the graph view. There are four different types of graphs 
available, each showing the data in a different visual representation. The graph visible 
is the line graph with individual plots for each of the sensors. This gives an indication 
of sensor activity to monitor the data collection technology, but it is recognised that 
this is not the most helpful representation for understanding user activities, as activi-
ties that span hours will not be readily visible. In order to understand the user, activi-
ties should be grouped according to activity zone times such as “breakfast time” or 
“lunchtime”, or “evening time”. The setting of these zones is an iterative process that 
will need to be tuned to the specific user based on their activity patterns. This will be 
done in the subsequent data analysis. 

A simplified visualisation (figure 6) is being prepared that will present the status of 
the user relative to the initial six well-being parameters, and the subsequent hierarchi-
cal set of activities associated with these high level parameters.  This visualisation 
will allow the carers and the clients to have an overview of the client’s well-being 
over time.  

The design of this simplified interface reflects detailed discussions with care service 
personal both in Dundee, Scotland and in Liverpool, England, and enables an overview 
of both the status and the trends in the well-being of the older person to be seen.  

Fig. 5. High level questions and well-being level view 

In the upper section of the screen, there are the six well-being questions that the 
carers are interested in. Beside each question, there are coloured blocks showing three 
states, with the following colour coding: Red = Bad, Yellow = OK, Green = Good. 

The three states are: History state showing the known or observed normal state for 
the person; 3 Month Trend state showing a colour gradient indicating the trend of the 
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state over the past 3 months; Current state showing the perceived state of the person at 
this moment in time. 

Finally, along the bottom section of the screen, there is a graph showing the trend 
of the well-being index over the last 12 months. The well-being index is an inte-
grated values of the various well-being factors, weighted according to the aspira-
tions of the user. 

When the carer selects a question from the overall summary screen. 
This interface is currently being discussed with the carers that contributed to the 

original design. Initial impressions suggest that as the carers drill down into the de-
tails of the issue affecting well being, a more detailed presentation of the state of the 
individual sensors might be useful. 

The additional analysis that will subsequently be applied to this data gathered from 
the client’s home utilises data mining techniques. A significant task within the se-
quence of data mining operations to be performed in this analysis deals with the selec-
tion of relevant data from within the total available data set. This is a particularly 
important phase in the analysis of the home data as it is clear from the initial installa-
tion and data gathering work that sensors detect many activities that are not associated 
with the activities of interest. A promising technique for selecting the required data 
from within the pool of sensor firings is detection of temporal sequence patterns. 
Initial results of the application of such a technique to this data has shown that it can 
indeed select the required data when presented a data set within which human users 
have identified blocks of activity data. The selected data can then be presented to rule 
decision tree building algorithms and to pattern detection algorithms. Initial applica-
tion of decision tree algorithms have built simple rules that highlight regular activities 
such as the detection of the user leaving the house at particular times on particular 
days of the week. Initial application of pattern detection techniques have detected 
clusters of patterns associated with movement in and out of the house, and of move-
ments within the house associated with activities at the front door. 

An alternative approach to decision trees and clustering analysis is to use On-Line 
Analytical Processing (OLAP) techniques to form predetermined answers to questions 
that have numerical values based on the consideration of a set of factors. Initial appli-
cation of these techniques has focused on factors such as time, location, direction of 
movement. The algorithms depend on structuring the sensor data as multi-
dimensional data structures. The structures can then be used to precalculate answers 
to questions such as the number of house leaving events within various time periods 
ranging from gross periods such as years down to fine periods such as hours. These 
techniques are being applied extensively in commerce decision situations, so a variety 
of intuitive visualisations tools are available and are being explored. 

Whilst it may prove to be necessary for the technology to identify the specific ac-
tivities being performed in the homes, the research approach is initially more con-
cerned with the identification of change in the activity levels of people within the 
context of home space most likely to be associated with the well-being activities iden-
tified. As the need of carers and older people to identify specific activities becomes 
clear in order to correlate the changes of activities to changes in well-being, additional 
sensors and more targeted analysis algorithms will be deployed. In these cases, it will 
be necessary to validate the insights being gained through the sensors and algorithms 
in order to confirm that the activity being assumed to be apparent in the data is in fact 
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the one taking place. An early example of this approach being piloted in the facility is 
that all occupants swipe a personal RFID card against a reader as they enter the dwell-
ing so that the researchers can validate the entry and leaving patterns against the per-
son. Such interventions would be in place as a temporary measure until the system 
had been trained. 

Having verified the validity of the user activity modelling and exploration ap-
proach, and the utility of the data coming from the clients’ homes with these tech-
niques, the experiences and models are fed into the Intelligent Data Analysis (IDA) 
team within the Care in the Community Centre who are producing fuzzy set rules of 
normal activity patterns to apply to the raw sensor data recorded from the client’s 
home. The fuzzy rules can then be used to test the data for variations over time from 
the normal trend of an activity. More powerful data mining techniques are being in-
vestigated as a means of discovering a user’s pattern of activity from the raw data to 
refine or even generate rules for the IDA fuzzy rule set. 

3   Conclusion 

In this paper we have presented the user modelling working taking place in the DSM 
project of the BT Care in the Community Centre. This modelling is intended to guide 
the analysis of sensor data being gathered from the homes of older people in order to 
identify changes in activities that might be an indication of decline in well being and 
quality of life. This work is continuing to evolve to inform the dialogue between cli-
ents and their carers, and will be extended to consider an increasing spectrum of do-
mestic activities within the core framework presented here. 
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Abstract. Inference and decision making with probabilistic user models may be 
infeasible on portable devices such as cell phones. We highlight the opportunity 
for storing and using precomputed inferences about ideal actions for future 
situations, based on offline learning and reasoning with the user models. As a 
motivating example, we focus on the use precomputation of call-handling 
policies for cell phones. The methods hinge on the learning of Bayesian user 
models for predicting whether users will attend meetings on their calendar and 
the cost of being interrupted by incoming calls should a meeting be attended.  

1   Introduction 

Over the last decade, there has been increasing research on the use of probabilistic user 
modeling for inferring user goals and states of the world [6,7] under uncertainty. The 
user models have been applied typically in desktop settings, where designers can 
assume that a personal computer is available for performing inferences.  We focus in 
this paper on the precomputation of ideal decision-theoretic policies from probabilistic 
user models and the caching of the policies on a cell phone for decision making in a 
mobile setting.  We believe that such precomputation and caching of policies will 
enable probabilistic learning and reasoning to be applied to the large and growing 
number of devices and appliances in the world with limited computational abilities. 

We focus on the example of using probabilistic models to guide the handling of 
telephone calls, so as to deliberate about the cost of interruption versus the cost of 
deferral of an incoming call. Such decisions can be made locally at cell phones, based 
on a consideration of context and multiple properties of meetings. We analyze the 
case of local decision making based on sensed properties of meetings on a user’s 
calendar and on properties of callers based on caller identification, as well on real-
time sensing of motion and ongoing conversation.   

We first discuss the learning of predictive models of attendance and of 
interruptability.  We present the computation of the expected cost of interruption from 
the output of these models. Then we discuss the computation of value of information 
to reason about the value of acquiring additional information from users in real time. 
We review how we can precompute and cache policies on cell phones that consider 
whether calls should interrupt users. We discuss how the methods have been used to 
field a prototype call handling system that we call Bayesphone.  
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2   Learning Models of Interruptability and Attendance 

Efforts over the last several years have demonstrated that relatively accurate models 
can be constructed for predicting the interruptability of users from such contextually 
relevant observations as sensed activity and calendar properties [2,3,4,5,8]. We shall 
focus first on the construction of two Bayesian network models via supervised 
machine learning. One model predicts the interruptability of a user. More specifically, 
we build a model that is used to infer a probability distribution over the cost of 
interruption of users.  The second model outputs the probability that users will attend 
meetings that appear on their electronic calendar.  Inferences from both models are 
used to predict the expected cost of interruption at different times for a user.  
Additionally, we show how we compute from the output of the models, the value of 
information associated with asking users in real time about their situation.  Such an 
analysis considers the inferences from the models as well as the frequency and types 
of calls coming in over time. 

2.1   Models of a User’s Interruptability 

We have been investigating predictive models of the cost of interruption from 
evidence associated with a user’s context, including a stream of sensed data generated 
by a user’s interaction with a desktop computer and properties of items on a user’s 
electronic calendar [4,5].  Online calendars are central for coordinating meetings in 
many enterprises. For example, the Outlook calendaring subsystem is used universally 
at our organization for extending invitations to meetings, monitoring responses about 
planned attendance, and scheduling and tracking daily agendas. As part of the 
Coordinate project, we constructed an appointment crawler and assessment tool that 
searches through users’ online calendars, as represented in the Microsoft Outlook 
messaging and calendaring application [3].  The appointment crawler sifts through 
online appointments and records sets of properties associated with each appointment.  
The appointment crawler notes, for each appointment, a set of properties drawn from 
the Outlook application, including the time of day and day of week of the meeting, 
meeting duration, subject, location, organizer, the response status of the user 
(responded yes, responded as tentative, did not respond, or no response request was 
made), whether the meeting is recurrent or not, whether the time is marked as busy or 
free on the user’s calendar, whether the user was required or optional, the number of 
invitees, the organizational relationships of the invitees to the user, and the role of the 
user (user was the organizer versus a required or optional invitee). The system 
accesses the Microsoft Active Directory service to identify the organizer of the 
meeting and invitees and notes whether the organizer and attendees are organizational 
peers, direct reports, managers, or managers of the user’s manager.  

The crawled data is used to build an assessment view that displays a form to users.  
The form consists of a list of titles of meetings and provides fields for indicating the 
state of interruptability of users.  Fig. 1 shows the assessment palette for assigning a 
cost of interruption to each crawled calendar item and a form used to define the 
meaning of high, medium, and low cost of interruption states.  Users use this form to 
assign scalar values to each state of interruptability.  For this assessment, we ask users 
to estimate the cost associated with a ringing phone during states of high, medium, 
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and low cost of interruption.  To ground the semantics of cost throughout the system, 
we consider the decision-analytic notion of willingness to pay; and assess dollar 
values that users would be willing to pay to avoid a call in each setting.   

Given the interruptability tags and appointment properties, we build a library of 
cases, and then employ a Bayesian structure search procedure, based on methods 
developed by Chickering, et al. [1], to build a Bayesian network. The methods employ 
a greedy search across different structures to identify the probabilistic dependency 
structure that best explains the data, based on a score known as the Bayesian 
Information Criterion. The resulting Bayesian network can be used later to infer 
probability distributions over the states of interruptability for previously unseen 
meetings, based upon a consideration of a set of observations consisting of the 
properties of meetings.  

   

Fig. 1. Cost of interruption assessment palette that enables users to view a list of prior 
appointments and to assess the cost of a phone call during each meeting (left). Overall dollar-
valued costs are assigned to each state (right) 

Fig. 2 displays a Bayesian network model learned from a set of cases tagged by 
cost of interruption.  The model can be used to infer a probability distribution over 
states of interruptability, outputting for each previously unforeseen appointment the 
likelihood that the meeting has a high, medium, or low cost of interruption. A study of 
a model constructed from the same 559 appointments and tested on 100 hold out cases 
showed a classification accuracy of  0.81 for assigning interruptability.  

2.2   Models of Meeting Attendance 

Beyond models of the cost of interruption associated with a context associated with 
the attendance of a meeting, we also assess and learn in an analogous manner 
Bayesian network models that predict the likelihood that the meetings will be attended, 
based on meeting properties.  Fig. 3 shows a sample Bayesian network learned from 
training data for inferring the likelihood that a user would attend meetings, based on 
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meeting properties.  The model was trained with the same appointments as were used to 
train the model for the cost of interruption. In use, the personalized attendance model 
generates, for previously untagged meetings, the likelihood that users will attend the 
meetings.  For this model, a study of the accuracy on 100 cases held out for testing 
found that attendance was classified at an accuracy of 0.92. 

Fig. 2. Bayesian network learned from case library that can be used to infer the probability 
distribution over states of a variable representing the interruptability of a user, given attendance 
of a meeting with particular properties. The most influencing variables and their probabilistic 
dependencies are highlighted with shading 

Fig. 3. Bayesian network learned from case library that can be used to infer whether a user will 
attend a meeting or not, based on meeting properties. The most influencing variables and their 
probabilistic dependencies are highlighted with shading

3   Computing Expected Cost of Interruption 

We can employ the Bayesian networks for predicting attendance and the cost of 
interruption to compute the expected cost of interruption (ECI) associated with calls 
that ring through to users who are attending different kinds of meetings.  To perform 
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the computation of expected cost of interruption, we consider the probability 
distribution over the cost associated with the meeting at hand, as provided by the 
interruptability model, and the likelihood that a user will attend the meeting indicated 
on the user’s calendar, as provided by the attendance model.  To compute the ECI of 
interrupting a user when a meeting on a user’s calendar is recognized as being in 
progress, we need one additional piece of information—the default cost associated 
with receiving a phone call when a user does not attend a meeting indicated on a 
user’s calendar. Such a default cost is typically a function of the time of day, as 
receiving a call during the early hours of the morning or very late at night is likely to 
be different than receiving a call during business hours, and the cost of interruption 
may also be dependent on the day of week.  To assess default costs of interruption, we 
allow users to sweep over default high, medium, and low cost regions within a seven 
day by twenty-four hour time palette, and to define default costs of interruption to 
each value. Fig. 4 displays the palette for assessing the default of interruption by time. 

Fig. 4. Time palette for assessing costs of interruption by time via a sweeping out of regions of 
time, and assessing default costs for non-meeting times assigned high, medium, and low costs 

Given (1) an inferred probability distribution over the interruptability of a meeting, 
(2) the likelihood that a user will attend a meeting on their calendar, and (3) the 
default cost associated with the no-meeting situation, the ECI at any moment is 
computed by weighting the cost of interruption for the no-attendance and attendance 
situations in accordance with the likelihoods of these states.  Taking the expectation, 
the ECI is, 
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where p(A|E) is the likelihood that users will attend a meeting, given evidential 
properties E associated with the meeting, obtained via Outlook appointment 
properties, p(ci|E) is the probability that users will assign a cost ci to the meeting, 
where i indexes the meeting as being either in low, medium, or high cost, and cb(S) is 
the background cost of being interrupted in the default situation S, representing the 
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case where a user does not attend a meeting, as captured by the time of day and day of 
week.  The default cost can be extended to be dependent on multiple aspects of a 
user’s overall context S.  Also, special mutually-exclusive contexts can be considered 
as active in a priority-order relationship.  In the current Bayesphone prototype, the 
special contexts of user driving (stop-and-go versus smooth highway driving) and 
local conversation in progress are sensed from a Bluetooth-based GPS system and 
headset, respectively. If neither of these situations is sensed, the meeting and default 
day and time context is considered as active. Otherwise the costs of interruption 
assessed for the special contexts are assumed. 

4   Performing Cost-Benefit Analysis in Real Time 

We can balance a computed cost of interruption with the cost of deferring a 
conversation until later. A key piece of the decision is the cost of deferring calls from 
different callers.  We thus obtain from users the dollar-value cost associated with 
delayed communication when a call is routed to voicemail rather than a real-time 
conversation. For such an assessment, we allow users to define groups of callers, 
based on properties of people, so as to provide a manageable set of classes.  The 
deferral-cost assessment tool allows users to create groups of people based on sets of 
properties of people including organizational relationships and activities.  The tool 
allows users to create such organization-related groups as peers, direct reports, 
manager, position higher-up in the organizational chart, person within organization, 
and people identified in a user’s list of contacts.  Users can also pick activity-based 
groups, so as to have their device recognize people who are scheduled in meetings in 
the next hour, on the same day, or later in the same week. Another activity-based 
group provided by the system is “people I have called today” and “people I have 
called this week.” The tool can also be used to build ad hoc groups like “critical 
associates,” and “close friends.”   

We employ Equation 1 to precompute the expected cost of interruption based on 
meeting properties for any time during the day.  We shall return to the desktop and 
mobile device application in Section 5.  First, we review the precomputation of value 
of information for making decisions about when to acquire additional information 
from users. 

5   Precomputing Ideal Interactions with Users 

Beyond storing policies for making the best decision based on information that is 
currently available to a system, we have extended the basic cost-benefit analysis with 
precomputation about whether it is worthwhile for the phone to ask users at run time 
to assist with resolving key uncertainties about the user’s situation.  More specifically, 
we precompute the value of asking users for information about whether they are 
attending a meeting that appears on their calendars. Answers to such queries can 
resolve key uncertainties used in the ECI computation, potentially increasing the 
value of the call-handling policies.  

To identify ideal queries, we compute the expected value of information (EVI) of 
asking users a question. EVI is a decision-theoretic measure of the value of gathering 
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additional information that considers the current uncertainties, the likelihood of 
different answers to a query for more information, and the ultimate influence of the 
different answers on ideal policies.  For the case of Bayesphone, we precompute the 
value of asking a user if they intend to attend a meeting before a meeting is scheduled 
to begin. The question itself incurs a cost of interruption that must be balanced with 
the gains in value based in the new information. 

To compute the value of asking the user about attendance, we must consider the 
ECI before and after asking, and cost of querying the user.  Given an answer, the ECI 
will be either be the expected cost associated with the meeting (the first term in 
Equation 1), or the background cost of the time of day (the second term Equation 1).  
To compute the value of information, we introduce the concept of the overall 
communication cost over a period of time.  The expected communication cost (ECC) 
for a period of time is the cost of deferral and cost of interruption for all incoming 
calls during the period.  We wish to interact with a user only if the reduction in ECC 
is greater than the cost of asking.  Bayesphone precomputes the value of information 
for all meetings and uses this information to drive selective question asking.  

The ECC is computed by maintaining a log of incoming calls.  Bayesphone records 
a log of incoming calls by group. This log is segmented into calls that arrive at 
different time periods.  For the current prototype, we consider eight periods: 
mornings, afternoons, evenings, and late night for weekdays and weekends. For each 
period, we compute the rates at which calls associated with different caller groups 
arrive each hour.  Given this information, we can compute the ECC for any value of 
the cost of interruption.  We simply note the expected number of calls that will be 
deferred and the calls that will ring through to a user given the computed ECI.  The 
expected numbers of each class of calls are computed as a product of the stored rates 
for each caller group and the duration of the period.  The ECC for a meeting of 
duration t based on a consideration of current evidence E only about properties of the 
upcoming meeting is, 
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where fi is frequency of calls in each caller group i that has a cost of deferral lower 
than the cost of interruption, fj is the frequency of calls in each caller group j that has a 
cost of deferral higher than the cost of interruption, and cdefer and cring are the costs of 
deferral and cost of interruption of each of these caller classes, respectively.  We note 
that cring is just the current expected cost of interruption, ECI, as computed with 
Equation 1, so we can rewrite Equation 2 as, 
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To compute the EVI of asking the user a question, we recompute ECI and ECC 
separately for the answers of “attending” and “not attending,” identifying the changes 
in the numbers of calls in the deferral and the ring-through classes for the updated 
values of ECI, and finally combine these two ECC values together, weighted by the 
probability of hearing each answer. The communication cost for the answer, 
“attending meeting” considers the expected cost associated with being at the meeting, 
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The communication cost for the answer, “not attending” takes as the cost of 
interruption, the background cost associated with the time of day, 
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Putting these terms together, we can compute the expected value of asking the user as, 
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where Ca is the cost of asking the user before the meeting, just the ECI before the 
meeting begins.  The system also considers the added value of directly asking a user 
about the interruptability of a meeting, given that the user has answered that the 
meeting will be attended, using an analogous value of information computation.  
Users are asked to optionally answer a second question about the cost of interruption, 
if acquiring that information is worth the incremental cost of asking the second 
question.  

6   Bayesphone Desktop and Mobile Applications 

Bayesphone consists of two applications: (1) a desktop application, running on 
WindowsXP, that performs inference, cost-benefit analyses, and value of information 
precomputation of ideal real-time actions and inquiries, and (2) an application running 
on Smartphones that downloads the precomputed policy file from the desktop via a 
device synchronization program. The Bayesphone desktop application analyzes each 
forthcoming meeting, making inferences with the Bayesian network models for both 
attendance and interruptability. The client application considers these inferences along 
with the costs of deferral of calls from callers in different groups, the expected cost of 
interruption with taking calls for each meeting, and the history of incoming calls in 
the user’s call log, and precomputes the ideal call-handling actions and interactions 
for each meeting. The desktop system creates an XML-encoded file, which includes 
for each meeting, the meeting title, date, and time, whether the user should be asked 
with an alert about meeting attendance before the meeting, and the list of caller 
groups who are allowed to breakthrough to the user during the meeting for the no-
interaction or no-answer case,  and for each answer.  

In use, a user may be asked before a meeting occurs about whether they plan to 
attend the forthcoming meeting.  A special alert tone is used to inform the user about 
the question, and a screen appears that allows the user to specify whether they will 
attend the meeting.  The maximum likelihood answer is displayed on the device, 
allowing the user to either confirm or to change the guess.  If no answer is available 
with three minutes, the question times out and the title of the meeting appears on the 
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screen, along with the groups who can breakthrough.  Users can directly change their 
attendance status or the cost of interruption directly at any time via a menu, and the 
ideal precomputed policy for the state will be accessed and displayed.  Figure 6 
displays two screens of the Bayesphone application executing the call-handling 
policies of one of the authors. In this case, the system has alerted the user to the value 
of answering a question about attendance before a meeting.  The system has guessed 
that the user will not attend the meeting, and the user confirms this guess.  After the 
interaction, the system shows the users the caller groups that will be allowed to 
breakthrough.  At run time, Bayesphone intercepts incoming calls and takes control of 
the ringing of the phone. The application checks caller ID, examines the list of callers 
allowed via the precomputed cost-benefit analysis, and decides whether to ring the 
phone versus transfer the call to voicemail.  

Although the primary intent of this paper is to share with the User Modeling 
community methods for precomputing user models for fielding ideal policies on 
mobile devices that do not have the computational power of desktop machines, we are 
interested also in the value of these methods for the call-handling domain.  The initial 
Bayesphone prototype has been used by two people on our team for four months. We 
have not yet performed a formal validation of satisfaction with call handling, but the 
system has been reported by both users to perform well overall in a qualitative survey.  
Both users provided us with feedback on the effort with setting up the system. The 
users found that the assessments of caller groups, costs of deferral, and costs of 
interruption were straightforward, taking under 15 minutes to complete.  However, 
they found the assessment of the Bayesian models to be more burdensome, taking 
about two hours of time to assess crawled events from their online calendars.   We are 
working on means for easing this burden via experience sampling along the lines of 
[5], and on the use of lighter-weight, but less precise models. Such an approach 
includes the reliance on the direct assessments of probability distributions for 
attendance and interruptability for classes of appointments. 

7   Summary  

We have described a project highlighting the opportunity for precomputing inferences 
from Bayesian networks and coupling these inferences with cost-benefit policies for 
fielding policies for action and dialog with users on simple end-point devices like cell 
phones.  We reviewed the construction of probabilistic models that can infer the 
expected cost of interruption and the likelihood that users will attend meetings on 
their calendar. We showed how these models can drive a cost-benefit analysis of call-
handling policies and reviewed a prototype application. We are now studying the 
difficulties that users may have in building probabilistic models for the prototype, and 
the overall experience with using the system. We are also working to extend the 
evidential considerations beyond meeting properties and time, to include such 
observations as local sensing of location, motion, and ambient acoustical signals, such 
as those representing a nearby conversation in progress.  
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Fig. 5. Bayesphone application, showing the case where it is best to ask the user about 
attendance of a forthcoming meeting. When the meeting starts, the application displays the title 
of the meeting in progress, the input from the user, and the callers who can break through 

Moving beyond the motivating example we selected to explore the precomputation 
of personalized policies, we are excited about the prospects for precomputing user 
models for fielding adaptive behavior that can be executed on a variety of small 
devices—especially on mobile devices that may have minimal computational power.  
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Abstract. Large individual differences have been documented among users in 
their multimodal integration patterns, which suggest that new user-adaptive ap-
proaches to multimodal fusion may be opportune. Before pursuing such an ap-
proach, this study explores whether people can be successfully encouraged to 
switch their multimodal integration pattern to one that is easier to process 
through the use of explicit instructions. Longitudinal data were collected from 
young and elderly adults as they used speech and pen input with a simulated 
map system. Results revealed that only 37% of users switched their integration 
pattern and maintained it, whereas another 19% never switched their natural 
pattern and 31% switched but then reverted during a follow-up session. In addi-
tion, significant destabilization of elderly users’ integration pattern was one 
“cost” of attempting to instruct a change in pattern. This research underscores 
the need for user-centered design in future multimodal system development, es-
pecially for vulnerable users such as the elderly. 

1   Introduction 

Research has documented large individual differences among users in multimodal in-
tegration patterns, with greater variability among the elderly than younger adults 
[6,9]. However, state-of-the-art multimodal systems still are based on fixed temporal 
thresholds to determine when modality fusion is “legal” [1]. These temporal thresh-
olds are used to resolve when a person’s input is unimodal versus multimodal, and 
also when sequential signals separated by a lag should be fused into one multimodal 
interpretation. Since multimodal systems based on fixed temporal thresholds are inac-
curate for many users and do not permit tailoring to handle departures from modal 
patterns, one key direction for future multimodal interfaces is the development of a 
new class of adaptive temporal thresholds that can detect and adapt to a user’s domi-
nant multimodal integration pattern. Adaptive thresholds are expected to reduce sys-
tem response delays to approximately 44% of what they currently are for fixed 
thresholds, and also to significantly improve the synchrony of user-system interaction 
and overall system reliability. 

As a new class of adaptive multimodal interfaces begins to be prototyped, engi-
neers might reasonably ask whether users can’t just be trained to deliver their multi-
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modal commands in a simultaneously integrated manner. This could greatly simplify 
the development of temporal constraints that are needed to build new time-sensitive 
multimodal architectures. The present research explores this theme of the potential 
malleability of users’ multimodal integration patterns, as well as examining possible 
differences between younger adults and the elderly. 

1.1   Related Research on Multimodal Integration Patterns 

Recent research has revealed an unusual bimodal distribution of multimodal integra-
tion patterns when users interact with computers. As illustrated in table 1, studies 
conducted with users across the lifespan have indicated that individual child, adult, 
and elderly users all adopt either a predominantly simultaneous or sequential integra-
tion pattern during production of speech and pen multimodal constructions [6,8,9]. 
During a simultaneous integration, speech and pen input is at least partly overlapped 
in time, whereas during a sequential construction one input mode begins and ends be-
fore the second starts. A user’s dominant integration pattern can be identified almost 
immediately, typically on the very first multimodal command, and it remains highly 
consistent (88-97%) throughout an interactive computer session [6,8,9]. Interestingly, 
large individual differences and within-subject stability likewise have been docu-
mented in the perception of multisensory synchrony [4,7].  

Table 1. Percentage of simultaneously-integrated multimodal constructions (SIM) versus se-
quentially-integrated constructions (SEQ) for children, adults, and seniors 

Children Adults Seniors 
U SIM SEQ User SIM SEQ User SIM SEQ 

SIM integrators: SIM integrators: SIM integrators: 

1 100 0 1 100 0 1 100 0 
2 100 0 2 94 6 2 100 0 
3 100 0 3 92 8 3 100 0 
4 100 0 4 86 14 4 97 3 
5 100 0 SEQ integrators: 5 96 4
6 100 0 5 31 69 6 95 5 
7 98 2 6 25 75 7 95 5 
8 96 4 7 17 83 8 92 8 
9 82 18 8 11 89 9 91 9 
10 65 35 9 0 100 10 90 10 

SEQ integrators: 10 0 100 11 89 11 
11 15 85 11 0 100 12 73 27 
12 9 91    SEQ integrators: 
13 2 98    13 1 99 

      Non-dominant inte-
grators: 

      14 59 41 
      15 48 52 
Average Consistency 

93.5% 
Average Consistency 

90%
Average Consistency 

88.5% 

In many respects, these data on individual differences in multimodal integration 
patterns present an ideal opportunity for adaptive processing, since users are divided 
into two basic types, with early predictability and high consistency in their integration 
pattern. Furthermore, recent work has indicated that users’ natural dominant integra-
tion pattern, whether simultaneous or sequential, spontaneously remains stable over 
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extended time periods [5]. In addition, their dominant integration pattern is resistant 
to change even when  a strong training contingency is delivered [6].  

1.2   Goals of This Study 

The present research assesses whether an individual’s natural dominant multimodal 
integration pattern, either simultaneous or sequential, can be changed via explicit in-
structions. It also examines whether this changed pattern then remains stable during a 
longitudinal follow-up one month later. It was predicted that: (1) most users would 
switch their integration pattern if explicitly instructed to do so (from simultaneous to 
sequential, or vice versa), with younger adults more likely than elderly ones to 
change. One related goal was: (2) to investigate how gradual or abrupt this change in 
patterns would be as people consolidated their new integration pattern. During the 
longitudinal follow-up, it was hypothesized that: (3) some users would revert to their 
natural integration pattern, with elderly users more likely to do so than younger ones 
due to memory limitations and greater individual differences [2,3]. It also was ex-
pected that: (4) elderly users would be more likely to report having forgotten the 
original instruction than younger ones. Finally, it was hypothesized that: (5) one by-
product or “cost” of attempting to change people’s natural integration pattern, 
whether this attempt was successful or not, would be to destabilize or reduce the 
overall consistency of their pattern.

The long term goal of this research is the development of empirically-based models 
on users’ multimodal integration patterns, which will be needed for deriving optimal 
temporal thresholds for signal fusion in a new generation of time-sensitive multimo-
dal architectures. One expected outcome of such work is the design of high-
performance multimodal systems that are capable of adapting to a full spectrum of di-
verse users, thereby supporting more tailored and robust multimodal systems. 

2   Methods 

2.1   Participants, Task and Procedure 

There were 16 participants, 6 elderly adults 66-89 years of age, and 10 younger adults 
18-61 years of age. Among the elderly 4 were female and 2 male, whereas the young 
adults included 6 females and 4 males. All participants were native English speakers 
and paid volunteers and represented varied professional backgrounds. They were 
healthy and physically active, had no major physical limitations or cognitive impair-
ments, and were not on medications known to influence speech or motor performance. 

Participants were instructed to act as volunteers assisting during a flood manage-
ment exercise. They used a simulated multimodal map system. Instructions from 
headquarters were displayed as text near the bottom of their screen. The experimenter 
gave them instructions and practice until they were ready to work. Participants were 
told that they could use speech and pen input in any way they wished, as long as they 
used both modalities for each task. The experimenter’s instructions initially were unbi-
ased with respect to how users could integrate modalities. Then the experimenter left the 
room, and the participant completed the first 10 tasks, which constituted an identifica-
tion band to determine their natural dominant multimodal integration pattern.  
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Instructional manipulation – After determination of the user’s integration pattern, the 
experimenter then reentered the room to check on the user, and explained that she had 
forgotten to mention that the system would work best if speech and pen input were in-
tegrated together/separately (i.e., whichever was not their natural dominant pattern). 
This was done without making reference to the user’s pattern. If the volunteer had just 
been identified as a sequential integrator, then he was instructed to provide speech 
and pen together, or in an overlapped way. However, if he was identified as simulta-
neous, he was instructed to complete one input mode before starting the second so 
they would not be presented at the same time. If the volunteer asked, he was told that 
it did not matter which mode was used first. To one subject, for example, whose 
dominant integration pattern was simultaneous, the experimenter said “I forgot to tell 
you something.  I was talking to the programmer, and the system actually works best 
if you give your spoken and pen input not overlapping; so do one, then do the other.  
It doesn’t matter which one you do first.” Following this instructional intervention, 
the experimenter watched while the participant completed one task correctly as in-
structed. Then she left the room and the participant completed another 82 tasks while 
working alone for about one hour. 

Longitudinal follow-up – One month after their initial session, each participant re-
turned for a second one. After a brief reorientation and practice using the same sys-
tem, they completed 83 tasks while working alone for about one hour. On this visit, 
no instructions were given on how to integrate speech and pen, and no mention was 
made of the previous instructions they received during their earlier session.  

Post-experimental Interview – An oral interview was conducted by the experimenter 
at the end of the second longitudinal session to determine whether participants were 
aware of their own integration pattern, and whether they recalled the experimenter’s 
instructions. Participants also were debriefed on the purpose of the study, and it was 
confirmed that everyone believed they were interacting with a fully functional system. 

Simulation Technique – Data collection was accomplished using a dual-wizard high-
fidelity semiautomatic simulation technique, as described in previous work [6], with a 
simulated recognition error rate of 20% throughout each session.  

2.2   Research Design, Data Capture and Coding  

The research design involved an initial identification band phase, during which a 
user's dominant multimodal integration pattern was classified based on the first 10 
tasks. After this, the user received the main instructional manipulation, which entailed 
giving different instructions depending on what the user’s dominant pattern was, as 
described above. The main data collection phase followed, with a second longitudinal 
session following one month later. The experimental design involved two within-
subject factors: (1) Longitudinal session (first, second) and (2) Age group (younger, 
elder). Both sessions and the interviews were videotaped, and multimodal integration 
patterns, consistency levels, and self-report data then were analyzed as such:

Integration Pattern Classification– All multimodal constructions were classified as 
either simultaneous or sequential in their temporal integration pattern. A multimodal 
construction was simultaneous if the gesture and speech components were executed 
with any portion temporally overlapping. A multimodal construction was considered 
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sequential if the gesture and speech contained no overlap, and instead a temporal lag 
was present between the modes. Based on a subject’s percentage of simultaneous ver-
sus sequential integration patterns for a given session, that person’s session also was 
classified as either a simultaneous (M) or sequential (Q) dominant integration pattern 
if 60% or more of the constructions for that session represented that pattern, and as 
non-dominant (ND) if the 60% criterion was not reached for either pattern (i.e., fal-
ling between 40-60% consistency range). The dominant pattern identified during a 
person’s baseline identification band (i.e., before instructions) was termed their natu-
ral integration pattern. If a person responded to instructions by reversing their inte-
gration pattern, this was termed the instructed integration pattern.

Integration Pattern Change Score– For a given participant, change scores were calcu-
lated between the subject’s percentage of constructions delivered in their natural inte-
gration pattern as defined during the identification band, and the percentage of con-
structions delivered in that same pattern on a later session following instructions (i.e., 
either session 1 or 2). This change score was computed by subtracting the percentage 
on the later session from the original baseline (e.g., %ID - %Session 1). 

Integration Pattern Consistency– The percentage of a person’s total constructions de-
livered in their dominant integration pattern was calculated for a given session. 

Post-Experimental Interview – Participants’ responses to interview questions were 
summarized as a percentage within each category. 

2.3   Reliability 

The dual-wizard simulation technique permitted real-time identification and logging 
of users’ integration pattern throughout the session, and previous analyses have re-
vealed it to be 99% accurate when compared with hand codings [9]. Participants’ 
multimodal integration pattern during the baseline identification band was hand veri-
fied. The integration pattern for all multimodal constructions throughout the rest of 
the participants’ sessions also was calculated by measuring the start and end of both 
the speech and pen signal, and programmatically identifying overlap (simultaneous) 
or lag (sequential) between the two signals. Measurements of start and end of the 
speech and pen signals were compared between coders for 6% of the data in the first 
session, and over 80% matched to within 0.1 second. 

3   Results 

Analyses were based on longitudinal data from approximately 2770 multimodal con-
structions, including 1740 from younger adults and 1030 from elderly adults. 

3.1   Changes in Dominant Integration Pattern 

Of the sixteen subjects, all displayed a clear dominant multimodal integration pattern 
during their identification band - their first ten constructions. Fourteen were identified 
as simultaneous integrators, and two as sequential. Following the explicit instructional 
manipulation, twelve subjects or 75% reversed their integration pattern during session 
1 as expected. One dropped below the 60% threshold for dominance, but did not actu-
ally switch to the reverse pattern completely as instructed. The remaining three sub-
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jects never changed their dominant integration pattern at all. These data are summa-
rized in table 2. Of the elder adults, four out of six (67%) switched integration patterns 
but two did not (33%), whereas eight out of ten younger adults switched (80%) and only 
two did not (20%). An analysis of the integration pattern change score between the ID 
band and session 1 for younger versus elder adults revealed that these two groups were 
not significantly different by Wilcoxon Rank Sum test, z < 1, N.S., one-tailed.

Table 2. Dominant multimodal integration pattern and percentage consistency for each elder or 
younger adult during their ID band, first session, and second follow-up session, with 
consistency levels broken down by first versus second half for the main sessions [M-
Simultaneous; Q-Sequential; ND-No dominant pattern] 

Subject 
Age 1st half 2nd half 1st half 2nd half

79 M (100.0%) Q (81.7%) 82.9% 80.5% M (80.3%) 85.7% 75.6%
71 M (88.9%) Q (95.1%) 97.6% 92.7% M (61.4%) 81.0% 41.5%
78 M (100.0%) Q (66.3%) 57.1% 75.6% M (91.6%) 85.7% 97.6%
66 M (80.0%) Q (81.5%) 78.6% 84.6% Q (89.2%) 83.3% 95.1%
69 M (90.0%) M (83.8%) 81.1% 86.5% M (96.2%) 97.4% 94.9%
89 M (100.0%) M (67.5%) 73.8% 61.0% M (85.2%) 85.0% 85.4%

Elder Avg 93.2% 79.3% 78.5% 80.1% 84.0% 86.4% 81.7%
26 M (100%) Q (86.7%) 88.1% 85.4% ND (56.6%)M 42.9% 70.7%
61 M (70%) Q (79.5%) 83.3% 75.6% M (60.0%) 42.5% 77.5%
45 M (100%) Q (82.9%) 78.0% 87.8% M (97.6%) 95.2% 100.0%
27 M (100%) Q (85.0%) 80.5% 89.7% Q (97.3%) 100.0% 95.1%
19 M (80%) Q (98.8%) 97.6% 100.0% Q (98.8%) 100.0% 97.6%
23 M (100%) Q (100.0%) 100.0% 100.0% Q (100.0%) 100.0% 100.0%
18 M (100%) Q (94.0%) 88.1% 100.0% Q (100.0%) 100.0% 100.0%
53 Q (70%) M (91.6%) 85.7% 97.6% M (91.5%) 87.8% 95.1%
33 M (100%) M (96.4%) 97.6% 95.1% M (98.8%) 97.6% 100.0%
19 Q (70%) ND (51.25%)Q 55.0% 47.5% M (100.0%) 100.0% 100.0%

Younger Avg 89.0% 86.6% 85.4% 87.9% 90.1% 86.6% 93.6%
Overall Avg 90.6% 83.9% 82.8% 85.0% 87.8% 86.5% 89.1%

ID Band
Natural 

Dominant 
Pattern

Dominant 
Pattern 

(Overall)

Session 1 Session 2
Dominant 

Pattern 
(Overall)

By the second longitudinal session one month later, figure 1 illustrates that only six 
of the twelve participants who had initially switched their dominant integration pat-
tern (i.e., 6 of original 16) continued with this instructed pattern, or just 37%. Five 
others reverted back to their natural integration pattern (i.e., 5 of 16), or 31%, and the 
remaining person reverted back partially but fell within the non-dominant zone. Of 
the 3 participants who had maintained their natural integration pattern during the first 
session (i.e., 3 of 16), all or 19% continued to maintain this pattern during the longi-
tudinal follow-up. The last person, who had partially switched patterns during the first 
session but remained within the non-dominant zone, eventually did switch to the in-
structed pattern in a delayed manner during the second session. 

With respect to differences between elder and younger adults on the longitudinal 
follow-up, three of the four elders, or 75% of those who had switched to the instructed 
pattern during the first session reverted back to their natural pattern. In contrast, only 
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two of the eight younger adults, or 25% who had switched, reverted back. As shown 
in figure 2, by the second session, six out of ten younger adults were displaying the 
instructed integration pattern as their dominant one (60%, as compared with 80% on 
session 1), whereas only one of six elderly adults did so (16.5%, as compared with 
67% on session 1). An analysis of the integration pattern change score between the ID 
band and session 2 for younger versus elder adults revealed a significant difference 
between the two groups by Wilcoxon Rank Sum test, z = 1.37, p < 0.05, one-tailed. 

Switched & 
Stayed (SS)

37%

Switched & 
Reverted

(SR) 31%

Never 
Switched
(NS) 19%

Other
13%

Fig. 1. Percentage of all participants who switched to the instructed integration pattern and 
maintained it through the longitudinal follow-up (SS), switched but reverted back to their natu-
ral integration pattern (SR), or never switched from their natural integration pattern (NS) 
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Fig. 2. Percentage of younger versus older adults who displayed instructed integration pattern 
on session 1 and session 2 

3.2   Changes in Consistency of Integration Pattern 

Table 2 (see preceding page) summarizes participants’ dominant integration pattern 
(M, Q, ND) and also their average consistency level during the identification band, 
session 1, and session 2. Since one hypothesis was that the instructional intervention 
itself might destabilize people’s integration pattern and result in reduced consistency 
of this pattern, this was evaluated in the results. As shown in table 2, participants’ av-
erage consistency level during the identification period was 90.6%, which decreased 
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to 82.8% immediately following instructions in the first half of session 1, a significant 
drop by Wilcoxon Signed Rank test, T+ = 90, N = 15, p < 0.05, one-tailed. A follow-
up within-subject comparison by age group revealed that elderly adults’ average inte-
gration pattern consistency decreased from 93.2% to 78.5% between the identification 
band and first half of session 1, which was a significant drop by Wilcoxon Signed 
Rank test, T+ = 19, N = 6, p < 0.05, one-tailed. However, younger adults’ decrease in 
consistency from 89.0% to 85.4% for this same interval was not a statistically signifi-
cant one, Wilcoxon Signed Rank test, T+ = 28, N = 9, NS, one-tailed. Figure 3 illus-
trates this difference between elder and younger adults in the destabilization of their 
integration pattern immediately following instructions.  

75.0%

80.0%

85.0%

90.0%

95.0%

100.0%

Natural
Dominant

Pattern

Session 1
1st half

Session 1
2nd half

Session 2
1st half

Session 2
2nd half

Elder 

Younger 
Overall 

Fig. 3. Progressive changes over time in younger versus elder adults' average integration 
pattern consistency level from their initial baseline period through the end of session 2 

To assess whether this drop in consistency had returned to the baseline level by the 
end of session 2, or whether participants’ integration pattern consistency had recov-
ered by this time, further comparisons were conducted on their average consistency 
level during the identification period (90.6%) versus the second half of session 2 
(89.1%), which no longer represented a significant decrease by Wilcoxon Signed 
Rank test, T+ = 39, N = 12, N.S., one-tailed. A follow-up comparison of elderly 
adults’ average integration pattern consistency during the identification period 
(93.2%) versus the second half of session 2 (81.7%), revealed that the gap they origi-
nally displayed did not continue to reflect a significant decrease one month later, Wil-
coxon Signed Rank test, T+ = 15, N = 6, N.S., one-tailed. A similar comparison on 
younger adults for this same time interval revealed that their average consistency had 
returned from 89.0% back up to 93.6%, which actually exceeded their original level. 
Figure 3 also illustrates this difference between elder and younger adults in the return 
of stability in their integration pattern by the end of session 2.  

3.3   Self-report on Integration Patterns 

All subjects reported being aware of their integration pattern, although only 12 of the 
16 (75%) were correct in reporting whether it was mainly simultaneous or sequential. 

 Instruction
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The other four (25%) self-reported the wrong integration pattern. When asked 
whether their integration pattern had changed between the first and second sessions, 
six people (38%) reported correctly but another nine (56%) were wrong about 
whether their integration pattern changed and one (6%) did not remember. 

When asked whether they remembered the instruction in session 1 about how to in-
tegrate the two input modes, 9 of 16 subjects (56%) correctly recalled that the ex-
perimenter had asked them to change their integration pattern and what the instruction 
had been. The other 7 (44%) either did not remember receiving an instruction at all or 
failed to remember what it was. In addition, for 63% of participants the ability to re-
call instructions correctly corresponded with having switched and/or maintained their 
integration pattern accordingly by session 2. Among younger adults, 50% correctly 
recalled the original instruction, although 67% of the elderly actually remembered it, 
which clearly did not support the interpretation of greater selective forgetting among 
the elderly group.

4   Discussion 

This research underscores that future multimodal systems need to accurately model 
users’ existing natural integration patterns, rather than naively assuming that instruc-
tions can prompt users to adopt a particular style that may be easier for the system to 
process. Only 37% of users in this study switched their natural integration pattern to 
the instructed one and maintained it one month later, whereas 19% never switched 
their natural pattern at all, and another 31% switched but then reverted back to their 
natural pattern during the follow-up session. That is, permanent switching was un-
common in spite of the fact that all users had demonstrated their understanding of the 
experimenter’s original instruction by composing an appropriately integrated con-
struction. However, the self-report data indicated that 25% of users were not aware of 
what the temporal organization of their multimodal communication had been over the 
last hour, and 62% of users either failed to recall or incorrectly remembered whether 
their integration pattern had changed from session 1 to 2. These data on users’ limited 
awareness of their multimodal integration patterns at least partially explain why ex-
plicit instructions were so ineffective in prompting the desired change. 

As illustrated in figure 2 and confirmed by the analysis of younger and elderly 
adults’ change scores between their baseline and session 2, elderly users also were 
significantly less likely than younger ones to switch and maintain the instructed inte-
gration pattern. By the longitudinal follow-up, only 16.5% of the elderly still main-
tained the instructed pattern, whereas 60% of younger adults did so. Perhaps surpris-
ingly, self-report data did not support the interpretation that the elderly forgot the 
instructions more frequently than younger adults. They simply were more likely to ei-
ther persist or to revert back to their natural dominant pattern. In addition, a signifi-
cant temporary destabilization of participants’ integration pattern was a cost of at-
tempting to instruct them to change their natural pattern, as shown in figure 3. There 
was a significant drop in elderly adults’ average consistency level from 93.2% during 
their baseline period to 78.5% immediately following instructions on the first half of 
session 1. By the second half of the longitudinal follow-up, their consistency level had 
climbed back up to 81.7%, which no longer represented a significant departure from 
baseline. Although younger adults were not completely immune from the destabiliz-
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ing impact of instructions, they nonetheless were not significantly disrupted by them 
to the same extent as the elderly. 

Taken together, these results underscore that a user-centered design perspective is 
needed to guide successful multimodal system development, since (1) the majority of 
users cannot be expected to change their natural multimodal integration pattern to suit 
system processing capabilities, and (2) attempts to change their pattern incurs a cost 
by destabilizing user-system interaction. The present data also clarify that user-
centered design is more critical for elderly users, since they are less likely to adapt to 
the system, and also are more adversely affected by attempts to instigate change in 
their interaction patterns. These results have implications for the effective design of 
“aging-in-place” and other emerging elder interfaces. 

The long-term goal of this research is the development of empirically-based mod-
els on users’ multimodal integration patterns. Such models will be needed for deriving 
optimal temporal thresholds for signal fusion for a new generation of time-sensitive 
multimodal architectures. One outcome of such work will be the design of high-
performance multimodal systems that are capable of adapting to a full spectrum of di-
verse users, thereby supporting more tailored and robust multimodal systems.  
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Abstract. Adaptive information systems typically exploit knowledge about the
user’s interests, preferences, goals etc. to determine what should be presented to
the user and how this presentation should take place. When dealing with mobile
users, however, information about their motions—the places visited, the duration
of stays, average velocity etc.—can be additionally exploited to enrich the user
model and better adapt the system behavior to the user’s needs. This paper dis-
cusses the use of positioning data and background knowledge to achieve such a
motion-based adaptation of information provision.

1 Introduction

“Conventional” adaptive systems tend to characterize their users in terms of their prefer-
ences, interests, goals, etc. Location-aware systems additionally use the user’s position
to provide information or support that is somehow associated with a geographical point.
When dealing with mobile persons, an additional, rich source of information about the
user becomes available (at least in principle): the user’s motion itself that lead her to
her current position.1

A motion profile derived from observations about the user moving in the physical
space can reflect both the sequence of places visited by the user before reaching the cur-
rent position—at various levels of abstraction—and additional features of the movement
itself. The latter can be used to infer user characteristics such as her degree of commit-
ment to a certain goal, her cognitive load and so forth. Combining both aspects of the
motion profile, a mobile application can determine both what information (or service)
is most appropriate to the user in the given situation and how it can (or should) be pre-
sented to her. This paper presents a machine-learning approach to the computation of a
two-part motion profile from low-level position data as provided e.g. by GPS receivers.

2 Related Work

Hidden Markov Models (HMMs) are a standard technique to the characterization and
description of users’ typical motions. While the straightforward application of HMMs

1 Throughout this paper, users will be referred to in the female form.
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as in [1] leads to problems when trying to relate the observations to higher-level goals,
hierarchical HMMs as used in [4] overcome this limitation using a hierarchy of abstract
goals associated with places and trip segments.

In the HIPS system [3] information about the user’s movements in physical space is
exploited to adapt the presentation of pieces of art to the user’s preferences. Similar to
our approach described below, two aspects of the user’s motions are taken into account:
the set of artworks visited before and the user’s visitor style—one of a collection of
four patterns characterizing the typical behavior of most museum visitors in general,
but neglecting the concrete location.

One of the purposes of characterizing the user’s motion is to determine her current
attentiveness. Other approaches rely on data derived e.g. from her speech input (such
as articulation rate, disfluencies etc.) [5]. While this provides additional relevant in-
formation about the user, we will concentrate on location- and motion-related aspects
here.

3 Computing a Motion Profile

Let S = 〈p1, ..., pn〉 be the sequence of positions passed by the user where pi =
〈xi, yi, zi, ti〉. In the case of GPS data, xi and yi correspond to latitude and longitude
values, respectively, zi measures the current elevation, ti is a time stamp.2

A motion profile MPS = 〈modp(S),modm(S)〉 based on S consists of two compo-
nents. modp(S) encodes properties of the various positions contained in S. modm(S),
on the other hand, characterizes the motion itself—without referring to the positions
actually visited—in terms of abstract features and mainly serves the purpose to form
the basis for adapting the information presentation.

The ultimate objective of modeling the user’s motion is to derive recommendations
of what information might become relevant to her in the foreseeable future. In the con-
text of location-based information systems, the relevance of some piece of information
is connected to the places a user is likely to visit. In order to arrive at a reliable esti-
mation of this relevance, there basically exist two different approaches. We can either
compare the user’s behavior to that of other users, thus deriving a kind of collaborative
recommendation or produce a prediction model based on structural properties of the
user’s motion itself.

Collaborative Recommendation Rules. Assume we are given some background
knowledge in the form of annotations to the locations a user has visited. This knowledge
comes in the form of unique identifiers for the various GPS coordinates (e.g. “Kultur-
cafe”) or additionally contains classification information about the type of this place
(e.g. restaurant, department store).

In either case, the user’s motion history S can be reduced to the set of (named)
locations or location types visited. Collecting such information across all users allows
the derivation of association rules using standard techniques known from market bas-

2 Due to lack of space, preprocessing steps required to cope with imprecise or incorrect mea-
surements will not be discussed here.
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ket analysis (e.g. the well-known a-priori algorithm or the CAPRI algorithm in case
the temporal order of visits is additionally taken into account). Depending on the back-
ground knowledge available, these rules then have the form

– “If the user has visited ’Kulturcafe’ and (then) ’Sport Scheck’, then she will also
visit ’H&M’. ” (confidence = 40%, support = 85) or

– “If the user has visited a shoe shop and a department store, then she will also visit
a restaurant.” (confidence = 27%, support = 145).

Confidence and support are measures for the quality of such rules that represent their
accuracy and the number of occurrences in the past, respectively.

Given these rules, information items connected to the places or types of places oc-
curring in the conclusions can be considered relevant, the reliability of these estimations
being determined by the rule quality measures. modp(S) in this case corresponds to the
set of rules applicable.

Abstraction of the Position History. Another way of predicting the relevance of some
piece of information is trying to extrapolate the user’s route observed so far and select
the information associated with the locations to be possibly visited in the near future.
In Section 2 we already discussed HMM-based approaches for predicting a user’s pres-
ence at a particular place. Here we sketch a simple algorithm for quickly assigning an
observed motion sequence to one of a number of prototypical patterns which forms the
basis for relevance assessment of information.

The basic idea is to collect a number of motion sequences in a certain area and then
determine clusters of similar motions. Each cluster then represents a particular type of
navigation behavior that differs significantly from the others. To this end, we need a
distance measure between motion sequences.

Let S1 = 〈p(1)
1 , ..., p

(1)
n 〉 and S2 = 〈p(2)

1 , ..., p
(2)
m 〉 be motion sequences. Then the

distance between S1 and S2 can be defined as

dists(S1, S2) = we · min(diste(S1, S2), diste(S2, S1)) + wo · disorder(S1, S2).

Here diste(S1, S2) corresponds to the edit distance between both sequences.3 The
disorder measure adds a penalty for each pair of positions p

(1)
i and p

(1)
i+1 that are

mapped onto positions p
(2)
k and p

(2)
l , resp., where t

(2)
l < t

(2)
k , i.e. where the tempo-

ral order in S2 differs from that in S1. we and wo are weights controling the influence
of both factors on the overall distance measure. In particular, wo can be set to 0 if the
directions of motion sequences can be ignored, i.e. whenever it is irrelevant whether the
user is moving from A to B or in the opposite direction.

With a distance measure defined this way, it is possible to determine clusters of
similar motion sequences using an algorithm such as k-means. Each cluster can be
compactly represented by its medoid, the element with the smallest average distance to

3 The edit distance diste(S1, S2) is a concept known e.g. from string comparisons. It mea-
sures the minimum number of operations required to transform S1 into S2 where each
such operation contributes a certain “penalty” to the overall distance measure. See e.g.
www.csse.monash.edu.au/˜lloyd/tildeAlgDS/Dynamic/Edit.
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Fig. 1. Typical motion patterns in a city (left) and the medoids of three clusters (right)

all cluster members. Figure 1 depicts a set of motion sequences observed (left) and 3
cluster medoids found in these data (right).

Given this compact representation of all the training sequences, a newly observed
sequence S0 can be efficiently classified by computing its distance to all medoids avail-
able and associating it with the nearest one. Note that the cluster membership of S0 can
change over time and thus has to be re-confirmed regularly.

This classification—including the set of visited places predicted—then constitutes
mp(S), the location-dependent part of the motion profile. Preselection of relevant infor-
mation can either take place by searching for information associated with the locations
predicted by the cluster membership or by combining this prediction with the recom-
mendation rules as discussed above, thus applying an additional filter to the candidate
information items.

Abstract Motion Features. As mentioned above, the HIPS project [3] distinguished
between only 4 prototypical motion patterns specific to museums. In order to be able to
appropriately address a wide spectrum ranging from people strolling leisurely through
a pedestrian zone to people searching for a certain place under great time pressure, it is
necessary for the system to reliably identify these different types of behavior.

The criteria for this distinction can be directly derived from a motion sequence S.
They characterize motion sequences in terms of loops (including average duration and
velocity, frequency per km etc.), stays at certain positions (average duration, prevalent
type of places visited etc.), and deviations from the previous direction, measured at var-
ious time scales. Additional information such as the local weather can help to correctly
interpret the values so determined. Rainfall tends to speed up even the most relaxed
ambler.

Once a sufficient number of such feature vectors resulting from observed motion
sequences is available, standard machine-learning algorithms can be applied to iden-
tify classes of mobile users that can then be used to classify the user currently being
observed.

Knowledge about the user’s class membership can be used to adapt the presenta-
tion of the information determined on the basis of modp(S) to her estimated cognitive
load, attentiveness, estimated time pressure etc. (see also [5]). Information that appears
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inappropriate in the current situation can be filtered out. For example, even the most
relevant product offer is little helpful when the user is obviously speeding up to try and
catch her bus.

An Application Scenario. The techniques introduced above are currently being inves-
tigated in the context of a project dealing with the installation of numerous WLAN
hotspots throughout the city center of Saarbrücken. The basic idea is to provide the
mobile user with up-to-date information about the closer neighborhood of her current
position. As these hotspots do not cover the entire city, there are regions in which the
user is disconnected and no high-level information about her interests can be gathered
(while at the hotspot, her browsing behavior is a rich source of information). While
walking in those parts not covered with WLAN, it is still possible to collect informa-
tion about the user. These profiles are then used to provide a personalized collection
of information items such as news regarding the user’s current environment, navigation
aids, or marketing messages from stores in the neighborhood.

4 Conclusions and Future Work

We presented an approach to the personalization of location-based information services
for mobile users based on the observation and classification of their motions in space.
The motion profiles determined using a variety of machine-learning techniques serve
the purpose to both identify what information might be relevant to the user in the current
situation and find out how this information can be best presented to her.

While the WLAN-based information service mentioned above is an obvious can-
didate for the application of such techniques, the overall goal is the integration of the
motion-profile approach into SPECTER [2], a context- and affect-aware mobile personal
assistant in particular for instrumented environments. It aims at observing and recording
as much as possible about its user—including actions, emotions, and movements—in
order to create a kind of episodic memory called personal journal. The latter serves the
purpose to support the user in information access and decision making. The experience
from the WLAN project will help limit the number of features that have to be recorded
in order to arrive at a reliable classification.
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Abstract. This paper explores an original approach to overcome cur-
rent issues in the use of mobile devices, such as limited screen space
and interaction modalities, based on exploiting interface adaptation and
adaptive techniques. Specifically, the paper describes the application of
this approach to a web searching prototype, which collects usage data to
model interaction and provide a personalized version of the web facility
visited by the user.

1 Introduction

Mobile devices can provide many potential benefits, such as: ubiquity, portability,
context exploitation, and democratization of information systems. However, they
have also proved to bring costs and design challenges, mostly related to some of
their inherent limitations like small output space, constrained input modalities,
memory, network, disk space, energy-supply limitations. Recent studies have
tried to tackle the issues of device input-output limitations by exploring the
application of adaptive techniques to the context of mobile devices [5]. Most of
the solutions proposed suggest the construction of complex representations to
describe users interests on a certain topic (e.g., books, hotels, electronics), to
predict their goals, as well as to modelling their knowledge through machine
learning and pattern matching algorithms. By contrast, the approach proposed
here suggests to base personalization on usage data that, similarly to the work
presented in [4], are derived from the analysis of how interface elements are
used during interaction. The idea behind this is to enable both users and system
to gradually adapt the web facility visited, in order to maximize their rate of
gaining valuable information, when accessing it through a mobile device [9]. More
precisely, the aim is to arrive at presenting the user with a minimal subset of
the available information that is the most relevant for the task at hand (thus

� Work supported by the DELOS Network of Excellence on Digital Li-
braries (http://www.delos.info) and the MIUR-FIRB ”MAIS” (http://www.mais-
project.it).
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optimizing display resources) as well as to reduce the amount of typing and
clicking required to carry out the tasks (thus saving input effort). The rest of
the paper is organized as follows: Section 2 introduces some related studies on
interface adaptation for small screen devices. Section 3 sketches our adaptation
approach that has been partially implemented into the prototype described in
Section 4. Section 5 provides conclusions and future directions.

2 Related Work

Interesting contributions, relevant to our work, have recently been provided from
different research areas. Among studies in the field of screen real estate, Brew-
ster [1] has investigated the idea of enhancing interaction with non-speech sound,
that has consisted on attempts to reduce the size of screen objects and replace
the lack of visual feedback with audio feedback. In [3], Power Browser exploits
the idea of page summarization, since the content of a standard web page is
provided together with a hierarchical list of links extracted from current and
subsequent pages. From the area of usability studies on small screen devices a
comparative study on PC, PDA, and cell phone devices [8] has shown that the
way small screens affect performance, strongly depends on the success of the
adopted strategy: when users find the right information they do it in compa-
rable time, when they fail they fail badly. Further contributions from adaptive
hypermedia research have demonstrated that adaptivity can offer great potential
to overcome the limits of mobile devices, by offloading to the system some of
the burden related to search and browsing. Adaptive stretch text is addressed
to saving screen space [2]. Some page fragments can be collapsed or expanded
according to a user model, so that only interesting information are fully dis-
played, while the rest is maintained in a compact format, although it remains
still accessible if required [6]). Finally, in [10] an adaptive web portal is proposed
which monitors the users selection of menu items of a WAP service to promote
frequently used menu items to become more easily accessible.

3 The Overall Adaptation Strategy

In this section we focus our attention to a common usage pattern: searching
information within a web site, and take this as reference to point to sources of
user input user interface adaptations.

Sources of User Input. We consider four types of user input: Requests for
sorting : the user sorts the result according to some criteria (e.g., order books by
price); Form input : the user inputs parameters in the form to guide the search;
Further actions: the user is on the details page and selects further actions to
request services (e.g., reserve the hotel), ask for related objects, activate pro-
cedures; Explicit requests for adaptation: the user selects some parameters to
adapt the user interface explicitly. For instance, she/he requests the system to
display results without including images.
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Adaptations. On the basis of this user input, we envision the following potential
adaptations: Push-forward/pull-back : User interface objects can be moved up or
down in the navigation hierarchy according to usage frequencies. Those that
are rarely used can be pushed forward to a page one step away, so that screen
space can be saved, while those frequently used can be pulled back to permit
early access; Defaulting : In the input page the system can provide defaults for
frequently used form elements, automatically selecting parameters and filling
text fields; Filtering : Information considered not relevant for the specific user or
for the current task can be filtered out; Sorting : In the result list the results can
be ordered according to some criteria; Level of detail : Objects can be represented
at different levels of detail (e.g., different resolution/size)

All the adaptations have the potential to enhance the interaction either by
saving screen space or limiting requests for user input. In order to detect effective
combinations, it is necessary to find adaptations that prove useful and do not
affect usability, and find the right combination of user input and adaptations. In
the reminder of the paper we focus our attention on the combination of explicit
requests for adaptation and filtering.

4 Filtering Out Information with Interaction-Based
Adaptation

We developed a system that accepts explicit input for adaptation when searching,
and accordingly adapts the format of the result list filtering out unwanted item
attributes. The prototype is a web based mobile access to the Amazon.com
book search facility 1, and it is organized around the pattern described above.
As shown in Figure (1), when the user accesses the web site, she/he is presented
with an input form to search books by keyword and an option to ask for an
adapted result list. If the adapted result option is selected, the system chooses a
set of item attributes to display and uses it to display the result. Then, the user
can either move on a detail page, request a new search, or refine the current one
and, in the latter case, she/he can ask a different set of features to display.

The user interface has been designed by taking into account the usability
principles for adaptive user interfaces suggested by Höök in [7]: controllability,
predictability, transparency. In accordance with these principles we have designed
our system with the following design criteria: (i)The user can always use a com-
pletely non-adaptive search as a way to support controllability; (ii)The adapta-
tion can be previewed as a way to alleviate low predictability problems; The user
can access a history of past selections and see their ranking as a way to support
transparency.

The user model relies on the frequency of selected combinations: every time
an adaptation preference is issued, the system stores it, recording how many
times and when the user has issued it. Our model resembles the one proposed

1 The prototype is publicly accessible at the following address: http//www.dis.
uniroma1.it/∼madui/. It has been tested with Nokia phones and HP PDAs.
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Fig. 1. The results adaptation pattern: (a) keyword search and option for requesting
an adaptive result; (b) the user can preview the adaptation parameters selected by the
system and eventually change them; (c) the adapted result lists displays the items with
the selected features

by Debevc et al. in [4], where the frequency of selections of URLs is recorded to
present an adaptive list of visited web sites.

For each attribute we draw the following measures: Total Frequency (TF):
the total frequency of a selection from the first time the system has been used;
Recent Frequency (RF): the frequency of selections made in the lapse of time
going from the last time the service has been used back to the last K sessions;
Session Frequency (SF): the frequency of selections made in the current session.
The adaptations come in two fashions: within sessions and between sessions.
When a new session starts, the system proposes adaptations based on the whole
history of user’s interaction. While in the current session, it proposes adaptations
that give more relevance to the choices made within it. In order to achieve the
proposed behavior, we need two values, as shown in the following; we start by
the Between Sessions value: BS = βTF +γRF where 0 ≤ β ≤ 1, 0 ≤ γ ≤ 1, and
β+γ = 1. The value BF is obtained by summing the value of the total frequency
(TF) and the recent frequency (RF), properly weighted with the values β and γ,
set by the system administrator. The rationale behind this is that TF takes into
account the whole history of the system and gives relevance to combinations that
are often repeated in the long term. In other words, it privileges patterns that
steadily recur during time. Recent Frequency on the other hand carries weight
in the case the user begins to adopt a new strategy that will be maintained for
the future. If we have not this parameter, these changes may take too long to
show up. Of course, a higher value of γ makes the value TF more sensitive to
the recent user’s behavior.

When the user is in the middle of a running session the following values is
used: WS = αSF +βTF +γRF where 0 ≤ β ≤ 1, 0 ≤ γ ≤ 1, and α+β +γ = 1.
It is the weighted sum of session frequency (SF ) total frequency and recent
frequency. The rationale here is that we want to give relevance to departing
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behaviors within a single session. The session frequency counts for a fraction α
to consider this aspect. Obviously, a higher value of α makes the value WS more
sensitive to the user’s behavior in the current session.

5 Conclusion and Future Work

This paper has proposed and described an approach that exploits interaction and
usage data (e.g., how the user uses interface elements, selects parameters, inputs
data, and navigates among pages) in order to optimize small screen usage and
how the user interacts with a mobile device. Plans are underway for evaluation
studies corresponding to the forthcoming new level of system development to
provide some quantitative evaluation results and to run user studies based on
long term usage adaptations. Finally, we are also planning to extend the current
prototype with some of the adaptation techniques described in Section 3 that
are not part of the system yet.
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Abstract. In this paper, we propose a multiagent system for simulating the con-
trol of an intelligent home able to adapt its behavior to the user situation. Cen-
tral to the adaptation process is the concept of influence sphere that is defined in 
function of the type of service it provides to house inhabitants (i.e. comfort, se-
curity, entertainment, etc.). Each influence sphere is controlled by a Supervisor 
Agent (SA) that is responsible for taking decisions relative to that scope. Deci-
sions about actions involve device behaviors that, in our system, are controlled 
by Operator Agents (OAs). Each OA is responsible for deciding the utility of an 
action in the current user context. Then, according to this organization, the ad-
aptation process is performed at two levels: globally for the relevant influence 
sphere and locally at the device level. 

1   Introduction 

An intelligent home aims at handling the house control and management from several 
points of view (security, communications, comfort, power saving, …) with the main 
objective of making inhabitants life easier. However, most of the time, solutions to 
this problem result in using new complex remote controls or a new computer-based 
interfaces and this does not always produce an improvement of the quality of interac-
tion. Changing this trend and making home automation systems more accepted and 
spread through different user categories and type of services, in our opinion, requires 
creating environments in which technology interacts with the user in a transparent and 
unobtrusive way. This goes in the direction of Weiser’s vision, in which the technol-
ogy is going to be “invisible, everywhere that does not live on a personal device of 
any sort, but is in the woodwork everywhere” [8]. 

AMbient Intelligence (AMI) solutions may help in making the house services frui-
tion easy, natural and adapted to the user needs [5].  In the AMI information technol-
ogy paradigm, people will be surrounded by intelligent and intuitive interfaces em-
bedded into objects of daily use that will be able to recognize them and answer to 
their presence in a transparent way. Then, an AMI environment is composed of inde-
pendent and distributed devices (artifacts) interacting to support user-centered goals 
and tasks. The key characteristics of  these artifacts are autonomy, distribution, adap-
tation, proactiveness, etc: therefore, in a way, they share the characteristics of agents 
[1]. According to this view, we propose a MultiAgent System (MAS) called C@sa1 
                                                           
1 The word “casa” in Italian means “home”. 
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which is aimed, on one side, at simulating the control of an intelligent home from the 
functional point of view and, on the other side, at providing an interface layer for 
interacting with the house. As we will see in the rest of the paper, the system adapts 
the house behavior to inhabitant’s needs, adjusting the control of devices according to 
the considered “Influence Sphere” (IS). An IS is defined in function of the type of 
service(comfort, wellness, power saving, etc.) it provides to the house inhabitants.  

The paper is structured as follows: the next section shows an overview of the archi-
tecture of our system. Section 3 illustrates how the 3DUI is used for simulating the 
house behaviour and how it will be used for evaluation purposes. Conclusions and 
future work directions are illustrated in the last Section. 

2   Overview of C@sa Architecture 

There are several projects concerning the realization of a Smart Home. For instance, 
in the MavHome project [4], the house is seen as an intelligent agent that perceives 
the environment and acts upon it through the use of actuators. Another example of 
intelligent home that uses agent technology is the UMASS simulated IHome envi-
ronment that is controlled by intelligent agents that are associated with particular 
appliances (i.e. WaterHeater, CoffeeMaker, Heater, A/C, etc.) [3].  

In developing our system, we were concerned about control, simulation and interac-
tion with the home environment not only at a low abstraction level (single appliances 
behavior) but also at a higher one, closer to the user needs and goals. If every appli-
ance is controlled by an agent, achieving this aim requires the establishment of a form 
of organization in which agents come together to form coherent groups able to 
achieve some higher level goals matching user needs and desires. To this aim, central 
to the system organization and coordination model is the concept of “Influence 
Sphere” (IS). In this phase of the project, we focus the modeling and development of 
the system on the Comfort IS since, this type of service, seems appropriate for testing 
our approach: achieving comfort involves several devices and, according to several 
definition, its perception is highly individual and involves different human senses 
(temperature, light, intimacy, sounds, level of noise, etc.) [6]. Then, we will use ex-
amples in this context for explaining how the system works. 

In C@sa, each IS is controlled by a Supervisor Agent (SA) that is responsible for 
taking decisions for fulfilling user needs related to that scope. Its decisional behavior 
is modeled as a Bayesian Network (BN) that, according to the user situation, will be 
used to infer which are the possible user goals related to that influence sphere  
(Figure 1). Decisions about actions have an impact on device behaviors; to this aim 
each device is controlled by an Operator Agent (OA). Then, the global adaptation 
process is achieved through the coordination between single OAs and a Supervisor. 
OAs are responsible for deciding locally the utility of that action, using an influence 
diagram as a decision model (Figure 2), while the SA is responsible for considering 
which are the best actions to do in that context according to the answers of OAs and 
taking into account user preferences. To this aim, C@sa includes an agent dedicated 
to the management of user profiles: the Butler Interactor Agent (BIA). It has been 
designed as a kind of user assistant and provides an interface between the house and 
its inhabitants; in particular, it knows users’ habits and preferences. 
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The general coordina-
tion protocol between a 
Supervisor Agent and the 
other agents is represented 
in Figure 3. Cyclically or, 
as an answer to actions of 
the user, the SA, according 
to the context and user 
situation, infers which are 
the possible user goals 
related to that influence 
sphere. In the example 

shown in Figure 1, the SA will infer that, since “the internal situation is hot, and 
therefore the user is very probably in a not comfortable situation“ then the user would 
like to have a lower internal temperature. Then, for each triggered goal, the SA will 
ask to the HouseKeeper (HK) who is able to fulfil that goal. The HK, that acts as a 
facilitator, will return the list of active 
OAs able to achieve the goal. The SA 
will request, then, to each of them, the 
utility of their action that is calculated 
locally at the operator level. In case 
there are action decisions that have the 
same effect in terms of utility, these are 
weighted according to the user habits 
and preferences profile that is handled 
by the BIA. Then, the SA will ask for 
the execution of the “best” one. 

However, in order to design guide-
lines for including intelligence into daily living, it is important to test the effective-
ness of the system and, in particular, of its decisional behaviour. Evaluating proto-

types of this type is difficult 
and expensive since it would 
require installation in a con-
siderable number of real 
houses. For this reason, we 
decided to simulate the sys-
tem behaviour before testing 
it in a “real” environments 
with a 3D “Environment 
Simulation & Control” Inter-
face (3DUI). In order to con-
trol the interaction between 
this interface and the other 
agents, we developed the 
Simulation Interface Agent 

Fig. 3. Example coordination protocol based on action  
utility 

SA HK 

OA1 OA2 Ask(list, goal) 

Inform (OA1, OA2) 

Request ( utility) 

Inform (u1) 

Request ( utility) 

Inform (u2) 

Perform (action) 

BIA 

Inform (OA2) 

Request (Userpref) 

Fig. 2. Windows Agent Decision Model 

Fig. 1. BN modelling the Comfort SA 
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(IntA) that communicates to the system, on one side, actions that are performed in the 
simulated world and, on the other side, the rendering, at the interface level, of changes 
decided by Supervisor Agents. 

The system has been developed using the JADE [2] framework.  

3   Simulating the Interaction 

The 3DUI has been created 
using 3D Studio Max and then 
exported and transformed into 
VRML [7].  
Figure 4 shows a portion of the 
3DUI where active entities, 
controlled by operator agents, 
are the internal temperature 
sensor, the air-conditioner,  the 
windows, the light and the hi-fi.  

In order to use the 3DUI for 
simulation and control pur-
poses, it has been necessary to 
establish a connection with 
C@sa. This relation works in 
two directions: i) when a SA 
ask to an OA to execute an action (i.e. to turn on the air-conditioning or to open the 
window) it sends a message to the IntA controlling the 3D World in order to show 
this change in the interface. This message will be received by a Java class able to 
parse it and to render, at the interface level, what is specified in the message. This 
protocol is used also to simulate the house behavior on a set of sensor data represent-
ing the evolution of the context for a time period (a day, one week, etc.). This is im-
portant to test the stability of the decisional model. On the other side, the user that is 
simulating or controlling the interaction with the house may want to: i) set some simula-
tion conditions; ii) check the state of a particular device (exact parameters like the temp 
of the internal temperature sensor, etc.); iii) change the state of a particular device in 
order to simulate what changes as a consequence of a user action. In this case, the 3DUI 
interface agent sends an ACL message specifying a state change or the need to read 
some state attributes to the OA responsible for that device.  

A change has an impact on the decisional behavior of the supervisor agent  and op-
erators involved in the control of a certain influence sphere. Actions performed in the 
virtual world are collected by the usage model that according to the type of action will 
be used to update decision model. In order to understand how these actions impact on 
the high level Supervisor decision and/or on the local decision of an Operator agent, 
we are running an experiment in order to add a learning capability to our agents. In 
particular, we collected a diary of 300 people concerning comfort habits. This data 
corpus will be annotated and used as a training set for a learning tool that will be used 

Fig. 4. 3DUI showing the air-conditioner cooling the 
room 
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for understanding which are the relevant relation, for most of people, between com-
fort appliances behaviour and contextual parameters.  

4   Conclusions and Future Work Directions 

The idea of an house equipped with technical and life-enhancing devices is already 
old. What is new in this area is the added value of the transparency and interactivity 
of ambient intelligence where, following Weiser’s vision, the technological devices 
fade into the background and be embedded into daily objects. In this optics, we have 
designed and developed a MAS called C@sa aiming at modeling and simulating the 
behaviour of an intelligent home. In particular, we proposed a distributed approach 
that tries to satisfy users’ needs and preferences concerning particular service classes.  
In this phase of the project we are testing and evaluating the system behaviour using a 
simulation 3D interface. The collected data will be used not only for system evalua-
tion by architects involved in the system but also as a set of examples to add a learn-
ing capability to the system, that will be able to refine its decision behaviour on the 
basis of the users’ reactions. Furthermore, we started to investigate how to model the 
house behaviour in presence of more than one member of the family. 
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Abstract. We have developed a scheme for music retrieval that adapts
to the user’s impressions of the musical pieces. First, we conducted
impression-estimation experiments in which 100 subjects gave their im-
pression of 80 musical pieces, and then, using a clustering method, we
classified the 100 subjects into 20 groups based on the results. Next, we
created a user model for each group consisting of formulas for numeri-
cally expressing the impressions and a set of vectors calculated using the
formulas. We then developed a procedure for identifying the most suit-
able model for an unidentified user. Testing of the models and procedure
in an existing impression-based music-retrieval system demonstrated the
effectiveness of the proposed scheme.

1 Introduction

With the rapid development of information and communications technology, a
huge, ever-increasing volume of multimedia data is being provided everyday on
the Internet. A large portion of this data is music-related and image-related data-
bibliographical information, such as the names of pieces, producers, and artists,
and content information, such as songs, melodies, and sketches. Searching for
specific items from the enormous volume of multimedia data is relatively easy
as long as the user can identify the item specifically [1, 2, 7, 11, 14, 16]. However,
users cannot always specifically identify the item they want. Instead, they simply
want an item that matches their preferences, feelings, or mental state, so they are
unable to input retrieval keys that match specific items. Several impression-based
retrieval systems have thus been developed for locating multimedia data such
as musical pieces and images [3, 4, 5, 6, 8, 9, 10, 12, 13, 15] that provide a heuristic
means of retrieval enabling the presentation of novel and unexpected items.

Impression-based systems for retrieving multimedia data must deal with two
kinds of variation between individuals [6]: in the impressions of the data and in
the words used to represent the impressions. Conventional studies have focused
on the latter and have defined the relationships between the words and the im-
pressions as a user model. With this approach, the model for a user is either
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created through a learning process in which the user specifies the relationship
between impressions of multimedia data used for training and the target impres-
sion words [10, 15], or it is created by modifying a model for an average user
prepared beforehand so that the difference between the average user model and
the true relationship that the user has in mind is minimized [4, 5, 6].

We focused on the variation in impressions and developed a retrieval scheme
that adapts to the user’s impressions. The impressions of the retrieved items are
classified into various patterns, and a user model is created for each pattern. The
best model for a user is then identified. We limited the target multimedia data
to musical pieces.

The remainder of this paper is organized as follows. In Section 2, we describe
our experiments in which 100 subjects listened to 80 musical pieces and gave their
impression of each piece. We classified the 100 subjects into an adequate number
of groups by applying a clustering method to the results of the experiments.
That is, subjects with the same or similar impressions were placed into the same
group. In Section 3, we describe how we create the user models. Each one consists
of both formulas for expressing the impressions numerically and a set of vectors
calculated using the formulas. A model is created for each group, and each model
is created so that it can effectively be used for the subjects in the corresponding
group. These models should be effective for unknown users who can be classified
into one of the groups. In Section 4, we present our procedure for identifying
the model best suited for a user using a relevance feedback technique. Finally, in
Section 5, we describe the testing of the user models and procedure implemented
in an existing impression-based music-retrieval system [8] and present the results,
which demonstrate the effectiveness of our scheme.

2 Diversity and Similarity of Impressions of Music

To investigate user impressions of music pieces in terms of diversity and similar-
ity, we conducted impression-estimation experiments.

2.1 Impression-Estimation Experiments

One hundred people comprising 61 women and 39 men participated in our ex-
periments; two were under 20, 45 were in their twenties, 44 were in their thirties,
8 were in their forties, and 1 was over 50. Each subject listened to 80 musical
pieces 1 once or twice and gave their impression of each piece using one or more
of ten impression scales (listed in Table 1). A series of related words describ-
ing an impression on a seven-step scale was used as the “impression scale”. For

1 The pieces were shortened versions for use as background music for Web pages
and software applications; the average length was about one minute. They were
obtained from two Web sites: http://nocturne.vis.ne.jp and http://k2works.

com/nerve/, both of which permit their use for secondary purposes and redistribu-
tion.
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Table 1. Ten impression scales

No. Polar opposite words No. Polar opposite words
1 Quiet — Noisy 6 Leisurely — Restricted
2 Calm — Agitated 7 Pretty — Unattractive
3 Refreshing — Depressing 8 Happy — Sad
4 Bright — Dark 9 Calm down — Arouse
5 Solemn — Flippant 10 The mind is healed — The mind is vulnerable

Fig. 1. Distribution of standard deviations for each musical piece and each impression
scale

instance, impression scale No. 8 had the steps “very happy (7),” “happy (6),”
“a little happy (5),” “medium (4),” “a little sad (3),” “sad (2),” and “very sad
(1),” where the number in parentheses denotes the assigned score. We obtained
80,000 data items (80 pieces × 10 impression scales × 100 subjects). (The items
corresponding to instances where the subject indicated “don’t care” are shown
as “nil” in the data; that is, the impression scale was not used in the estimation.)

2.2 Diversity of Impressions

To investigate the diversity in user impressions of the musical pieces, we calcu-
lated the standard deviations of the data obtained in the experiments for each
piece and each impression scale. The results are shown as in Fig. 1.

The mean and median of the standard deviations were 1.06 and 1.04, respec-
tively. This indicates that half or more of the standard deviations were larger
than 1. Assuming that the data for each piece and each impression scale had a
normal distribution with a mean of 4 and a standard deviation of 1, the theoret-
ical number of subjects who gave a score between 3 and 5 is about 68, and the
theoretical number of subjects who gave a score between 2 and 6 is about 95. This
means that user impressions of the musical pieces differed significantly and that
the number of subjects who had quite opposite impressions was not negligible.

2.3 Similarity of Impressions

While there was a rich diversity in user impressions of the musical pieces, as
described above, we can reasonably assume that a number of people had the same
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Fig. 2. Mean and maximum distances from center of gravity and minimum distances
between two arbitrary clusters

or similar impressions. We therefore applied Ward’s clustering method using
the squared Euclidean distance 2 to the 80,000 data items and investigated the
similarity of impressions. The squared Euclidean distance D(EA, EB)2 between
impression EA of subject SA and impression EB of subject SB is defined as

D(EA, EB)2 =
80∑

m=1

10∑
i=1

(xm,i(EA) − xm,i(EB))2,

where xm,i(EA) denotes the score on impression scale i given by subject SA for
musical piece m. The value of xm,i(EA) is replaced with 4 when xm,i(EA) = nil.

To clarify the clustering process, we calculated two distances at each step
of the clustering: d(Ej , Gk) and d(GA, GB). The former denotes the distance
between the Ej of subject Sj forming cluster Ck and the center of gravity Gk of
cluster Ck:

d(Ej , Gk) =

√√√√ 80∑
m=1

10∑
i=1

(xm,i(Ej) − xm,i(Gk))2
/

800,

where xm,i(Gk) denotes the value in musical piece m and impression scale i
of the center of gravity Gk of cluster Ck. The d(GA, GB) denotes the distance
between the centers of gravity of two arbitrary clusters, CA and CB :

d(GA, GB) =

√√√√ 80∑
m=1

10∑
i=1

(xm,i(GA) − xm,i(GB))2
/

800.

2 A representative hierarchical clustering method.
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Figure 2 plots the mean and maximum values of d(Ej , Gk) and the minimum
value of d(GA, GB) at each step of the clustering. All the values changed rapidly
when the subjects were classified into ten or less clusters, and they changed
gradually when they were classified into 20 or more clusters. Apparently, the
subject(s) who gave comparatively peculiar scores formed a cluster when the
number of clusters was ten or less.

3 Creation of User Models

We previously proposed a method for generating a ten-dimensional impression
vector representing a listener’s impressions of a musical piece based on its features
(height, length, and strength of a tone, and tone color) [9]. Each component of an
impression vector corresponds sequentially to an impression scale and has a value,
a real number, ranging from 0 to 8 that is related to the seven steps on the impres-
sion scale. We have now constructed a system for generating an impression vector
from a musical piece or standard MIDI file using all the data obtained in our ex-
periments. That is, we regarded the features extracted from each of the 80 musical
pieces as explanatory variables and regarded a mean value in the corresponding ex-
perimental data as a criterion variable. We performed multiple regression analysis
(forward selection) for each impression scale and obtained ten multiple regression
equations for calculating the value of the corresponding impression scale. These
equations are used in the system to generate an impression vector.

In our proposed scheme, each user model consists of ten multiple regression
equations for generating impression vectors and a set of impression vectors gen-
erated using the equations. Creating a model suitable for a user means obtaining
ten multiple regression equations for the cluster into which the user would be
classified. We applied the above method not to all the data obtained in our ex-
periments, but only to the data corresponding to each cluster. We selected 20 as
the number of user models to create based on the trade-off between the results
shown in Fig. 2 and the cost of the multiple regression analysis. As a result, we
obtained ten multiple regression equations for each cluster. In addition, we cre-
ated 10 user models to compare with the 20 user models in terms of effectiveness.
That is, the 10 user models were created by classifying the 100 subjects into ten
clusters, and obtaining ten multiple regression equations for each cluster. The

Table 2. Modified coefficients of determination in multiple regression analysis

Scale Mean value Max. value Min. value Scale Mean value Max. value Min. value
1 0.785 0.866 0.607 6 0.764 0.847 0.649
2 0.802 0.869 0.698 7 0.665 0.742 0.541
3 0.680 0.791 0.592 8 0.675 0.794 0.608
4 0.679 0.780 0.550 9 0.748 0.851 0.569
5 0.689 0.772 0.595 10 0.699 0.846 0.580

Total 0.719 0.869 0.541
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modified coefficients of determination when the 20 user models, i.e., 200 multiple
regression equations, were created were larger than 0.5, as shown in Table 2, so
excellent results were obtained.

4 Identification of Best User Model

The best model for a user is identified based on the user’s estimated score for
the first candidate retrieval result based on the following procedure.

1) Select the first candidate, mn, for the user’s input query for each user model,
Mn (where n = 1, 2, · · · , 20).

2) Unless set Uhigh of the user models for which the fitness values, fn, are nil,
denoting no estimation or a value not smaller than threshold value Hhigh,
is empty, select the mmin with the minimum distance. If Uhigh is empty,
select mmin out of set Umed of the user models for which fn are not smaller
than threshold Hmed. If Umed is also empty, select mmin out of all the user
models.

3) Present mmin to the user as the first candidate retrieval result.
4) If the user estimated a fitness between impressions caused by the first candi-

date and impressions represented by the input query on a five-step scale, the
user should enter 5 for a very good match and 1 for a poor match. Otherwise,
execution ends.

5) In all the user models for which mmin was selected as the first candidate,
update fn and the number of estimated pieces, kn, using the following rules.
If fn = nil then fn = score. Otherwise, fn = (fn × kn + score)/(kn + 1).
And kn = kn + 1, where score is 1 when the score the user gave is 2 and -1
when it is 1, taking some penalty into consideration, although score is equal
to simply the value when the value is larger than 2.

6) If score is not 5, the user can request another retrieval without modifying
the query. In this re-retrieval, the user models for which mmin was selected
as the first candidate are excluded from the retrieval objects, and step 2 is
executed. If all 20 user models are excluded, the text “Retrieval failed” is
presented to the user, and execution ends.

5 Performance-Evaluation

We evaluated the effectiveness of the proposed scheme using three different sys-
tems based on an existing impression-based music-retrieval system [8]. System
A uses ten user models for adaptation, System B is a proposed one and uses
twenty models, and System C uses one model. Systems A and B have a user
adaptation facility; System C does not. Instead, it advances the N th candidate
to the N − 1th candidate and presents the first candidate newly obtained when
the user requests another retrieval.

We added 80 musical pieces to the 80 musical pieces used in the impression-
estimation experiments, creating a database of 160 musical pieces. The impres-
sion vectors in each user model were generated using the ten multiple regression
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Table 3. Examples of impression vectors for model M1

Names of musical pieces Impression vectors
ave maria (1.9 3.6 4.3 5.3 4.3 5.4 4.9 7.1 4.5 5.3)
eine kleine1 str (2.4 1.0 6.8 5.4 5.6 5.5 6.0 6.4 0.7 5.6)
gimnopedie1 pi (3.8 4.3 5.0 2.4 5.7 5.1 5.1 1.6 4.6 2.0)
je te veux pi (4.8 5.4 5.9 4.9 7.6 5.1 5.3 5.7 5.6 4.6)
la primavela1 str (3.1 4.3 6.3 6.4 2.1 5.1 6.0 4.0 3.1 5.1)

(The values were rounded to one decimal place to save space)

equations designed for that model. Examples of impression vectors for model M1

are shown in Table 3. Note that we set Hhigh = 4.0 and Hmed = 3.0 as threshold
values.

Thirty people participated in the experiment-15 women and 15 men; three
were under 20, 23 were in their twenties, two were in their thirties, and two were
over 40. We randomly classified them into three groups of equal size. We assigned
the three systems to the three groups one by one. For her/his assigned system,
each subject inputted ten queries or sentences using a list of 164 impression
words and 119 degree modifiers, which any retrieval system can understand.
The process was as follows.

(1) The subject entered the N th sentence (N = 1, 2, · · · , 10).
(2) If at least one retrieval result was presented, the subject listened to the first

candidate and, using a five-step scale, estimated how well it matched her/his
target result: very good match (5 points), good match (4 points), fair match
(3 points), questionable match (2 points), and poor match (1 point). If no
retrieval results were presented, the subject returned to step (1) and entered
the next sentence.

(3) If the match was very good, the subject returned to step (1), and entered the
next sentence. Otherwise, the user requested another retrieval and returned
to step (2). The maximum number of retrievals was set to five.

Once the subject finished this process, she/he took a break for about 30
minutes. The subject then repeated the process using the same ten sentences
to investigate the effectiveness of user adaptation facilities. The results of these
experiments are shown in Tables 4 and 5.

Table 4 shows the mean values and standard deviations for the first retrieval,
and Table 5 shows them for the second. They do not include the results for when
the system failed to generate impression vectors for some reason. When the first
candidate in the second retrieval was the same as the first candidate in the first
retrieval, the result for the second retrieval was replaced with that for the first.

Comparing the results of these two tables, we see that the difference in re-
trieval accuracy between the two retrievals for System B was statistically signif-
icant at the 1% level, while those for the other two systems were not statistically
significant even at the 5% level. This indicates that using 20 user models is more
effective than using 10 models or 1 model and that using user models created
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Table 4. Results for first retrieval

System Mean value Standard deviation Number of estimations
A (10 user models) 3.38 1.28 106
B (20 user models) 3.39 1.36 99
C (one user model) 3.69 1.09 97

Table 5. Results for second retrieval

System Mean value Standard deviation Number of estimations
A (10 user models) 3.73 1.24 92
B (20 user models) 4.02 1.16 96
C (one user model) 3.70 1.10 97

Table 6. Change in score from first to second retrieval

Diff. in estimation -3 -2 -1 0 1 2 3
Frequency 1 2 19 107 30 15 2
Ratio (%) 0.6 1.1 10.8 60.8 17.0 8.5 1.1

Table 7. Examples of sentences the subjects made, which were translated into English
by the author

Tune with confused power / Fresh and refreshing tune / Lilting and comical
tune / Super-impressing tune / Intonational and passionate tune / Profound,
solemn, and dignified tune / Lyrical tune with a quiet mood / Tune of con-
siderably settled feeling / Powerful and dynamic tune / Tune by which one
hundred percent of the mind is healed / Beautiful, sad, and transparent tune

Table 8. Numbers of different impression words and degree modifiers used in sentences

System Impression Degree Examples
words modifiers (Ones that appeared five times or more)

A 74 30 Comical / Mind is healed / Transparent / Blight / Very
B 66 20 Vigorous / Confused power / Beautiful / Classical /

Powerful / Pretty / Very
C 63 47 Bright / Lilting / Fantastic / Passionate / Calm / Pow-

erful / So / Very / Moderately

based on the proposed scheme improves the retrieval accuracy of impression-
based music-retrieval systems.

The change in the score for the same candidates from the first to the second
retrieval is shown in Table 6. These results suggest that the impressions depended
on the situation, for example, the retrieval context or mental state. Consequently,
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a person’s impressions of a musical piece may differ under different conditions.
This situation dependency must be taken into account to obtain a system that
produces better matches.

For the reader’s reference, we show some of the sentences that were entered
and the numbers of different impression words and degree modifiers appearing
in the sentences in Tables 7 and 8, respectively.

6 Conclusion

People listening to the same music can have different impressions of it. We have
thus developed a music retrieval scheme that adapts to the user. We had 100
people give us their impressions of 80 music pieces, and, based on the results, we
classified them into 20 groups. The people in each group generally had the same
or similar impressions. We then created a user model suitable for each group
and a procedure for identifying the model best suited for an unidentified user.
Each model consisted of formulas for generating impression vectors representing
the impressions of a musical piece and a set of impression vectors generated
using the formulas. Testing using another 30 people showed that our scheme is
effective.

We plan to tackle the problems of individual variations in the interpreta-
tion of the impression words and degree modifiers. We also plan to develop
a more flexible scheme that takes into account the situational dependency of
impressions.
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Abstract. This paper describes three algorithms to model and predict the satis-
faction experienced by individuals using a group recommender system which 
recommends sequences of items. Satisfaction is treated as an affective state. In 
particular, we model the wearing off of emotion over time and assimilation ef-
fects, where the affective state produced by previous items influences the im-
pact on satisfaction of the next item. We compare the algorithms with each 
other, and investigate the effect of parameter values by comparing the algo-
rithms’ predictions with the results of an earlier empirical study. We show a 
way in which affective state can be used in recommender systems, which is use-
ful for recommendations not only to groups but also to individuals.  

1   Introduction 

Inspired by Interactive TV, we are interested in recommending sequences of items 
(e.g. news stories, music clips) to groups of users. In [6], we have discussed various 
strategies to combine ratings by individuals into ratings for the group as a whole. For 
instance, given individual ratings as in Table 1 from 1 (really hate) to 10 (really like), 
we can take the average of ratings (so called Average Strategy) and recommend item 
sequence EFHDJA when there is time to see six items. Or, we can take the minimum 
of ratings (so called Least Misery) and recommend sequence FEHJDG. We have em-
pirically evaluated which strategy performs best (the Multiplicative strategy which 
multiplies ratings) in the sense of keeping all individuals in the group satisfied. 

Table 1. Example of individual ratings for ten items (A to J) for a group of three 

A B C D E F G H I J 
John 10 4 3 6 10 9 6 8 10 8 
Adam 1 9 8 9 7 9 6 9 3 8 
Mary 10 5 2 7 9 8 5 6 7 6 
Average 7 6 4.3 7.3 8.7 8.7 5.7 7.7 6.7 7.3 

In a recommender system that adapts to individuals, we are only interested in 
maximizing individual satisfaction, and for this it suffices to always recommend the 
item with the highest rating. So, there is no need to predict satisfaction accurately. 
However, if we are interested in keeping a group satisfied, then suddenly it becomes 
more important to accurately predict individual satisfaction. To keep the rest of the 
group happy, an individual might need to be confronted occasionally with items they 
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do not like. It is important then to know whether the items chosen do not make an in-
dividual too dissatisfied. Accurate predictions of individual satisfaction can also help 
to evaluate group adaptation strategies. It may even be possible to use these predic-
tions as part of a strategy. For these reasons, we started investigating satisfaction. In 
[6], we have presented several functions to model individual satisfaction, and have 
empirically evaluated which function performs best. However, the satisfaction func-
tions used in [6] did not really show whether and to what extent somebody would be 
satisfied or dissatisfied. Rather, they showed the relative satisfaction of individuals in 
the group: so, for instance, whether we expected John to be more satisfied than Adam, 
and whether Mary would be more satisfied with one sequence or another. In this pa-
per we will attempt to model satisfaction in more detail. As part of this, we will argue 
that so far a vital element in the modelling of satisfaction has been overlooked, 
namely affective state. 

2   About Individual Satisfaction 

The satisfaction functions proposed in [6] were all based on a summation: the satis-
faction after viewing another item was modelled as the summation of that before 
viewing the item, and the impact of the item itself. In the simplest satisfaction func-
tion, the impact of an item was taken to be its rating. So, the satisfaction with a se-
quence of items was the summation of the items’ ratings. We investigated whether 
low ratings (noting dissatisfaction) needed to be included, or only high ratings. We 
investigated normalization: whether one should take the ratings of not chosen items 
into account when deciding the impact of an item. We investigated whether to use a 
linear impact of ratings or a quadratic one: the difference between a rating of 9 and a 
10 might feel larger than the difference between a 5 and a 6. Including low ratings, 
normalization, and a quadratic impact all improved the satisfaction function [6].  

One limitation of the satisfaction functions in [6] is that satisfaction increases with 
the length of the sequence. Another serious limitation is that the order of items in the 
sequence did not affect satisfaction. Nevertheless, several reasons were given that 
suggest that order may be important (some related to advertising research, others to 
comments of subjects in experiments like “it is better to end on a high”). In this paper, 
we want to refine the satisfaction function to take this into account.  

It seems reasonable to regard satisfaction as an affective state or mood. Since the 
seventies, psychologists have researched the cognitive effects of mood: how mood in-
fluences perception, attention, memory, information processing, and judgement. Ef-
fects have been found in all of these areas [8]. More recently, several psychologists 
and economists have started to research Affective Forecasting: how accurately people 
can predict what will make them happy, by how much, and for how long. Many stud-
ies have found that people are not good at predicting happiness [10]. People tend to be 
good at predicting whether they will be happy or unhappy, but not by how much and 
for how long. Additionally, in our own field, there has been a lot of interest recently 
into Affective Computing (e.g. [9]). We will briefly discuss those results out of these 
three areas that seem most relevant to the topic of this paper.  

Researchers have consistently found an impact of mood on evaluative judgement 
(see [8] for a review). Much research has been done in the context of persuasion the-
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ory: individuals in a happy mood were persuadable to a higher extent than individuals 
in a neutral or sad mood (see e.g., [4]). Mood effects are studied and used in commer-
cial and political advertisement (e.g., [1, 3]): influencing people’s mood to make them 
judge a subsequent ad more favourably. So, when our recommender system presents 
subjects with a sequence of items, viewing the first items could induce a mood, which 
could impact subjects’ opinions on the next items.  

Film clips are often used to elicit emotions in a laboratory setting, with empirical 
research having resulted in a set of film clips that consistently elicit a certain emo-
tion, like happiness, fear, anger [2]. We will need to differentiate between the emo-
tions elicited by the content of a clip, and the satisfaction with having seen it. For in-
stance, one might be revolted by the content of a news item (e.g. on happenings in 
Iraq), but still be satisfied with having seen it. For our modelling, we will for now 
ignore the emotion elicited by the content, and concentrate on satisfaction in isola-
tion. However, this issue will need to be addressed in future, and it will also compli-
cate evaluation.  

Kahneman and colleagues (as reported in [10]) found that the actual feelings ex-
perienced (e.g., self-reported pain during a colonoscopy) differed from those reported 
retrospectively. The retrospective reports were heavily influenced by the intensity of 
the emotional experience when it ended and the peak intensity of the experience.  

People’s affective forecasting can change their actual emotional experience (e.g., 
[12]). Several studies have shown that if you expect to like something, than you might 
end up liking it more than if you did not have any expectations. This is called assimi-
lation.1 If our recommender system has presented several items you liked, than you 
might expect to also like the next item, and therefore your perceived satisfaction with 
that item might be higher than its actual rating merits. 

People’s emotional reactions become less intense with time [11]. When something 
has made you happy, this happiness does not last, but wears off. This is explained in 
[10] as needed to save energy and to protect the emotions’ role as a signalling device.  

Picard discusses the use of emotions and moods in computer systems [9]. She de-
scribes emotions as being regulated by moods: for instance, in a good mood smaller 
positive events can have an emotional impact. She proposes to model mood as a 
weighted summation of positive events and subtraction of negative events, with recent 
events receiving extra weight. She argues that mood can not be of unbounded inten-
sity, so a limit should be used (or a saturation function). 

3   Satisfaction Functions Chosen 

In [6], satisfaction with a (fixed-length) sequence of items was calculated as the sum-
mation of the impact of the individual items of the sequence: 

Satisfaction(items+<i>) = Satisfaction(items) + Impact(i),
for item i and item sequence2 items.

 Satisfaction(<>) = 0 

1 It has been suggested that the opposite can also happen [12], but there is not much evidence. 
2 Whenever we talk about an item sequence, we mean a sequence of distinct items. 
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Based on the literature review above, we will henceforth assume that Satisfaction will 
decrease in intensity over time. Also, we give more weight to recent items3.

Variant 0. Satisfaction(items+<i>) = δ * Satisfaction(items) + Impact(i), with 0 δ 1

With δ=1 no decrease occurs, and with δ=0 no memory of past items would be used. 
The value of δ could depend on the person or the time duration of items. 

To calculate the impact of an item, we perform three steps. 

1. Normalizing. In [6], not the individual rating, but the satisfaction produced was 
normalized, using for item sequence items:

NormSatisfaction(items) = Satisfaction(items) / PossSatisfaction(items)
with  PossSatisfaction(items)   =
               Max s: item sequence s and length(s)=length(items): Satisfaction(s)

Our introduction of δ into the Satisfaction function means that normalization now 
needs to be handled differently. We would like to apply normalization to the rating, 
not to the satisfaction as a whole, to make it independent of the selections so far:  

 Normalized(r) = r*TotalRatingsExpected / TotalRatingsPossible, for rating r
with TotalRatingsExpected = j: item j: AverageRating 

TotalRatingsPossible  =  j: item j: Rating(j)

We could have taken the AverageRating to be the midpoint of the scale (5.5), but 
have decided instead to use the average rating over all individuals in the group over 
all items (6.93 in our case).  

Note that our normalization results in ratings 10-10-10-10 being treated as the 
same as 5-5-5-5. This was also the case in the normalization in [6]. In as sense, this is 
also a form of assimilation.  

2. Rebalancing. We have been using ratings from 1 to 10. As we want our satisfaction 
function to give an easy indication of whether somebody is satisfied or not, it 
would be good if negative numbers meant dissatisfaction, and positive numbers 
satisfaction. Therefore, we will rebalance the rating scale, by deducting its mid-
point value. For our scale this value is 5.5.   

Rebalanced(r) = r – midpoint,  for rating r

3. Making the impact quadratic. We will use the following formula4:

Quadratic(r) = r2,     if r  0;         - r2,  if r < 0,   for rating r

3 This deviates from the proposal in [9] of a linear decrease in weight, and only consideration of 
the last four events. 

4 This deviates from [6], where no rebalancing happened and Quadratic(r) = (r-5)2, if r 6, and  
-(r-6)2 if r<6. This makes it easier to deal with the new normalization of ratings. 
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Combining these three steps, we obtain: 

Impact(i) = Quadratic(Rebalanced(Normalized(Rating(i))) , for item i

The satisfaction function discussed above sums the (weighted) satisfaction so far 
with the impact of the new item. This has as effect that if you see a series of items you 
like, your satisfaction is predicted to keep increasing. The question arises whether 
summation is indeed the right operation. An alternative could be to take the average. 
We therefore propose the following variant: 

Variant 1. Satisfaction(items+<i>)=(δ*Satisfaction(items)+Impact(i)) / (1+δ)

We divide by 1+δ rather than 2, to get Satisfaction(items+<i>) = Impact(i) when δ=0.
The satisfaction function discussed above takes into account that emotion wears 

off. However, it does not yet take into account that the mood you are in can change 
your judgement, and that expectation can influence emotion. Inspired by the literature 
discussed above, we want the impact of an item to depend upon the mood you are in, 
showing an assimilation effect. We therefore propose the following variant:  

Variant 2. Satisfaction(items+<i>) = δ*Satisfaction(items) +    
                     Impact(i, δ*Satisfaction(items))
with     Impact(i, s) = Impact(i) + (s-Impact(i))*ε, for all s and 0 ε 1

With ε=0, we have the same satisfaction function as Variant 0. With ε=1, the new 
item would not have any impact (so, satisfaction would always remain 0).  

It is easy to come up with more variants, but we would first like to understand the 
effects of the satisfaction functions proposed so far. 

4   Simulations 

In this section, we will report on the results of simulations of the satisfaction func-
tions. The main purpose of these simulations is to get a feeling of the difference in 
predictions between the satisfaction functions discussed. We will also compare the 
predictions with the empirical data of Experiment 2 in [6], mainly to decide what val-
ues are most appropriate for δ and ε. In that experiment, subjects were shown ratings 
of items for John, Adam and Mary (as in Table 1) and sequences (e.g. FEAHD) and 
asked to predict how satisfied John, Adam and Mary would be with those sequences.   

Satisfaction Function Variant 0 has been applied to the same sequences as in Ex-
periment 2 of [6], which are the recommended sequences by various group modelling 
strategies. For each sequence, the satisfaction of John, Adam and Mary has been cal-
culated at each moment in the presentation of the sequence, for varyingvalues of δ.
Table 2 shows the results. As can be expected, a lower value of δ tends to result in a 
lower predicted satisfaction. Comparison of the results for sequences AIEFD and 
AEFID shows the impact the order of a sequence can have, particularly for small δ.
To judge the group modelling strategies, we will look at the curves as a whole, not 
just the end point. So, we judge the Borda strategy to have made Adam 
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Table 2. Predicted satisfaction for Variant 0 per sequence per individual, for several values of 
δ: 0 0.2 0.4 0.6 0.8 0.9 1 . Y-axis shows 
satisfaction, X-axis time (first item shown, second shown, etc) 

John Adam Mary 
FEAHD 

Borda 

0

10

20

30

40

50

-30
-20
-10

0
10
20
30

0

20

40

60

80

FEHJDI

Multi- 
plicative 

0

10

20

30

40

50

-20

0

20

40

60

0

10

20

30

40

EFHDJB

Average 
without 
Misery 

-10

0

10

20

30

40

0

20

40

60

80

-10

0

10

20

30

40

FEHJDG

Least 
Misery 

0

10

20

30

40

0

10

20

30

40

50

-10

0

10

20

30

40

AEIBDF

Most  
Pleasure 

-20

0

20

40

60

-30
-20

-10
0

10
20

30

-20
0

20
40
60
80

EFHDJA

Average 

0

10

20

30

40

50

-30
-20
-10

0
10
20
30
40
50

0
10
20
30
40
50
60
70

AEFID 

Plurality 

0

20

40

60

-30

-20

-10

0

10

20

0

20

40

60

80

AIEFD 

0
10
20
30
40
50
60

-30

-20

-10

0

10

20

0
10
20
30
40
50
60
70
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Table 3. Predicted satisfaction for Variant 1 per sequence per individual, for several values of 
δ: 0 0.2 0.4 0.6 0.8 0.9 1 . Y-axis shows 
satisfaction, X-axis time (first item shown, second shown, etc) 

John Adam Mary 
FEAHD 

Borda 

0
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30

AEFID 

Plurality 

0

5

10

15

20

-30
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0
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0
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0

5
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-20

-10

0
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20

0
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Table 4. Predicted satisfaction of Variant 2 for sequence FEHJDI chosen by the Multiplicative 
strategy per individual, for several values of ε: 0 0.2 0.5 0.8, and 
two values of δ. Y-axis shows satisfaction, X-axis time (first item shown, second shown, etc) 

δ John Adam Mary 
0.9

0

20

40

60

80

0

20

40

60

80

0

20

40

60

80

0.2

0

5

10

15

20

-5
0
5

10
15
20

0

5

10

15

20

unhappy, as he was dissatisfied after the presentation of the third item (for any δ). On 
the basis of this, we could exclude the Borda, Plurality and Most Pleasure strategies, as 
they all resulted in misery for Adam for any δ. For low values of δ, the Multiplicative 
and Average strategies would have dissatisfied Adam, and the Average without Misery 
strategy would have dissatisfied John. However, subjects predicted that both Adam and 
John would be satisfied with those strategies. We therefore conclude that a higher 
value of δ (0.8, 0.9, 1) is more in accordance with the behaviour of our subjects. Re-
stricting ourselves to those higher values of δ, if we take the satisfaction of the group to 
be the minimum of the satisfaction of the individuals, then the Multiplicative strategy 
clearly performs best: for each moment in the sequence, it gives the highest satisfaction 
(except after the second item for δ is 0.8 and 0.9). This was also the strategy preferred 
by our subjects. However, if we take the satisfaction of the group to be the average of 
the satisfaction of the individuals, then the Average strategy performs best. Taking the 
minimum better corresponds to the predictions of our subjects.  

Table 3 shows the results of a similar process for Satisfaction Function Variant 1. 
The ‘averaging’ used in Variant 1 has resulted in a nice limitation of satisfaction, 
rather than an infinite increase. The value of δ clearly has less impact on satisfaction 
for Variant 1 than for Variant 0. The same strategies as above can again be excluded 
as causing misery to Adam. In addition, the Average strategy can now be excluded. 
As already indicated above, however, human subjects had predicted that Adam would 
be satisfied with this strategy. There are three possible explanations. Firstly, the ‘av-
eraging’ in Variant 1 may be wrong. Secondly, the subjects’ predictions may be 
wrong. Thirdly, both the ‘averaging’ and the subjects’ predictions may be correct, but 
something else in the satisfaction function is wrong, like the normalization (or the 
constant used in it), or the use of quadratic ratings.  

Satisfaction Function Variant 2 has two constants: δ and ε. It is impossible to show 
the results of varying both. We have chosen a high and low value of δ (0.9, 0.2), and 
varied ε. Table 4 shows the impact of ε on satisfaction for the two values of δ, for the 
Multiplicative strategy. There is a large impact of δ: with δ=0.9, all individuals are 
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about equally satisfied and the impact of ε is low. With δ=0.2, the satisfaction profiles 
of John, Adam and Mary are quite different, and the impact of ε is high.  With δ=0.2,
Adam is predicted to be dissatisfied at the end, independent of ε. As our subjects pre-
dicted Adam to be satisfied, again a higher value of δ seems better. With δ=0.9, it is 
hard to see which value of ε is best. Our subjects predicted Adam and Mary to be 
equally satisfied and John to be slightly more satisfied. When looking at the end of 
the sequence, a lower value of ε seems to perform slightly better. When looking at the 
curves as a whole (e.g., averaging satisfaction over the sequence), John would be 
more dissatisfied than Adam, regardless of ε.

5   Inherent Complexity of Evaluation 

We have shown how we can use satisfaction functions to reason about group model-
ling strategies, even when these functions are not yet completely validated. For in-
stance, we could dismiss several strategies as they were shown to perform badly inde-
pendent of δ, and independent of ‘averaging’ being a good idea. Comparing the 
satisfaction functions with predictions by subjects, allowed us to conclude that δ
should have a high value, and given such a high value, we could even conclude that 
the Multiplicative strategy performed best, in accordance with our subjects. However, 
there is a problem: the empirical data used comes from an indirect experiment, where 
subjects were not shown items, but only ratings, and had to predict satisfaction. As 
discussed above, the Affective Forecasting literature shows that people are very poor 
in predicting the intensity of emotions5. So, a next step should be to empirically com-
pare the real satisfaction experienced by subjects with that predicted by the satisfac-
tion functions. However, this seems particularly challenging6:

Firstly, we need accurate ratings for the individuals. We could ask subjects to rate 
items. But if our assumption is right, then the rating given would depend on the order 
in which the items are presented. This could be avoided by having large time gaps be-
tween the items, but we would need to ensure that the mood of our subjects does not 
vary. Attempts in [6] to construct items for which the ratings are the same for all sub-
jects (e.g. “your favourite team has won an important game”) failed miserably. 

Secondly, we need items that are topically unrelated, as topical relatedness between 
items can influence judgement (e.g. an item about an earthquake in Bulgaria getting a 
higher rating after an item on their football team playing Bulgaria) [6].  

Finally, we need to know how satisfied each subject is after each item has been 
presented. If we ask them at the end of the experiment to judge their satisfaction at the 
various time points, we are likely to get inaccurate data (given the difference between 
retrospective and experienced emotions). If we ask subjects to report their satisfaction 
during the experiment, it takes time and therefore influences the results (given the de-
crease in emotions over time). If we determine satisfaction on the basis of facial ex-
pressions and sensor data, then the emotional content of items can influence results. 

5 People are, however, good at predicting valence, so this does not invalidate our conclusions 
about δ on the basis that subjects predicted Adam to be satisfied. 

6 So challenging indeed that the evaluation of this system is the topic of an “evaluation compe-
tition” for the 2005 UM workshop on the Evaluation of Adaptive Systems.  
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6   Conclusions 

Modelling satisfaction is important when recommending sequences of items to 
groups: it provides a way to evaluate group modelling strategies and it can inspire a 
better strategy. In this paper, we have modelled satisfaction as a mood, drawing on the 
mood literature for inspiration. We have discussed satisfaction functions, which in-
corporate assimilation and decline of emotions with time. We have shown through 
simulations the impact these factors can have on satisfaction, and have drawn some 
conclusions about group modelling strategies. We have compared the satisfaction 
functions with empirical data from [6], and have drawn some conclusions (e.g. about 
δ). We have discussed the inherent difficulties in doing empirical evaluations.  

Models of individual satisfaction are not only useful when adapting to groups. As 
argued in [5, 7], adaptation to individuals can sometimes also benefit from group 
modelling strategies, for instance, when ratings on multiple criteria need to be com-
bined, or when virtual group members are added, e.g. representing a teacher. 

Accurate predictions of individual satisfaction can also be used to improve the 
transparency of adaptive systems: showing how satisfied others in your group are, or 
how satisfied criteria are, could improve the users’ understanding of the working of 
the system and perhaps make it easier to accept items they do not like.  
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Abstract. Economic modeling provides a formal mechanism to under-
stand user incentives and behavior in online systems. In this paper we
describe the process of building a parameterized economic model of user-
contributed ratings in an online movie recommender system. We con-
structed a theoretical model to formalize our initial understanding of
the system, and collected survey and behavioral data to calibrate an em-
pirical model. This model explains 34% of the variation in user rating
behavior. We found that while economic modeling in this domain requires
an initial understanding of user behavior and access to an uncommonly
broad set of user survey and behavioral data, it returns significant formal
understanding of the activity being modeled.

1 Introduction

Designers of online communities struggle with the challenge of eliciting partici-
pation from their members. Butler [4] found that 50% of social, hobby, and work
mailing lists had no traffic over a 122 day period. Under-contribution is a problem
even in communities that do survive; in a majority of active mailing lists, fewer
then 50% of subscribers posted even a single message in a four month period [4].

Recommender systems built on collaborative filtering [14] are particularly
vulnerable to the problem of undercontribution. If users do not contribute ratings
to the community, especially for new and rarely-rated items, the system loses its
ability to produce recommendations–its main purpose for existence.

We have been conducting research on how to increase the number of ratings
contributed to MovieLens [8, 13], a movie recommendation web site. In this paper
we report on our activity using economic modeling to build a parameterized
model of the motivations underlying user rating behavior. We model factors
that affect users’ willingness to rate movies, such as the desire to view accurate
movie recommendations and the time and effort needed to rate movies. We
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believe that economic modeling will guide future site development by providing
us with insights into user motivations, predictions about user behavior, and
opportunities to personalize the site to match user goals.

As far as we know, this is the first use of economic analysis to build models of
user incentives and behavior in an adaptive web site. Accordingly, we discuss in
detail the modeling process and the ways in which such a model can be applied.
We discuss why economic modeling in this domain is difficult, and what benefits
modelers can expect.

2 Related Work

Informal economic analysis has been used to inform the design and analysis of
computer-supported cooperative work (CSCW) applications. Grudin, for exam-
ple, assessed relative costs and benefits of using digital voice versus text in a
groupware application [7]. More formal economic modeling has been applied to
develop probabilistic models of human interruptibility [9].

The design of online trust and reputation management systems has been
heavily influenced by economic theories. For example, Keser used experimental
economics to demonstrate the effects of reputation management systems such
as eBay’s on marketplace success [10]. Friedman and Resnick examined the the-
oretical effects on trust and reputation based on enforcing costly or permanent
pseudonyms in online communities [5].

More broadly, economic theories have informed research investigating the
design of e-commerce and auction sites. Bakos examined the theoretical impli-
cations of the accessibility of product descriptions and pricing information in e-
commerce Web sites, including cases where sellers have intentionally introduced
difficulties into the search process to increase revenue [2].

To our knowledge, economic analysis has not been used to inform the design
of user adaptive Web sites. Adaptive hypermedia researchers have traditionally
used a variety of approaches to explicitly or implicitly gather data about users’
knowledge, goals, background, or preferences [3]. This work extends these ap-
proaches by modeling incentives and behavior in the language of economics.

3 An Economic Model of MovieLens Users

The primary purpose of economic modeling is to generate insights into com-
plex problems [15] and to make predictions about rational agents’ behavior. In
a canonical economic model, agents act in order to maximize their objectives,
subject to constraints. To create an effective model, we make simplifying as-
sumptions while still keeping the essential features of the real world situation.

3.1 A Theoretical Model

In a typical session in MovieLens, users spend time rating movies and viewing
movie recommendations. Their activity can be modeled mathematically as fol-
lows: let xi be the number of movies user i has rated, and X−i =

∑
j �=i xj be the
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total number of ratings from all other users in MovieLens. Based on survey data
and our understanding of user behavior from interactions with users, a user’s
benefit from using MovieLens comes from three sources:
– Recommendation quality, Qi(xi, X−i): Users enjoy viewing useful movie rec-

ommendations. Based on the characteristics of the MovieLens recommenda-
tion algorithm, we assume this function is concave in both its components.
That is, it increases along with each rating count, but at a decreasing rate.

– Rating fun, fi(xi): Users enjoy expressing opinions about movies. We assume
that f ′(xi) > 0, and f ′′(xi) ≤ 0. Again, rating more movies brings more
enjoyment, but at a decreasing rate.

– Non-rating fun, hi: Users enjoy activities such as searching for movies and
reading information about movies.

We further assume that there is cost associated with rating. The cost function
of rating movies, ci(xi), represents the amount of time that user i needs to
rate xi movies. Assume that ci(xi) is convex, i.e., the marginal cost is positive,
c
′
i(xi) > 0, and c

′′
i (xi) ≥ 0 for all i ∈ N . Thus, the marginal cost of rating

either remains constant or increases with the number of ratings. This fits with
our experience that users rate popular, easily remembered movies first.

For analytical tractability, we assume that various components of the utility
function are additively separable. Let γi denote the marginal benefit to recom-
mendation quality of rating one movie. We can represent user i’s utility, πi, as

πi = γiQi(xi, X−i) + fi(xi) + hi − ci(xi). (1)

To calibrate this model with survey and behavioral data, we now parameter-
ize various components of the utility function, and solve for the optimal number
of ratings. Based on features of the recommendation algorithm, we assume that
Qi(xi, X−i) = min(R̄,Xα

−ix
βi

i ). This is a Cobb-Douglas production function1

with an upper bound, R̄. The upper bound is included to represent the fact that
average recommendation quality has a theoretical limit. α ∈ [0, 1] measures the
impact of system-wide ratings on recommendation quality. βi ∈ [0, 1] measures
user i’s taste in movies. A higher βi indicates that a user has rare taste, while a
lower βi indicates that a user has mainstream taste.

Furthermore, assume that both the rating fun function and the cost function
are linear such that fi(xi) = fixi and ci(xi) = cixi, respectively. While neither
function is necessarily linear in general, we do not have enough data to estimate
their shape.

Under these assumptions, we consider two cases. In the first case, when
min(R̄,Xα

−ix
βi

i ) = R̄, a user is getting the best possible recommendation quality
from MovieLens. In this case, a user will continue to rate movies as long as the
marginal fun is greater than or equal to the marginal cost.

In the second case, when min(R̄,Xα
−ix

βi

i ) = Xα
−ix

βi

i and α → 0, a user’s
recommendation quality will improve via ratings, but will not improve due to

1 The Cobb-Douglas production is one of the most commonly used production func-
tions in economics [12].
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others contributing ratings to the system - a simplifying assumption possible in
MovieLens where there is a large stock of total ratings. In this case, we solve
Equation (1) for the optimal number of ratings, x∗

i :

x∗
i =

(
βiγi

ci − fi

) 1
1−βi

. (2)

Taking a log transformation of Equation (2), we get

ln x∗
i =

1
1 − βi

[lnβi + ln γi − ln(ci − fi)]. (3)

As a sanity check, we change various parameters and see if the optimal num-
ber of ratings is moving in the right direction. An increase in marginal cost leads
to a decrease in rating quantity, while an increase in marginal fun or marginal
benefit from recommendation quality leads to an increase in rating quantity.
When 1−βi

βi
+ lnβi + ln γi − ln(ci − fi) > 0, an increase in βi also leads to more

rating, indicating that, other things being equal, a user with rare taste will rate
more movies than one with mainstream taste. These results are consistent with
our intuition.

3.2 Data to Calibrate the Model

To calibrate our model, we collected both survey and behavioral data. An online
survey consisting of ten multi-part questions was given to 357 users in June and
July, 20042. Only users who had logged in at least 3 times and who had rated
at least 30 movies were presented with an invitation to participate. The survey
was promoted on the MovieLens main page.

The survey focused on understanding users’ motivations. Motivations are not
only important for understanding user costs and benefits, but can later be used
to calibrate reduced models for new users with little history data.

We found that MovieLens users do have differing motivations. 92% of users
listed viewing movie recommendations as one of their top-three reasons for using
the system. However, we found that people rate movies for a wider variety of
reasons: to keep a personal list of movies they’ve seen, to influence others, and be-
cause they find rating itself to be fun. We also found that users perceive that the
quality of movie recommendations provided by the system improves over time.

We also gathered historical behavioral data about the volunteers who took the
survey. This data includes, for example, information about the use of MovieLens
features and the quality of recommendations received. Table 1 summarizes some
of the key behavioral variables we used in this study.

The users that we studied were disproportionately “power users”, i.e., those
users who use the system often and rate a lot of movies. They also tended to
be quite happy with MovieLens, based on their survey responses. However, the

2 See http://www.grouplens.org/data/mlsurvey0604.html for a list of survey ques-
tions and a summary of responses.
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Table 1. Selected MovieLens Survey-Taker Behavioral Data

Mean Median Min. Max. Std. Dev.
# Ratings, User Lifetime 693.52 556 41 3235 525.16
# Ratings, Last 3 Months 86.67 37 0 1041 150.34
Recent Error of Recommendationsa 0.54 0.50 0.13 1.57 0.22
Unusual Tasteb 0.65 0.64 0.32 1.24 0.14
Fraction of Ratings that are Rare Moviesc 0.07 0.05 0 0.33 0.06
Number of Movie Suggestions Contributed 3.00 0 0 218 13.87
# Saved Movie Searches 3.68 3 0 93 5.54
# Sessions, Last 3 Months 24.61 12 1 299 35.99
Fraction of Sessions w/ Ratings, Last 3 Months 0.60 0.60 0 1 0.26
Weeks Since Registration 33.21 34 1 72 22.99

a Measured by the mean absolute error (MAE) of last 20 ratings.
b Measured by the mean distance between a user’s ratings and system average ratings.
c We define a rare movie as one with fewer than 250 ratings from the 88,000 users in

MovieLens. By comparison, the top 100 movies average about 23,500 ratings each.

users in our study did exhibit a great deal of variety in a number of areas such
as movie taste, interface customization and usage, and in the average quality of
movie recommendations they receive.

3.3 Calibration and Results

We now describe an empirical model that we will calibrate using survey and
behavioral data. Recall that Equation (3) characterizes the optimal number of
ratings for a user. Since the distribution of ratings is skewed, we use a logarithm
transformation of the number of ratings as the dependent variable. The main
explanatory variables include a user’s marginal benefit (MB) from the quality of
recommendations, γi, the taste parameter, βi, the fun score, fi, and the marginal
cost (MC) of providing additional ratings, ci. We also control for other charac-
teristics, −→Z , such as a user’s age in MovieLens and how many times a user has
used MovieLens recently. Our empirical model is defined as

lnxi = a0 + a1γi + a2βi + a3fi + a4ci + −→
Λ
−→
Z + εi. (4)

Calibrating the marginal cost and benefit parameters proved challenging in
constructing the empirical model. Our survey questions designed for calibrat-
ing these parameters were phrased in terms of money, but many survey takers
resisted assigning monetary values to a free web service. As such, many respon-
dents failed to answer these questions, and many responded with $0 values or
very unlikely costs. To handle this type of truncated data, we employed a Tobit
maximum likelihood approach3 to predict marginal benefit and cost using other
survey and behavioral data.

3 The Tobit model is an econometric model able to handle the case where the depen-
dent variable is zero for a nontrivial fraction of the sample.[16, 6].
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Table 2. Tobit Analysis: Estimating Marginal Benefit and Marginal Cost

(1) (2)
Reported MB Reported MC

Freq of Picking Movies to Watch 1.358 (0.515)***
Freq of Searching for a Particular Movie 0.198 (0.431)
Freq of Looking Only at 1st Screen of Recs -0.786 (0.333)**
Freq of Looking at 5+ Screens of Recs 0.420 (0.447)
# “Hide this Movie” Ratings 0.001 (0.003)
# Saved Searches 0.100 (0.053)*
Reported Time Estimate to Rate 10 Movies 4.231 (1.076)***
# Ratings/Login, Last 3 Months 0.184 (1.066)
Constant -4.246 (1.551)*** -13.391 (3.880)***
Observations 339 338
Pseudo R-squared 0.02 0.03
Corr(predicted, user reported) 0.228 0.320
p-value 0.000 0.000
Notes:
1. Standard errors in parentheses.
2. Significant at: * 10-percent level; ** 5-percent level; *** 1-percent level.

The results of the Tobit estimation are presented in Table 2. The strongest
indicator of marginal benefit is the frequency of using MovieLens to pick movies
to watch. This indicator, along with other data reflecting usage patterns, provide
an estimated value for γi that correlates with the monetized survey responses at
0.228. The estimation of marginal cost is based on survey responses concerning
the time required to rate movies along with behavioral data on the number of
ratings provided per session. The correlation between our estimated measure of
ci and the monetized value provided in the survey is 0.320. We report later on
the strength of these measures in the discussion of the final model.

The taste and fun parameters are constructed more directly. The taste pa-
rameter is constructed from how often a user rates rare movies (as defined above,
in Table 1) and how different a user’s ratings are from movie averages. The fun
score is derived from the frequency of using MovieLens to rate just-seen movies,
the number of ratings sessions per month, and several other behavioral factors
reflecting enjoyment of the rating process.

Table 3 reports the results of the empirical analysis, where we explain indi-
vidual users’ rating behavior in terms of Equation (4). Column (1) shows the
explanatory variables used in the analysis. Column (2) shows only behavioral
data to demonstrate the relative power of a reduced model without survey data.
We focus on column (1) when interpreting the results.

The results are consistent with the theoretical predictions. Marginal cost has
the expected significant and negative correlation with the quantity of ratings.
Marginal benefit from movie recommendation shows a positive but not statisti-
cally significant correlation with number of ratings.

As suggested by survey responses, many MovieLens users consider rating
movies to be an entertaining activity. This is reflected by the positive coefficient
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Table 3. Regression Analysis: Predicting the Quantity of User Ratings

Dependent Variable: log(ratings)
(1) (2)
Behavioral+Survey Behavioral only

MC of Rating 10 Movies, ci -0.042 (0.019)**
MB of 10 Recommendations, γi 0.028 (0.053)
Fun Score, fi 0.353 (0.104)***
Uncommon Taste, βi 0.974 (0.284)*** 0.922 (0.290)***
% Ratings that are Rare Movies, βi 1.906 (0.379)*** 2.137 (0.382)***
Altruism Score, −→Z -0.053 (0.030)*
Weeks Since Registration, −→Z 0.001(0.001)**
Helpful Subject Score, −→Z 0.171(0.050)*** 0.195 (0.050)***
# Logins, Last 3 Months, −→Z 0.004 (0.001)*** 0.006 (0.001)***
% Sessions with Rating Activity, −→Z 0.732 (0.144)*** 0.872 (0.141)***
Recent Error of Recommendations, −→Z -0.477 (0.186)** -0.427(0.191)**
Constant, a0 4.351 (0.308)*** 4.606 (0.210)***
Observations 356 356
Adjusted R squared 0.342 0.304
Corr(predict #ratings, actual #ratings) 0.622 0.514
p-value 0.000 0.000
Notes:
1. Standard errors in parentheses.
2. Significant at: * 10-percent level; ** 5-percent level; *** 1-percent level.

of the fun score, statistically significant at 1 percent. Both measures of taste
are significant and have strong effects, which confirms the theoretical prediction
that users with rare tastes tend to rate more.

Our control variables, used to account for user-specific characteristics, also
improve the overall predictive power of the model. The percentage of sessions
over the last three months that includes rating activity has a strong, significant
effect. Recent error of recommendations, measured in terms of a user’s mean
absolute error (MAE) over the last 20 ratings has a significant negative effect
on predicted ratings.

The regression analysis has an adjusted R-squared of 0.342 and the correlation
between the predicted and actual number of ratings is 0.622 (p < 0.001). As is
common practice in the social sciences, we report the adjusted R-squared, which
imposes a penalty for adding additional but irrelevant independent variables. In
terms of a cross-sectional economic study, this is a strong result.4

4 “In the social science, low R-squared in regression equations are not uncommon,
especially for cross-sectional analysis.”[16] For cross-section data, such as those we
have, a R-squared above 0.2 is usually considered decent. For example, Ashenfelter
and Krueger report R-squared in the range of 0.2 and 0.3, with a sample size of
298 [1]. Levitt reports R-squared in the range of 0.06 and 0.37 with a sample size
between 1,276 and 4,801 [11].
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Table 3 also shows the results of our reduced model, which consists of only
behavioral data. The adjusted R-squared is 0.304 and the correlation between
the predicted number of ratings and the actual number of ratings is 0.514
(p < 0.001), both slightly worse than the full model. However, the advantage
of the reduced model is that the necessary data are available without extensive
surveying.

We have conducted ten-fold cross-validation for both the full and reduced
empirical models. The results are robust and are available upon request.

4 Discussion

Achieving an R-squared value of 0.34 implies that we are able to explain a sig-
nificant portion of individual rating behavior. This has two direct applications.
First, we use these results to increase our understanding of user motivations and
behavior. We have identified markers of behavior that guide us in further site
development. To be specific, before conducting this analysis we believed that a
particularly effective way of increasing ratings would be to reveal to users the
extent of their effect on others. In view of the results we found, we now believe
it may be more effective to focus on increasing the fun and non-prediction per-
sonal benefits of rating through better interfaces for rating and making lists,
better interfaces for browsing collections of one’s own ratings, and increased
use of games that engage users in the system. At the same time, we originally
were quite skeptical of any “pre-surveys” or other barriers to entering the sys-
tem, but now see that using them may serve as an indicator of good citizenship
and might well lead to increasing the percentage of new users who become high
raters.

Second, we can use these results to start thinking about personalized in-
terfaces, to go along with the already-personalized content. Now that we can
efficiently fit users into this model, we can choose to emphasize different ele-
ments of the system to them. Users who most directly benefit from prediction
quality can be given updated information on the quality of their recent predic-
tions and the estimated increase in quality from the next quantum of ratings.
Users who are more interested in the fun of rating itself can receive different
cues and prompts.

Of course, we must include a very important caveat. We discovered quite
early that the users in our sample are very much power users. Before making
major site changes that would affect all users we would want to extend this
analysis to include a broader range of newer and infrequent users.

Lessons Learned. The entire process of conducting this analysis was filled with
lessons, many of them the direct result of a first-time collaboration between a
pair of computer scientists and a pair of economists. While the process was
rewarding, we should warn those attempting it the first time that there is a
substantial learning curve. The computer scientists in the team not only had to
re-learn the Greek alphabet, but had to learn to formalize years of intuition about
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user behavior in new ways. This led to challenging but rewarding attempts to
operationalize the abstract parameters of the analysis through mixtures of survey
and behavioral data. At the same time, the nature of working with the online
MovieLens community handicapped the economists on our team. In contrast
with most experimental economics work, our users steadfastly resisted attempts
to monetize their experience with the system, adding substantial challenges to
the task of estimating value and cost.

If we were to repeat this effort, we would likely take a more iterative approach
to surveying the users. While our survey design was appropriate for our modeling
task, the effect of user behavior on that design made the modeling much harder.
With greater iteration we probably would have been better able to substitute
time for money in the overall analysis of cost and value.

Finally, we must address the question of whether economic modeling is a
valuable approach for studying and personalizing an interactive web site. While
this answer certainly depends upon the details of the site, in general we think
it is so long as a sufficient amount of data is available to support the process.
Economic models have the nice property of building formality from a base of
initial understanding. Unlike a neural network, they don’t simply appear from
data. But unlike a neural network, they return significant understanding of the
population being analyzed.

Future Work. We are currently engaged in a series of experiments to learn
whether certain laboratory-tested economic theories of collective action apply
to the more real-world environment of online communities. Specifically, we plan
a set of field studies that look at theories of reciprocity and inequality aver-
sion to determine how user contributions to a collective good are affected by
awareness of the contributions of others. Following this work, we plan to explore
incentive-personalized interfaces to MovieLens–interfaces that provide the spe-
cific cues and information that motivate each particular user to contribute to
the system.

5 Conclusions

Economic modeling is a formal method for combining initial understanding about
a user population with data to refine that understanding. We developed an
economic model of rating behavior of MovieLens users, tying that behavior to
a number of factors that determine how much the user benefits from ratings–
directly and indirectly–and how much effort the user requires to enter those
ratings. The process gave us insight into the motivations of our user community,
and resulted in a useful model able to explain a substantial percentage of user
variation in rating behavior.
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their feedback on early drafts of this paper, and Robert Kraut for his ideas that
helped guide our research. This work is supported by a grant from the National
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Abstract. Naive Bayes is a relatively simple classification method to,
e.g., rate TV programs as interesting or uninteresting to a user. In
case the training set consists of instances, chosen randomly from the
instance space, the posterior probability estimates are random variables.
Their statistical properties can be used to calculate confidence inter-
vals around them, enabling more refined classification strategies than
the usual argmax-operator. This may alleviate the cold-start problem
and provide additional feedback to the user.

In this paper, we give an explicit expression to estimate the variances
of the posterior probability estimates from the training data and investi-
gate the strategy that refrains from classification in case the confidence
interval around the largest posterior probability overlaps with any of the
other intervals.

We show that the classification error rate can be significantly reduced
at the cost of a lower coverage, i.e., the fraction of classifiable instances,
in a TV-program recommender.

Keywords: machine learning, naive Bayes, recommenders, reliability,
confidence intervals.

1 Introduction

The rapid increase in video and audio content availability to the end user has
resulted in the emergence of recommender systems, which aim to filter inter-
esting, or positive, from uninteresting, or negative, content for a particular user
or group of users. This filtering is more generally referred to as classification
and individual pieces of video or audio content are usually called instances. The
classes in this case are positive and negative.

A simple and popular way to classify instances is naive Bayesian classifica-
tion (NBC) [10]. This classification method relies upon the availability of training
data, which is a collection of instances with known class. Each instance is char-
acterized by a set of feature values. For example, a TV program may amongst
others be characterized by its title and genre, such as comedy or sports, its main

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 317–326, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



318 V. Pronk, S.V.R. Gutta, and W.F.J. Verhaegh

characters, such as actors or players, the day and time at which it is broadcast, a
description, et cetera. The training data thus provides a relation between feature
and class values, or classes for short. Using this relation and using Bayes’ rule, a
given instance is classified, based on its feature values. The approach is to obtain
for each class an estimate of the probability that the instance belongs to this
class. These probabilities are called the posterior probabilities. The instance is
then classified as being of the class with the largest posterior probability, where
ties are broken arbitrarily.

NBC owes its relative simplicity to the usually naive assumption of condi-
tional independence. More precisely, it is assumed that for each instance, given
its class, none of its feature values provides any information on the values of any
of its other features. Despite the presence of conditional dependence in many
practical applications, see Domingos & Pazzani [3] and Hand & Yu [6], NBC is
often successfully applied and can compete with more complex methods such as
decision trees and artificial neural networks [10].

The amount of training data has a direct influence on the accuracy of clas-
sification. With only little training data, it cannot be expected that a classifier
performs flawlessly. Even with ample amounts of training data, a classifier usu-
ally does not operate error-free. It may therefore be useful to make the extent to
which a classifier can classify an instance explicit, for instance by adding a mea-
sure of confidence to each individual instance classified or by adding an ‘unable
to classify’ answer, which can be used whenever there is insufficient training data
to classify a given instance. The latter leads to the notion of coverage, which is
defined as the fraction of classifiable instances. The aim then is to increase the
classification accuracy of the classifiable instances and to offset this against the
coverage.

The approach we pursue is to estimate, for a given instance, confidence in-
tervals around the posterior probability estimates. These intervals are used to
decide whether or not to classify the instance. A confidence interval is obtained
by considering the estimate of the corresponding posterior probability as the
realization of a random variable.

We investigate how to obtain estimates of the confidence intervals and pro-
vide an example of their use. We show that the classification accuracy can be
traded off against the coverage. It thus provides an alternative to the problem
of a low overall classification accuracy by making explicit which instances are
difficult and which ones are easy to classify, given the training data. In an al-
ternative approach, not further elaborated upon in the paper, an explicit notion
of confidence can be associated to the classification of each instance, thereby
retaining a coverage of 1.

It stands to reason that the results are especially relevant for user-oriented
applications such as a TV-program recommender: The user obtains valuable
feedback concerning the confidence that the recommender has in the classifica-
tion of a program. Furthermore, the well-known cold-start problem, where only
a limited training set is available, can be alleviated by a more defensive classi-
fication strategy. These extensions may greatly enhance the user’s appreciation
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of the recommender, or the application in which it is used, even though it does
not operate error-free.

The remainder of the paper is organized as follows. Before we discuss re-
lated work in Section 3, we review naive Bayesian classification in Section 2. In
Section 4 we investigate how to calculate confidence intervals around the poste-
rior probability estimates and how to estimate them from the training data. In
Section 5 we apply the results to the problem of recommending TV programs,
using the viewing histories of ten users. We end with some concluding remarks
in Section 6.

2 Naive Bayesian Classification

We next describe NBC, starting with some notation. An instance x is described
by f feature values xi ∈ Di, for i = 1, 2, . . . , f , where Di is the domain of feature
i. Its class is denoted by c(x) ∈ C, where C is the set of classes. For simplicity,
we do not consider missing feature values. The results, however, can easily be
generalized to handle missing feature values.

Given is a non-empty set X of training instances and for each instance x ∈ X
its class cx = c(x). Let y be an instance to be classified. The approach in NBC
is that we express Pr(c(y) = j), for each j ∈ C, in terms of the training data.

Let x be a random variable on the domain U of instances. Using Bayes’ rule
and assuming conditional independence of feature values for a given class, we
can rephrase Pr(c(y) = j) as follows.

Pr(c(y) = j) = Pr(c(x) = j | x = y) (1)

=
Pr(c(x) = j) Pr(x = y | c(x) = j)

Pr(x = y)
(2)

=
Pr(c(x) = j)

∏f
i=1 Pr(xi = yi | c(x) = j)
Pr(x = y)

. (3)

As the denominator can alternatively be written as the sum over all j of the
numerator, it serves as a normalization constant. When comparing probabilities,
this constant can be omitted.

The factors Pr(c(x) = j) are called prior probabilities, Pr(xi = yi | c(x) = j)
conditional probabilities, and the expressions Pr(c(y) = j) are called the posterior
probabilities.

The general approach in NBC is that the prior and conditional probabili-
ties are estimated using the training data to obtain estimates of the posterior
probabilities. We define

N(j) = |{x ∈ X | cx = j}| and (4)

N(i, v, j) = |{x ∈ X | xi = v ∧ cx = j}| , (5)

where |S| denotes the cardinality of a set S. By assuming, without loss of gen-
erality, that N(j) > 0, we estimate the probabilities as
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Pr(c(x) = j) ≈ N(j)/|X | and (6)

Pr(xi = yi | c(x) = j) ≈ N(i, yi, j)
N(j)

. (7)

By substituting these estimates into (3) we obtain an estimate of the probability
that y belongs to class j in terms of the training data.

The NBC classification C(y) of y is defined as the value of j that maximizes
the estimate. Ties are broken arbitrarily. Formally, C(y) is defined as

C(y) = argmax
j∈C

N(j)
|X |

f∏
i=1

N(i, yi, j)
N(j)

. (8)

If C(y) �= c(y), then we speak of a classification error. The classification error
rate E, or error rate for short, is defined as

E = Pr(C(x) �= c(x)) , (9)

and is a measure for the performance of the classifier. The classification accuracy
is defined as 1 − E. The definition of error rate can be refined by considering
class-conditional error rates. Given a class j, we define

Ej = Pr(C(x) �= c(x) | c(x) = j) (10)

as the class-j error rate. The class-conditional classification accuracy is given by
1 − Ej .

3 Related Work

The performance of a classifier is usually expressed in terms of its classification
accuracy. Berikov [1] added to this its variance by considering the accuracy as a
random variable. A recent trend, identified by Kononenko [8], is to consider the
reliability of the classification of individual instances. In this respect, Kukar [9]
and Zaffalon [12] complement our work.

Kukar [9] proposes the use of transductive reliability estimation to obtain a
measure of the reliability of a classification. The method is applicable to any
classifier that outputs a posterior probability distribution on the set of classes.
The approach is to classify an instance using a set of training data and then
to classify it again a number of times, equal to the number of classes, each
time with the same training data, extended with the instance to be classified,
assuming that it belongs to the respective class. Using an appropriate distance
metric, the distances between the respective posterior probability distributions
are used to calculate a measure for the classifier’s instability or unreliability for
this classified instance. A threshold for determining whether a classification is
reliable or not is calculated, based on the training data.

Zaffalon [12] extends NBC by introducing credal sets, which are generaliza-
tions of probability distributions, and uses these sets to derive upper and lower
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bounds for the posterior probabilities. As such, this approach is comparable to
ours, be it that the author is implicit on how to obtain these credal sets, as
opposed to our explicit calculation of confidence intervals.

Ramoni & Sebastiani [11] consider the problem of missing data. Their ap-
proach is to compute bounds on the posterior probabilities by considering all
possible completions in the training set. They propose various methods to rank
the so-formed intervals and arrive at a trade-off between classification accuracy
and coverage. These methods can be used to further extend our work.

Our contribution in the context of NBC is to give an explicit expression for
the variance of each of the posterior probabilities for an individual instance and,
based on that, to distinguish between reliable and unreliable classifications. The
intuitive nature of the variance is an advantage over the more implicit meth-
ods described above. As such, it also provides an alternative to estimating the
variance of a classification by repeatedly estimating the posterior probabilities.

4 Estimating the Confidence Intervals

Assuming that the instances in X are generated randomly on U , N(j) is bi-
nomially distributed with parameters |X | and Pr(c(x) = j), and N(i, v, j) is
binomially distributed with parameters N(j) and Pr(xi = v | c(x) = j). Al-
though, of course, N(i, v, j) is also binomially distributed with parameters |X |
and Pr(xi = v ∧ c(x) = j), the former characterization makes the dependence
of N(i, v, j) on N(j) explicit. The estimate of a conditional probability is thus
the ratio of two dependent, random variables. The following theorem gives an
expression for the variance of this estimate. Its proof is omitted for brevity, but
will appear in a future publication.

Theorem 1. Let X be a binomially distributed random variable with parameters
(N, p) with N ≥ 1 and 0 < p < 1 and let, for each n ≥ 1, Yn be a binomially
distributed random variable with parameters (n, q) with 0 ≤ q ≤ 1. Let X̃ be the
random variable, defined by

Pr(X̃ = n) = Pr(X = n | X �= 0) , for n = 1, 2, . . . , N. (11)

Then the variance VAR(Z) of the random variable Z, defined as

Z =
YX̃

X̃
, (12)

is given by

VAR(Z) = q (1 − q)
(1 − p)N

1 − (1 − p)N
(HN (1 − p) − HN (1)) , (13)

with

HN (α) =
N∑

n=1

α−n

n
. (14)
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Kononenko [7] also analyzes the conditional probabilities, but then to investigate
the extent of dependency between two feature values. He uses the Chebyshev
inequality to bound the deviation of an estimate from the actual value from
above, using p = 1 and q = 0.5.

By setting N equal to |X |, p to Pr(c(x) = j), and q to Pr(xi = v | c(x) = j),
Z stands for N(i, v, j)/N(j). As we are estimating p and q with the training
data, we can also estimate VAR(Z) with this data.

Before aggregating the results obtained thus far, we note the following two
issues. First, in case some N(i, v, j) = 0, the associated variance is 0 as well. The
usual way to deal with zero counts is to apply a correction, known as the Laplace
correction [2]. When an experiment with k possible outcomes is performed n
times, the probability of a particular outcome, assuming that it occurs r times,
is estimated as (r + 1)/(n + k). This can intuitively be understood by assuming
that the experiment has been carried out an additional k times, whereby each
outcome has occurred exactly once. Hence, in case N(i, v, j) = 0, we set the
estimate of the conditional probability q to 1/(N(j)+ |Di|). In case |Di| is large,
the associated estimate of the standard deviation is relatively large with respect
to q. This turns out to have a detrimental effect on the results. To alleviate
this problem, we estimate the variance by the square of 1/(N(j) + |Di|) in case
N(i, v, j) = 0.

Secondly, the prior probabilities need not be estimated using the training
data, i.e., with N(j)/|X |. Instead, they can be based on other criteria [4, 5].
For the moment, we assume that they are set to predefined values, denoted
by pj . This approach will be explained further in Section 5. We thus replace the
definition of C(y) in (8) by

C(y) = argmax
j∈C

pj

f∏
i=1

N(i, yi, j)
N(j)

. (15)

If we assume independence among the f fractions in this equation, we can use
the following rule to estimate the variance of the jth term. Assume that we have
f independent random variables Zi and a constant p. It holds that

VAR

(
p

f∏
i=1

Zi

)
= p2

(
f∏

i=1

(
VAR(Zi) + E(Zi)2

)
−

f∏
i=1

E(Zi)2
)

. (16)

However, the assumption of independence does not hold in our case. Each of the
Zis contain a common denominator, i.e., the X̃ from Theorem 1. Nevertheless,
it can be shown that, if N and p are the parameters associated with X̃ and Np
is large, then (16) holds by approximation.

By combining (16) with (13) for each Zi, we obtain expressions for estimating
the variance of the estimates of each of the posterior probabilities in terms of the
training set and the parameters pj . Denoting these variance estimates by s2(y, j)
and using P (y, j) to denote the estimates of the posterior probabilities, we define
a confidence interval with parameter κ ≥ 0 around P (y, j) by the bounds

P (y, j) ± κ s(y, j) , (17)
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Fig. 1. An illustration of clipped confidence intervals around each of five posterior
probability estimates for y

Figure 1 gives an illustration of what the results for an instance y could look like
for a chosen value of κ. There are five classes called 1 to 5. The dots represent
the corresponding estimates for the posterior probabilities, normalized to add
up to 1, whereas the associated vertical lines indicate the correspondingly scaled
confidence intervals, clipped from below by 0. These confidence intervals can be
used to indicate to what extent a classification can be justified.

A straightforward way to define a κ-reliable classification strategy using these
intervals is the following. For conventional classification, we use (15) to obtain
C(y), but in case

P (y, C(y)) − κ s(y, C(y)) < max
j �=C(y)

P (y, j) + κ s(y, j) , (18)

the κ-reliable classification becomes ‘unable to classify’. Otherwise, the κ-reliable
classification equals the conventional classification. For the example in Figure 1,
the κ-reliable classifier is unable to classify the instance, as the confidence interval
of class 1 overlaps with that of class 3, which is the conventional classification.

The fraction of classifiable instances is called the coverage. This coverage
should be offset against the error rate of the classifiable instances.

Instead of defining a coverage, an alternative way to use the confidence in-
tervals is to explicitly compute a value for κ such that equality holds in (18). In
this way, each instance is classified, but an additional score gives a measure for
the confidence the recommender has in the classification. This approach will not
be pursued here.

5 Performance Evaluation

For evaluating the performance, we use the TV-viewing histories of ten users,
collected in the time frame 1999-2001. There are two classes, i.e., positive and
negative. The positive programs were obtained by explicit feedback from the
users, whereas the negative programs were chosen randomly. In case the negative
programs by far outnumber the positive ones, then this choice is reasonable.
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For each user, the number of programs in the viewing histories is at least 530,
approximately evenly distributed among positive and negatives.

For the evaluation, the viewing history of a user is repeatedly divided ran-
domly into a training set of a predefined size and a test set. After training the
classifier on the training set, the test set is used to assess its performance.

Each program is characterized by a set of 22 features. In advance of the
tests, a subset of the features is chosen for each user that yields approximately
the best performance in terms of error rate, using the conventional strategy. For
simplicity, the description of a program, which can be used to extract keywords,
is not considered.

As already mentioned in the previous section, the prior probabilities are set to
fixed values. Using N(j)/|X | as an estimate of the prior probability of class j can
lead to a skewed error rate, i.e., to the situation that the positive classification
error rate differs substantially from the negative classification error rate. As
Gärtner, Wu & Flach [5] already suggest, by changing the prior probabilities,
one can balance the positive and negative classification error rates. This approach
is essentially the same as suggested by Elkan [4], who uses a cost-based approach
towards classification.

For both the conventional and reliable classification strategies, we set the
prior probabilities such that the positive and negative classification error rates
are (approximately) the same on the training set. An advantage is that we do
not have to deal with the positive and negative error rates separately, but can
instead focus on the overall error rates. It should be mentioned, though, that this
symmetry may not be necessary or desirable in practice. This is because there
is a difference between a negative program showing up in a list of recommended
programs and a positive program not showing up in this list.

For each user, we vary the value of κ from 0 to 1 in increments of 0.1. Note
that a value of 0 corresponds to using the conventional classification strategy. For
each setting, we consider 50 as well as 400 training instances, chosen randomly
from the viewing history of the user considered. This is repeated 25 times for
averaging the error rates and coverages.

0.00

0.05

0.10

0.15

0 0.2 0.4 0.6 0.8 1
coverage

400 training instanceserror rate

0 0.2 0.4 0.6 0.8 1
coverage

50 training instances

Fig. 2. The error rate versus the coverage using 50 and 400 training instances
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Figure 2 illustrates the error rate versus the coverage using 50 and 400 train-
ing instances, respectively. Each line corresponds to one user and the marks
correspond to the different values of κ. As the value of κ increases, both the
classification error and the coverage generally decrease. The error rates shown
on the right vertical axes thus correspond to the conventional classification strat-
egy, where κ = 0.

The results clearly illustrate the trade-off between classification error and
coverage. Even with few training instances, the classification error can be reduced
significantly, albeit at a considerable loss of coverage. This loss diminishes as the
number of training instances increases. We note that choosing an appropriate
value for the coverage or the error rate is generally application as well as user
dependent.

When using a small value for κ, the reduction in the error rate while still
maintaining a high coverage implies that the unclassifiable instances are difficult
to classify correctly. In other words, the associated reliable classification strategy
can successfully separate the easy from the difficult instances and abstains from
classifying the difficult ones.

6 Concluding Remarks

We have extended the naive Bayesian classifier by incorporating the notion of
confidence. To each posterior probability a confidence interval is associated,
based on an analysis of the training data. Using these intervals, we have de-
fined a classification strategy that abstains from classification in case certain
confidence intervals overlap.

We have shown, by a performance evaluation in the context of TV-program
recommendation, that a trade-off exists between the coverage, i.e., the fraction
of classifiable instances, and the error rate on the classifiable instances. The
classification error can be significantly reduced at the cost of a lower coverage,
effectively resulting in separating the instances that are easy to classify from
those that are more difficult to classify.

Application of a confidence measure may alleviate the cold-start problem,
where only a limited viewing history is available. Towards the user, an explicit
indication of confidence in individual classifications may greatly enhance the
user’s appreciation for the recommender.

Dealing with zero counts warrants further research. The Laplace correction
does not lead to satisfactory results with respect to the variance of the estimates
of the conditional probabilities.

In applications where accuracy rather than coverage is of paramount impor-
tance, such as in medical diagnosis or face recognition, the technique proposed in
this paper may be successfully applied. This is considered a subject for further
research.

The statistical analysis of the conditional probabilities can be used in a
broader sense, such as comparing profiles to investigate whether the differences
are significant or not. Also this is considered a subject for further research.
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Abstract. Finding the right material on the Web could be a worthwhile result. 
Users waste too much time to discover the useful information. Recommender 
system can provide some shortcuts to the user, but if the recommendation is 
based on people’s opinion, one question remains  how relevant is a user's 
opinion? This paper presents a model to define the user’s relevance opinion in a 
recommender system. This metric aims to help the target user to decide in what 
recommendation he should focus his attention. Beyond the model, we present a 
real experiment using an e-government database. 

Keywords: User modeling, Authority, Recommender System. 

1   Introduction 

The Web is an excellent source of information, but it is becoming increasingly 
difficult to find relevant information. For this reason, considerable research has been 
done, which focuses on the information overload problem, and there are Internet 
search engines available to assist the user in his search. In order to retrieve 
information these systems require users to designate keywords to start a search. 
However, there are two main problems in this approach: the user may not know the 
right words to use in order to find the desired information and/or maybe the system 
will return a great deal of useless information [2]. 

Recommender systems (RS) are widely applied in e-commerce sites to assist 
customers in their purchasing decisions. Almost all RS do the same thing: they 
identify items to offer to the user based on some criteria and the user profile [5]. 
According to [4], items can be recommended based on the top sold items on a site, on 
the demographics of the consumer, and other users opinion. However, some important 
questions remain: How important is the opinion of this person? How much does this 

* This research has been funded in part by the Brazilian agency CAPES under grant 
BEX1357/03-4. 
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person know about the product? When we relate our concerns to academic life, the 
relevance of a user's opinion in this specific domain has a great importance. In this 
work we claim that a user who has more relevance of opinion in an area of knowledge 
can better evaluate an item.  

The main contribution of this paper is to provide a complete and generic model to 
define the user's relevance opinion (authority) based on attributes in a RS. The 
remainder of the paper is organized as follows: Section 2 presents a model to 
represent user’s opinion relevance. Section 3 presents an extended example of a real 
application of the model. Finally, in Section 4, we summarize our research, and 
discuss some directions for future work. 

2   A Model to Represent User’s Opinion Relevance 

To better explain our approach, we can think about people in a specific position in 
many different careers, for example, lawyers, musicians, professors, and so on. People 
in the highest position in a specific career usually have well considered opinions in 
the community. Another example is the research area. Consider a system can predict 
my interest in a paper based on other opinions, but if the others do not have so much 
experience or knowledge with the paper’s area, maybe their opinion could not be so 
relevant to me, even if they rated the things like me (like-minded). Maybe a 
recommendation based on users with more relevant opinion could be more 
interesting. In general, if I have knowledge about the recommenders opinions 
relevance I can better evaluate the recommendations. 

Aiming to represent the relevance of other users opinion to the target user in a RS 
we are proposing a model. In this model there is a metric  Recommender's Rank 
(RR)  it represents how much a user knows about a specific area of knowledge or 
item. The RR is a value in a specific predefined range of values, which can be 
parameterized in the model. The criteria to measure the importance of a recommender 
obviously are domain dependent. But we can conceive a general model based on 
relevant attributes, each one normalized and with a weight. 

These attributes must be selected according to the specific domain to represent a 
user. For example, in an academic domain some attributes to calculate the RR to a 
user can be: academic level, number of publications in journals, number of 
publications in conferences and the number of supervised students. These attributes 
may have different scale of values, so we use Equation (1) to normalize them. 

               (1)

Equation (1) performs a linear transformation on the original data. Suppose that 
minA and maxA are the minimum and maximum values of an attribute. Min-Max 
normalization maps a value a of A to an in the range [newminA, newmaxA]. 
According to [3], this normalization is essential in order to maintain a consistency of 
ranges among all the attributes. 
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                                               (2)

Equation (2) is used to calculate the RR, and represents the weighted mean for all 
the selected attributes, represented by a list of attributes (an1,an2,…,ann). This 
equation converts all the information into a unique quantitative value in a specific 
range. It represents a general user relevance of opinion.  

A large domain may be subdivided in some areas of interest and the user has 
different knowledge and experience in each one. For instance, if we consider artificial 
intelligence as the general area, some specific areas of interest may be neural 
networks, multi-agent systems, and genetic algorithms. Then, can be important to 
have a RR for each specific area, which will be calculated using Equation (2), but 
considering for instance only publications in the specific area. 

3   Extended Example 

Aiming to present a real application of the model we have used it in a project named 
W-RECMAS (a hybrid recommender system based on multi-agent system for 
academic paper recommendation) [1]. This project focuses on a RS for academics and 
we are using an e-government database to collect the attribute values. In this database, 
it is possible to find information about researchers, graduate students, teachers and 
professors.  

This database is part of the CV-Lattes system, and it was developed by CNPq (The 
National Council for Scientific and Technological Development), and used by the 
Ministry of Science and Technology (MCT) and other organizations in Brazil. The 
CV-Lattes database offers a number of important attributes called production metrics 
(quantitative data) from each researcher (e.g., number of publications in journals, 
number of publications in conferences) and a complete description of each 
publication, besides other relevant information as areas of interest, academic level, 
and so on.  

W-RECMAS is composed by some agents, two of them present a very important 
role in RR calculation  Crawler Agent and Analyst Agent. In this system the user 
needs to enroll and give some information to enable the system to create a profile. 
Once the system has the user's full name, a Crawler Agent will obtain more 
information about this user from the Internet, accessing the database CV-Lattes. The 
Crawler Agent retrieves information and an Analyst Agent parses the content and 
then calculates the RR based on the attribute values.  

The model to represent user’s opinion relevance can be applied to any scale of 
values. In this example of the model, the range for RR was a scale from [0-10], where 
0 is the lowest and 10 is the highest relevance opinion.  

3.1   Domain and Attributes 

The domain of our example is academics from computer science, and we do not have 
only one area of interest for all users, but many different areas of interest to each user. 
The selected attributes used to calculate the RR in order to represent the relevance of 
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a user's opinion to others in the example are extracted from CV-Lattes, parsed and 
analyzed. The Analyst Agent applied a text analyze, matching the extracted Academic 
Level with the predefined categories. All areas of interest and publications are 
extracted and the publications from each area were analyzed.  

Selected qualitative Researchers' attributes from CV- Lattes applied in RR 
calculation:  Academic Level/ AL (for each value of AL there is a specific weight: 
Undergraduate Student (1), Graduate (2), Specialist (3), Master Student (4), Master 
(5), Ph.D. Student (6), Ph.D. (9) and Postdoc (10)); Areas of Interest /AI (this is a list 
of all areas of interest cited by the researcher in his CV-Lattes.). 

All quantitative production metrics (Publications in magazines or journals/PMJ, Papers 
published in events / PPE, Books and chapters published / BCP, Supervised students / SS,
Examining committee / EC and Students advising / SA) are measure in units and should be 
normalized into a specific range. Equation (1) was applied in the normalization 
process, and the maximum value defined to each attribute was obtained using a 
sample of 50 curricula of computer science researchers from the CV-Lattes database. 
The minimum value defined to each attribute was zero. All these attributes have a 
different scale of values. 

When we have applied the Equation (2) to calculate the RR, the weights attributed 
to AL, and to each production metric were AL=2.0, PMJ=2.5, PPE=1.5, BCP=2.5, 
SE=1.0, EC=0.3 and SA=0.2.  

We should highlight some important information here; in our example there is a 
distinction in importance among international and national publications. This 
distinction comes from a predefined list proposed by Brazil's government. It presents 
a categorization about importance among magazines or journals, and conferences. In 
consequence of this list, we are working with different weights: 1) International 
publications in PMJ: there are categories A, B and C for publications, with the 
following weights A=3.0, B=2.0, C=1.0; 2) National publications: there are categories 
A, B and C, with the following weights for each category: A=2.0, B=1.5 and C=1.0. 
The same happens in other attributes as PPE. 

We have made other necessary distinction in some production metrics as 
supervised students (SS) and students advising (SA). In these attributes we have done 
a distinction between supervised undergraduate and graduate students. We defined 
this classification and respective weights: PhD student = 5.0, Master student = 3.0, 
Undergraduate student = 1.0. It is applicable to SS and SA production metrics. 

3.2   Applying the Model 

Table 1 shows the production metrics (attributes) and respective values extracted from 
the CV-Lattes of 5 researchers (users), however, the attribute values are not 
normalized (NN) in the first column behind each production metric. The second 
column behind each production metric shows the attributes normalized (N) after 
applying Equation (1).  

Finally, we have calculated the RRTotal, applying Equation (2) for all selected 
attributes and using the respective weights. Interpreting the final values, we can 
observe that U3’s opinion is the most relevant opinion for the recommender system. 
In our example, we present the calculation of RRTotal by user, but the same calculation 
can be done to each user’s area of interest. More information about the model to 
represent user’s opinion relevance can be found in [1]. 
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Table 1. Attribute values not normalized (NN)/normalized (N) 

User     AL      PMJ        PPE     BCP     SS     EC      SA      RRTotal

   NN       N        NN       N    NN      N    NN       N    NN        N    NN       N

U1 9 11 3.1 11 0.6 1 0.8 19 5.3 17 8.1 3 2 5.1

U2 9 21 6 32 2.1 8 6.7 22 6.1 21 10 10 6.7 8.9

U3 9 34 9.7 65 4.6 5 4.2 36 10 19 9 8 5.3 9.2

U4 0 13 3.7 34 2.3 8 6.7 25 6.9 0 0 0 0 5.9

U5 6 24 6.9 4 0.1 0 0 16 4.4 0 0 0 0 5.2

4   Conclusions and Future Work 

This paper presents a complete model to represent the user's relevance opinion to a 
recommender system. The main idea in this work is to create conditions for people to 
easily receive recommendation of relevant material, based on the relevance of opinion 
of users who have participated in the formulation of the recommendation.  

The experimental results suggest that the model is flexible and can be easily 
instanced for different domains, once the attributes and their weights can be changed. 

The real benefit from the model is that, it can present how relevant the 
recommenders opinions are, and, doing so, we believe we can provide more 
information to stimulate the users “consumption”. 

Currently, the W-RECMAS started being applied in a controlled experiment by 
students and professors. The aim of this experiment is evaluate the users satisfaction 
with the recommendations based on user’s relevance opinion. 
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Abstract. Abundance of user contributions does not necessarily indicate 
sustainability of an online community. On the contrary, excessive contributions 
in the systems may result in “information overload” and user withdrawal. We 
propose an adaptive rewards mechanism aiming to restrict the quantity of the 
contributions, elicit contributions with higher quality and simultaneously inhibit 
inferior ones. The mechanism adapts to the users preferences with respect to 
types of contributions and to the current needs of the community depending on 
the time and the number of existing contributions. 

1   Introduction 

The proliferation of online communities (OCs) may lead designers and researchers to 
the conclusion that the development of custom-made communities for particular 
purpose is straightforward. Unfortunately, this is not the case. Although software 
providing basic community infrastructure is readily available, it is not enough to 
ensure that the community will “take off” and become self-sustainable. A critical 
mass of user participation is necessary. Besides, the quality of the resources shared by 
users is crucial to the sustainability of the community. 

Developed at the MADMUC lab at University of Saskatchewan, Comtella is a 
small-scale OC for sharing academic papers and class-related web-articles among 
students. The initial problem encountered was the scarcity of the user participation 
and contributions since most users tended to free-ride instead of sharing new 
resources. To address the problem, we introduced a set of hierarchical memberships 
into the system to stimulate users to contribute [2, 3]. While the strategy was effective 
in increasing participation in terms of quantity of contributions, it led to a 
deteriorating quality of contributions, catalyzed “information overload” [7] in the 
system, and resulted in disappointment and withdrawal of some users. 

Therefore, to make OCs more self-sustaining and long-lasting, a new mechanism is 
needed to measure and monitor the quality of user contributions, elicit the ones of 
high quality and restrict the overall number of contributions. 

2   Related Works 

It is not easy to measure the value of contribution impartially and accurately since 
quality measures are usually subjective. Centralized moderation is feasible only for 
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small and narrowly focused communities, where members have very similar 
evaluation criteria. Therefore, decentralized mechanisms for quality measurement are 
necessary. There are two kinds of such mechanisms – implicit and explicit – 
depending on how evaluation is elicited from users. An example of implicit social 
quality evaluation mechanism is the impact factor which counts how many times a 
paper has been cited by other researchers. In a similar way, one can measure the 
quality of a posting in an OC by counting the times it was viewed (clicked). However, 
this method is based on the assumption that people who view a resource hold a 
positive attitude to its quality, which is not always the case. 

Another way of evaluating the quality of resources or comments is through explicit 
user ratings, as in the peer-reviewing process in academia or in OCs like Slashdot. 
Since the final ratings of resources are computed based on ratings from many users, 
they are more unbiased. However, a study of the Slashdot rating mechanism showed 
that some deserving comments may receive insufficient attention and end up with an 
unfair score, especially those that were contributed late in the discussion [5]. 
Therefore the timeliness of making a contribution is important and a motivational 
mechanism should encourage early contributions. The Slashdot study showed also 
that comments starting their life at a low initial rating have a lower chance to be 
viewed and rated and are therefore more likely to end up with unfair score. In 
Slashdot, the initial rating depends on the “karma” of the user who made the 
comment. The user’s “karma” is a measure of reputation computed from the quality 
of the user’s previous contributions. In this way, good comments made by new users 
or the users who haven’t contributed highly rated comments so far tend not to receive 
a deserving attention and to collect sufficient ratings to raise the “karma” level of 
their contributor. This causes a feedback loop resulting in the Matthew effect [6]. 

An important problem in systems that rely on ratings is ensuring that there are 
enough ratings. The evaluation of an approach to motivate users to rate movies in 
MovieLens through sending them email-invitations showed that users seemed to be 
influenced more by personalized messages emphasizing the uniqueness of their 
contributions and by those that state a clear goal (e.g. number of movies the user 
should rate) [1]. It is interesting that personalization seems important and that setting 
specific goals are more persuasive than general appeals. However, this approach is 
questionable as a long-term solution since the effect of receiving email invitations 
will likely wear off. 

3   Rewarding Users for Rating Papers 

The Comtella rating mechanism is inspired from the Slashdot moderation system. In 
order to have a broader source of ratings, all the users can rate others’ contributions 
by awarding them points (either +1 or -1). However, the users with higher 
membership levels receive more points to give out, which means they are more 
influential in the community. To ensure that contributions have equal chance initially 
to be read and rated, the initial rating for every new contribution is zero regardless of 
its providers’ membership level or the quality of her previous contributions. In the 
end, the final rating for the contribution is the sum of all the ratings it has obtained. 
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The summative rating for each contribution is displayed in the list of search results, 
which can be sorted by the user and viewed as a “top 10” list of articles for any topic. 

According to the reciprocation theory from social psychology [4], it is logical to 
motivate users to rate papers by rewarding them for this kind of actions. As an 
incentive for users to rate contributions, a virtual currency is introduced, called “c-
points”. A certain number of c-points are awarded to a user for rating papers, 
depending on her reputation of giving high-quality ratings. The earned c-points can be 
used to increase the initial visibility of the users’ postings in the search result list. 
Most users desire that their new contributions appear in salient positions, e.g. in the 
first place or among the top 10, because in those positions they will have a better 
chance to be read and rated. The Comtella search facility displays all the contributions 
matching a query in a sorted list according to the number of c-point allocated by the 
contributor (Fig 1). Unlike the mechanism in Slashdot, it allows the user flexibility to 
invest c-point in a particular posting. Rating papers leads to immediate reward, which 
we believe will be a powerful incentive for the users.  

Fig. 1. A segment of a search result list 

4   Community Model, Individual Model and Adaptive Rewards 

In our previous motivation mechanism [3], the comprehensive evaluation of a user’s 
participation was based on the times of the user engaged in cooperative activities (e.g. 
sharing, rating, etc.) and the weights introduced to denote the importance of each kind 
of the activities. The users were classified into several levels of membership 
depending on the evaluation of their participation. The adaptive reward mechanism is 
introduced as an extension of our pervious work. The basic idea is to substitute the 
constant weights for the cooperative activities with varying weights adaptable to the 
users’ individual status and the current needs of the community. 

Fig.2 presents an overview of the mechanism. Community model is used to 
describe the current phase of the whole community. It includes the expected sum of 
user contributions for current topic (Qc) and the community reward factor (Fc). For 
each week, a new discussion topic is introduced and Qc is set by a community 
administrator for the new topic depending on the feature of the topic, users’ spare 
time and energy, etc. Fc reflects the extent to which new contributions are useful for 
the whole community. It has its maximum value when a new topic discussion begins 
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and decreases gradually with the time. After the middle of the discussion period, it 
decreases faster (Fig.3). 

Each user has an individual model that contains the average quality of his/her 
previous contributions and ratings (CI and RI) and the data describing him/her current 
status. The expected number of contributions of each user (QI) is a fraction of Qc. The 
users with higher CI will get a larger QI. The individual reward factor (FI) defines the 
extent to which the user’s contributions are being rewarded. FI has its maximum value 
as long as the number of the user’s contributions is less than or equal to his/her QI.
When the number exceeds the expectation, FI drops to its one fourth suddenly and 
keeps decreasing with the increment of the users’ contributions (Fig.4). 

Fig. 2. An overview of adaptive motivational mechanism 

                          

Fig. 3. The change of the community                  Fig. 4. The change of the individual 
reward factor (Fc)               reward factor (FI )

The adaptive weight for sharing resources (WS) inherits the features of both reward 
factors, Fc and FI. In this way, the user who shares many papers but does not pay 
enough regard to their quality gets a low CI and a small QI and therefore, little reward 
for his/her subsequent contributions. Thus the personalized message to the user would 
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be to contribute less in next period but improve the quality. On the other hand, if the 
user tends to share good resources in a small number, she obtains a high CI and a 
large QI. Therefore, potentially she is able to earn more rewards by sharing resources. 
Therefore WS is able to restrict the quantity of user contributions, inhibit low-quality 
ones, and stimulate users to share resources early in the discussion period, which fully 
exposes them to the quality control rating system. 

The adaptive weight for giving ratings is proportional to the users’ average quality 
of previous ratings (RI). The users who have gained a good reputation in making 
ratings get higher weight for their subsequent ratings, which stimulates them to rate 
more papers. However, those with poor RI will not get much reward for rating 
contributions. They have to improve the quality of their ratings to win their reputation 
back and this would be the suggestion of the personalized message. 

5   Conclusions 

While designing incentives into the software to ensure sustainable OCs has been 
recognized as one of the most challenging and important problems facing researchers 
in this area, to our best knowledge there are only few works directly addressing the 
problem. We propose a dynamic, adaptive mechanism for rewarding contributions in 
an OC which takes into account the current needs of the community (e.g. more new 
papers, versus more ratings, depending on the time since the topic is introduced and 
the current level of contributions) and the user’s personal style of contributing (e.g. 
less but higher-quality contributions versus fewer but more mediocre ones). The 
hypothesis is that such a mechanism will stimulate users to contribute when and what 
is most useful for the community at the moment, thus achieving a level of activity that 
makes the community sustainable and avoids the “information overload” in OCs. Our 
study to test the effectiveness of the proposed mechanism is currently underway in a 
fourth year undergraduate class with 32 students. 
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Abstract. This paper proposes a novel method for assessing the performance of
any Web recommendation function (i.e., user model), M , used in a Web recom-
mender sytem, based on an off-line computation using labeled session data. Each
labeled session consists of a sequence of Web pages followed by a page p(IC)

that contains information the user claims is relevant. We then apply M to pro-
duce a corresponding suggested page p(S). In general, we say that M is good if
p(S) has content “similar” to the associated p(IC), based on the the same session.
This paper defines a number of functions for estimating this p(S) to p(IC) similar-
ity that can be used to evaluate any new models off-line, and provides empirical
data to demonstrate that evaluations based on these similarity functions match
our intuitions.

1 Introduction

While the World Wide Web contains a vast quantity of information, it is often time
consuming and sometimes difficult for a Web user to locate the information she1 finds
relevant. This motivates the large body of research on ways to assist the user in finding
relevant pages. There are, however, many Web user models that can generate recom-
mendations, but how to evaluate their performance is a critical task. It is often costly, in
terms of both time and finances, to evaluate such systems in user studies.

In this paper, we propose a novel method to evaluate the performance of these rec-
ommendation functions by an off-line computation. Our evaluation uses the data that we
collected in a previous user study (Section 2). From this data, we developed several sim-
ilarity functions that estimate the subject’s evaluation of the suggested page. Our cross-
validated empirical results verify that these similarity functions are good models of the
user’s judgment. Therefore, they can then be used to evaluate any new user models.

Section 1.1 discusses related work. Section 2 describes the “LILAC” user study that
we conducted previously to acquire labeled session data. Section 3 outlines our ideas
for how to identify these similarity functions, using this collected data.

1.1 Related Work

There is a great deal of research on generating recommendations for Web users. Some
of these systems recommend pages either within a specified Web site [1], or based on

1 We will use the female pronoun (“she”, “her”) when referring to users of either gender.
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some specific hand-selected words [2]; while others seek useful pages from anywhere
on the Web [9]. This paper introduces an off-line technique to evaluate such models.
Below we summarize several alternative approaches, and discusses how they relate to
our work.

Kobsa and Fink [3] simulate the workload to test the performance and scalability of
the user model servers. In our research, we run the off-line evaluation by simulating the
users’ assessment, and focus on evaluating the relevance of recommended pages.

Weibelzahl and Weber [7] propose two methods to evaluate the accuracy of any
predictive user model. However, their approach can only be applied to straightforward
user models, which means it cannot be applied to the complex user models produced by
machine learning algorithms. By contrast, our method can evaluate any user models.

Ortigosa and Carro [5, 6] describe how they infer evaluation by using some heuris-
tics in an adaptive-course system. In our case, the evaluating functions have been veri-
fied by data from our user study, which indicate that they are consistent with the users’
judgement.

2 User Study — LILAC

We developed a system, WebIC (Figure 1) that observes the user as she browses the
Web, and in particular, records 35 different “browsing properties” of the words that
appeared on these visited pages (e.g., for each word w, did the user tend to follow links
anchored with w, or did the user “back out of” pages whose title included w, etc. [8]).
WebIC then applies a trained classifer to these browsing properties, to identify which
of these encountered words is “relevant” to the user’s current information need; it then
attempts to find pages that address these needs.

The challenge in the WebIC [8] research is finding a good classifer, for mapping the
browsing properties of a word to a relevance score. To address this problem, we con-
sidered several models: the “Followed Hyperlink Word” (FHW) model as a baseline,
and three “IC-models” trained from data, ICWord, ICQuery, and ICRelevant. Specif-
ically, ICWord tries to identify the words will appear in the relevant page; ICQuery
tries to identify the words that allow a search engine to locate the relevant page; and
ICRelevant tries to predict the words explicitly selected by the user as being relevant.

We conducted a five-week user study, “LILAC” (Learn from the Internet: Log, An-
notation, Content), both to learn the parameters for these IC-models, and also to evalu-

Fig. 1. WebIC — An Effective Complete-Web Recommender System
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Fig. 2. Overall Results of the LILAC Study

ate their performance. During the study, each of the 100+ participants was required to
install WebIC on their own computer and then browse their own choice of web pages.2

During her browsing, the user may push the “Suggest” button to ask WebIC to rec-
ommend a page, p(S). At other times, she may find a page p(IC) that satisfies her cur-
rent information need. As part of this study, whenever she encounters such a page, she is
asked to click the “MarkIC” button in the WebIC browser to indicate that this an “Infor-
mation Content page” (i.e., “ICpage”). WebIC would then suggest an alternative page
p(S) as chosen by one of the IC-models. In either case, whenever WebIC recommends
a page, the user is then asked to characterize how well this suggested page satisfied her
current information need: “Fully answered my question”, “Somewhat relevant, but does
not answer my question fully”, “Interesting, but not so relevant”, “Remotely related, but
still in left field”, or “Irrelevant, not related at all”. Figure 2 shows the overall results
of these evaluation responses; each bar show the relative percentage of one evaluation
response for one model.

We ran the Wilcoxon test on each possible pair of models, which confirmed that each
of our trained IC-models performed better than the baseline FHW model. These results
confirm our basic assumption that we are able to provide useful recommendations by
integrating the user’s browsing behaviors into the prediction.

3 Off-line Evaluation

An effective “similarity function” s( p1, p2 ), over a pair of Web pages, should return a
large value iff p1 and p2 are similar in content. By definition the p(IC) found by the user
satisfied her information need, as did any p(S) that was evaluated as “Fully”. Therefore,
we would expect s( p(IC), p(S) ) to return a large value iff p(S) was evaluated as a
“Fully” page, and otherwise to return a small value.

The challenge is learning such a similarity function from the MarkIC data. Here,
we only consider the two extreme kinds of suggested pages: “Fully” (S+) and

2 We requested they use only English language pages. We also provides ways to turn off the data
capture part of WebIC when dealing with private information — e.g., email or banking.
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“Irrelevant” (S−). We basically want a function s( ·, · ) that has a significant differ-

ence between the values of s( p
(IC)
i , p

(S+)
i ) and s( p

(IC)
i , p

(S−)
i ). Below we propose

three different similarity functions, which use WIC and WS to denote respectively the
bags of words in p(IC) and p(S), after removing stop words and stemming.

ITM: Information Theoretic Measure[4] sITM (p(IC), p(S)) = |WIC∩WS |
|WIC∪WS |

Recall: ICWord Recall sRec(p(IC), p(S)) = |WIC∩WS |
|WIC |

avRankTFIDF: Mean of Ranks of the Common Words’ TFIDF (ranks all the words
in an ICpage based on TFIDF weights, from the highest to the lowest, and returns
the mean of ranks of the words in WIC ∩ WS)

sRank(p(IC), p(S)) =

∑
w∈WIC∩WS

TFIDFRank(w∈WIC)

|WIC∩WS |

For each s we compute similarity scores using the collected sample sessions, and
then perform the Mann-Whitney test to determine whether there is a significant differ-
ence between the “Fully” and “Irrelevant” cases. The results (Table 1) shows that the
each of the similarity functions can detect a significant difference. For avRankTFIDF,
the smaller the rank, the higher the similarity between pages.

Table 1. Mann-Whitney Test on Different Similarity Functions

Hypothesis Confidence Intervals p
ITM Fully>Irrelevant >0.027 <0.0001

Recall Fully>Irrelevant >0.045 <0.0001
avRankTFIDF Fully<Irrelevant <-4.554 0.0055

3.1 Validating Similarity Functions on LILAC Data

Next, we analyzed these functions on the LILAC data without using any evaluation
labels, to determine whether the results are consistent with our previous conclusions
(Section 2), based on evaluation labels directly.

For around one-quarter of the MarkIC sessions, WebIC selected the baseline FHW
model. The similarity between the user’s ICpage p(IC) and this proposed p(SF HW ) page
can be computed using each of these similarity functions s ∈ {sITM , sRec, sRank}.
We then identify three new recommended pages off-line, one using each of the IC-
models (i.e., ICWord, ICRelevant, and ICQuery). We can compute the overall similarity
s( p(IC), p(Sχ) ) where χ ∈ {ICW, ICR, ICQ}. Similarly, for each MarkIC session
using any of the IC-models, we can also run the FHW model on the same session to
produce a new recommended page p(SF HW ), and then compute s( p(IC), p(SF HW ) ).

To verify that the off-line evaluation can acheive the same conclusions as obtained
previously (i.e., each IC-Model is better than FHW), we use the Wilcoxon test on the
correlated samples, and view a p-value less than 0.05 as supporting each claim. Table 2
shows the p values of each hypothesis given a similarity function. This data indicates
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Table 2. Wilcoxon Test on LILAC MarkIC Session Data using different similarity functions

Hypothesis → FHW<ICWord FHW<ICRelevant FHW<ICQuery
ITM <0.0001 0.0002 <0.0001

Recall 0.087 0.0213 0.003
avRankTFIDF 0.0057 <0.0001 <0.0001

that both the ITM and Rank (avRankTFIDF) functions can detect a significant differ-
ence between FHW and any of IC-Models, which is consistent with the overall results
that were based on evaluations directly from LILAC.

4 Conclusion

We propose a novel method to assess the performance of Web user models off-line,
which can infer the evaluation by an off-line computation. In particular, we can take
advantage of the previously annotated Web logs in the LILAC study to evaluate any
new user models. We have developed several similarity functions to approximate the
subject’s evaluation of the suggested page. By applying the similarity functions to the
LILAC data, we find that the results based on these similarity functions are consistent
with the evaluations made by the subjects directly in LILAC.
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9. Zhu, T., Greiner, R., Häubl, G.: An effective complete-web recommender system. WWW’03



Evaluating the Intrusion Cost of Recommending
in Recommender Systems

Felix Hernandez-del-Olmo, Elena Gaudioso, and Jesus G. Boticario

Dpto. de Inteligencia Artificial, Universidad Nacional de Educacion a Distancia,
C/ Juan del Rosal 16, 28040 Madrid, Spain

{felixh, elena, jgb}@dia.uned.es

Abstract. Recommender systems suggest items, guiding the user in a personal-
ized way in a large space of possible options. To accomplish this task, they should
try to bother users as less as possible, but each recommendation occupies expen-
sive room in the always small user interface. Unfortunately, current evaluation
of recommender systems do not have into account this cost. This work presents
some new measures that have into account this intrusion cost while recommend-
ing. Some experiments are performed to compare our approach with traditional
ones.

1 Introduction

Adaptive recommender systems produce individualized recommendations of items [1].
In fact, the usual way to see this problem is that given a large set of items, a recom-
mender must present a personalized set of recommended items to the user.

However, we could reformulate the problem as follows: given a large set of items,
a recommender must choose which of them must not be recommended. In fact, every
single recommendation presented to the user means a cost for her, because the recom-
mendation must be read, or at least it occupies space that could be occupied by other
information, perhaps more interesting.

Unfortunately, current measures for evaluating recommenders do not have into ac-
count the intrusion cost of recommending. In this paper we show some new measures
which try to overcome this problem. Lets start recalling traditional evaluation of rec-
ommender systems.

From now on, in order to clarify the discussion which follows and without lost of
generality, we will consider alongside this paper that recommendations are composed
by a single recommended item. In that way, we will be able to focus on the intrusion
provoked by each recommendation without distracting with the (also hard) problem of
its size.

To compare the performance of recommender algorithms, usual measures have into
account the number of single recommendations that became useful or useless. Formally,
they use the so called confusion matrix depicted in table 1. Respectively, we define
N = a + b + c + d as the total number of recommendation possibilities to be offered in
a whole session.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 342–346, 2005.
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Table 1. Confusion matrix of two classes when considering all recommended items of all recom-
mendations. Diagonal numbers a and d count the correct predictions: recommend the item when
it is to be followed (useful), do not recommend the item when it is to be not followed (useless).
The rest of the numbers b and c count the incorrect predictions

useful (u) useless (¬u)
recommend (r) a b

no recommend (¬r) c d

Now, focusing on the evaluation measures, information retrieval is likely the parent
of recommender systems field. Therefore, it is not strange evaluating recommenders by
measures that come from that field. Most usual of them are:

Precision =
a

a + b
; Recall =

a

a + c
; F1 =

2 × Precision × Recall

Precision + Recall
(1)

Examples of recommenders evaluated by those measures appear in [2].
Due to having more and more recommenders in which part of their user models are

built by machine learning approaches, some measures from that field have appeared:

Accuracy =
a + d

N
; MAE(Mean Absolute Error) =

b + c

N
(2)

An example of recommenders evaluated by Accuracy is Syskill&Webert [3]. Recom-
menders evaluated by MAE are usually collaborative filtering approaches [4].

A big problem of the above traditional measures is that they do not account for the
fact that the cost of bad recommendations (not followed) should be considered greater
than not recommending at all. We will discuss it later (see section 3), now lets start
introducing in the next section some new measures that consider good recommendations
much better than not recommending, but also consider a bad recommendation a little
worse than not recommending at all.

2 Measures to Account for Both the Efficiency and the Obtrusive
Cost of Recommendations

In the last section we went over the current measures to evaluate recommenders. How-
ever, we claimed that none of those measures had into account the effort users made
(intrusion) by interacting with a previous untrained recommender. We treat this prob-
lem throughout this section.

To this end, lets first start defining three quantities: r+, r−, and r0. The first quantity
(r+) accounts for the positive fact that a previously recommended item is followed. The
second quantity (r−) accounts for the bothersome that each not followed recommended
item has provoked. The third quantity (r0) accounts for the cost of not recommending.
Reader must notice that a trivial property these three quantities must pose is the next:
r+ ≥ r0 ≥ r−. In fact, the recommender system have to try recommending in order to
get the optimum r+. However, in the process, the recommender must notice that each
bad recommendation is always a little worse (r−) than not recommending at all (r0).
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Now, formally, we define the next measure:

Definition 1.

RG(Recommendation Gain) = r+ × a + r− × b + r0 × (c + d) (3)

Unfortunately, recommendation gain or RG has the problem that only recommenders
which have tried to offer the same number of recommendations (same N, see previous
section) can be compared. So as to avoid the last problem, we introduce the next:

Definition 2.

ARG(Averaged RG) =
r+ × a + r− × b + r0 × (c + d)

N
(4)

Now, in order to get a closer definition, we have assigned the next three values to the
last three quantities: (r+, r0, r−) = (10, 0,−1). We have chosen those values because
we believe they are near the general objectives of most recommenders. In fact, intu-
itively we can see that not recommending is the same as doing nothing and, because of
that, it has no cost (= zero cost). However, acting has a cost: it means either a little worst
than doing nothing (-1), if a bad recommendation is offered; or an order of magnitude
better (10) than recommending bad, when a good recommendation is offered. Another
way to see previous values is as follows: if we keep ARG > 0, it means we can stand
a recommender that offers (on average) as much as ten bad single recommendations
before offering a good single recommendation, otherwise ARG ≤ 0: it would be better
turn off the recommender.

Finally, if we go on considering r0 = 0 as above, ARG range goes from r− to r+.
But, we could prefer a measure whose range were mostly independent on those quanti-
ties and varied mostly from 0 to 1. Therefore, we define what follows:

Definition 3.

NARG(Normalized ARG) =
r+ × a + r− × b

N × r+
(5)

Now, lets show how this measure works in a real application. The experiment will
show further on that a good performance in traditional measures does not assure good
performance in NARG, sometimes they even possess really conflicting properties.

Leaded by the objectives of the experiment, our recommender is only focused on
recommending the best next content item to be visited in a web learning environment.
There, only one item can be suggested per visited content item.

The machine learning algorithms used for testing the approach are three well known
and used in the field of user modeling and machine learning: Naive Bayes, Nearest
Neighbor, and C4.5. Also, we consider two extreme recommenders: “never recom-
mend” and “always recommend”. In figure 1, we show graphs which describe Accuracy,
F1, and NARG in every moment (visit) of the experiment. It must be noticed, on the
first hand, that the most accurate recommenders are at the same time the less efficients
in F1 and NARG. This fact will be discussed in the next section. On the other hand, it
must be noticed the instability of F1 along the whole experiment. It can be better appre-
ciated in the last graph where each mean derivate per measure is shown. However, the
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Fig. 1. Left top graph represents Accuracy, right top graph represents F1, and left bottom graph
represents NARG. The last (right bottom graph) represents the average of the derivates of the last
curves, a different average per measure

opposite happens in NARG or Accuracy measures, which after the visit 1000 are kept
almost constant for most curves (derivate near 0). Lets conclude and discuss all these
results in the next section.

3 Discussion

In this paper, we have introduced some new quantities: RG, ARG and NARG, which
have into account the intrusion provoked by the recommender’s interactions. Moreover,
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when we evaluate a system by those measures, (while r0 = 0) we are able to say when a
recommender is efficient enough. In fact, a recommender is intrusively efficient enough
only if, at least, it achieves RG, ARG or NARG quantities greater than zero. Otherwise,
we can say that it would be better not having the recommender system turned on. In
addition, comparing with traditional measures, NARG presents some more advantages.

Firstly, opposite to the most used traditional measures Accuracy and F1, NARG con-
siders the asymmetry of the quantities b and c of table 1. In fact, as mentioned alongside
this paper, NARG considers a little better reducing the quantity of bad recommendations
(b), than reducing the quantity of good recommendations not offered (c).

Secondly, opposite to Precision, Recall and F1, NARG and Accuracy have into
account the quantity d of table 1. Looking at figure 1, it must be noticed that Accuracy
and NARG are more stable measures than F1 when considering the curves of the five
recommenders along the whole session. In fact, F1 behavior may be considered chaotic
with rapid changes. We claim that this behavior is due to the fact that d quantity is
not present into F1, and every minimum change in a, b, or c provokes a noticeable
convulsion into its curves, and thus that high derivate on average.

Thirdly, even considering the d quantity, Accuracy still has a problem: in addition
to b and c asymmetry, it does not have into account a and d asymmetry either. In fact,
having a large d will keep accuracy high as when having a large a. We claim that NARG
measure has into account also this fact, as can be seen in the graphs.

Finally, reader must notice that obtaining c and d quantities separately instead of
their sum (c + d) is hardly possible most of the times. Moreover, we claim it is hardly
possible in real working systems. This is due to the fact that once a recommendation is
not offered, it is not possible to guess if it would have or would have not been followed
by the user.
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Abstract. In this paper we present an extension of a previously developed 
generic student model based on Bayesian Networks. A new layer has been 
added to the model to include prerequisite relationships. The need of this new 
layer is motivated from different points of view: in practice, this kind of 
relationships are very common in any educational setting, but also their use 
allows for improving efficiency of both adaptation mechanisms and the 
inference process. The new prerequisite layer has been evaluated using two 
different experiments: the first experiment uses a small toy example to show 
how the BN can emulate human reasoning in this context, while the second 
experiment with simulated students suggests that prerequisite relationships can 
improve the efficiency of the diagnosis process by allowing increased accuracy 
or reductions in the test length. 

1   Introduction 

In last years, much interest has been devoted to the development and use of user 
models based on Bayesian Networks (BNs). Successful examples can easily be found 
in research literature: in student modeling [4,7,9], for inferring user goals and needs 
[8], etc. All this research has shown that this probabilistic framework offers a 
theoretically sound methodology for accurate diagnosis in such contexts. 

The main goal of our previous work on this field was the development of a generic 
Bayesian student knowledge model that a) could be used for any domain and b) 
included proposals to simplify the knowledge engineering effort required (parameters 
of the Bayesian network). First results in this field were described in [10]: an 
integrated approach for Bayesian student modeling. Later on, in this model was 
evaluated and proposed as the basis of computer adaptive testing based in Bayesian 
networks [11]. To this end, several adaptive criteria for item selection were defined 
and tested using simulated students. In this way, the integration of a probabilistic user 
model with adaptive item selection criteria was used to improve the accuracy and 
efficiency of the diagnosis process. 

In parallel to this work, our research group was also working in the MEDEA 
project. MEDEA is a component-based architecture that allows the integration of 
different learning systems to be used intelligently for instruction. To achieve this task, 
MEDEA provides a built-in student model and an instructional planner. Learning 
components are integrated as web services following high-level pre-established 
protocols. Courses developed with MEDEA guide students in their learning process, 
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but allow them free navigation to better suit their learning needs. So it was natural to 
integrate our probabilistic generic student model into the MEDEA architecture. 

However, there were several problems for this integration, being the most 
important that prerequisite relationship had been excluded from our theoretical model. 
In the next section, we will briefly present MEDEA’s student model with special 
emphasis in the knowledge model. A short explanation of the reasons why this kind of 
relations were not considered in the first place will be provided, together with a 
discussion of why these relationships need to be included in the new model and how 
this can be achieved. The third section presents some preliminary evaluation results of 
the new prerequisite layer: a first qualitative experiment uses a small toy example to 
show how the BN prerequisite model can emulate human reasoning in this context, 
while a second experiment with simulated students is used to evaluate how the 
efficiency of the diagnosis process can be improved in accuracy and/or reductions of 
test lengths by using the new prerequisite layer. The paper concludes with some 
conclusions and future lines of research.  

2   Building a Generic Student Model for MEDEA 

As described in [2], MEDEA’s student model is divided in two main sub-models: the 
attitude model and the knowledge model. The attitude model contains information 
such as preferred learning styles, motivation, learning goals, preferences and technical 
experience. This information used by the instructional planner to adjust some 
educational settings (for example, for students with low motivation, the way of 
teaching should be more interactive). But the focus of this paper is the knowledge 
model. As aforementioned, one of the main problems for the integration of our 
student model [9] into MEDEA was that it did not include prerequisite relationships. 
But the need for prerequisite relations was evident in the very first effort to validate 
the MEDEA architecture: the development of a web-based course for Logic. When 
the teacher on Logic built the domain model, he used aggregation (is_a, is_part_of) 
and prerequisite relationships, which he represented in separate graphs for better 
legibility. Fig 1. shows parts of such graphs: 

                  Aggregation relationships for Logic                           Prerequisite relationships for Logic

Fig. 1. Parts of the graphs for aggregation and prerequisite relationships for the Logic course 

Aggregation and prerequisite relationships are very commonly used in educational 
settings (real or virtual). Fig. 2 shows an example of a domain model of a course 
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divided in topics, subtopics and atomic concepts (modeled by a BN). Nodes in this 
network represent Knowledge items (KIs), while links are represented by light arrows 
for aggregation relationships, and bold arrows for prerequisite relationships. 

A

T1 T2 Tn

S11 S21

C1 C2

Subject 

Topics 

Subtopics 

Concepts C3

S22

Fig. 2. Graph for relationships between the Kis 

One of the main reasons for disregarding prerequisite relationships when building 
our integrated knowledge student model was that, if they are introduced in the model 
together with the aggregation relationships, the meaning of the relations between 
nodes becomes somehow unclear and the specification of the parameters gets more 
difficult. For example, in the above network, for node T2 the parameters needed are 
the conditional probabilities P(T2/T1,S21,S22). But the fact of different types of 
relationships are mixed in the conditioning distribution makes this probability 
difficult to estimate, and even in some cases it seems that the meaning of such events 
is unclear (for example, we would need to provide the probability of knowing a topic 
T2 given that its parts S21 and S22 are known but its prerequisite T1 is unknown).

But obviously, prerequisite relationships are useful when modelling a domain: not 
only they serve as guide for important instructional actions (adequate curriculum 
sequencing, selection of the instructional focus, generation of tailored exercises, etc.) 
but also they provide useful information about the student’s knowledge state. 

So once the need for including such relations in the model was disclosed, we had to 
find a way to include them in our model. Due to the problems aforementioned with 
combining the two kinds of relations (meaning of the causal relationships and 
difficulty of parameter specification), and, consistently with human way of 
simplifying the representation of structured knowledge by using separate graphs (as 
our teacher on Logic did), we decided to adopt a multi-layered approach similar to the 
described in other works [12]. The proposed knowledge student model for MEDEA is 
an overlay multi-layered model with four different layers: (a) estimated layer, that 
stores the information based on the student behavior during the instruction (pages 
visited, time in each page, etc.); (b) assessed layer, that contains the information 
inferred using the assessment components (e.g. SIETTE1); (c) infered_by_prerequisite 
layer, that is a BN that represents prerequisite relationships and (d) inferred_ by_ 
granularity layer, that is a BN that represents aggregation relationships. 

1 SIETTE [5] is an adaptive web-based testing tool based on IRT that can be used 
independently or integrated in a learning environment. By means of web services, SIETTE 
has been integrated in the MEDEA architecture to serve as a powerful diagnosis tool for 
student modeling. 
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In MEDEA, the instructional planner uses the information contained in such layers 
to take instructional decisions, so for example the planner calls to an assessment 
component whenever a significant difference between values stored in the estimated 
and assessed layers exist; or the planner selects the next concept to be taught using the 
information contained in prerequisite and granularity layers, etc. 

Our next step was then to try to find the meaning of prerequisite relationships and 
the way to model them under the BN framework. It seems clear that if A is 
prerequisite of B, knowing A must have causal influence in knowing B, so the correct 
direction of the link is A  B. Concerning the meaning of the relation, if A is a 
prerequisite of B, at least two kinds of inferences can be performed: 

• If A is unknown, it is very likely that B is also unknown. 
• If B is known, it is very likely that A is also known2.

But if A is known, we do not have any idea about the probability of B being 
known. Fig. 3 represents then this kind of relationship as a BN. 

A B

P(A) P(B/A) 

Fig. 3. BN for a prerequisite relationship 

Regarding the conditional distribution (parameters) needed, we thought that, it was 
sensible to assume that P(+b/¬a)=0+ε (the weaker the prerequisite relationship, the 
bigger the ε). For P(+b/+a), we decided to use estimations based on the difficulty as 
supplied by the course designer: for each KI, a linguistic value (low, medium, high) is 
given and then internally converted into a probability d, which represents the intrinsic 
difficulty of the KI (given that all its prerequisites are known). This model can be 
easily extended for the case of a set of two or more prerequisite nodes by modifying 
the traditional noisy AND/OR gates (depending on whether all the prerequisites of the 
KI are needed or there are alternative ways of getting to know it): instead of using 1-ε
we use the probability value d associated to the KI. 

Let us then describe how the BNs for the aggregation and prerequisite layers have 
been defined: each elementary concept node Ci can take two values: known
(represented by 1) and not_known (represented by 0), while for aggregated nodes 
(subtopics, topics, subject, etc), we use discrete random variables whose behavior will 
be emulated by binary nodes (known, not_known)3. The conditional probabilities for 
the aggregation and prerequisite BNs parameters are estimated in our model by pre-
defined functions that use some features specified by the course designer, which 
namely are: difficulty degrees for each KI (that, as explained before, will be converted 
into probabilities d that represent their intrinsic difficulty, i.e, the probability of 
knowing the KI given that all its prerequisites are known) and normalized weights wij

for aggregation relationships between two knowledge items Ki and Kj. From this 

2  And this is the kind of information that would be of interest when using prerequisite relations 
to diagnose student’s state of knowledge. 

3  This emulation is possible because, as explained in [11], the probability of knowing a KI can 
be interpreted as the degree of knowledge reached in such KI. 
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information, an estimation of the parameters needed for the BNs of each layer is done 
as follows: 

• For aggregation relationships, the following formula is used: 

++=====
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xw...xwyif1
)xK,...,xy/KP(K kk11

kk11i
ii

• For prerequisite relationships, the following formulas are used: 
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3   Evaluation of the Prerequisite Model 

When evaluating adaptive systems, it is important to separate the evaluation of the 
accuracy of the user model from the evaluation of the efficacy of the adaptations 
based on such user models [1]. In this way, possible inefficiencies are more easily 
isolated and identified and weakest points can be improved. This section presents a 
preliminary evaluation of the performance of the new prerequisite layer (the 
aggregation layer had previously been evaluated with satisfactory results [11]). This 
evaluation should be considered as an evaluation of the accuracy of the student 
model. To this end, two experiments have been performed: the first one is based on 
the use of a small toy example to study from a qualitative point of view the reasoning 
process in the prerequisite BN, while the second one aims to explore how the use of 
the prerequisite layer can improve the efficiency of the diagnosis process. 

Experiment 1: A Small Toy Example 
For a first informal evaluation of the performance of this approach, we used a small 
toy example (originally presented in [6], a previous study about prerequisite relations) 
about finding the Least Common Multiple (LCM). Fig. 4 shows a BN for such 
domain, which is an adaptation of the original undirected graph (arcs are directed). 

addN 

mult by 0

add mult 0 

subN 

find div 

multiply LCM find prime

prime 

OR 

AND

AND

Fig. 4. BN for finding the LCM. Adapted from [6] 

Each node in this network is binary and takes values known (1) and not_known (0); 
addN/subN to add/substract natural numbers, mult, multiply, and so on. Node add
mult 0 is an intermediate node that summarizes the abilities contained in its parent 
nodes. Regarding the parameters, we have used the following values: 
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• P(addN = 1) = 0.8

• P(mult by 0 = 1) = 0.9

• P(prime = 1 / multiply = 1) = 0.8
• P(prime = 1 / multiply = 0) = 0

• ==== otherwise
if)P( 0

10multaddN0.90multaddN,1/0multadd • P(find div = 1 / multiply = 1) = 0.6
• P(find div = 1 / multiply = 0) = 0

• ===== otherwise
if)P( 0.7

0 subN0multadd0 subN0,multadd1/mult • P(LCM = 1 / find prime = 1) = 0.8
• P(LCM= 1 / find prime= 0) = 0

• ====  otherwise
if)P( 0

10multaddN0.8primediv,find1/primefind • P(sub N = 1 / addN = 1) = 0.8
• P(subN = 1 / addN = 0) = 0

The set of evidences that were introduced in this network was also taken from [6] 
and is shown in Table 1, together with the evolution of the probabilities (of knowing 
the knowledge items). New evidences introduced are marked as “new ev”, former 
evidences as “ev”, arrows are used to mark if the probability has increased or 
decreased after considering the evidence and nodes that have already been diagnosed 
(one of its two values has reached probability 1) are marked as known or not_ known:

Table 1. Results of the inference as new evidence is added to the BN 

 Initial state  e1  e2  e3  e4

addN 0.8 0.704 ↓ 1 known 1 known 1 known 

Mult by 0 0.9 0.892 ↓ 0.917 ↑ 0.917 = 0 new ev 

subN 0.64 0.548 ↓ 0.832 ↑ 0.832 = 1 known 

add mult 0 0.648 0.555 ↓ 0.842 ↑ 0.842 = 0 not_known

mult 0.539 0.318 ↓ 1 new ev 1 ev 1 ev 

find div 0.667 0 new ev 0 ev 0 ev 0 ev 

prime 0.431 0.255 ↓ 0.8 ↑ 1 new ev 1 ev 

find prime 0.207 0 not_known 0 not_known 0 not_known 0 not_known

LCM 0.165 0 not_known 0 not_known 0 not_known 0 not_known

Results show that the use of a BNs and the modified noisy AND/OR gates allows 
to emulate human way of reasoning as described in [6]: after considering evidence e1

(find div is not_known), the probability of knowing the rest of the nodes decreases and 
the nodes from which find div is a prerequisite (find prime and LCM) are diagnosed as 
not_known; after considering evidence e2 (mult is known), the probability of all nodes 
increases and node addN is diagnosed as known (because it is a common prerequisite 
in both ways of being able to multiply); after adding evidence e3 (prime is known)
nothing changes, (but this information is stored and will be of importance in the next 
step), and finally, after adding evidence e4 (mult by 0 is not_known), add mult 0 is 
diagnosed as not known (and consequently, the knowledge about multiply must come 
from the other node in the modified OR-gate, so subbN is diagnosed as known).

So this small example suggests that a) prerequisite relationships can be very useful 
for efficiently diagnosing student’s state of knowledge, because, as stated in [6], they 
can be used for adapting the items posed to a student so items too difficult or too easy 
are avoided; b) the BN framework is very suitable for emulating human’s way of 
reasoning in such context. 
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Experiment 2: Using the Prerequisite Layer to Improve Diagnosis 
In this section we present an empirical study with simulated students that was 
conducted to evaluate whether or not the use of the prerequisite layer could improve 
the diagnosis process. Next we present the conditions of this study together with the 
results obtained. 

In the simulations, we used the same trial network that in our previous work [11], 
that consists in fourteen concepts and one hundred questions. Concepts are grouped 
using their intrinsic probability of being known (d) as a measure of their difficulty: C1

to C6 are easy (d = 0.75); C7 to C10 are medium, (d = 0.5); and C11 to C14 are difficult,
(d = 0.25). Each question is related with one to three concepts and each concept is 
related to several questions. Each question has six possible answers, and therefore a 
common guessing factor of 1/6. There are four different groups of twenty-five 
questions each, with different slips and discriminations factors (parameters that are 
used to determine the probability of a correct answer given the knowledge state of its 
related concepts, see [11] for more details).  

A prerequisite relationship structure between concepts has been created for this 
trial network and is shown in Fig. 5. The parameters of this network are: for the nodes 
without parents, their prior probabilities; for the rest, the conditional probabilities 
required are computed using the formulas presented in section 2.  

C13

C14 C2 C7

C10 C1 C6

C5

C12 C4 C11

C9 C8 C3

AND

Fig. 5. Prerequisite BN defined for the trial network 

Obviously, when prerequisite relationships are introduced in the model the 
difficulty of the KIs changes, because if for example an easy concept has several 
difficult concepts as prerequisites, the concept is not easy anymore. But the use of the 
BN allows taking this fact into account easily, because once the prerequisite BN is 
initialized, a prior probability r for each concept is computed. This number represents 
then the total difficulty of the KIs, as it is a function of its intrinsic difficulty d and the 
intrinsic difficulty of its prerequisite KIs. These values are then used in our approach 
to re-classify the concepts into categories: easy if 0.7 r 1; medium if 0.3< r  0.7; 
and difficult if 0.3< r  0. So for example, in our experiment, after considering the 
prerequisite relationships, only C5 resulted to be easy, C9 and C12 were medium and 
the rest of the concepts difficult. This re-categorization of concepts has been 
considered also when generating the simulated students. Four categories of simulated 
students have been generated: novice, intermediate, good and expert, determined 
according to the number of concepts known and their total difficulty r.

The experiment with simulated students is described next: 
1. Random generation of simulated students (45 of each type, making a total of 180) 

taking into account the total difficulty r of the concepts and consistently with 
prerequisite relationships. 
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2. Selection of a test item to be asked. An item is randomly4 selected. 
3. Simulation of the student’s answer. Let Q be an item (question) node. Let 

p=P(Q/Pa(Q)). A random k number in [0,1] is generated. If k  p, then the answer 
is correct (Q=1) and incorrect (Q=0) otherwise. 

4. Updating the probabilities. For each Ci, pi=P(Ci/Q=q) is computed, being q the 
value taken by Q in the previous step (0 or 1).  

5. Stopping criterion. As termination criterion a combination of two criteria is used: 
the test finishes when a previously fixed maximum number of questions is reached 
(in this experiment this value is 60), or when all the concepts have been evaluated. 
To determine whether a concept has been evaluated, a fixed threshold u is used (in 
this experiment, 0.2). If the probability of knowing a concept is greater than or 
equal to 1-u, then the concept is diagnosed as known, whereas if it is smaller than 
u, the concept is diagnosed as not_known. The rest are considered not-diagnosed.

6. Test results. The cognitive state generated in the previous step is compared to the 
true cognitive state. The number of correctly/incorrectly/not-diagnosed concepts is 
computed. 

7. Adding evidences. The concepts evaluated as known or not_known in the test are 
introduced as evidences in the prerequisite BN. The idea is to propagate this 
information in the network, so we concepts that have not been diagnosed yet can 
be correctly classified as known or not_known.

8. Prerequisite results. As in step 6, the cognitive state generated in the previous step 
is compared to the true cognitive state. The number of correctly/incorrectly/not-
diagnosed concepts is computed. 

9.  Final results. The results obtained in steps 6 and 9 are compared to see how the 
prerequisite relationship improves the results obtained by the test. 

Steps 1 to 6 are similar to our former experiments, being the main differences: a) 
concepts are re-categorized according to their prior probability r of being known and 
b) only valid (i.e., complying with prerequisite relationships) knowledge states for 
simulated students are generated. Steps 7 to 9 are new and account for prerequisite 
relationships with the goal to improve diagnosis. The results of this new experiment 
are shown in  

Table 2, that presents percentages of correctly, incorrectly and not-diagnosed 
concepts for each of the fourteen concepts in the network (results of step 6 and 8, 
respectively). Overall results are also presented in the last row of the table. 

The results show how the number of not-diagnosed concepts decreases, and most 
of them are diagnosed correctly. The best results are obtained for concepts C10 and 
C14, which increase the correct percentage in 14.44 % and 20% respectively. In some 
cases, the number of incorrectly diagnosed concepts increases, but always in smaller 
proportion that the number of correct diagnosis. Overall, using prerequisites reduces 
the number of non-diagnosed concepts in 6.27 %, (i.e, more than two thirds of 
undiagnosed concepts are diagnosed) and, from them, 81.65% are correctly classified. 
These results supports the conclusion presented in [6]: “not considering valid 
prerequisites relationships does not lead to a wrong assessment of a student’s 
knowledge state, but it renders the assessment less efficient in the sense that more 
answers than necessary have to be collected”. Probably, the undiagnosed nodes only 

4 Adaptive item selection criteria could be used, but this was not the purpose of this study. 
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needed a few more items to be diagnosed, but, exploiting the prerequisite structure, 
we can further assess student’s knowledge state without needing any more items.  

Table 2. Correct/incorrect/not-diagnosed concepts (in %) before/after using the prerequisite BN

BEFORE PREREQUISITES AFTER PREREQUISITES

Correct Incorrect Not diagnosed Correct Incorrect Not diagnosed

C1 95,00 1,11 3,89 97,78 1,67 0,56 

C2 91,11 1,11 7,78 97,22 2,78 0,00 

C3 96,67 1,11 2,22 98,89 0,56 0,56 

C4 95,00 2,22 2,78 97,22 2,22 0,56 

C5 93,33 2,22 4,44 93,89 2,22 3,89 

C6 97,78 0,00 2,22 99,44 0,56 0,00 

C7 96,11 0,00 3,89 100,00 0,00 0,00 

C8 83,89 0,00 16,11 91,67 1,11 7,22 

C9 96,11 1,67 2,22 96,67 2,78 0,56 

C10 71,67 2,78 25,56 86,11 7,78 6,11 

C11 90,56 1,11 8,33 97,22 1,67 1,11 

C12 75,56 3,89 20,00 78,33 4,44 17,22 

C13 98,33 1,11 0,00 98,33 1,11 0,00 

C14 68,89 1,11 30,00 88,89 6,67 4,44 

OVERALL 89.29 1.43 9.29 94.40 2.58 3.02 

The next issue to be studied now is: how many questions are needed to reach a 
performance comparable to the model without prerequisites?. Table 3 shows the 
results of an analogous experiment in which the number of questions was reduced: 

Table 3. Results with reduced test lengths 

BEFORE PREREQUISITES

(60 ITEMS)
AFTER PREREQUISITES

(40 ITEMS)
AFTER PREREQUISITES

(50 ITEMS)
Correct 89.29 91.39 93.49 

Incorrect 1.43 4.05 3.41 
Not-diagnosed 9.29 3.02 3.10 

We can see that using only 40 questions there are more correctly diagnosed 
concepts, but the number of incorrectly diagnosed concepts also increases in a very 
similar proportion. However, after 50 questions the percentage of correctly classified 
concepts increases in a bigger proportion than the incorrectly classified. So the answer 
in this case depends on a compromise between the reduction of the test length and the 
number of incorrectly diagnosed concepts that we are willing to admit, but in any case 
the results show that the number of questions can be reduced significantly with a 
similar performance of the diagnosis algorithm. 
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4   Conclusions and Future Work 

The work presented in this paper builds upon our previous research on the field of 
Bayesian student modeling, in which an integrated generic student model based BNs 
was developed. To put this model into practice within the MEDEA architecture, we 
needed to find a way of adding prerequisite relationships to our model without 
increasing the knowledge engineering effort required. An informal first experiment 
was conducted to test the validity of the approach, using an existing toy example 
(about a prerequisite structure for finding the least common multiple) to show that the 
use of the defined BN allows emulating human’s way of reasoning in this context. A 
second experiment with simulated students was then performed to see how the use of 
prerequisite relationships could improve the accuracy and efficiency of the diagnosis 
process, yielding satisfactory results.  

Future lines of research include: a) improvements in the student model, like for 
example allowing the definition of different degrees of strength for prerequisite 
relationships (some ideas have already been presented in [2]), or the combination of 
this new model with adaptive item selection criteria and b) uses of such model, which 
opens up a broad research field within the MEDEA project. 
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Abstract. The accuracy of a user model usually depends on the amount and 
quality of information available on the user’s states of interest. An eye-tracker 
provides data detailing where a user is looking during interaction with the 
system. In this paper we present a study to explore how this information can 
improve the performance of a model designed to assess the user’s tendency to 
engage in a meta-cognitive behavior known as self-explanation. 

1   Introduction 

One of the key dimensions that characterizes a user modeling problem is model 
bandwidth [15], i.e., the amount and quality of information available to the model to 
assess the user’s states of interest (e.g., knowledge, goals, emotions). If a model 
assesses a user’s task  performance (or a user’s final states, following the 
classification in [15]), high bandwidth is already achieved through information on 
task-related interface actions. However, if the model must assess the higher level 
mental states underlying a given behavior, high bandwidth requires explicit 
information on these states, which are seldom fully observable. In this case, 
bandwidth can be increased through interface mechanisms that force the user to make 
the states of interest explicit (e.g., by showing all the steps used to generate a problem 
solution). Unfortunately, this approach has the potential to be highly intrusive. 

In this paper, we present research on exploring eye tracking as a means to 
unobtrusively raise bandwidth in user models. In particular, we discuss findings from 
a user study that explores the usage of  users’ gaze patterns to understand whether 
students engage in a meta-cognitive behavior known as self-explanation [4], during 
interaction with an Intelligent Learning Environment for mathematical functions.  

Retrospective analysis of eye movements has been long used in Cognitive 
Psychology as a tool to help understand both motor and cognitive processes (e.g., [9]), 
as well as  in HCI for off-line interface evaluation (e.g.,  [8]). There has also been 
fairly extensive research in using eye gaze as an alternative form of input to allow a 
user to explicitly  operate an interface (e.g., [8, 11]).  

There is a much smaller body of work on real-time processing  of a user’s gaze to 
interpret a user’s behavior beyond interface operation to enable on-line adaptation of 
the interaction. Some of this work uses gaze tracking to help assess user final states,
such as reading performance in a system for automatic reading remediation [13], or 
what task a user is performing independently from the underlying application (e.g., 
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reading email vs. reading a web page) [14]. Others have explored using gaze data to 
assess user mental states such as interest in various elements of an interactive story 
[7], or problem-solving strategies in a tutoring system for algebra [6]).  

Our work extends this body of research by exploring if and how eye tracking can 
help assess mental states related to the meta-cognitive, domain-independent skill of 
self-explanation.  Self-explanation is the process of explaining to oneself a piece of 
instructional material, and  has been shown to greatly improve learning [4]. It has also 
been shown that many students tend to not self-explain spontaneously. For this 
reason, there has been increasing interest in devising computer-based tools that can 
help students self-explain. The support provided by most of these tools, however, is 
not based on an explicit model of a student’s self-explanation behavior. The 
Geometry Explanation Tutor prompts students to self-explain every problem-solving 
step in an Intelligent Learning Environment (ILE) for geometry [1].  Normit-SE 
prompts students to self-explain every new or incorrect problem-solving step in an 
ILE for data normalization [10]. This approach is potentially intrusive, since it may 
force spontaneous self-explainers to produce redundant and unnecessary self-
explanations. In contrast, [5] proposes a framework that provides individualized 
support for self-explanation based on an explicit model of a student’s self-explanation 
needs. The model uses information on both student knowledge and reading patterns to 
assess self-explanation during example studying in the domain of Newtonian physics. 
Reading patterns are tracked via a poor-man-eye-tracker interface that forces students 
to explicitly uncover the various parts of the studied example via mouse movements.  

We have been working on a similar model of self-explanation to aid the assessment 
of the effectiveness of student exploratory behavior and consequent learning in the 
Adaptive Coach for Exploration (ACE) [2, 3]. ACE is an ILE designed to help 
students learn about mathematical functions through free exploration of interactive 
simulations, rather than through more traditional problem solving activities.  Like [5], 
ACE could benefit from information on student attention patterns to more reliably 
assess whether a student is self-explaining the phenomena observed in the interactive 
simulations. However, because of the nature of the interaction, i.e. unconstrained 
exploration, we felt that it would be too intrusive to use a poor-man-eye-tracker 
mechanism to track user attention. Thus, we are exploring the usage of real-time eye-
tracker data to inform our model. In the rest of the paper, we first describe ACE. We 
then provide a high level description of the ACE student model. Next, we illustrate a 
user study that we have conducted to understand what information an eye-tracker can 
provide about a student’s self-explanation behavior. Finally, we discuss the 
implications of our findings.  

2   The ACE Open Learning Environment 

ACE is an adaptive open learning environment for the domain of mathematical 
functions. Open learning environments rely on the assumption that if a learner can 
freely explore the instructional material, she can acquire a deeper understanding of the 
target domain. However, various studies have shown that not all students can explore 
effectively on their own (e.g., [12]). Thus, ACE provides activities for students to 
freely explore mathematical functions, tracks their exploratory behavior and provides 
tailored suggestions to improve this behavior when needed.  
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ACE's activities are divided into units, which are collections of exercises. Figure 1 
shows the main interaction window for the Plot Unit. We will focus on this unit 

throughout the paper because it is the most 
relevant to the eye tracker research presented in 
later sections. In the Plot Unit, a learner can 
explore the relationship between a function’s 
graph and equation by moving the graph in the 
Cartesian plane and observing how that affects 
the equation (displayed below the graph area). 
The student can also change the equation 
parameters and see how these affect the graph. 

All student interface actions are used to 
update the ACE student model, designed to 
assess if a student is exploring and learning 
effectively or if she needs help from ACE.  For 
more detail on ACE’s interface and coaching 

component see [2]. In the next subsection, we describe the high level structure of the 
ACE student model, and the components that allow the model to assess self-
explanation behavior.  

2.1   The ACE Student Model 

ACE’s student model uses a Dynamic Bayesian Network to assess the effectiveness 
of a student’s exploratory behavior in ACE. The main source of evidence in the model 
comes from observing students perform  Relevant Exploration Cases in an exercise 
(e.g., changing the position of a function graph in the Plot Unit, so that it has a 
positive intercept with the x-axis; changing the equation so that it has an even
exponent). Evidence of these cases is then propagated in the model, together with the 
current assessment of relevant student knowledge, to assess higher level dimensions 
of student exploration, such as exploration of exercises and of general domain 
concepts (e.g., the input/output relation for different types of functions) [2].  

For a student to effectively explore a case, she must both perform an action and 
self-explain changes that it generates in the environment [3]. Thus, the ACE student 
model includes self-explanation as one of the factors that influence the assessment of 
student exploration. 

2.2   Assessing Self-explanation in the ACE Student Model  

Assessing whether a student is spontaneously self-explaining is a typical user modeling 
problem in which it is hard to achieve high bandwidth, unless we ask students to 
explicitly input their self-explanation in the system. Doing so, however, can be 
intrusive and annoying for those students who can self-explain on their own. The 
alternative is to gather information from sources that may provide indirect evidence on 
implicit self-explanation, i.e. self-explanation that happens in the student’s head.  

Figure 2 exemplifies how we leverage these sources in the part of the ACE student 
model that tracks implicit self-explanation. In Figure 2, nodes e0Case0, e0Case1 and 
e0Case2, represent three relevant exploration cases of a generic exercise e0. This 
model fragment corresponds to the learner having performed an action corresponding 

Fig. 1. The Plot Unit 
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to the exploration of e0Case2. Nodes representing the assessment of self-explanation 
are shaded grey. As the figure shows, the two sources of information that the model 
uses to assess the occurrence of implicit self-explanation for a given exploration case 
are Stimuli to SE and SE-related-behavior. Stimuli to SE is the probability that the 
learner has stimuli to self-explain either from her general SE tendency or from one of 
the hints that ACE is designed to provide when a student is assessed to be a low self-
explainer (node Coach hint to SE). The node SE-related-behavior represents all the 
available evidence that a student is actually self-explaining the exploration case just 
generated. The first version of this model that we proposed in [3] only included time 
spent on each exploration case as behavioral evidence. The conditional probabilities 
defining the relation between time and self-explanation were based on our subjective 
judgment, to represent the  assumptions that (1) no self-explanation can happen if a 
student switches too rapidly from one exploration case to the next; (2) the longer a 
student dwells on a case the more likely it is that she is trying to self-explain it. Time, 
however, can be an ambiguous predictor. First, it is hard to define what “too rapidly” 
means for different students. Furthermore, a student may be completely distracted 
during a long interval between exploration cases.  
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Fig. 2. The ACE student model 

Thus, we chose to explore an additional source of evidence of self-explanation 
behavior, i.e.,  the student’s attention patterns during the exploration of a given case. 
The intuition here is that self-explanation may be more likely if the student attends to 
the parts on the interface showing the effects of a specific exploratory action (if the 
student, for instance, switches attention from the graph area to the equation area after 
moving the graph in the Plot Unit).  To unobtrusively obtain evidence on student 
attention patterns we used real-time processing of eye-tracking data.  To collect 
empirical data on the mapping between actual student self-explanations, time and 
attention patterns, we ran a user study, described in the next section. 

3   User Study

In this study, we collected data from 18 students using ACE while their gaze was 
tracked by an Eyelink I eye-tracker, developed by SR Research Ltd., Canada. This is 
a fairly intrusive head mounted eye tracker, that we used because it was available to 
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us through the psychology department at the University of British Columbia. 
However, the same data could be easily obtained through a completely non-intrusive 
remote eye-tracker, consisting of a small camera which sits on top of the monitor or 
on some other flat surface (e.g. IView X Red from SensoMotoric Instruments, USA). 

All the study participants were non-science university students (i.e. students that 
had not taken high school calculus or first-year college math). Each participant 
received a brief introduction to ACE and instructions to try and verbalize all his/her 
thought processes while using the system. The participant then went through a 
calibration phase with the eye tracker, and finally used the system for as much time as 
needed to go through all the units. This varied from 20 minutes to close to an hour. 
All the student exploration cases were logged (567 in total), along with raw data from 
the eye tracker, as well as complete video and audio data of the interaction.  

3.1   Data Analysis 

To understand how attention patterns and time per exploration case relate to self-
explanation, we needed to obtain from the study data points on actual explicit positive 
and negative self-explanation episodes. (Here, “negative self-explanation” indicates 
situations in which students did not self-explain, not situations in which students self-
explained incorrectly, consistent with the original definition of self-explanation [6]. ) 

We had two observers analyze   the recorded audio protocols in search of such 
episodes, and then create the link between the verbal episodes and the corresponding 
exploration cases in the log files. This turned out to be a much more laborious process 
than expected, due to two factors. 

First, we quickly realized that not all verbal episodes could be unambiguously 
classified as positive or negative self-explanations. This is not surprising because, 
although there has been extensive research on what constitutes self-explanation in 
various problem solving domains  (e.g., Newtonian physics, statistics, geometry), ours 
is the first attempt to understand self-explanation in an exploratory learning 
environment for mathematical functions. We tackled this problem by having the two 
observers independently label a subset of the audio data, then compare their 
classifications, possibly reconcile them and devise a detailed coding scheme based on 
this discussion. The coding scheme was then used to analyze the rest of the data, and 
only episodes on which the coders fully agreed were used in the rest of the analysis 
(the intercoder reliability was 93% in this phase). In the coding scheme, students 
utterances were classified as self-explanation if they expressed a conclusion about a 
domain-specific principle related to the exploration process (e.g., “when I increase the 
coefficient here, the line gets steeper”) regardless of correctness, or if they predicted 
the result of an action just before it occurred (e.g., “putting a negative sign here will 
turn the curve upside-down”). It is assumed here that if a student predicts the result of 
an action, she will watch to see if she is right and thus self-explain after the action.  
Simply narrating the outcome of each action once it happened (e.g., “this number just 
changed to a 3”), or isolated statements of confusion (e.g., “I don’t understand”) were 
not considered self-explanation. However, tentative explanations followed by 
expressions of confusion were coded as self-explanation. 

The second factor that increased the complexity of data analysis was difficulty in 
determining which action each coded utterance corresponded to. The observers at first 
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            Fig. 3. Sample gaze shift                         Fig. 4. ROC curve for time as a filter for self- 
              explanation 

assumed that subjects’ utterances always pertained to whatever exploratory action 
they had just taken. However, while analyzing the video data they realized that this 
was not always the case, particularly for users who showed great reluctance to think 
aloud. These learners had to be repeatedly prompted by the observers to speak, so 
some of the conclusions they shared weren’t reached as they spoke, but related to self 
explanation that occurred a few minutes earlier. The observers solved this problem by 
looking at every coded episode and matching it to its corresponding action. Thirteen 
coded episodes were discarded because the match was ambiguous. 

While both parts of the above coding process resulted in the elimination of data 
points, the factor that had the greatest impact on the amount of data that we could get 
from the study was students’ willingness to verbalize their thoughts. We found that a 
number of students were incapable or unwilling to think aloud, even if they were 
periodically reminded to do so.  Without such verbalizations, the coders could not tell 
whether a student had self-explained or not. Thus, of the 567 exploration cases 
recorded in the log files for all students, only 149 could be classified in terms of 
associated self-explanation.  

Once positive and negative self-explanation episodes were identified and mapped 
onto specific exploration cases, we proceeded to analyze the correspondence between 
these episodes, gaze information, and time students devoted to each case. 

Raw eye tracker data was parsed by a pattern detection algorithm we developed to 
detect switches of attention (“gaze shifts”) among the graph panel, the equation area, 
and any other non-conspicuous areas in the Plot Unit. As we mentioned earlier, these 
are the gaze patterns that we hypothesize to be associated with self-explanation in the 
plot unit. A sample gaze switch appears in figure 3. Here a student’s eye gaze (shown 
as the dotted line) starts in some untracked area below the screen, moves to the 
equation region and then hovers around the graph region above.  The data-parsing 
algorithm uses fixation coordinates from the eye-tracker and matches them to the 
appropriate ACE interface region. Next, it searches the data for the pattern of making 
changes in one region and then looking at the other to observe the outcome, i.e. 
having a gaze shift. When this pattern is found, a tag is placed in the ACE log file to 
synchronize the switch with the appropriate exploration case.  
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To analyze the relationship between time per exploration case and self-explanation, 
we first compared average time spent on exploration cases that were accompanied by 
self-explanation (24.7 seconds) and those that were not (11.6 seconds). The difference 
is statistically significant at the 0.05 level, suggesting that time per case is actually a 
fairly reliable indicator of self-explanation.  

To turn time into a predictor of self-explanation, we then determined a threshold T 
so that an action could be classified as self-explained if the student spent more than T 
seconds on it. To choose the optimal threshold, we built a Receiver Operating 
Characteristic (ROC) curve (figure 4). The ROC curve is a standard technique used in 
machine learning to evaluate the extent to which an information filtering system can 
successfully distinguish between relevant data (episodes the filter correctly classifies 
as positive, or true positives) and noise (episodes the filter incorrectly classifies as 
positive, or false positives), given a choice of different filtering thresholds. Figure 4 
shows the ROC curve we obtained for time, where each point on the curve represents 
a different threshold value. As it is standard practice, we chose as our final threshold 
the point on the curve that corresponds to a reasonable tradeoff between creating too 
many false positives and creating too few true positives (16 seconds, labeled by an 
asterisk on the curve in figure 4). 

3.2   Results 

Figure 5 categorizes our 149 data points into episodes with and without self-
explanation (99 circles and 50 triangles, respectively). The vertical line further 
categorizes the points into those with and without a gaze shift (GS) between graph 
and equation pane in the plot unit. The horizontal line separates points with elapsed 
time above or below 16 seconds.  The raw data is also presented in a table adjacent to 
the histogram. ROC curves were used to find that when time is used in combination 
with eye tracking data, 16 seconds continues to be the optimal threshold. 

Table 1 shows different measures of self-explanation classification accuracy if we 
use as predictor: (i) the eye-tracker to detect gaze shift; (ii) time per self-explanation 
case; (iii) both predictors. Accuracy is reported in terms of true positive rate (i.e. 
percentage of self-explanation cases correctly classified as such, or sensitivity of the 
predictor) and true negative rate (i.e. percentage of “no self-explanation” cases 
correctly classified as such, or specificity of the predictor). We also report a combined 
measure, which is the average of the two accuracies. As the table shows, time alone 
has a higher sensitivity than gaze shift, i.e. the episodes involving self-explanation 
were more likely to take over 16 seconds than to include a gaze shift. However, the 
eye-tracker alone has comparably higher specificity, i.e. the cases without self-
explanation were more likely to involve the absence of a gaze shift than shorter time 
per exploration case. The two predictors have comparable combined accuracy. 

This may suggest that the gain of using an eye tracker is not worth the cost of 
adding this information to the ACE model. However, there are a few counter- 
arguments to this conclusion.  

First, it should be noted that time accuracy here is probably artificially high. One of 
the drawbacks of using time as predictor of self-explanation is that the amount of time 
elapsed tells the model nothing about the student’s behavior between actions. During 
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Fig. 5. Dual histogram (left) and raw time/GS data (right) 

a long time spent on a given case, a student may be doing or thinking of something 
completely unrelated to ACE. This seldom occurs in our data, but we should bear in 
mind that students were in a laboratory setting with little available distractions, in the 
presence of an observer and wearing a rather intrusive device on their head. All these 
factors are likely to have made it more difficult for the students’ thoughts to wander 
from the task at hand, resulting in time being a more reliable indicator of self-
explanation than it would be in actual practice. 

Table 1. Classification accuracy of different predictors 

 Eye-tracker Time  Eye-tracker + Time 
True Positive Rate (sensitivity) 61.6% 71.7% 85.8% 
True Negative Rate (specificity) 76.0% 68.0% 62.0% 
Combined Accuracy 68.8% 69.85% 73.9% 

Second, we found that the sensitivity of the eye-tracker may be higher than our 
data shows. The program that synchronizes gaze shifts with actions assumes that a 
student performs an exploratory action and then carries out a gaze shift to observe the 
changes it generates. Thus, each gaze shift or lack thereof is associated with the 
preceding action. In our logger, an action involving a change in the function equation 
would be captured only when a student finishes typing and presses “enter”. However, 
it is possible that in some cases the student wanted to catch the change in the graph 
when it happened, and thus would look up at the graph region after typing but before 
pressing enter. Our logger would incorrectly record this gaze shift to be associated 
with the action before the current one. Of the 38 false negatives generated by the eye-
tracker, 21 had a gaze shift associated with the preceding action in the log file, and are 
thus consistent with the above scenario.  If we were to switch the matching of these 

__SE___
Yes No Total

GS
No GS

61
38

12
38

73
76

Time > 16
Time ? 16

71
28

16
34

87
62

GS or Time >= 16
No GS and Time < 16

85
14

19
31

104
45

Total 99 50 149
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gaze shifts with the following log file action, the sensitivity of the eye-tracker would 
increase to 86.8%, and that of eye tracker plus time would reach 92.5%. We plan to 
run more subjects with a revised logger to clarify this issue. 

Third, combining gaze shift and time into one predictor substantially improves 
sensitivity. That is, if an action is classified as self-explained when there is either a 
gaze shift or more than 16 seconds elapsed time, most of the self-explanation 
episodes (85.8%) are correctly recognized. This increase also causes the combined 
accuracy to improve. However, as sensitivity increases, specificity is reduced and 
only 62% of the episodes that lack self-explanation are discovered by the model. This 
situation is shown in figure 5. With the combined model, all data points to the right of 
the vertical line or above the horizontal time threshold line are classified as self-
explained. As a result, most of the episodes with self-explanation are found but many 
of those without self-explanation are incorrectly classified. 

Here a tradeoff appears between sensitivity and specificity. Depending on how the 
system is used, it may be most important to correctly classify self-explanation when it 
occurs than to detect the lack thereof. This is the situation when letting natural self-
explainers explore without interruption is given highest priority. Here, using the 
combination of eye-tracker and time data is best. Alternatively, it may be more 
important to make sure that the system intervenes wherever it is necessary. Then 
failing to identify lack of self-explanation is a bigger problem than failing to detect it 
when it occurs. In this case, the eye-tracker alone is a more appropriate predictor 
because students who need help will be more likely to get it.. 

3.3   Discussion and Future Work 

In this paper, we have presented a study to ascertain whether using eye tracking 
information can increase the accuracy of a user model that needs to assess the meta-
cognitive skill known as self-explanation. An alternative, easier to obtain source of 
evidence for this assessment is time per relevant interface action. In the study, we 
have collected data to compare the two sources. 

Our results have shown that, in a laboratory setting, time is actually a much better 
predictor of self-explanation than expected. However, our data suggests that eye 
tracking data combined with time can increase the model bandwidth when a system 
that uses this model is mostly concerned with detecting the presence of self-
explanation to avoid interfering with students who spontaneously self-explain. 
Furthermore, the eye-tracker alone may be more appropriate when the system priority 
is to detect when students do not self-explain. The data analysis also uncovered 
possible sources of inaccuracies in the data collection that may underestimate the 
value of eye tracker data.  

Given these considerations, we plan to continue exploring the usage of eye tracker 
data with further experiments. One goal is to improve our data collection procedure to 
more reliably assess accuracy of eye-tracker data. A second goal is to collect data to 
test the addition to the ACE student model of nodes to represent evidence from both 
eye tracker and time. We plan to experiment by adding a naive Bayesian classifier 
structure. The advantage of this structure is that it is highly modular, allowing the 
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eye-tracker and time data to be included or ignored as needed. In addition, the 
necessary conditional probabilities are readily available   from sensitivity/ specificity 
frequencies in our data. We are also planning to perform the analysis described in this 
paper for the data collected on the other ACE units during the study. This will require 
extending the gaze detection algorithm to attention patterns relevant for those units. 
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Abstract. Intelligent tutoring systems help students acquire cognitive skills by 
tracing students’ knowledge and providing relevant feedback. However, feed-
back that focuses only on the cognitive level might not be optimal - errors are 
often the result of inappropriate metacognitive decisions. We have developed 
two models which detect aspects of student faulty metacognitive behavior: A 
prescriptive rational model aimed at improving help-seeking behavior, and a 
descriptive machine-learned model aimed at eliminating attempts to “game” the 
tutor. In a comparison between the two models we found that while both suc-
cessfully identify gaming behavior, one is better at characterizing the types of 
problems students game in, and the other captures a larger variety of faulty be-
haviors. An analysis of students’ actions in two different tutors suggests that the 
help-seeking model is domain independent, and that students’ behavior is fairly 
consistent across classrooms, age groups, domains, and task elements. 

1   Metacognition in Intelligent Tutoring Systems  

Intelligent tutoring systems offer support and guidance to learners attempting to mas-
ter a cognitive skill [7,11]. When students ask for help or make a mistake in such a 
tutor, they receive feedback on their problem-solving actions, that is, they receive 
feedback at the cognitive level. However, mistakes can also be made at the higher 
metacognitive level, which coordinates the learning process. Such metacognitive 
skills include self-assessment and help-seeking strategies, among many others. When 
cognitive errors originate from an incorrect metacognitive decision, feedback on stu-
dent metacognition would be more appropriate. A tutoring system should try to im-
prove students’ metacognitive skills, by, for example, guiding a student who avoids 
using help to seek help at the right moment. 

Several studies have shown that students often make unproductive metacognitive 
decisions, which affect their learning process [9,13]. Some types of poor metacogni-
tive decisions include avoiding or misusing help [1,16] and attempting to obtain cor-
rect answers without thinking through the material (termed “gaming the system” 
[4,5]). There is evidence that these types of unproductive metacognitive decisions 
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negatively affect learning. For instance, students with a tendency to game the system 
on steps they find difficult (e.g., by systematic guessing) tend to learn less from their 
interaction with the tutor. Similarly, the ability to seek the right help at the right time 
is correlated with learning, whether with tutoring systems or in the classroom envi-
ronment [3,16]. Nevertheless, students do not use available help resources effectively 
enough (for an extensive review, see [2]). For example, Aleven et al. [1] found that 
when asking for hints, students spent less than 1 second on 68% of the hints before 
reaching the most detailed hint level, which provides an answer rather than an expla-
nation. 

Fortunately, classroom studies have shown that metacognitive skills can be im-
proved through appropriate guidance [15]. Recently, there has also been increasing 
interest in improving the metacognition of students using intelligent tutors [8,12,14]. 
While this work focused on improving students’ metacognition, such interventions are 
likely to be more effective if the tutor can detect which students are having metacog-
nitive difficulties, and what the nature of those difficulties is for each student. Work 
towards detecting such difficulties in the domain of self-explanation is done by Conati 
et al. [6].

In this paper we present work towards modeling students’ metacognition in order 
to detect errors related to misuse of the system’s facilities and help resources. In par-
ticular, we compare two models that attempt to capture different aspects of students’ 
metacognition, and show how different populations of students working with different 
tutors behave similarly when analyzed by one of these models. We also discuss how 
this work will be used to help improve student metacognition.  

1.1   Cognitive Tutors 

We explore these issues within the context of Cognitive Tutors, a type of intelligent 
tutoring system, based on ACT-R theory, that are now used in approximately 5% of 
US high schools, as part of complete one-year curricula in various math courses. 
Cognitive Tutor curricula produce learning gains that are around one standard devia-
tion higher than those produced by traditional instruction [10]. 

Cognitive Tutors are based on cognitive models that detail the skills to be learned 
and the typical errors students make. Each student’s knowledge level is continuously 
evaluated using a Bayesian knowledge-tracing model [7], enabling the tutor to choose 
the most appropriate exercises for each student. 

Cognitive Tutors provide on-demand help with several levels of contextualized 
hints. The more hints a student asks to see on a specific problem step, the more ex-
plicit the hints become, until the final “bottom out” hint typically gives the student the 
answer. Some Cognitive Tutors provide additional forms of information resource. For 
instance, the Geometry Cognitive Tutor has a decontextualized online glossary that 
lists and illustrates relevant problem-solving principles, theorems, and definitions. 

1.2   The Help-Seeking Model 

One software agent that we currently develop is the Help-Seeking Tutor. The Help-
Seeking Tutor can be added to any Cognitive Tutor (with minor adaptations [1]), and 
is based on a prescriptive rational Help-Seeking Model. The Help-Seeking Model 
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describes the student’s ideal help-seeking behavior; it determines what type of action 
the student should ideally perform by taking into account the student’s estimated 
mastery level for the skill involved in the step, the number and types of actions so far 
on the step, and the time the student spends answering.  

According to the 
model (fig. 1), when 
a student encounters 
a new step, she is 
first expected to 
think about the step 
(1). Following that, 
the student judges 
whether the step is 
familiar at all (this is 
approximated by 
using the tutor’s 
estimation of the 
probability the stu-
dent knows the 
skill). If the student 
is not familiar with 
the skill, then she 
asks for a hint that 
scaffolds the solu-
tion process  (2)

(note, a hint is not 
presented automati-
cally, to give the 
student opportunity to self-assess her lack of sufficient knowledge, and thus practice 
another important metacognitive skill). After spending some time reading the hint, the 
student evaluates the hint’s helpfulness. If, in the student’s own estimation, the hint 
provides sufficient information, she attempts to solve the step (4). Alternatively, if 
after reading the hint, the student still does not see how to solve the step, she asks for 
the next hint. 

A student with a higher skill-level, who is familiar with the step (2), evaluates 
whether she has a sense of what to do. If the student does not know what to do, the 
student searches the available information resource (such as the Glossary in the An-
gles unit or the dictionary in foreign language tutors. Searching decontextualized 
information resource is an important skill that resembles searching a source such as 
the WWW) (3). If the information resource is not helpful, the student asks for a hint. 
Finally, when there is no information resource available, or when the student believes 
she can solve the step, she tries to solve it (4). If the answer turns out to be wrong, the 
student either tries to fix it (if she thinks she knows how), or asks for a hint. Upon 
successfully completing a step, the student proceeds to the next step and the process 
repeats itself.  

We have implemented this model and the deviations from it as a set of 61 produc-
tion rules [1]. 29 of these rules capture ideal help-seeking behavior, while the rest 

Fig. 1. The help-seeking metacognitive model 
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capture the various ways that students’ help-seeking behavior diverges from the de-
scribed model. These “metacognitive bug rules” enable the Help-Seeking Tutor to 
display a metacognitive hint, suggesting to the student what she should do in order to 
learn most effectively.  

The Help-Seeking Model 
contains 11 categories of such 
metacognitive errors (e.g., “try 
step too fast” or “Clicking 
through hints”), clustered into 
4 main bug families (fig. 2): 
Help abuse, Try-step abuse, 
Help avoidance, and General 
bugs [1]. We hypothesize that 
displaying messages on these 
metacognitive bugs will be 
more effective in some in-
stances than the messages at 
the cognitive level which 
Cognitive Tutors and intelli-
gent tutoring systems typically 
provide. For example, a stu-
dent who is identified as 
guessing too quickly will 
receive the following mes-
sage: “Slow down, slow down.  No need to rush.  Perhaps you should ask for a hint, 
as this step might be a bit difficult for you”. 

1.3   The Gaming Detector 

A second model that we have developed is the Gaming Detector. Unlike the rational 
Help-Seeking Model, we used machine-learning techniques to develop the Gaming 
Detector. Another difference form the Help-Seeking Model is that the Gaming-
Detector does not attempt to model ideal behavior. Instead, it is a descriptive model, 
attempts to capture the behaviors characteristic of those students who use the tutor 
least appropriately. Specifically, this detector identifies whether a student is attempt-
ing to game the system – attempting to succeed on the assigned problems by system-
atically exploiting properties and regularities in the system, rather than by thinking 
about the material. Gaming the system has been found to have a greater negative 
impact on learning than several types of off task behaviors [5]. Once the system de-
tects that a student is gaming, the system can then adapt to encourage the student to 
use the software more appropriately. 

Through classroom observations, we determined what percentage of time each stu-
dent spent attempting to game the system [5]. Two behaviors were defined to constitute 
gaming: systematic guessing and clicking through straight to the bottom-out hints.  

The challenge that faces the Gaming Detector is to identify Gaming automatically 
during the interaction with the student. We used machine-learning techniques to de-
velop a Latent Response Model that could identify gaming students by their actions, 

Fig. 2. Taxonomy of Help-Seeking bugs
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and used Leave-One-Out-Cross-Validation to be certain that the model was not over-
fit to individual students through cross-validation [4]. This model first made predic-
tions about whether each individual student action was an instance of gaming, and 
then aggregated these predictions to make a prediction about the frequency of time 
each student spent gaming. The model uses a combination of four features to predict 
that an action is gaming:  

1. An action is more likely to be gaming if the student has already made at least one 
error on this problem step within this problem, and has also made a large number 
of errors on this problem step in previous problems.  

2. Fast actions following an error are likely to be instances of gaming, unlike slow 
responses to an error.  

3. Errors on popup menus are especially indicative of gaming. 
4. Slips, where a student makes a number of errors on a well-known skill, are not 

counted as gaming.  

Both the Help-Seeking Model and the Gaming Detector have been found to be ef-
fective at predicting how much different students learned [1,4]. In this paper, we use 
the two models to analyze student behavior across different units and compare the 
models to each other, in terms of the student behaviors they capture. 

2   Comparing Students’ Actions Across Tutors 

Since the Help-Seeking Model captures a large variety of metacogintive errors that 
students make, it is of interest to compare students’ metacognitive behavior across 
different tutor units and classrooms using this model. In addition, although the Help-
Seeking model was designed to be domain-indepenedent, this premise was not 
validated until now.  

We analyzed two datasets from different groups of students working with different 
tutors, and calculated the relative frequencies of each bug category in the two data-
sets. The first of these, collected during 1999, is of 40 students working with the An-
gles unit of the Geometry Cognitive Tutor for 7 hours. This data includes almost 
60,000 actions. The other dataset, collected in 2003, consists of around 20,000 actions 
performed by 70 students over the course of an hour and a half of use of a tutor unit 
about Scatterplots. 

There are fairly substantial differences between the units and the groups of students 
in these two datasets, including domain differences (one is for geometry, the other is 
in the domain of data analysis), age differences (one group of students was high-
school age, while the other was in middle school), differences in available help re-
sources (the Geometry Tutor had a glossary and hints, while the Scatterplot unit only 
had hints), and finally, differences in task elements (the Geometry Tutor had only 
numeric fields for the students to fill in, while the Scatterplot unit had numeric and 
text fields, multiple choice questions, and point plotting on a graph).  

Using the help-seeking model described above, we classified each action in the 
datasets as either metacognitively correct or as in a bug category. Not all bugs could 
occur in both units. While the Angles unit has an available information resource in the 
form of a Glossary, the Scatterplot unit has none. In that case, the help-seeking model 
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predicts that students that do not need hints will try to solve the step immediately. 
This distinction between the units creates a minor difference between the applications 
of the model; while a student with an intermediate skill level on a certain step is ex-
pected to consult the Glossary in the Angles unit, she is expected to try to solve the 
step in the Scatterplot unit.  

Due to differences in the logging mechanisms, successive hint requests in the Scat-
terplot dataset were captured as single hint requests.  In order to draw valid compari-
sons between the two units, we recoded successive hints in the Angles dataset as sin-
gle hint requests as well, thus eliminating the “clicking through hints” category.  

Results. We compare the patterns of students’ metacognitive behavior by comparing 
the frequencies of the metacognitive bug categories (table 1). Although the domains, 
age groups, help opportunities and task elements were all different, the frequencies of 
the bug categories were remarkably similar: r=0.89  (F(1,6)=18, p<0.01). In other 
words, students tended to make similar metacognitive bugs such as overusing help 
across the two units.  

As seen in table 1, all bug categories have similar frequencies across the units ex-
cept the “Try step too fast” category. While 17% of the actions in the Angles unit are 
categorized as “Try step too fast”, as many as 36% of the actions on the Scatterplot 
unit fall under the same definition. Actions categorized as “Try step too fast” are 
appropriate solution attempt that are done too fast (in less than 5 seconds).  

The explanation for this difference possibly lies in the different interface elements 
between the two units. The Angles unit has only numeric fields, while The Scatterplot 
unit has also multiple-choice questions (implemented as radio-buttons and popup 
menus) that are faster to answer, thus reducing the overall duration of the action. In 
addition, we hypothesize that students in the Scatterplot unit reach mastery in proce-
dural skills faster than student in the Angles unit, thus become experts more quickly, 
and work with the tutor more rapidly. 

The Help-Seeking Model was considerably more successful in predicting learning 
in one data set than in the other. There was a significant correlation between students’ 
frequencies of Metacognitively Correct Steps and their posttest scores (when control-
ling for pre-test) in the Angles unit, but not in the Scatterplot unit (Angles unit: partial 
r=0.74, t(37)=4.7, p<0.001; Scatterplot unit: partial r=0.08, t(67)=0.7, p<0.5).  

A probable explanation to the lack of correlation between metacognitive bugs and 
leaning in the Scatterplot unit resembles the explanation for the inflation of “Try step 
too fast”, as noted before: the Help-Seeking Model might not capture appropriately 
skilled students’ behavior on skills they know well. Fast actions of skilled students are 
interpreted as being too fast, while they actually may be a result of their high knowl-
edge level. In that case, we would expect that students who reach mastery level will 
perform more “Try step too fast” bugs, and indeed, there is marginally significant 
positive correlation between “Try step too fast” and posttest scores (when controlling 
for pretest, r=0.2, t(67)=2, p=0.075). Moreover, when eliminating the “Try step too 
fast” category, we do find a negative, marginally significant correlation between posttest 
scores and metacognitive bugs (when controlling for pretest, r=-0.2, t(67)=-2, p<0.09). 
In other words, besides the “Try step too fast” bug that has a positive correlation with 
learning, we observe a negative correlation between metacognitive bugs, as captured by 
the help-seeking model, and successful learning also in the Scatterplot unit. 
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Table 1. the properties of the databases and the frequencies of the metacognitive bugs 

  Unit Angles unit Scatterplot unit 

  Domain Geometry Data analysis 
  Age group High school Middle school 

  Task elements Numeric fields 
Numeric, text, plot, 

multiple choice 

  Available help resources Hints and a glossary Hints 

  Bug categories 
All

actions 

Actions 
comparable to 
Scatterplot unit

Clicking through hints 33% 0% Not logged 

Ask hint when should Try 1% 2% 1% 

Ask hint when should Search Infor-
mation 

1% 2% N/A 

Help 
Abuse 

Information Resource Overuse 1% 2% N/A 

Try step too fast 11% 17% 36% Try Step 
abuse Guess quickly when help was needed 7% 12% 11% 

Try step when should Ask Hint 8% 13% 11% Help 
Avoidance Try step when should Search Informa-

tion 
3% 5% N/A 

Ask for help too fast 3% 6% 3% 

Read problems too fast 1% 3% 1% 
General 

Bugs 
Exhausted hints and still failing  1% 2% 0% 

Metacognitively Correct 28% 36% 38% 

3   Comparing the Two Models of Metacognition 

In addition to comparing the units, we tried to learn more about the students’ meta-
cognitive errors and about the way they are captured by the models, by applying both 
models to data from the same unit – in this case, the Scatterplot unit described above. 
The gaming behavior that the Gaming Detector captures consists of help abuse and 
systematic guessing. These behaviors are related to errors captured by the Help-Seeking 
Model, so a comparison between the two approaches is of interest. As mentioned be-
fore, the Help-Seeking Model is a prescriptive rational model, while the Gaming Detec-
tor is a descriptive machine-learned model. Since the two models focus on metacogni-
tion differently, there may be benefit to using them in complementary fashion.  

The two models are significantly correlated; students who perform more correct 
metacognitive actions according to the Help-Seeking Model, engage less frequently in 
gaming behavior as predicted by the Gaming Detector (r= -0.42, F(1,69)=15, 
p<0.001). The correlation between the sum of the Help-Abuse and Try-step Abuse, 
(the two bugs in the Help Seeking Model which correspond to the observations used 
to train the gaming detector), and the output of the Gaming-Detector, is lower and 
only significant (r=0.20, F(1,69)=3, p<0.1). 
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Table 2. distinguishing game-hurt from game-not-hurt 
students 

 Gamed-Hurt 
Gamed-Not-

Hurt 

Gaming  
Detector 

r = 0.77  
(F(1,68)=100, p<0.001)

r = 0.06  
(F(1,69)=0.3, p>0.6)

Help Seeking 
Model 

r=0.20 
(F(1,68)=3, p<0.1) 

r=0.03 
(F(1,69)=0.1, p>0.7)

Both models 
in conjunction

r=0.79 
(F(2,67)=54, p<0.001) 

r=0.09 
(F(2,67)=0.3 p>0.7)

The observed frequencies of gaming give us a standard for how successful each 
model detects attempts to game the system. The Gaming Detector reveals significant 
behavioral differences between students who game the system but still learn (these 
“gamed-not-hurt” students were found to game on the easiest steps) and students who 
game the system and fail to learn (these “gamed-hurt” students were found to game 
on the hardest steps [4]). To be maximally useful, a metacognitive model should accu-
rately identify the gamed-hurt students —it is not as important to identify the gamed-
not-hurt students. 

As seen in Table 2, the 
Gaming-Detector is effective 
at detecting Gamed-Hurt 
students, while its correlation 
with the degree of gaming in 
gamed-not-hurt students is 
not different from random. 
Interestingly, the Help-
Seeking Model also distin-
guishes between the two 
groups, without having been 
designed to. Its correlation to 
gamed-hurt is marginally 
significant, and it is not corre-
lated to gamed-not hurt. Moreover, using the models together is more effective than 
either alone (t(67)=1.9, p<0.07). Though the improvement is modest, it suggests that 
the Help-Seeking Model captures gaming-related behavior that is not explained by the 
Gaming-Detector alone. 

While the Help-Seeking Model identifies the Gamed-Hurt students, it does not find 
that they game mainly on the hardest steps (as found by the Gaming-Detector). The 
reason for that may be, as mentioned before, that the model might capture fast an-
swers on mastered (and thus easy) skills as being inappropriate, and therefore has a 
high rate of metacognitive bugs on easy steps.  

4   Discussion and Conclusions 

Though tutoring systems are capable of effectively tracing students’ cognition and 
giving relevant feedback on that level, in order to maximize learning, they should also 
respond to students’ poor metacognitive decisions. The first step in doing so is detect-
ing metacognitive errors. Since metacognitive behavior is not tied to a specific subject 
matter, improving it may improve learning across tutors and domains. 

We have developed two metacognitive models: The Help-Seeking Model is a pre-
scriptive rational model aimed at modeling appropriate help-seeking behavior and 
detecting ineffective help-seeking behavior. The Gaming Detector is a machine-
learned model that identifies students who are trying to make progress in the curricu-
lum by systematically exploiting the tutor’s properties without thinking about the 
problems.  
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We investigated two different datasets using the Help-Seeking Model. Though the 
datasets differ in age group, subject matter, task elements, and help resources, we 
found a consistent pattern in students’ metacognitive errors. This finding suggests that 
the help-seeking model is not tied to a specific domain, and can be generalized to 
tutors that include different tools. While the rates of most bug categories were re-
markably similar across units, this was not the case for the “Try step too fast” cate-
gory.  In addition, while in the Angles unit the Help-Seeking Model was a good pre-
dictor of learning, in the Scatterplot unit we did not observe such a correlation. A 
probable explanation to both findings is that the Help Seeking Model falsely classifies 
appropriate fast actions as buggy ones, which is more relevant to the generally faster 
Scatterplot unit. 

Beyond this, we compared the two approaches to model metacognition, within the 
context of one dataset. While targeted at different goals, both models successfully 
distinguish gaming students from other students; combining the models yields better 
results than either of the models can obtain alone. Though the two models are corre-
lated, they seem to capture different properties of students’ behavior. The Gaming-
Detector is much more successful at identifying gaming students who do not learn, 
which is its main goal; the Help-Seeking Model can identify a larger span of meta-
cognitively faulty behaviors. Future development of metacognitive models should 
combine the advantages of the different approaches. 

These results show us that a tutoring system can be aware of a user’s metacogni-
tion. Once refined, the models will be used to extend the Cognitive Tutors so that they 
provide feedback to students on their metacognitive behavior. We will examine 
whether students improve their metacognitive skills following targeted appropriate 
feedback, and ultimately whether they become better learners as a result.  
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Abstract. Since problem solving in group problem-based learning is a collabo-
rative process, modeling individuals and the group is necessary if we wish to 
develop an intelligent tutoring system that can do things like focus the group 
discussion, promote collaboration, or suggest peer helpers. We have used 
Bayesian networks to model individual student knowledge and activity, as well 
as that of the group. The validity of the approach has been tested with student 
models in the areas of head injury, stroke and heart attack. Receiver operating 
characteristic (ROC) curve analysis shows that, the models are highly accurate 
in predicting individual student actions. Comparison with human tutors shows 
that group activity determined by the model agrees with that suggested by the 
majority of the human tutors with a high degree of statistical agreement 
(McNemar test, p = 0.774, Kappa = 0.823). 

1   Background 

Over the past few decades, problem-based learning (PBL) has been introduced as an 
alternative to traditional didactic medical education. PBL is designed to challenge 
learners to build up their knowledge and develop effective clinical reasoning skills 
around practical patient problems. PBL instructional models vary but the general 
approach is student-centered, small group, collaborative problem solving activities 
[2].  While PBL has many strengths, effective PBL requires the tutor to provide a high 
degree of personal attention to the students, which is difficult in the current academic 
environment of increasing demands on faculty time. We are investigating the poten-
tial use of concepts from Intelligent Tutoring Systems (ITSs) and Computer-
Supported Collaborative Learning (CSCL) to develop an intelligent medical training 
system for PBL.  In this paper we focus on the student modeling aspects of the problem. 

Similar to one-to-one ITSs, e.g. ANDES [4], SQL-Tutor [15], our system requires 
an accurate model of clinical problem solving and a model of the student’s state of 
knowledge so that the system can guide the students effectively. But in a PBL group 
clinical problem solving ability can vary from student to student since students differ 
in their background knowledge and skill. Thus modeling individuals and the group is 
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necessary if we wish to develop tutoring algorithms that can do things like focus the 
group discussion, promote collaboration, and suggest peer helpers. 

Developing successful collaborative environments that satisfy each member’s needs 
and contribute to the effectiveness of the group as a whole is an area that researchers 
have recently begun to address. The Docs ‘n Drugs project [13] supports intelligent 
tutoring for group-based medical PBL by including collaborative work and intelligent 
tutoring capabilities in one system. But the tutoring module in Docs ‘n Drugs is still 
focused on guiding individual students rather than the group as a whole. Jameson et al 
[9] propose a generative model of individual group members, which is a computational 
model of relevant beliefs, preferences, motivation and other relevant properties. The 
work focuses on supporting asynchronous collaboration, with the models being used to 
predict member’s responses to proposed solutions during discussion sessions when they 
are not present. Lock and Kudenko [12] propose a multi-component user modeling 
approach in which each user model contains an explicit team profile in addition to other 
distinct components. The models are developed in the context of personalized informa-
tion briefing for military decision-making. Building upon results from Social Choice 
Theory, Masthoff [14] addresses the issue of combining models of individuals’ prefer-
ences in order to infer group preferences in a more general framework. The work is 
illustrated with the problem of selecting appropriate television programming for a 
group. Our work departs from previous efforts to incorporate user modeling into com-
puter supported collaborative learning environments by focusing on modeling individ-
ual and group problem solving behavior. The modeling technique that we present in this 
paper has been implemented in COMET, a collaborative intelligent tutoring system for 
medical PBL [17]. Medical PBL is challenging due to the complexity of the knowledge 
involved, and the lack of standard, commonly accepted student problem-solving tech-
niques. Thus, one objective of the work presented in this paper has been to identify 
prototypical patterns of student clinical reasoning to create student models that can be 
used by the tutoring module to generate the various tutoring hints.  

2   COMET – COllaborative MEdical Tutor 

COMET is designed to provide an experience that emulates that of live human-
tutored medical PBL sessions as much as possible while at the same time permitting 
the students to participate from disparate locations. The system is implemented as a 
Java client/server combination, which can be used over the Internet or local area net-
works and supports any number of users. COMET incorporates a multi-modal inter-
face that integrates text and graphics so as to provide a rich communication channel 
between the students and the system, as well as among students in the group (Fig. 1). 
COMET can currently support PBL in the domains of Head injury, Stroke and Heart 
attack. Generating appropriate tutorial actions in COMET requires a model of the 
students’ clinical reasoning for the problem domain. This modeling task is necessarily 
wrought with uncertainty since we have only a limited number of observations from 
which to infer each student’s level of understanding. Thus we have chosen to use 
Bayesian networks (BNs) as our modeling technique.  
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Fig. 1. COMET Student interface. The hypothesis board provides the central shared group
workspace. The discussion pane is the place for displaying tutoring hints 

3   Clinical Reasoning Model 

The following sections describe the structure of the BN domain clinical reasoning 
model, alternative model structures, how the conditional probabilities are obtained, 
and how the models are used for individual and collaborative student modeling. 

3.1   Domain Clinical Reasoning Model 

We investigate issues of generality in clinical reasoning, which will serve as a founda-
tion in developing our domain-general structure. The classic model of clinical reason-
ing is the hypothetico-deductive model [6], which is incorporated in the PBL process.  
It is characterized by the generation of multiple competing hypotheses from initial 
patient cues, followed by the collection of data to confirm or refute each hypothesis.  
Figure 2 shows a portion of the hypothesis structure created by one PBL group for the 
problem scenario on the bottom right of Figure 1.  It shows a directed acyclic graph 
representing cause-effect relationships among hypotheses.  Since we assume that each 
student is participating in the process of creating this graph, the graph forms the basis 
of our student model.  The hypothesis graph can be conveniently represented as a BN 
since BNs are also directed acyclic graphs.  In addition, BNs can represent our uncer-
tainty about the state of knowledge of the students. 

To come up with hypotheses explaining the case, the clinical reasoning process 
involves the following iterative 3 steps [2]. (1) Problem identification is done by 
selecting problems from studying the case. This process is similar to “subgoaling” in 
means-ends problem solving [1]. We represent these problems with the “goal” node in 
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the BN model (Fig. 3). (2) Problem analyses are developed for each problem. Students 
are encouraged to use their previous knowledge to solve the problem. We represent this 
knowledge with the “concept” node in the BN model. (3) The hypotheses are derived by 
applying medical concepts from the problem analyses. An “apply” node represents the 
student’s action of applying a “concept” to a “goal” to derive a “hypothesis”. 

Fig. 2. A photograph of the white board after a PBL session at Thammasat University Medical 
School. The graph shows hypotheses with arrows indicating cause-effect relations among them. 
(Note: Some hypotheses are written in Thai) 

Although some consistent characteristics of the clinical reasoning process can be 
identified based on the hypothetico-deductive reasoning model, they are not particu-
larly satisfying for understanding the process of reasoning or useful for communicat-
ing it when training future clinicians. For example, how are good hypotheses gener-
ated, and what is the nature of a good hypothesis set? We have explored the clinical 
problem representation called “illness script” proposed by Feltovich and Barrows [7] 
and incorporated this approach in the design of our system. At its most general level of 
description, the script proposes that an illness can be characterized by three component 
parts: enabling conditions, faults and a set of consequences. Enabling conditions are 
illness features associated with the acquisition of illness (e.g., compromised host factors, 
hereditary factors). Faults are the major real malfunctions in illness (e.g., direct trauma, 
invasion of tissue by pathogenic organisms). Consequences are the secondary conse-
quences of faults within the organism (e.g., unconsciousness, brain damage).  

Figure 3 shows a portion of the BN domain model built for the head injury sce-
nario of Figure 1. The model contains two types of information: (1) the hypothesis 
structure based on the differential diagnosis of the case (the right group of nodes); and 
(2) the application of medical concepts in terms of anatomy and patho-physiology 
(the left group of nodes) to derive the hypotheses. The figure shows the classification 
of the hypotheses into the three categories: enabling conditions, faults, and conse-
quences. For each specific scenario, we consulted medical textbooks and experts to 
obtain the hypotheses, the causal relations among them, the goals, and the medical 
concepts used to derive the hypotheses. The model for each scenario took about one 
person-month to build. In Figure 3 (right half), we have seven possible faults associ-
ated with the single enabling condition car accident: Head_Injury, Brain_Moving,
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Fig. 3. Part of the Bayesian network student model. The complete network contains 66 nodes

Scalp_Lacerate, Skull_Fracture, Brain_Contusion, Diffuse_Axon_Injury, and 
Brain_Stem_Damage. The remaining hypothesis nodes are consequences of these 
faults. Each hypothesis node has parent nodes, which have a direct causal impact on it. 
For example, Brain_Damage has parents Brain_Infection and Intracere-
bral_Hemorrhage. All hypothesis nodes have two states, indicating whether or not the 
student knows that the hypothesis is a valid hypothesis for the case.   

The application of medical concepts is represented in terms of three kinds of 
nodes: goals, general medical knowledge, and apply actions.  Every hypothesis node 
(except the root, which represents the scenario itself) has a unique Apply node as one 
of its parents.  The Apply node represents the application of a medical concept to a 
goal in order to derive the hypothesis.  For example the Apply3 node indicates that the 
student is able to use knowledge of the Blood_Flow_Decrease medical concept to 
infer that Brain_Damage is a consequence of Brain_Infection.  Each hypothesis node 
thus has a conditional probability table specifying the probability of the hypothesis 
being known conditioned on whether the parent hypotheses are known and whether 
the student is able to apply the appropriate piece of knowledge to determine the 
cause-effect relationship.  The conditional probability tables for the Apply nodes are 
simple AND gates. 

Our BN student model is similar to the student model used by Conati, et al [4].  
Their model includes five types of nodes: Context-Rule, Rule-Application, Fact, 
Goal, and Strategy.  The correspondence between their node types and ours is: Con-
text-Rule = Concept, Rule-Application = Apply, Fact = Hypothesis, and Goal = Goal.  
Strategy nodes, which represent different correct solutions to a problem, are implicitly 
encoded in our model by the fact that students can enumerate the causal hypothesis 
structure in any order.  Our model contains causal links among hypotheses, which are 
not present in their model.  The reason for this is that in our medical domains a prob-
lem solution is represented by the hypotheses and causal links among them, while in 
their physics domains a problem solution is represented by a sequence of rule applica-
tions and the derived facts. 

Enabling condition

Fault 

Consequence 

Goal Concept Apply Hypothesis 
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In the PBL sessions, the students create the hypotheses as well as the causal links 
between them (Fig. 2). The initial BN domain model described above represents the 
probabilities of the hypotheses but not the probabilities of the causal links between 
them. To capture the causal links as well, we modified the model by incorporating a 
new type of node representing the probability of a causal link between two hypothe-
ses. In alternative model 1, for every hypothesis A that is a direct cause of a hypothe-
sis B, we have a node representing the causal link between them.  The two hypothesis 
nodes (A, B) are the parents of the link node (A B), as shown in Figure 4b.  The 
intuition is that the link cannot be created unless both hypotheses are created first.     
Alternative 2 is a combination of the initial student model and alternative 1 (Fig. 4c). 
Rather than eliminating the links in the Bayes net between hypothesis nodes, we re-
tain them and simply add the link nodes.  This model explicitly captures the probabil-
ity that a student will create a hypothesis (B) if he creates the parent hypothesis (A), 
and the probability that the student will create the causal link between them.  The 
probability tables for the link nodes in alternative 2 are the same as in alternative 1. 

Fig. 4. A simple BN illustrating the hypothesis structure of the initial and alternative domain 
clinical reasoning models

The conditional probability tables for each network were obtained by learning from 
data obtained from the transcripts of PBL sessions. A total of 15 groups of third year 
medical students from Thammasat University Medical School were involved in this study. 
Each group, consisting of eight students with different backgrounds, was presented with 
the head injury, stroke and heart attack cases and asked to construct possible hypotheses 
for the case, under the guidance of a tutor.  After the sessions the tape and the results on 
the whiteboard were analyzed to determine whether or not each goal, concept and hy-
pothesis was mentioned.  We used the EM learning algorithm provided by the HUGIN 
Researcher software to learn the conditional probabilities of each node [10].  

3.2   Individual and Collaborative Student Clinical Reasoning Modeling 

The domain clinical reasoning model is instantiated for each student prior to group 
discussion by entering that student’s background knowledge as evidence. For example, 
if a student has a background in anatomy, we would instantiate the Skull_Anatomy and 
Scalp_Anatomy nodes.  Since all students have basic knowledge in anatomy, physiology 
and pathology before they encounter the PBL tutorial sessions, we make the assumption 
that once a hypothesis in the domain model is created by one student in the group during 
discussion, every student knows that hypothesis. So as hypotheses are created, they are 
instantiated in each student model.  

Conflict is an important aspect of group life. Researchers have suggested ways to 
ameliorate cognitive conflict and increase member productivity in group problem 
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solving, which include combining individual novel ideas (divergent thinking) and 
narrowing this set to one alternative (convergent thinking) [11]. Following commonly 
accepted practice in medical PBL [7], we assume that students should and generally 
do enumerate the possible hypotheses by focusing sequentially on the various causal 
paths in the domain, linking enabling conditions with faults and consequences. So for 
each student, we must determine what causal path he is reasoning along, which we do 
by identifying the path of highest probability in that student’s model.  This is com-
puted as the joint probability of the nodes along the path, which is a function built into 
the Hugin software.  Suppose we have the following hypotheses entered into the stu-
dent model: Car_Accident, Head_Injury, Intracranial_Pressure_Increase, and Un-
conscious.  The evidence is entered and propagated, and new beliefs are retrieved. 
Here we have six candidate paths, two of which are: 

Path 2: Unconscious  Brain_Damage Intracranial_Pressure_Increase
Subdural_Hematoma Skull_Fracture Head_Injury Car_Accident
Path 4: Unconscious  Brain_Damage  Intracerebral_Hematoma 
Brain_Contusion Head_Injury Car_Accident

The most likely current reasoning path for this student is path 2 since it has the 
maximum joint probability. Since the students work in a group, it is also necessary to 
identify a causal path that can be used to focus group discussion, particularly when 
the discussion seems to be diverging in different directions. Although groups can 
resolve disagreements in several ways, majorities are important [16], particularly in 
judgmental tasks that lack demonstrably correct answers (e.g. medical diagnosis). 
Thus, we would like to identify a path that has much of the attention of much of the 
group and has at least one member whose attention is focused on that path.  This is 
done as follows.  We identify a set of candidate paths by taking the most likely path 
for each student.  This guarantees that each candidate path has at least one student 
currently focused on it.  We then compute the sum of the probabilities of each candi-
date path over all students and select the path with the highest sum.  This gives us the 
candidate path with the highest average attention over all students.  

From our study of PBL sessions [17], we identified and implemented seven tutoring 
strategies commonly used by experienced human tutors: 1) focus group discussion, 2) 
promote open discussion, 3) deflect uneducated guessing, 4) avoid jumping critical steps, 
5) address incomplete information, 6) refer to experts in the group, and 7) promote col-
laborative discussion. All strategies except strategy 7 use both the structure and the prob-
abilities of the BN models. Strategies 1, 2, 5 make use of the group reasoning path. 

4   Evaluation – Accuracy of the Student Models 

In order to determine the accuracy of the model, we compared the probabilities of 
hypotheses and causal links from the student model with actual student actions con-
sidered as a “gold standard”, and compared the group path generated by COMET and 
the path suggested by human tutors.  

4.1   Experimental Design 

We recruited 15 second-year medical students from Thammasat University Medical 
School. That is, they had not yet had PBL experience in Head injury, Stroke, or Heart 
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attack. Stratified random sampling was applied to divide the students into 3 groups 
based on their background knowledge. Ten tutors with at least five years experience 
in conducting the brain and cardiovascular course were involved in the evaluation of 
the group path.  Students were asked to answer pretest questions to determine their 
background knowledge. This information was used to instantiate the general student 
model for each individual student.   

Students participated in the problem solving session on head injury, stroke and 
heart attack scenarios with COMET.  Each student was asked to enumerate hypothe-
ses and links using an offline client application. The student actions of creating hy-
potheses and their links served as a gold standard for comparing with the predicted 
probabilities from the BN student model.  Then groups of 5 students worked collabo-
ratively using an online client application.  Ten tutors were asked to identify the 
reasoning path that the group should follow for each scenario and each group given 
the partial solutions and the information about the students’ background knowledge.  
This data was used to compare with the group path generated by COMET.  

4.2   Results 

To determine whether our student models are accurate in predicting individual student 
actions, we evaluated them by means of receiver operating characteristic (ROC) curve 
analysis [3]. ROC curves plot sensitivity (true positive ratio) versus 1-specificity (true 
negative ratio) for a series of thresholds of the posterior probabilities of the nodes in 
the BN model. The area under the curve (AUC) represents an overall measurement of 
performance of the student model, with 1.0 a perfect test and 0.5 representing a model 
with no discriminating capacity. To measure the statistical significance of the differ-
ence between two AUCs, we used the between-area correlation and the standard error 
of the difference in areas [8]. 

Table 1. ROC curve analysis showing AUC for three student models 

Model/Prediction Head injury Stoke Heart attack All scenarios 
Initial/Hypotheses 0.731 0.809 0.843 0.814 
Alternative 1/Hypotheses 0.859 0.793 0.917 0.848 
Alternative 2/Hypotheses 0.909 0.765 0.868 0.832 
Alternative 1/Causal links 0.895 0.814 0.843 0.848 
Alternative 2/Causal links 0.897 0.838 0.905 0.899 

Table 1 shows the ROC curve analysis of the three alternative models for the Head 
injury, Stroke, and Heart attack scenarios.  For the Head injury scenario, there were 
no statistically significant differences between the AUCs for alternative 1 and alterna-
tive 2, while each of them was more accurate than the initial model in predicting 
which hypotheses students created.  For the Stroke and Heart attack scenarios, there 
were no statistically significant differences between the AUCs of all three models.  
Averaging over all scenarios, alternative 1 and alternative 2 were more accurate in 
predicting which hypotheses students created than the initial model.  However, there 
was no statistically significant difference between the AUCs for the alternative 1 and 
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alternative 2. Alternative 2 was more accurate in predicting which causal links student 
created than alternative 1. 

In order to evaluate the accuracy of our BN student model in predicting the group 
reasoning path, we compared the group reasoning path generated by COMET to the 
paths suggested by 10 human tutors for 3 scenarios and 3 groups. This gave us 90 data 
points for comparison. Total number of reasoning paths containing at least one node 
that was created for the Head injury, Stroke and Heart attack scenarios was 6, 65, and 
125 respectively.  

Table 2. Results comparing COMET and human tutor group paths 

Scenario COMET’s path Human tutors’ path (% of tutors suggesting the path) 
12 12 (85%) 14 (15%)  

Head injury 
14 14 (70%) 12 (10%) Others (20%) 
23 23 (85%) 24 (10%) Others (5%) 

Stroke 
24 24 (60%) 23 (20%) Others (20%) 
31 31 (90%) 32 (10%)  Heart attack 
32 32 (70%) 31 (20%) Others (10%) 

The results show that COMET’s group paths are in line with the majority consen-
sus of those suggested by the human tutors. For example, in the situation where 
COMET generated path no. 12, 85% of the tutor also suggested the same path, and 
15% suggested path no. 14. To test the statistical significance of the agreement be-
tween the system and the human tutors, we used the McNemar test and Kappa statis-
tic, which are commonly used in medicine to determine the degree of agreement be-
tween two alternative testing procedures [5]. There were no statistical differences 
between the human tutors and COMET (McNemar test, p = 0.774).  The results show 
a high degree of agreement between the group path generated by COMET and by the 
human tutors (Kappa index = 0.823).  

5   Conclusions and Future Work 

We have described a general domain-independent BN clinical reasoning model for 
medical PBL that integrates hypothesis structure based on differential diagnoses of 
the patient case and the application of the corresponding medical concepts in the 
problem solving process. Student background knowledge as well as individual and 
group reasoning behavior play an important role in modeling individual and collabo-
rative student clinical reasoning. The positive result from the model’s evaluation in 
three different scenarios provides encouraging support for our framework.  

Future work will include more extensive evaluation. We are planning a full scale 
evaluation of COMET’s effectiveness in imparting clinical reasoning skills and medi-
cal knowledge to students. Specifically, our empirical study will focus on student 
clinical reasoning gains obtained using COMET versus those obtained from human 
tutored PBL sessions. 
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Abstract. This paper is focused on user modeling and adaptation in distributed 
E-Learning systems. We describe here CUMULATE, a generic student 
modeling server developed for a distributed E-Learning architecture, 
KnowledgeTree. We also introduce a specific, topic-based knowledge modeling 
approach which has been implemented as an inference agent in CUMULATE 
and used in QuizGuide, an adaptive system that helps students select the most 
relevant self-assessment quizzes. We also discuss our attempts to evaluate this 
multi-level student modeling. 

1   Introduction 

A number of researchers working on adaptive E-Learning technologies argue that the 
way to E-Learning classroom for these technologies goes through a distributed, 
component-based architecture for adaptive E-Learning [2; 5; 6]. The problem is to 
develop an architecture that will allow independent teams to develop user-adaptive 
components that could interact in parallel with the same user while integrating 
collected information, resulting in better adaptations for the user. At the moment, 
there are two main competing approaches to user modeling in a distributed, 
component-based architecture: centralized [1; 7] and decentralized [9] user modeling. 
Decentralized (or distributed) user modeling had its roots in agent-based architectures, 
while centralized user modeling had its start in user modeling shells and is currently 
represented by user modeling servers such as CUMULATE and Personis [8]. In our 
past projects we have explored both centralized [1] and distributed [3] modeling and 
we think that the former approach currently provides a more reliable and practical 
solution. We continue to explore the centralized approach in the context of 
KnowledgeTree, a distributed architecture for adaptive E-Learning based on reusable 
intelligent learning activities [2]. This paper focuses on student modeling in the 
context of the KnowledgeTree architecture. We introduce the student modeling server 
CUMULATE, which was developed to support centralized student modeling.  We 
provide an example of its support of user modeling in QuizPACK - an adaptive  

1 This material is based upon work supported by the National Science Foundation under Grant 
No. 0310576. 
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hypermedia service for delivering self-assessment quizzes. We also discuss the issue 
of the evaluation of CUMULATE-like servers and present our attempt to evaluate the 
performance of CUMULATE in the context of the QuizPACK service. 

2   CUMULATE, a User Modeling Server  

The KnowledgeTree architecture is based on a centralized approach. This architecture 
assumes the presence of four kinds of components in the distributed E-Learning 
system: student portals, activity servers, value-added services and student modeling 
servers. A learning portal supports the course-authoring interface and maintains a 
runtime interface for the student. The content of the course is formed by interactive 
reusable learning activities that are delivered by activity servers. A value-added 
service is able to "pass through" the "raw" content adding some valuable functionality 
to it - such as adaptive sequencing, annotation, visualization, or content integration. 
All components that interact directly with a student are expected to send information 
about each important student action to the student modeling server. The server 
processes this information into a student model and provides student information by 
request to any interactive component that wants to adapt to the student. The 
architecture allows the presence of multiple servers of the same kind - including 
portals and student modeling servers, however, it is assumed that each user works 
with one portal and one student-modeling server in the context of each course. Any 
server that complies with the set of inter-component communication protocols could 
be immediately integrated into the architecture. A student-modeling server should 
comply with two protocols - accepting student events and replying to requests about 
the student sent by other components. The internal organization of the server, 
including the organization of the user modeling is not dictated. Space is provided for 
competition between different server organizations and user modeling approaches. 

The CUMULATE server (Centralized User Modeling for User and Learner-
AdapTive Environments) was developed as a generic student-modeling server for the 
KnowledgeTree project. Following earlier approaches [1; 7] CUMULATE represents 
information about a student on two levels (Fig. 1): the event storage and an inferenced 
User Model. All student actions that each interactive component is able to trace are 
sent to CUMULATE, using a standard http-based event-reporting protocol. The 
structure of this protocol allows an interactive component to report the kind of event 
(i.e., a specific learning activity or a specific step within more complex activities), the 
progress (for example, success or failure) and any additional component-specific 
information). CUMULATE adds a timestamp to each reported event and stores it 
permanently in the event storage. This is different from traditional student modeling 
approach in which these events are immediately processed and discarded. The event 
storage is open to a variety of inference agents that process this data in different ways 
and convert it into a more familiar form of name-value pairs that altogether form the 
inferenced UM. Various agents can attempt to infer a multitude of user parameters 
using different methods. For example, some agents could be focused on inferring the 
student’s knowledge from different aspects, others could store the student’s interests, 
even others could monitor the student's level of motivation. Different agents could 
attempt to infer the same parameters from the same event storage using different 
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methods. The architecture anticipates the use of internal (i.e., in-server) and external 
inference agents. The latter kind requests information from event storage and updates 
inferenced UM using dedicated protocols. Moreover, an application could access 
event storage directly and process the events in a specific way. 

The current architecture could be considered unnecessarily general and flexible, 
but this was a design decision. We need a student modeling architecture which would 
allow us to explore a range of different student modeling approaches which cover the 
same event storage. At the moment, we have implemented several internal inference 
agents that are used by different activity servers and services within KnowledgeTree. 
To provide a complete example of CUMULATE user modeling and its use in 
KnowledgeTree, we will focus the rest of the paper on the specific inference agent 
that performs the topic-based modeling of student knowledge. 

Fig. 1. The structure of the CUMULATE server 

3   Topic-Based Knowledge Modeling and Its Implementation 

Topic-based knowledge modeling is a simplification of the concept-based knowledge 
modeling used in a number of adaptive systems. The state of student knowledge is 
represented as a weighted overlay covering a set of coarse-grain elements called 
topics. Each educational activity can contribute to only one topic (whereas in the 
concept-based approach, it can contribute to multiple concepts). A typical course-
level domain model includes just 40-60 topics (in contrast to the several hundred 
concepts used in concept-based modeling).  

Due to its simplicity, topic-based modeling was the first approach implemented 
within CUMULATE. Our implementation of topic-based modeling is transparent for 
course authoring: under each topic, the author identifies several educational activities. 
Student progress within these activities defines the user’s understanding of a topic. 
CUMULATE provides a form-based authoring interface for topics and activities and a 
topic-based inference agent. The interface supports definitions of topics and their 
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relationships with activities. For each activity associated with a topic (and, if 
necessary, for each substep within an activity step) the author can specify its 
contribution to the topic. The agent uses the authored relationships between topics and 
activities to transform events that were reported during the student's work with the 
topic-related activities into a student knowledge level for that topic (0 to 1). The agent 
uses a relatively simple method of knowledge calculation. For all activities belonging 
to that topic, it calculates the weighted average score of reported results. 

The first system to explore topic-based knowledge modeling was QuizGuide - a 
value-added service that provides personalized access to self-assessment quizzes for 
the C programming language. The quizzes are generated by an activity server called 
QuizPACK [4]. The “added value” provided by QuizGuide is adaptive annotations. 
QuizGuide groups all QuizPACK quizzes into topics and adaptively annotates a link 
to each topic with a target-arrow icon.  This icon helps the student choose the topic to 
work on by indicating which topics are most important and which need additional 
work. QuizGuide employs topic-based modeling to visualize the current level of 
knowledge for each topic as the number of arrows in the topic’s target, ranging from 
little or no knowledge (no arrows) to very good knowledge (three arrows). 

Since QuizPACK was an original component of KnowledgeTree (i.e., the student’s 
answer to every question of every quiz were already traced in CUMULATE's event 
storage), and since the topic-based inference agent was already developed, the 
implementation of QuizGuide was quite straightforward. QuizPACK quizzes were 
grouped into 22 topics; these topics were defined with the new topic-based authoring 
interface, forming unique C-Programming topic scope; and all quizzes belonging to 
each topic were added as contributing activities for this topic, with the percentage of 
contribution depending upon quiz difficulty (see [4] for details). The user interface of 
QuizGuide was then implemented as a CGI application that requests the current 
student knowledge level of all topics (inferred by the topic-based agent) through the 
CUMULATE query interface and then generates navigation frame with adaptive 
annotations. 

4   The Evaluation of QuizGuide  

We have evaluated QuizGuide using the traditional "with or without" approach. Some 
evaluation details are provided in [4]. Despite the relatively simple user modeling and 
adaptation techniques used in QuizGuide, the system has achieved a remarkable 
impact on student learning and performance. Guided by adaptive annotations, the 
students explored more questions, worked with questions more persistently, and 
accessed a larger variety of questions. The increase in participation resulted in the 
increase of their knowledge at the end of the course. However, what can really be 
evaluated in a "with or without" study of a system driven by a universal user 
modeling server, which has an inference engine based on authored rules? Are we 
evaluating the server itself, the topic-based student modeling approach implemented 
by one of its inference agents, or just the quality of the job done by the author in 
defining topics and connecting them with activities? The user modeling literature 
provides no guidance on how to evaluate user modeling servers or approaches. In our 
opinion, the "proof" of the success of our architecture is its very ability to implement 
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a new student modeling approach and to author the student modeling part of a new 
adaptive application. The fact that the present application has been successful is, 
however, an additional argument in favor of topic-based student modeling. 
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Abstract. Bayesian and probabilistic networks are claimed to offer powerful ap-
proaches to inferring an individual’s knowledge state from evidence of mastery
of concepts or skills. A typical application where such tools can be useful is
Computer Adaptive Testing (CAT). Bayesian networks have been proposed as an
alternative to the traditional Item Response Theory (IRT), which has been the
prevalent CAT approach for the last three decades. We compare the performance
of one probabilistic network approach, named POKS, to the IRT two parameter
logistic model. Experimental results over a 34 items UNIX test and a 160 items
French language test show that both approaches can classify examinees as master
or non master effectively and efficiently. Implications of these results for adaptive
testing and student modeling are discussed.

Keywords: CAT, IRT, Probabilistic networks, Bayesian networks, adaptive test-
ing, student models, knowledge assessment.

1 Introduction

Computer Adaptive Testing applications, or CAT, are possibly the earliest examples of
adaptive interfaces. The principle behind CAT is to adjust the test items presented to the
user’s knowledge, or, using CAT terminology, to adjust the items characteristics to the
examinee’s ability level. Akin to the architectures of adaptive systems, CAT systems
analyze the behaviour of the user to build a dynamic model of his/her knowledge state
and choose the next item that is most appropriate for this state. In the specific context
of CAT, the most appropriate items are the ones that will allow the system to determine,
with the least number of test items administered, if the examinee is a “master” or a
“non-master” with respect to the measured ability.

We compare two approaches to CAT, namely the Item Response Theory framework
(IRT), more specifically the two-parameter logistic model, and a probabilistic graphical
framework named POKS [1]. The POKS framework is particularly well suited for a
comparison with other CAT techniques, because, akin to the IRT framework, it does
not require any knowledge engineering effort to build the network. Instead, it uses a
small sample of test data to build automatically the links among the items themselves.
We review the basis of each approach before describing the experimental procedure and
results of their comparison.
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2 Item Response Theory

The prevalent means of conducting Computer Adaptive Testing (CAT) is based on the
Item Response Theory (IRT) (see [2]).

For the current study, we adopted the two parameter logistic” model (IRT-2PL)
which is one of the common IRT models. In this model, the probability of an examinee
of ability level θ to answer item i correctly is: P (Xi | θ) = 1

1+e−ai(θ−bi)
where Xi rep-

resents a correct response to item i (a shorthand for Xi = 1), bi is the item’s difficulty
parameter, and ai is its discrimination parameter. This function defines what is known
as the Item Characteristic Curve (ICC). Typically, the difficulty and discrimination pa-
rameters are estimated from empirical data by a maximum likelihood approach or by a
least square fit.

Estimating an examinee’s level of ability, θ, is based on maximizing the likelihood
function P (Xk | θ) =

∏k
i=1 P (Xi|θ) where Xk is the vector of previous response

values X1, X2, . . . , Xi, . . . , Xk. See [3] for a review of the different algorithms that are
used for this estimation procedure.

3 The POKS Approach

The POKS approach is a graphical probabilistic network, such as Bayesian Networks
and a number of other variants [4]. However, it is not a Bayesian Network as it makes
stronger independence assumptions: the induction of the graphical structure and the
probability updating scheme both assume the local independence of all test items rela-
tions. This assumption has the major advantage of allowing the induction of the network
from a very small number of data cases. In the current experiment, less than fifty data
cases were used to build the two graphs structures. Whether local independence is a
reasonable assumption1 will be assessed empirically with the performance comparison
in section 4.

3.1 POKS Network Induction

The POKS technique derives the graph structure from empirical data. For the purpose
of comparing IRT and POKS, the structure nodes are limited to representing test items
and no knowledge engineering is involved. There are no other types of node, and each
node is a test item. This is not a limitation of the POKS approach itself, but a constraint
imposed for this study in order to compare POKS on the same footing as IRT.

Each node, Xi, is assigned a probability that represents an examinee’s chances of
mastery of that item, P (Xi). Contrary to the IRT model, P (Xi) is not a function of θ,
the ability level. It is a direct function of the probability of other items from which it is
linked with, (see section 3.2).

Network Structure: In accordance with the assumption of local independence, the net-
work construction process consists in comparing items pairwise to look for a relation.

1 Note that the local independence assumption is also an issue for IRT based CAT in general [5].
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Let Xa and Xb be two items in the test. Then, to determine if there is a directed link,
Xa → Xb, the three following conditions must hold:

P ([P (Xb|Xa) ≥ pc] | D) > (1 − αc) (1)

P ([P (¬Xa|¬Xb) ≥ pc] | D) > (1 − αc) (2)

P (Xb|Xa) �= p(Xb) (3)

The first condition (inequality 1) states that the conditional probability of a success for
Xb given a success for Xa must be above a minimal value, pc, and that we can derive
such conclusion from a sample distribution, D, with an error rate no greater than αc. The
second condition (inequality 2) is analogous to the first and states that the probability
of failure for Xa given a failure for Xb must be greater than pc, with an error rate of αc

given distribution D. The third condition states that the conditional and non conditional
probabilities are not independent.

These first two conditions are computed from a Binomial distribution. The third
condition (inequality 3) is an independence test and it is verified by a χ2 distribution
test on the 2 × 2 contingency table of distribution D.

3.2 Item Probability Update

When an item’s probability of mastery in the network changes, either through observa-
tion or through a change in the probability of a neighboring node, evidence is propa-
gated through the connected items in the graph structure.

When a node is observed, the neighboring nodes’ probability are updated through
the standard Bayes posterior probability procedure. For propagating further,
Giarratano’s algorithm is used ([6]), which corresponds to an interpolation scheme.
It performs a posterior update of a node proportional to the evidence node’s probability
change. We refer the reader to [1, 7] for the details.

4 Experimental Evaluation of the Approaches

The performance comparison between POKS and 2PL-IRT rests on the simulation of
the adaptive question answering process. The answers given by the examinee during the
simulation are based on the actual answers collected in the test data. An examinee is
classified as master if his/her estimated ability, θ, above a given cutting score, θc, and
non master otherwise. The classification by the IRT-2PL and POKS approaches after
each item response given is then compared to the actual examinee score in the test data.

The simulations are made on two sets of data: (1) a 34 items test of the knowledge of
UNIX shell commands administered to 48 examinee, and (2) a 160 items test of French
language administered to 41 examinees. Mean scores for the UNIX and French lan-
guage tests are respectively 53% and 57%, and standard deviation is about 50% for both.

4.1 Results

The simulation results for the cutting score θc = 60% are summarized in figure 1. They
show the number of correctly classified examinees as a function of the number of items
asked.
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Fig. 1. Results from the Unix (left) and French language (right) tests comprised respectively of
48 and 160 items. The percentage of correctly classified examinees, averaged over 48 simulation
cases for the Unix test and 41 for the French language one (Flc), are plotted as a function of the
number of item responses. Passing score is 60%

The simulation shows that the POKS approach performs slightly better than the IRT-
2PL approach and that the gain is more important for the FLC test than the UNIX one.
In general, both POKS and IRT-2PL approaches yield relatively good classification after
only a few item responses, especially considering the low number of data cases used for
calibration. These results vary slightly from cutting scores ranging from 50% to 70%,
with IRT sometimes performing slightly better (see [7] for further details). Overall, both
methods have similar performance.

5 Related Work

Vanlehn, Martin and Conati have been amongst the most early and active users of
Bayesian Networks (BN) for student assessment. In the latest of a series of three tutors
embedding a BN, the Andes tutor [8] incorporates a BN composed of a number of dif-
ferent types of nodes (rules, context-rules, fact, goal nodes). In Hydrive, [9] used a BN
for assessing a student’s competence at troubleshooting an aircraft hydrolics system.

The work of [10] is among the first to specifically create a CAT with a Bayesian
network. In a more recent CAT system, [11] defined a hierarchical BN with three lay-
ers: concepts, topics, and subjects. In contrast with the previous approaches, [12] has
conducted experiments with a BN that is, in part, derived empirically.

6 Discussion

The comparison of the POKS approach with the IRT-2PL one, indicates that they both
can perform correct classification of examinees. It shows that a graph structure can be
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algorithmically induced from the same data as an IRT model and can yield comparable
results. Moreover, the approaches were tested with very few data cases, and yet, their
performance is quite valuable. This is an important feature from a practical perspective
since it makes them beneficial to a large number of application contexts.
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Abstract. Learners are assessed by several systems during their life-long learn-
ing. Those systems can maintain fragments of information about a learner derived
from his learning performance and/or assessment in that particular system. Cus-
tomization services would perform better if they would be able to exchange as
many relevant fragments of information about the learner as possible. This paper
presents the conceptualization and implementation of a framework which pro-
vides a common base for the exchange of learner profiles between several sources.
The exchange representation of learner profiles is based on standards. An API is
designed and implemented to create/export and manipulate such learner profiles.
The API is implemented for two cases, as a Java API and as web services with
synchronized model exchange between multiple sources. Application cases of the
API are discussed shortly as well.

1 Introduction

Each user adapted service or application needs a user profile to perform the adaptation
accordingly. In the area of education, several approaches have been proposed to collect
information about users such as preferences, following clicking behavior to collect likes
and dislikes, and questionnaires asking for specific information to assess learner fea-
tures (e.g. tests, learner assessment dialogs, and preference forms). In addition, several
tools have been designed to improve learner models by open active learner modelling.
The variety of use cases are supported by such tools like maintaining and comparing
the student’s own and the system’s believes about his knowledge [3], multiple choice
questionnaires [2], collaborative peer assessment in discussions [1], and dialogues with
interactive topic maps [4].

These systems can be seen as services to improve user or learner models in open
environments. Different users may prefer a different style of evaluation and thus may
want to choose one or more of them which are the most suitable for them to evaluate
their profiles. To benefit from such heterogeneous services, an interoperable learner
profile and an infrastructure to support its exchange should be provided. The following
questions arise: how to represent the learner profile, how to access the learner profile,
and how to provide an extensible API to process heterogeneous profiles.

� This work is partially supported by EU/IST ELENA project IST-2001-37264.
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The rest of the paper is structured as follows: Section 2 discusses standard based
representations of learner profiles, its instantiation, and mappings from internal data
models. Section 3 discusses how the models can be accessed by means of a Java API,
webs services, querying infrastructure for RDF, and application cases which have been
implemented. Section 4 provides a summary and an outline of possible further work.

2 Learner Profile Exchange Model

In order to be able to exchange a learner profile between e-Learning and learner as-
sessment systems, we need to provide explicit information about what is going to be
exchanged, which values of the specific subject are considered and how the informa-
tion is bound to a learner. Learner profile standards and open specifications provide
us with a representation for subjects of exchange, e.g. learner performance, portfolio,
preferences, learning style, certificates, evaluations, and assessment. Domain ontolo-
gies provide us with exchangeable/sharable models of domains. Such ontologies can
model either the domain which will be overlaid in the learner profile, learner compe-
tencies/skills, or can model stereotype structures.

Fig. 1. An excerpt of a conceptual model for learner profile based on standards

Learner Ontology. Figure 1 depicts an excerpt of a learner profile ontology config-
ured from fragments based on three specifications1. The conceptual model describes a
situation where a learning performance2 of a student is exchanged as his achieved com-
petency3,4 records. The competencies have been evaluated by learner assessment (e.g.
tests) and were derived from learning objectives of tests5. Furthermore, all other educa-
tional activities, further materials, and projects created within the activities are reported

1 Refer to http://www.l3s.de/∼dolog/learnerrdfbindings/ for an extended
model of the learner profile.

2 IEEE PAPI is being used to model performance and portfolio: http://ltsc.ieee.org/
archive/harvested-2003-10/working groups/wg2.zip.

3 IMS reusable definition of competency and educational objectives (IMS RDCEO).
4 Refer to http://www.imsglobal.org/ for all IMS specifications.
5 IMS questions and test interoperability (IMS QTI).

rdceo:RDCEO

Learner
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papi:Portfolio

portfolio*lip:Preference

preference*

papi:learning_competency* papi:PerformancePortfolio*
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qti:Objectives
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lip:hasImportanceOver
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interface provides access functions for getting, deleting and updating a model of the
fragment. It provides further functions to derive additional information or to process
more complex manipulations over referenced information types as well. The API is
implemented for the RDF representation (instances of the RDFS described above). The
API is easily extensible by providing further specializations if additional extensions and
interface implementations for local repositories and data models are needed.

Access through API as Web Services. The second implementation is provided through
web services where several clients can access one model which is persistent on one
server. The server holds the main model, i.e. the data of a learner profile gathered from
several sources, and handles all requests from the clients. Each client is uniquely iden-
tified at the server and can be used by a browsing or assessment system. Furthermore,
a client can be used by other learning systems which want to make use of the learner
profiles or which want to contribute to them. The model can be accessed directly by
invoking functions of a web service or in a synchronized replicated way; i.e. each client
has its own repository which is synchronized with the main server every time a change
occurs. The web services framework can be used in a distributed way as well (several
servers exchanging learner models between each other).

Retrieval through RDF querying infrastructure. The learner profiles are created in RDF.
Therefore, a query infrastructure for RDF data is another access option. Edutella pro-
vides a datalog-based language to query RDF data provided in a distributed P2P envi-
ronment. This option enables to collect various fragments by utilizing for example the
algorithm from [5]. Another advantage of the P2P sharing infrastructure used with the
learner profiles is that it can facilitate an expert finding based on the provided profile
which can be queried by people who need a help in learning.

Recent Application Cases of the Framework. The API has been tested at a simple
browsing and dialog system (Learner Browser) and with the UML-guide system [7].
In the UML-Guide the API is used to record clicking behavior of the learner in a
knowledge map by means of events triggered when a particular knowledge map item is
clicked. In the Learner Browser, the profile can be browsed through several categories
of a learner data with possibility to use it for self-reflection; i.e. to update simple cate-
gories like preferences, add a competence based on an evaluation by a test, and so on.
Further implementations towards other assessment services are envisaged.

4 Conclusions and Further Work

We have described a framework which utilizes standards to make learner profiles in-
teroperable. A user model server similar to the one described in [8] is implemented by
making use of the framework. The server is accessible as a web service. A Java API
was implemented making use of the framework to allow other systems to plug into the
standard based learner modelling component. We have also discussed how to map inter-
nal data models of user modelling systems to the standard based descriptions to enable
exchange of learner models.
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In our further work we would like to further investigate how this API can be used
within P2P environments similarly to [10]. We have made first steps towards such an
environment in [6, 5] where we discussed how to collect fragments. The API provides
us with manipulation functionalities. The combination of both might lead to interesting
solutions. Privacy will be further investigated as well.
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Abstract. Reliable student models are vital for the correct functioning of 
Intelligent Tutoring Systems. This means that diagnosis tools used to update the 
student models must be also reliable. Through adaptive testing, student 
knowledge can be inferred. The tests are based on a psychometric theory, the 
Item Response Theory. In this theory, each question has a function assigned 
that is essential for determining student knowledge. These functions must be 
previously inferred by means of calibration techniques that use non-adaptive 
student test sessions. The problem is that, in general, calibration algorithms 
require huge sets of sessions. In this paper, we present an efficient calibration 
technique that just requires a reduced set of prior sessions.  

1   Introduction 

The construction of Intelligent Tutoring Systems (ITSs) requires the development of 
reliable mechanisms to supervise interaction with the students. One of the most 
common solutions to this end is testing. Generally, test-based diagnosis systems use 
heuristic solutions to infer student knowledge, but these solutions are in conflict with 
the aim of obtaining a reliable diagnosis. In contrast, adaptive testing theory 
guarantees this reliability, since it is based on a well-founded theoretical background.  

The advantages of adaptive tests are that they require a smaller number of 
questions (called in this context items) than conventional tests. Each student usually 
takes different sequences of items, or even different items. Factors such as the items 
that must be posed to the student and when the test must finished are dynamically 
determined in relation to a previously established estimation of the student’s 
knowledge. 

However, one of the most important shortcomings of adaptive testing is that, in 
order to be used, items included in this type of tests require a preliminary calibration 
process. Through calibration, item characteristic functions are determined. These 
functions are vital to the proper functioning of an adaptive test. Thus, this 
disadvantage can be considered the most important, since it is essential to get valid 
and reliable adaptive testing based diagnosis. Calibration requires having available 
huge sets of test sessions previously done by students. These students were 
administered non-adaptive tests.  
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In previous papers [4], we presented an adaptive testing-based cognitive 
assessment model. This paper introduces the item calibration technique that has been 
developed. This technique is more efficient than conventional approaches, and the 
general requirements have been considerably relaxed. In particular, it reduces the 
number of prior test sessions needed.  

This paper is structured as follows: The next section is dedicated to adaptive 
testing and Item Response Theory. In section 3 a brief description of the cognitive 
assessment model is outlined. In section 4, the mechanism used for item calibration is 
studied. Finally, Section 5 discusses the contributions of this paper and future tasks 
that we plan to accomplish. 

2   Theoretical Background 

Generally, in adaptive testing (a.k.a. Computerized Adaptive Testing) [10], items are 
posed one at a time. The final goal of an adaptive test is to estimate quantitatively the 
level of student knowledge as expressed by means of a numerical value (usually in the 
real number domain). The response model is the central element of the adaptive 
testing theory. This model supplies the underlying theoretical background. It is 
usually based on the Item Response Theory (IRT) [5]. IRT is a probabilistic theory 
that determines: how the student knowledge is inferred, how to calculate the most 
suitable item that must be posed to each student during the test, and when it must 
finish. It is based on two principles: a) Student performance in a test can be explained 
by means of his/her knowledge level. b) The performance of a student with a certain 
knowledge level answering an item can be probabilistically predicted and modeled by 
means of functions called characteristic curves.

There are hundreds of IRT-based models and different classification criteria of 
them. One of these criteria deals with how the models update the estimated student 
knowledge in terms of his/her response. Thereby, IRT-based models can be: (1) 
Dichotomous models: Only two possible scores are considered: correct or incorrect. A 
characteristic curve is enough to model each item, the Item Characteristic Curve
(ICC). It expresses the probability that a student with a certain knowledge level has to 
answer the item correctly. (2) Polytomous models: The former family of models does 
not make any distinction in terms of the answer selected by the student. No partial 
credit is given. This means information loss. To overcome this problem, in this family 
of models each possible answer has a characteristic curve called Trace Line (TC). It 
expresses the probability that a student with a certain knowledge level will more than 
likely select this answer.  

Polytomous models usually require a smaller number of items per test than the 
dichotomous ones. Nonetheless, dichotomous models are most commonly used in 
adaptive testing environments. The main reason is that the calibration process is 
harder in polytomous models. Instead of calibrating one curve per item, a set of TCs 
must be determined per item. This means that the prior set of non-adaptive test 
sessions is greater. While a test of dichotomous items requires several hundreds of 
prior test sessions, a test of polytomous items requires several thousands [4].  
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3   The Cognitive Assessment Model 

This model assumes that the declarative knowledge in a certain subject (or course) 
can be represented by means of a hierarchy of topics (or concepts), forming the 
curriculum. All these topics are related by means of aggregation relations. 
Accordingly, this curriculum can be seen as a granularity hierarchy [6]. These topics 
symbolize knowledge pieces, where leaf nodes represent a unique concept or a set of 
concepts inseparable from the assessment point of view. 

In order to assess the student knowledge state in part of (or in the whole) 
curriculum, items must be created and linked to the topics they assess. Thus, items are 
student knowledge evidence providers. The relationship between an item and a topic 
expresses that the item is used to assess the topic. Thanks to the aggregation relation 
between topics, if an item provides evidence about the student knowledge in a topic T,
it will provide evidence of the knowledge in all preceding topics of T in the 
curriculum hierarchy. This relation is supported by means of characteristic curves as 
will be explained in a posterior subsection.  

For this cognitive model, an IRT-based model has been developed. It uses a 
discrete scale to measure the knowledge level, where the number of knowledge levels 
in which the students can be classified is a configurable parameter. Let K be the 
number of knowledge levels, student knowledge can be found between 0 (absence of 
knowledge) and K-1 (full knowledge). Accordingly, characteristics curves turn into 
vectors, i.e. a probability value per knowledge level. This model is also polytomous. 
Therefore, for each pair item answer-topic assessed, there will be a different TC. 
Consequently, the number of item TCs is equal to the topics it assesses, multiplied by 
the number of possible answers. A restriction must be imposed to ensure the 
maintenance of all probabilistic properties: for each pair item-topic the sum of all the 
TCs must be equal to one in each knowledge level.  

This response model uses a non-parametric approach. This means that, 
characteristic curves are not constrained by any model. [9] indicates that parametric 
models are commonly used without checking if they actually are appropriate for 
calibration input data, and this is unacceptable from a statistical perspective. The goal 
of calibration is to infer the TCs that represent the real student behavior while taking a 
test, not to force the TC shape to fit certain model far away from this behavior. In 
addition, the use of a non-parametric approach facilitates the calibration process, as 
will be shown in the next section. 

4   Item Calibration 

Kernel smoothing [7] is a statistical technique very popular thanks to its simplicity. It 
has been traditionally used to determine non-parametric regression curves. It is based 
on the principle that given a set of observations X and a function m, the set of 
observations next to x, should contain information about the value of m in x.
Accordingly, to estimate the value of m(x) it is possible to use some kind of local 
average of the data closest to x [8]. 

Some psychometricians have previously used kernel smoothing in adaptive  
testing [7]. In our cognitive assessment model, kernel smoothing is used to calibrate 
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the TCs of our polytomous response model. Accordingly, using kernel smoothing, the 
TCs will be determined for each pair item-topic. The procedure for calibrating the set 
of TCs of all items that assess certain topic C has the following steps: 

1) Prior student session compilation: From all test sessions available, all of them 
that involved the topic C are collected. The information of these sessions required 
for calibration is the answer that each student selected per item. Information on 
any other item not involving topic C is purged. 

2) Score computation: For each student, his/her score is computed. This is done 
heuristically, since it is useful just for ordering the students’ performance in the 
test. For instance, one of the ways to do this is by calculating the percentage of 
items successfully answered. 

3) Score transformation: The percentage obtained in the former phase is 
transformed into a temporary knowledge level. It is made by calculating the 
corresponding quartile in a standard normal distribution. After that, this value is 
mapped to the discrete scale used to represent the knowledge level. 

4) Session sort: Student test sessions are ordered in terms of their temporary 
knowledge level. 

5) Smoothing: For each item, their TCs are computed using Equation 1. p(ui=rj|θk)
is the probability value of the TC vector of the answer j of the item i for the 
knowledge level k.
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where F is the so-called kernel function.
6) Iterative refinement: This step is optional. Using the calibrated TCs obtained in 

the previous step, the student real knowledge levels in topic C are computed. 
These new values can be used as a feedback to recalibrate the TCs. This process 
should continue until the values of the student knowledge levels and the TC 
values remain unchanged. 

This calibration procedure must be repeated for all the topics of the curriculum. 
Once all the TCs have been calibrated, any time they will be used (now in adaptive 
tests), they could be updated with these new test session results. Accordingly, this 
process could be repeated, automatically or on demand, getting more accurate 
estimations of the characteristic curves. 

Conventional calibration techniques are iterative procedures that require too much 
time [9]. In contrast, through kernel smoothing, calibration is a non-iterative 
procedure (even when the refinement step is carried out, it just requires a few 
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iterations). Using this calibration technique, the number of prior student sessions can 
be reduced, yet reasonable estimations are still obtained1.

5   Conclusions and Future Work 

The main contribution of this paper is a calibration technique that makes feasible the 
use of adaptive testing with a polytomous response model. This method is based on 
kernel smoothing. It requires a reduced number of prior student sessions in 
comparison to the conventional calibration algorithms. This calibration technique has 
been included in a polytomous response model.  

This algorithm just represents the starting point of this research. Exhaustive 
experiments must be carried out in order to study its behavior and to determine the 
prerequisites for the minimum requirements of the prior student sessions necessary to 
obtain reasonable calibration results.  

A prototype of the cognitive model and the calibration technique is currently 
implemented in the SIETTE system (http://www.lcc.uma.es/siette) [1]. It is a web-
based system that can be used as a diagnosis tool inside web-based ITSs, or as an 
independent testing application. It allows teachers to include new items and tests 
through an elicitation tool.  
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Abstract. Information about the student in student model is the basis for virtual 
learning environments to provide the necessary adaptation. Cognitive Trait 
Model (CTM) profiles the student based on cognitive traits, such as his/her 
working memory capacity and inductive reasoning ability. Performance-based 
adaptation can guide the student to the required concept, whereas cognitive 
support serves to prevent the student's cognitive overload while still 
representing sufficient challenges to the student. This paper describes the 
synergy of a performance-based student model and CTM in an intelligent 
tutoring system called DP-ITS.   

1   Introduction 

Information about the student in student model is the basis for virtual learning 
environments (VLEs) to provide the necessary adaptation. There are many different 
types of student models such as overlay model [7] and differential model [8], 
implemented in various VLEs (including adaptive hypermedia systems and intelligent 
tutoring systems). However, most of the student models in existing VLE are what is 
called performance-based models [4]. A performance-based model (PBM) profiles the 
student using his/her domain performance. The adaptive support the VLE can provide 
is therefore limited to what the PBM supports – the student's domain performance. 

Lin, Kinshuk and Patel proposed a different kind of student model called Cognitive 
Trait Model (CTM) [4]. CTM profiles the student based on his/her cognitive traits, 
such as working memory capacity and inductive reasoning ability. Due to the nature 
of cognitive traits, CTM can be persistent and stay valid over a long period of time, is 
transferable across different domains and courses, and can provide the necessary 
information for the VLE to provide cognitively adapted support. Furthermore, CTM 
can be used together with any PBM. The information recorded in CTM is 
qualitatively different from that in a PBM, hence if the two models are used together 
the adaptive support a VLE can provide is thereby also different but complementary. 
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This paper describes both performance-based model and CTM and a synergistic 
combination of them in an intelligent tutoring system called DP-ITS. It starts with a 
detailed description of DP-ITS and its student model. Then it analyses and discusses 
the proposed approach, and finally summarizes its benefits and open issues. 

2   Student Models in DP-ITS  

DP-ITS is an Intelligent Tutoring System (ITS) for teaching design patterns for 
software engineering [3]. A frequently encountered issue in teaching design patterns 
is the organization of the learning process. With the help of DP-ITS, it is possible for 
both tutorial mode and self-paced mode to learn design patterns. DP-ITS provides an 
intelligent representation of educational material adjusted to the parameters of the 
students’ performance, such as the background knowledge, performance in the current 
domain, and cognitive capacity.

The structure of DP-ITS follows the design is consisted of Pedagogical Module, 
Expert Module, Student Model, Domain Model, Coordinator and GUI [1]. Domain 
Model is designed as a network of concepts. A concept corresponds to a single design 
pattern. Each concept is decomposed in units – elementary pieces of domain 
knowledge. Pedagogical Module provides the knowledge infrastructure necessary to 
tailor the presentation of the teaching material according to the student model. Student 
model is explained in detail in the next section. Pedagogical module uses the Expert 
Module for making decisions in curriculum sequencing and evaluating the Student 
Model. Expert Module deploys Jess (Java Expert System Shell) rule-based inference 
engine to reason about the student model and the system's pedagogical actions. 
Coordinator controls the functionality of the whole system. HTML-based GUI is used 
on the client side and Tomcat 5.0 Web Server as JSP container on the server side. 

The student performance model stores and updates data about the student’s domain 
performance. It is essential for system operations that adapt instructional material to 
the student’s characteristics [1] and comprises both the model of the student and the 
mechanisms for creating the model. 

The student performance model may have any number of characteristics of the 
student, depending on the system requirements. In DP-ITS, three basic categories of 
the students' characteristics are used: 

1. Personal data – personal characteristics of the students (name, ID, e-mail, etc.). 
2. Performance data – information about the student’s domain performance (long-

term characteristics generally).  
3. Teaching history – the knowledge of design patterns and attributes related to the 

topic in the domain model. These characteristics are related to the corresponding 
chapters (teaching history), but they are also used to update the overall assessment 
results. 

When registering a new student, the system creates the student’s model and 
populates it with XML-based data with default values. Based on the student’s initial 
interaction with the system, the system classifies the student into one of the following 
categories: beginner, intermediate, advanced (expert), i.e. it classifies the student 
according to a predefined stereotype. Learning session then proceeds in compliance 
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with the assigned stereotype until the completion of the first concept, when the test for 
the concept is conducted. Based on the test results, the Pedagogical Module updates 
the "actual skill level" attribute in the Student Model. The session then develops 
according to the value of this attribute. 

Apart from the "actual skill level", other attributes of the student model are also 
taken into account, such as his/her learning style and desirable level of details. The 
values of the student model attributes are calculated by applying groups of rules and 
simple functions from the Pedagogical Module to the group of parameters which the 
system gets automatically and updates during each session. At the end of the session, 
the student model is recorded in an XML document and read in again at the beginning 
of the next session. At any time during the session, the student is allowed to check his 
performance, so that reflective learning can take place. 

2.1   Cognitive Trait Model 

The modelling of individual differences in cognitive processing is one of the areas 
where the full potential of student modelling has not yet been achieved [6].  

CTM profiles the students’ cognitive traits, which are innate abilities that are more 
or less persistent over time and independent of the domain. Working memory capacity 
and inductive reasoning ability are examples of cognitive traits. CTM could enable 
the learning environment to provide fine-grained adaptivity that takes each individual 
student’s cognitive abilities and resources into account. Ideally, this approach may 
also enable predicting individual student’s performance in a new task without new 
parameters, presumably after deriving an estimate of each student’s processing 
parameter from previous modelling of other tasks. The CTM offers the role of a 
learning-companion that the student can consult and that can interact with different 
learning environments. Furthermore, due to the persistent nature of cognitive traits, 
CTM is particularly suitable for life-long learners. The combination of CTM and 

Fig. 1. Student model components: 1-Performance-based student model, 2-cognitive trait model
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performance-based model allows DP-ITS to provide not only performance-based 
support but also support according to the student's cognitive capacity. The combined 
student model is shown in Figure 1. 

Performance model and Teaching history are already described above, the other 
components are: 

1. Trait Model – values representing the student’s cognitive traits. The values are 
calculated from the interaction of the Session Manager, MOT Detector, and 
Individualized Trait Network Cluster.

2. Session Manager – manages the operation of all the other components and makes 
their coordination possible. It also enables reading-in the student model from the 
corresponding XML document at the beginning of the session writing out the 
student model to that XML document at the end of the learning session. 

3. Student models database – The system creates a separate XML document for each 
student 

4. Action History – The student's interactions with the system are interpreted as a 
series of his/her actions performed on learning objects. 

5. MOT Detector – Various manifestations of traits (MOTs) are defined for each 
cognitive trait [4]. Each MOT is a piece of an interaction pattern that manifests a 
student's cognitive capacity. For example, Huai’s experiment found that students 
who prefer linear navigation tend to have higher working memory capacity [2]. 
Therefore, the MOT of linear navigation can be used to manifest high working 
memory capacity. The MOT Detector encodes the knowledge of a number of 
MOTs and searches for those MOTs in a series of student's actions stored in the 
Action History. The result of the detection is the forwarded to the Individualized 
Trait Network Cluster.

6. ITN Cluster – The Individualized Trait Network Cluster in Figure 2 can have more 
than one individualized trait network (ITN). Each ITN is an instance of dichotomic 
node network [4] and represents a particular cognitive trait (e.g. working memory 
capacity) of the student. Each node in the ITN has a weight and corresponds to a 
MOT. Once a MOT is detected from the learner’s actions, the corresponding node 
is activated, and only the activated node affects the execution of an ITN. The result 
of the execution determines how the nodes in the ITN should be updated. The 
results of the execution of all the ITNs are then saved in Trait Model. The 
deployment of the mechanism of dichotomic node networks ensures for an ITN to 
gradually grow to represent a cognitive trait of the student. When the student is 
using DP-ITS to learn, he/she is simultaneously training the ITNs.  

3   Conclusions 

DP-ITS is an intelligent tutoring system for learning about design patterns used in 
software engineering. It follows the ITS structure described in [1]. However, in 
addition to the performance-based student model, it also deploys cognitive trait model 
[4]. Performance-based model and cognitive trait model provide qualitatively 
different kinds of support to the students – both are very important in virtual learning 
environments. Performance-based adaptation guides the student to the required 
concept, whereas cognitive support serves to prevent the student's cognitive capacity 
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overload while still representing sufficient challenges to the student. Since initial 
evaluation of this synergistic approach to student modeling is encouraging, future 
work will include applying it to other ITS in order to gain more experience with 
deploying it in practical systems. 
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Abstract. This paper is concerned with user modelling issues such as adaptive 
educational environments, adaptive information retrieval, and support for 
collaboration. The HomeWork project is examining the use of learner 
modelling strategies within both school and home environments for young 
children aged 5 – 7 years. The learning experience within the home context can 
vary considerably from school especially for very young learners, and this 
project focuses on the use of modelling which can take into account the 
informality and potentially contrasting learning styles experienced within the 
home and school.  

1   Introduction: The HomeWork Project 

The user modelling problem being explored by the Homework project is how to build 
a learner model for young children that takes account that they will be working in 
diverse contexts (home and school), in diverse groups (on their own, in groups at 
school, with carers and siblings at home), across a range of technologies (PC tablets, 
interactive whiteboard) and compiling information from a variety of sources 
(teachers, parents and log files of system usage). 

The main aim of the HomeWork project is to to provide adaptive, personalised 
learning experiences to pupils aged 5 – 7 years of age. The main content material 
being used by the project is based on the Number Crew, a popular mathematics 
televisions series developed by Open Mind Productions for Channel 4 Learning.  This 
consists of broadcast quality video from 60 TV programmes.  All this material is 
divided into chunks, each of which is tagged with meta-data according to the schema 
we have developed as an extension to SCORM.  The HomeWork system helps the 
teacher select the material for a lesson so that activities, such as the interactive games, 
that are more suitable for children to use individually or in small groups, are deployed 
to a child’s wirelessly connected tablet PC and material that is more suited to whole 
class activity will be displayed on the class interactive whiteboard. As well as using 
the system within the classroom, the project is aiming to test the technology within 
the home by enabling the teacher to also select individual homework to be supplied to 
each child’s tablet PC and taken home. This will enable us to examine the use of the 
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system within a less formal home environment.  It should be noted that whilst at the 
moment we are concentrating on these young learners many aspects of the system 
would be equally applicable to material for older learners too. 

In order to address this need the HomeWork project team are building up a detailed 
model of each child’s needs and abilities (including any special educational needs: 
SEN) and extending the descriptors provided within SCORM in order to classify the 
resources in such a manner that they can be optimally mapped to each learner.  In 
other words it is the evolving description of our learners that is driving the way we 
describe the learning resources. 

2   Pedagogical Adaptation, Collaboration and Context Sensitivity 

The learner model used for the HomeWork project has been extended from the 
Broadband Learner Model (BLM) developed earlier [5, 8] and has also been 
influenced by teachers who attended a design workshop [11]. It was considered 
important to develop a user model that was not only comprehensive, but also practical 
and accurately reflected the needs perceptions and interests of practising teachers. For 
example, the teachers were interested in including categories, such as 
“concentration”, which would directly impact on their teaching and the kinds of 
resources available to them in the classroom, rather than 'academic' categorisations of 
learning styles which were of limited practical use.  The  categories identified by 
these teachers informed many of the fields used in the HomeWork model.  

The specification of the HomeWork learner model and associated meta data 
schema evidences the emphasis we have placed on two main areas: Context: in 
particular, the formal and informal learning contexts of classroom and home; and 
Collaborative learning with which we associate social and affective issues. This 
emphasis upon collaboration is a logical progression of our previous work.  There is a 
large literature on the benefits of peer collaboration in general [4], in paired reading 
[13] and in learning through interactive multimedia [10]. In the design of Interactive 
Learning Environments much attention has been paid to the notion of Scaffolding, a 
term coined by Wood [16, 17] from the ideas of Vygotsky [14, 15] to account for how 
a more knowledgeable partner can assist the cognitive development of a less able one, 
and gradually foster the development of successful independent task performance.  
Examples of systems using scaffolding techniques can be found in [6, 10, 17].  In 
some systems scaffolding is provided through support for peer collaboration, in others 
it is provided through graded interventions by the system.  More recently, emphasis 
has also been placed upon learners’ metacognitive skill development (see [1, 9, 16] 
for example). In addition to attending to the cognitive aspects of learning, we are also 
concerned with “affective” aspects and recognize the influence of a student’s 
emotional state.  Again there is increasing attention to these issues, see [2, 3, 7]. For 
these reasons we have created a learner model profile which allows collaborative 
skills and context of use to be monitored. 

2.1   Outline of the Learner Model 

Selected parts of the learner model are illustrated in the Table 1 below. The  fields 
have two representations, formal (for school-based learning) and informal (for home-
based). To save space only some the informal representations are shown. 
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Table 1. Selected parts of the Learner Model

Record 
name 

Details Purpose 

SEN. 
formal 

checkbox list for SEN categories: 
learning difficulties (4 levels); 
behaviour, emotional & social  
diffs; speech, language and  
comms. needs; hearing, visual or  
multi-sensory impairment; physical  
difficulties; autistic spectrum  
disorder; other  

ensures that system sends appropriate 
material to student tablet – e.g. severely 
deaf student would have no use for 
voice-over software, a statemented 
student may have LSA support  

SEN. 
informal 

As above but within a home context Certain SEN altered by environment 
e.g.a deaf child may have access to a 
signing parent/sibling 

friendships/ 
collaborators 

if entered by user then names  
(auto updated to IDs by system), 
system updated entries will be  
user IDs 

allows teacher and/or system to establish 
(un)successful groupings of workers.  
+ID = good pairing,  
-ID = avoid pairing 

confidence  
level 
formal 

3 level system: high, average,  
low.) 

establish whether learner would aid in 
peer teaching or be prepared to tackle 
work above their current attainment level 

collaborative  
skills 
formal 

3 level scale (see confidence  
level) connected to number of  
positive/negative collaborators  
in collaborators record 

students with high collab. skills would
be more likely to be included in larger 
groups during interactive activities. 
Those with low levels may require 
further help  

collaborative  
skills 
informal 

as above but for home context some children will not have any home-
based collaborators (only child/busy 
parents) 

concentration 
skills 
formal 

3 level scale (as above) useful for younger learners. those with a
low level would require material of a 
shorter duration than others 

2.2   Adaptive Learning Environment: Formal and Informal Education 

Whilst most projects of this kind have been focussed exclusively on the school 
context (see e.g. [12]), the HomeWork model is designed with both the school and 
less formal home contexts in mind. A number of pedagogical categories were felt to 
vary between formal and informal environments, especially for very young learners 
who have far less control of their environments. For example, the confidence of a 
child with a non-English home language may well be considerably lower within the 
school context compared to the home where they can discuss their work with a native 
speaker. Conversely, the collaboration potential would be far lower for a child with 
no siblings within the home compared to the classroom setting. Such variations 
require consideration when designing a single user model profile for each child. The 
question: “How can the profiles for these two contexts be combined into a single 
learner profile?” is one which is currently under consideration. 
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2.3   Interaction: Support for Collaborative Learning 

The second area of emphasis for the learner model is that of collaboration. Whilst 
each child can work on his/her own tablet at an individual task there is also 
considerable scope for collaborative learning. The HomeWork project is developing a 
number of collaborative tools and games which will allow children to learn through 
shared tasks. The games are designed to require all parties to work together towards a 
goal. Children can work in small or larger groups to develop a particular strategy. The 
players can also be in different locations, from close proximity in neighbouring seats, 
to different classroom locations, to the extreme instance in which resources can be 
used over the internet from home settings — particularly useful for children in 
isolated home circumstances.  

3   Summary and Conclusions 

The basic fields defined by SCORM do not contain much pedagogical information to 
inform potential users or to ensure that the most pertinent choices are made for a 
particular learner and/or lesson. In earlier work we described how we had extended 
SCORM categories in order to identify mutual pedagogic relationships between 
resources [5].  If the rich information designed to be modelled in the user profile is to 
be adequately exploited it is vital to ensure there is optimal mapping between the 
model and the classification of the resources available to each user.  The HomeWork 
project has therefore expanded the pedagogical areas of SCORM to improve the fit 
between the user and the resources.  The project has mapped between pertinent 
SCORM fields and the learner model (as well as the lesson planning stage and the 
underlying system when appropriate). 

We have argued that special care needs to be taken to model both context and 
collaboration so as to maximise the effectiveness of educational resources used by 
children. We have set out the mapping between the Learner Model (LM) and Lesson 
Planning (LP) as being used in the development of the HomeWork system. The 
proposed learner model will go some way towards addressing the balance between 
formal and informal educational profiling for young learners, in particular taking 
account of the fact that children often evidence different capabilities and attitudes in 
home and school settings.  By emphasising the specific context and the differing 
kinds of collaborative learning available in these contrasting settings, enjoyable and 
successful resources can be made available by the system to provide a good start to 
the learning experience.  The design of the overall architecture of the system has been 
completed and some parts of the system are about to be evaluated in two school 
settings. Detailed interactions have already taken place with parents to ascertain their 
current use of technology (if any) and how they would like to engage with the work 
brought home by the children. 
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Abstract. Stereotypes and clustering are some techniques for creating user 
models from user behavior. Yet, they possess important risks as users actions 
could be misinterpreted or users could be associated with undesirable profiles. 
It could be worst if users’ actions, beliefs, and comments are long term stored 
such as in Organizational Memory Systems (OMS) where users’ contributions 
are available to the whole organization. We propose a privacy model based on 
four privacy roles that allow users to control the disclosure of their personal 
data and, when recovered, blurs such data as time passes. 

1   Introduction 

User modeling addresses the need to improve user/computing system interaction. The 
system must have certain knowledge about users’ preferences, strengths, weaknesses 
or other aspects relevant to the interaction to achieve this goal [7]. Two techniques for 
obtaining user information are stereotyping and clustering. Stereotyping captures pre-
defined, default information about groups of people, while clustering techniques 
dynamically derive clusters of people with similar behavior under certain circumstan-
ces. Both techniques let the system predict user behavior, preferences or intentions. 
Thus, the software can adapt to the user and improve the interaction [8].  

A promising area where users’ models can help users to find the appropriate 
information is Organizational Memory (OM). An OM can be seen as the knowledge 
accrued by an organization and the set of mechanisms to preserve, distribute and 
reuse it [10]. An OM is immersed in an organizational setting and present important 
challenges regarding users privacy. An OM records users’ actions, opinions, 
comments, etc. for long periods of time and make such data available to the whole 
organization. It is quite easy for an organization to derive user models not only from 
users’ behavior but also from their knowledge, explicitly or implicitly stated in an 
OM. Some of these uses may be legitimate but others may be unethical and 
undesirable. In addition, people’s knowledge, opinion and behavior change with time.  

Some approaches have been proposed to support users’ privacy ranging from 
anonymity to disclosure of user identity and are applied according to a privacy policy 
[6]. However, for OM users it is hard if not impossible to anticipate all future cases 
where such data could be retrieved and how a privacy policy will be applied.  

In addition, OM content is created by collaborative interaction among colleagues. 
However, group members need information about others’ status and actions. This 
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tradeoff between the need of parallel work visibility and privacy is well known [1], 
but surprisingly, it is neglected in most development proposals. If users have serious 
concerns about undesirable use of personal information (e.g. ideas, opinions) it is 
possible they refrain from making honest contributions to the OM, sustain another 
opinion outside the OM, or try to cover their identity by performing a false behavior. 
This undesirable situation will lead to the failure of the OM system.  

2   Organizational Memory  

Organizational memory (OM) refers to the stored information that can be reused for 
present decisions [10]. It allows capturing, organizing, disseminating and re-using the 
organization employees’ formal and informal knowledge. OM content can be derived 
from individuals, organizational culture, transformation mechanisms, organizational 
structure, ecology and external information [10]. 

To allow users making sense of retrieved information from the OM it is important 
to present the context where it was created. Then, an OM system must also capture, 
store and distribute context-dependent knowledge. For instance, if a lesson is learned, 
then the task that caused the lesson and the relationship among both knowledge pieces 
is stored (context); when the lesson is retrieved, the task is also available, and vice 
versa, when the task is retrieved, the lesson is also available. 

3   Privacy Strategies for Single and Groupware Users 

OMS require particular privacy strategies due to three main reasons: a) the possibility 
of obtaining implicit knowledge, since it is unethical to attribute authoring of implicit 
knowledge; b) knowledge could be interpreted out of context, specially for subjective 
information such as evaluations; and c) the long-term nature of stored knowledge. 

In groupware, privacy contradicts the need of sharing information about others 
(awareness). Awareness is crucial for workgroups’ success because it allows efficient 
coordination and makes possible users be accountable for their actions and decisions. 
Bad privacy policies could hinder the interaction. Thus, ad hoc strategies are proposed 
or privacy is neglected in most research. Some strategies are: forbid access for non-
members (secrecy); outgoing data filters, where users choose if an object is public, 
but they lose control once published [9]; social conventions, where users agree on 
common policies; social translucence, where actions visibility is based on reciprocity 
[3], and anonymization based on data distortion, e.g., aggregation, minimizing [9]. 

In single user systems, privacy is related to protect personal data such as name or 
credit card number of an identifiable person. Main concerns are the storage, transfer, 
unsought collection and processing of personal data; and its transfer to places with 
other privacy laws. Kobsa [6] proposes a reference architecture for pseudonymity in 
user-adaptive systems and mentions strategies ranging from secrecy to levels of 
anonymity such as: super-identification (authentication), identification (login), 
pseudonymity (users adopt a unique, linkable, unlinkable, unobservable or 
unidentifiable pseudonymous) and full anonymity (user cannot be identified). 
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3.1   Users’ Privacy Roles 

Experience with an OM system made us aware of two periods: 1) knowledge creation 
during intensive periods of collaboration, and 2) created knowledge is retrieved 
afterwards, with decreasing interest for authorship unless users are trying to find  
experts. Our aim is to find a strategy to support both collaboration and privacy. 

We can identify at least four users’ privacy roles or levels of identity disclosure: no 
privacy, alias-based identification, pseudonymity and anonymity in decreasing order. 
Table 1 shows the support those generic roles provide for collaboration. We consider 
meta-roles or users’ stereotypes regarding privacy. They can also be applied in 
conjunction with other users’ models (e.g. users’ intentions when searching, task 
stereotypes such as “coordinator”), in a way guaranteeing users’ privacy prevails. 
These roles are not contained in one another and neither can be arranged in a 
hierarchy, as we can observe from the properties in Table 1. Besides, it is desirable 
users could choose the kind of privacy role to be applied for certain circumstances. 

Table 1. Impact of privacy roles on collaboration 

User’s Privacy  role Privacy Level Collaboration Support

1. No privacy None  Very high 
2. Aliases Low  High 
3. Pseudonymity Medium  Low 
4. Anonymity Very high  Very Low 

4   Proposed Privacy Model 

Our OM system is composed of a groupware subsystem capturing information while 
users work (PRIME) [4], and an Information Retrieval subsystem performing know-
ledge recovery and context retrieval implementing our privacy policy (OMUSISCO) 
[5]. PRIME (PRe-meetings Information Management Engine) is a Web-based system 
supporting a collaborative activity: asynchronous meetings preparation. 

4.1   Privacy Strategy 

If all or most PRIME users choose an anonymous profile, then their collaboration gets 
less effective; e.g., it would not be possible to know who was responsible for a task, 
or users could do free riding. However, anonymity is useful in collaborative systems 
because it allows users to participate in conversations or voting-systems without fear 
of reprisal [2]. If people use aliases, then it will be possible to identify poor 
contributors and perhaps motivate them. Of course, users could have more than one 
alias (otherwise they could be easily identified) and then a problem arises: user 
accountability and reward would be very difficult to achieve. Finally, users could be 
supported by pre-defined roles with various restrictions [6] and disclosure levels (e.g. 
coordinator), so they can have some control for protecting their identity. 
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Although each approach seems promising, none of them fully answers OM needs. 
An OM must gather information from users to reuse it in the future, but under this 
scenario, users could restrain of making sincere contributions because of fear of later 
stereotyping, misunderstanding and reprisal. Our model applies previous techniques 
and takes into account the passing of time by means of a progressive forgetting or 
authorship blurring function. This function is a metaphor of the real world: when 
remembering a conversation held some time ago one typically reminds “someone” 
said “something” but can not fully recall the author’s name perhaps because the focus 
is on the subject of the conversation and not on the author’s identity.  

In our approach, users can choose to log into the system or make a contribution 
with any of the four privacy roles defined: 1) full identification (an organization 
account), 2) an alias name, 3) a role name and 4) anonymity. A name for each role is 
assigned to each user: e.g. john@uchile.cl, “Doomsday”, “Tester” and “Anonymous”
respectively.  At the beginning, a first time frame (t1) for a subset of participants (p1,
p2, ... , pk), a “No privacy” role is defined by default. Retrieved information related to 
such time frame and participants will show their full identity. However, users can 
choose any other role explicitly. For instance, in Fig. 1, during time frame 1, a user 
may choose to vote using his/her anonymous role. OMUSISCO will keep the user’s 
choice: it will show “Anonymous” as the contribution author. 

This approach makes possible to fully support users’ needs for awareness 
information during an intense collaboration phase. After this phase (suppose it lasted 
one month), the discussion is closed (no further modifications are possible) and a new 
time frame is defined (t2). OMUSISCO will blur authorship for information modified 
or created during time frame 1 by replacing full identification with the corresponding 
alias name. Again, a user can choose another role when making a contribution. For 
instance, in time frame 1 a user chooses the role “No privacy” explicitly and then 
creates an argument describing a paper written by him/her. Future retrieval of this 
information will always show the user’s full identity (e.g. “john@uchile.cl” in Fig. 1). 

Fig. 1. Our approach progressively applies four privacy roles to a subset of participants

Under this scenario, there is no collaboration as the discussion is finished. Consider 
staff members retrieving knowledge from discussion of the previous project in this 
period: they could be interested in the topics and only referentially in the authors. 
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After a year, a third time frame is created and again, OMUSICO will distort author’s 
full identification and alias name providing only the user role name (e.g. “Tester”). 
Finally, a fourth period is defined (e.g. after 2 years) where authorship will be blurred 
and regarded as “Anonymous” unless the author explicitly chooses another role such 
as in the “paper authorship” and “anonymous vote” events shown in Figure 1. 

5   Conclusions 

Techniques for retrieving and mining information make possible to discover other-
wise unknown information. They help to find out user patterns of behavior, goals and 
needs, knowledge, so accurate user models can be derived. However, users may be 
concerned about possible unethical use of such information [6, 7, 8], and refrain to 
behave sincerely or fake their behavior. This concern may occur in organizational 
environments, but also includes open settings such as the Web. Poor user models can 
be derived if users distort their behavior due to perceived lack of privacy.  

We grounded our model in an organizational setting such as the OM systems. Our 
privacy model is based on assumptions about users’ privacy needs in such system. 
Such needs had been identified from the literature as well as from our experience. Our 
approach changes the system behavior in time, according to the users’ privacy roles. 
The privacy roles encapsulate and describe characteristics of OM users regarding 
information privacy.  Naturally a system implementing our model must guarantee the 
model itself is applied. We implemented our privacy model as part of the retrieval 
engine (OMUSISCO) of our OM system called PRIME. PRIME has been developed 
and initially tested with users at a large organization; the results are encouraging [4]. 
An OMUSISCO prototype has also been developed but not tested yet. 
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Abstract. This research proposes an adaptive mechanism of information  
visualizing that responds to context changes in knowledge-intensive work. A 
framework of Context-Sensitive Visualization (CSV) was introduced as a  
conceptual foundation for developing a middleware with three features to 
maximize performance of interactive systems. These features provide a mecha-
nism for selecting appropriate content, scope, resolution, format, and timing of  
information delivery for effective use in changing context. In order to embed 
context sensitivity into the information mapping and visualization, the concept 
of the Context-Sensitive Object (CSO) was developed as a basic system  
structure for implementing the CSV. 

Keywords: Context-Sensitive Visualization, Knowledge-Base, Interactive Sys-
tem, Context-Sensitive Object. 

1   Introduction 

As computing and information systems become ubiquitous and pervasive in our activ-
ity space, the way users experience active delivery of functions and information em-
bodied in the systems has become an important issue in interactive system design [1]. 
The performance of interactive systems is attributed to the quality of information and 
service delivery that responds to users' needs in changing contexts of use. Knowledge-
intensive work involving complex information and decision-making particularly re-
quires effective visual information delivery that provides appropriate selection of 
content, scopes, delivery timing, representation format, and information granularity. 
This information visualization mechanism needs to reflect users' needs that vary as 
context changes. However, the notion of context used in existing information systems 
is limited to simple states of the system or users, such as user profile, operation his-
tory, location and time.  

This research introduces a conceptual framework of Context-Sensitive Visualiza-
tion (CSV) as shown in Fig. 1 by incorporating the internal definition of context pro-
posed in the authors' previous work [6]. This framework provides a structural founda-
tion for developing context-sensitive information visualization systems with a CVS 
middleware embedded between the domain knowledge-base and the visualization 
subsystem to maximize the performance of the information system. The CSV adopts 
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the Context-Sensitive Object (CSO) as the foundation, which incorporates users' con-
text models in its data representation. 

Interacting

Mapping

Knowledge-Base
(Data Object & Structure)

Context-Sensitive System
Cognition Model

Cognitive
Process

User

External Context
(Operational Environment)

 

Fig. 1. Conceptual Structure of Context-Sensitive Visualization 

2   Definition of Context 

Diverse explanations of contexts can be found from different interests such as urban 
planning, usability analysis, context aware computing, and linguistics. Definitions of 
context found in these areas cover social, cultural and organizational aspects as well 
as operational aspects such as information flow, project history, and daily activity 
patterns. Context-aware computing includes operational environments such as loca-
tion in its definition of context [2, 3]. In linguistics-based AI, contexts are considered 
as parameters and dynamic cues across sentences for contextual reasoning [4]. In 
theses examples, contexts are considered as sources of influences that affect the per-
formance of systems. Such explanations can be categorized as an external definition 
since it primarily refers to external factors of human cognition. These externally de-
fined contexts are only meaningful to a human or machine agent when they are rec-
ognized and associated with the current cognitive state and actions of the agent. Inter-
nal definition of context, therefore, considers context as a set of mental models within 
the human cognition system activated by the recognition of the current situation  
[5, 6]. For example, a person's selection of transportation to the airport depends on  
several aspects of context such as mental models of causal relations among possible 
events, geographic relations of routes and traffic conditions, and cost and  
convenience. 

3   Context-Sensitivity in Interactive Systems 

When the information is visualized in coherence with contexts or user’s mental mod-
els evoked by the situation, the content of the information is effectively transferred to 
the user. The Context-sensitive Object (CSO) as depicted in Fig. 2 was introduced as 
the basic structure of the CSV.  

The CSO consists of the user object and contextualized knowledge frames with the 
operations that bridge the knowledge-base and visualization engine. Knowledge-base 
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contains knowledge frames and their meta-frames [8]. The CSO is activated by trigger 
elements such as goals, tasks, state changes, and actions from external sources. De-
pending on the goal of an operation, relevant knowledge frames in the domain knowl-
edge-base are selected by the CSO operation for delivery to the user. User object built 
in the CS Middleware are collections of meta-models and models of contexts. The 
CSO operation then selects or activates a set of context models based on the selected 
domain knowledge and the external information. The selected knowledge elements 
and external information are then mapped on and positioned in the activated context 
models to develop contextualized knowledge as internal representation in the CSO. 
The internal knowledge representation and the associated context models are then 
mapped onto the visual objects and structure by the operation of the visualization 
engine. Methods for context model representation and the mechanism of the four 
operations defined in the diagram are critical to develop the CSO. Frames for context 
models must be generated dynamically for diverse situations based on consistent 
parametric structures stored in meta-context model. Parameters are detachable vari-
ables that store data for contexts, conditions, and states. 

The benefits of introducing the CSO are: 1) keeping information mapping consis-
tent with human cognitive models to enhance the effectiveness of the information 
delivery, and 2) representing contexts explicitly through the visualization process to 
allow a user's interaction with deeper levels of the visualization mechanism. 

 

Fig. 2. Basic Structure and Information Flow of Context-Sensitive Object 

For implementing the operations, contextual reasoning can be introduced as one of 
the methods for selecting contexts and positioning domain-knowledge and informa-
tion in the selected context. Linguistic based AI defines three general reasoning 
mechanisms: Localized Reasoning, Push & Pop, and Shifting [4]. By controlling 
contexts as parameters dynamically, these mechanisms can be incorporated into the 
operations for generating contextualized knowledge. Localized Reasoning contains 
basic mechanisms how systems control meta-frames and meta-user models to answer 
for triggering elements internally. Calculating the optimized route to destination for 
user’s goal is an example of localized reasoning. However, sometimes a user wants to 
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manipulate contexts directly to get more meaningful knowledge by adding and/or 
removing contextual parameters. Push & Pop works here. For instance, if a driver 
finds the routed road is suddenly not available, a driver must control the state of road 
(the value of meta-frame) directly to get another route. A context of road availability 
is pushed by the user. Or, a context can be popped out in some cases. Shifting pro-
vides users with new viewpoints of the knowledge by controlling the value of meta-
frame and meta-user model for context data. If a user is driving on a busy road, time-
based distance representation is the optimal visualization solution. However, an in-
dexical representation for gas station is better for visualization, if the fuel gauge is 
approaching empty. 

4   System Architecture for Context-Sensitive Visualization  

The basic system architecture in Fig. 3 was developed to implement a software plat-
form for simulating and evaluating the CSV concept and functional subsystems. The 
CSV-based system can be effectively implemented for diverse applications for knowl-
edge-intensive work such as business, engineering, education, communication, and 
medical work where contexts take critical roles. As shown in Fig. 3, it consists of 
three parts: Visualization Engine, Data-Processing Engine, and DBMS. Visualization 
engine has the component of stage creator, interaction controller, and manager for 
visual objects, attributes, and spaces in visual representation. Users can interact with 
the displayed information objects to make them consistent with their mental models to 
enhance their performance. 

 

Fig. 3. System Architecture for CVS-based information systems 

Data-processing engine is a collection of functional modules such as managers for 
menu and data, and analyzer for interpreting information. This part is for analyzing 
the external situations through sensors, actions, and internal contexts like gathered 
patterns of history to decide the appropriate context models for visualization in the 
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situation. A context manager handles these processes and an interface manager en-
ables a user to control the initial index of context. A data manager works as a gate 
between DBMS, visualization engine, external DBMS, and requirement analyzer. 

DBMS consists of knowledge-base encoded in the CSV, context model, and visual 
object. It also has temporal DBMS for storing the trigger elements and history of 
users’ action. The CSV middleware provides the control of selecting: 1) knowledge 
content, resolution, format, and timing for effective information delivery in changing 
context, 2) interaction methods to control and monitor information for capturing con-
text for understanding information and making better decision by enhancing users’ 
cognitive capacity, and 3) data accumulation methods to record the history of users’ 
interactions for elicitation of their mental models through the evolution of context 
models. 

5   Conclusion and Perspectives 

This research introduced a conceptual framework for developing context-sensitive 
visualization systems. In the course of the framework integration, internal definition 
of context was explained as a set of mental models and incorporated as the context 
representation method in CSV. In order to develop the CSV middleware applicable to 
diverse interactive systems, further studies such as building the knowledge class li-
braries for context models, and the mapping and visualization logics between data and 
visual objects with case studies must be conducted. 
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Abstract. We introduce the general user model ontology GUMO for the uniform
interpretation of distributed user models in intelligent semantic web enriched en-
vironments. We discuss design decisions, show the relation to the user model
markup language USERML and present the integration of ubiquitous applica-
tions with the u2m.org user model service.
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1 Motivation and Introduction

A commonly accepted top level ontology for user models could be of great importance
for the user modeling research community. This ontology should be represented in a
modern semantic web language like OWL and thus via internet be available for all user-
adaptive systems at the same time. The major advantage would be the simplification for
exchanging user model data between different user-adaptive systems. The current prob-
lem of syntactical and structural differences between existing user modeling systems
could be overcome with a commonly accepted ontology, specialized for user modeling
tasks. We are suggesting a user model ontology rather than a user modeling ontology,
which would additionally include the inference techniques or knowledge about the re-
search area in general. We are collecting the user’s dimensions that are modeled within
user-adaptive systems like the user’s heart beat, the user’s age, the user’s current po-
sition, the user’s birthplace or the user’s ability to swim. Furthermore, the modeling
of the user’s interests and preferences like reading poems, playing adventure games or
drinking certain French Bordeaux wines is analyzed.

1.1 Choosing OWL as Ontology Language for GUMO

Ontologies provide a shared and common understanding of a domain that can be com-
municated between people and heterogeneous and widely spread application systems,
as pointed out in [3]. Since ontologies have been developed and investigated in artificial
intelligence to facilitate knowledge sharing and reuse, they should form the central point
of interest for the task of exchanging user models. XML is designed to serve for weakly
structured data as an interchange format. The user model markup language USERML
is defined as an XML application, see [4]. However, XML is purely syntactic and struc-
tural in nature. The RDF standard has been proposed as a data model for representing
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meta data by [8]. Nonetheless, the web ontology language OWL has more facilities
for expressing semantics, [10], and it has a greater machine interpretability than XML
and RDF. It adds more vocabulary for describing properties and classes. OWL can be
used to explicitly represent the meaning of terms in vocabularies and the relationships
between those terms. OWL is a revision of the DAML+OIL web ontology language in
which we presented the first user model ontology1. To summarize, OWL is our choice
for the representation of user model terms and their interrelationships.

1.2 GUMO Is Influenced by UserML, SUMO and UbisWorld

The main conceptual idea in USERML’s approach of SITUATIONALSTATEMENTS,
see [5], is the division of user model dimensions into the three parts: auxiliary,
predicate and range as shown below.

subject
{

UserModelDimension
}
object

⇓
subject

{
auxiliary, predicate, range

}
object

If one wants to say something about the user’s interest in football, one could divide
this into the auxiliary=hasInterest, the predicate=football and the range=low-
medium-high. If one wants to express something like knowledge about symphonies, one
could divide this into the auxiliary=hasKnowledge, the predicate=symphonies
and the range=poor-average-good-excellent. GUMO is designed according to this
USERML approach. Approximately 1000 groups of auxiliaries, predicates
and ranges have so far been identified and inserted into the ontology2. However, it
turned out that actually everything can be a predicate for the auxiliary has-
Interest or hasKnowledge, what leads to a problem if one does not work modularized.
The suggested solution is to identify basic user model dimensions on the one hand while
leaving the more general world knowledge open for already existing other ontologies
on the other hand. Candidates are the general suggested upper merged ontology SUMO,
see [9] and the UBISWORLD ontology3 to model intelligent environments. This insight
leads to a modular approach which forms a key feature of GUMO. Nevertheless, since
no top level user model ontology has been proposed so far, it is done so in this paper.
Which groups of user dimensions can be identified? In [6] and [7] rough classifications
for such categories can be found.

2 Defining GUMO Auxiliaries and Predicates

Identified user model auxiliaries are hasKnowledge, hasInterest, hasBelieve, has-
Plan, hasProperty, hasGoal, hasPlan, hasRegularity and hasLocation. This listing is
not intended to be complete, but it is a start with which a lot of user facts can be real-

1 First user model ontology in DAML: http://www.daml.org/ontologies/444
2 GUMO homepage: http://www.gumo.org
3 UbisWorld homepage: http://www.ubisworld.org
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Fig. 1. Some BasicUserDimensions: Emotional States, Characteristics and Personality. The com-
plete ontology can be inspected with a foldable tree browser at www.gumo.org

ized. We restrict ourself in this paper to present user model predicates that fit to the
auxiliary: hasProperty, the so called BasicUserDimensions.

The following listing presents the concept PhysiologicalState defined asowl:Class.
It is defined as a subclass of BasicUserDimensions. A class defines a group of individ-
uals that belong together because they share some properties. Classes can be organized
in a specialization hierarchy using rdfs:subClassOf.

<owl:Class rdf:ID="PhysiologicalState.700016">
<rdfs:label> Physiological State </rdfs:label>
<rdfs:subClassOf rdf:resource="#BasicUserDimensions.700002" />
<gumo:identifier> 700016 </gumo:identifier>
<gumo:lexicon>state of body or bodily functions</gumo:lexicon>
<gumo:privacy> high.640033 </gumo:privacy>
<gumo:website rdf:resource="&GUMO;concept=700016" />
</owl:Class>

Every concept has a unique rdf:ID, that can be resolved into a complete URI. Since
the handling of these URIs could become very unhandy, a short identification number
was introduced, the so called gumo:identifier. The identification number has the
advantage of freeing the textual part in the rdf:ID from the need of being semantically
unique. Apart from solving the problem of conceptual ambiguity, this number facilitates
the work within relational databases, which is important for the implementation. The
lexical entry gumo:lexicon is defined as the state of the body or bodily functions,
while it could also be realized through a link to an external lexicon like WORDNET.
The attribute gumo:privacy defines the default privacy status for this class of user
dimensions. It can be overridden in the concrete SITUATIONALSTATEMENT. The at-
tribute gumo:website points towards a web site, that has its purpose in presenting
this ontology concept, to a human reader. The abbreviation &GUMO; is a shortcut for
the complete URL to the GUMO ontology in the semantic web. The next listing defines
the dimension Happiness as an rdf:Description. The attribute gumo:expiry
provides a default value for the average expiry which carries the qualitative time span
of how long the statement is expected to be valid. In most cases when user model di-
mensions are measured, one has a rough idea about the expected expiry. For instance,
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emotional states hold normally no longer than 15 minutes, however personality traits
won’t change within months. Since this qualitative time span is dependent from every
user model dimension, it should be defined within GUMO.

<rdf:Description rdf:ID="Happiness.800616">
<rdfs:label> Happiness </rdfs:label>
<rdf:type rdf:resource="#EmotionalState.700014" />
<rdf:type rdf:resource="#FiveBasicEmotions.700015" />
<gumo:expiry> 15 minutes </gumo:expiry>
<gumo:image rdf:resource="http://u2m.org/img/happiness.gif" />

</rdf:Description>

Another important point that is shown here is the ability of multiple-inheritance in
OWL. In detail, happiness is defined as rdf:type of the class EmotionalState and
FiveBasicEmotions. Thus OWL allows to construct complex, graph-like hierarchies of
user model concepts, which is especially important for ontology integration. Some ex-
amples of rough expiry-classifications are:

– physiologicalState.heartbeat - can change within seconds
– mentalState.timePressure - can change within minutes
– characteristics.inventive - can change within months
– personality.introvert - can change within years
– demographics.birthplace - can’t normally change at all

The idea behind gumo:expiry is that if no new actual value is available on the user
model server after a while, one can still work with old values, probably combined with
reduced confidence values. The presented new GUMO vocabulary for the user model on-
tology language consists of gumo:identifier, gumo:expiry, gumo:image,
gumo:privacy, gumo:website, gumo:image and gumo:lexicon. To sup-
port the distributed construction and refinement of GUMO, we developed a specialized
online editor to introduce new concepts, to add their definitions and to transform the
information automatically into the required semantic web language.

3 UserModelService and Ubiquitous Applications Using GUMO

A user model service manages information about users and contributes additional bene-
fit compared to a user model server. The u2m.org user model service is an application-
independent server with a distributed approach for accessing and storing user informa-
tion, the possibility to exchange and understand data between different applications, as
well as adding privacy and transparency to the statements about the user. The key fea-
ture is that the semantics for all concepts is mapped to the GUMO ontology. Applications
can retrieve or add information to the server by simple HTTP requests, alternatively, by
an USERML web service. A basic request looks like:

http://www.u2m.org/UbisWorld/UserModelService.php?
subject=Peter&auxiliary=hasProperty&predicate=Happiness

The ALARMMANAGER, see [1], is a notification service for instrumented environments
that adapts the presentation of announcements to the user’s state of arousal and the
user’s location. Both are retrieved from the GUMO enabled u2m.org user model ser-
vice. The location is derived from a POSITIONINGSERVICE application, see [2]. This
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service runs on the user’s PDA and uses infrared beacons and active RFID tags that are
installed in the environment to estimate the location of the user which is then send via
WiFi to the user model service.

4 Summary

We presented the general user model ontology GUMO, discussed why we have used the
ontology language OWL to define it and showed by integrating ubiquitous user-adaptive
applications that the interaction of the ontology with the exchange language UserML
and the u2m.org user model service is promising.
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Abstract. We review experiments with bounded deferral, a method aimed at 
reducing the disruptiveness of incoming messages and alerts in return for 
bounded delays in receiving information. Bounded deferral provides users with 
a means for balancing awareness about potentially urgent information with the 
cost of interruption.  

1   Introduction 

The increasing dependence on computers for communication has made typical 
computing environments disruptive places to work.  We investigate the promise of a 
method named bounded deferral [3] for providing calmer computing environments. 
Bounded deferral captures a simple but powerful idea: If users are busy when an alert 
arrives, they may be willing to wait some prespecified maximum amount of time 
before being informed about the alert, so as to minimize interruptions in return for a 
relatively small cost of delayed awareness. With the approach, messages are delivered 
when the user transitions to a non-busy state, if such a transition occurs before the 
maximal deferral time.  Should the user remain busy, the alert is guaranteed to be 
delivered at the maximal deferral time. We now review several exploratory studies 
that probe the potential value of bounded deferral. 

2   Studies of Bounded Deferral 

We shall now investigate properties of bounded-deferral policies with three studies. 

2.1   Analysis of Data from Interruption Workbench Studies 

To explore the promise of bounded deferral for reducing the disruptiveness of 
incoming notifications, we initially examined data that had been collected as part of 
research with the Interruption Workbench [2].  The two subjects in the study used a 
tagging tool to label situations captured in a recording of 5 hours of their office 
activities as either being high, medium, or low cost of interruption states. The video 
captured the details of work on their computer screens and surrounding office 
environment. Participant 1, a program manager, spent .20, .61, and .18 of the total 
time in high, medium, and low cost states respectively, and remained in a busy state 
for a mean time of 21 seconds before transitioning into a lower cost state.  Participant 
2, a software developer, spent .29, .48, and .23 of the total time in high, medium, and 
low cost states, and remained in a high cost state for a mean time of 202 seconds, 
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before transitioning into a lower cost state.  Assuming that notifications arriving 
during high costs states come at random times during these periods, we found that 
Participant 1 would transition into a lower cost state in a mean time of 11 seconds 
after the arrival of an alert.  Participant 2 would transition into a lower cost state at a 
mean time of 101 seconds after the arrival of an alert.  Thus, we found that for these 
two subjects, allowing a relatively small, bounded deferral on the delivery of 
messages could significantly minimize disruptions.  

Fig. 1. Left: Distribution of the durations of busy situations for 113 users over three business 
days. Right: A longer-duration view of the distribution of durations of busy situations

2.2   Analysis of Data from Busy-Context Tool 

For the second study, we analyzed data from users who had defined a set of 
deterministic policies about their availability with a prototype called the Busy Context 
tool. We had initially fielded the tool within our organization within an application for 
routing real-time communications based on a user’s interruptability.  The tool allows 
users to define when they are busy with rules, and to define available as the 
complement.  Observations include computer activities and conversation near a user’s 
computer.  The policies work in conjunction with an event-sensing system that 
monitors computer activity and that compiles a time-stamped event stream in a 
computer log.  The log can be uploaded continually to a server for studies of user 
activity. The conversation detector appeared to perform reliably in tests, 
discriminating typical noise in an office environment from conversations. 

We investigated the busy versus free situations for 113 users for several weeks to 
months at the time of the study.  The users included 42 program managers, 25 
software developers, 10 administrators, 7 midlevel managers, 2 senior managers, 4 
people in sales and marketing, 19 software testers, and 4 research scientists. The 
participants granted us access to their busy/free definition settings and to their free 
and busy states. Both the settings and the states were monitored via a server. We 
analyzed data collected over three sequential business days between 10am and 4pm 
when users were active at their desktops. We collected 4,803 busy situations.  The 
graph at the left side of Fig. 1 shows the distribution over durations of the monitored 
busy sessions for the participants. The mean duration of the busy sessions was found 
to be 43.12 seconds with a standard deviation of 51.79 seconds. The graph on the 
right side shows a view of the data zoomed out to one hour. The data shows that a 
great majority of busy situations transition to free situations within 1 to 2 minutes. 
The results underscore the potential value of bounded deferral. If users associate 
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being interrupted during a busy state with a significantly higher cost of interruption 
than being interrupted during a free time, then simple bounded deferral strategies can 
provide great value. We note that the value provided by bounded deferral is likely to 
be greater than suggested by the results in Fig. 2 as these represent capture the time 
until transition from the beginning of busy states to the start of free states. This is an 
upper bound on the times that messages will have to wait as messages arriving while a 
user is busy can arrive at any time during the busy context.  

2.3   A Case Study of Bounded Deferral for Email 

We recruited two participants at our organization for a case study with the use of 
bounded deferral in email alerting. Participant 1 is a program manager and participant 
2 is a software developer lead.  The participants agreed to share out their email stores 
for the study.  Both participants had been using the Busy Context system in a 
prototype for routing phone calls, and had also been using an email triage system, 
called Priorities, that our team had developed in earlier research [1].1 Priorities assigns 
scores to each incoming email based on a classifier learned via supervised or 
unsupervised learning. At run-time, incoming messages are assigned an urgency 
score. The approximate classification provided by the tool was sufficient for the 
purposes of our study, which was focused on the overall experience with using 
bounded deferral with such a system, rather than on a study of the triaging tool.  

The messages for each participant were segmented into low, medium, and high 
urgency messages via the mappings to these categories that the user had made within 
the email classification system. We asked users to explore the assignments and to note 
misclassifications by the automated system for messages received during the work 
week. Although the classifier was judged to perform well, a small percentage of 
messages were viewed as misclassifications. Rather than use a cleaned data set, we 
carried out our analyses with the raw output of the automated triage system so as to 
get a sense for the experience with extending an existing email triage system with 
bounded deferral policies. We considered all email messages for the two participants 
for a business week, from 9am to 5pm. Junk email was removed from consideration.  

After collecting the data, we aligned the busy and free states of these users, as 
collected by the monitoring of the user busy states via the log provided from the Busy 
Context tool, with the receipt time of the incoming mail and considered the number of 
total email messages that arrived while the user was in a busy state. Assuming a 
system that would alert users for all incoming email, we considered how different 
message deferrals would influence the number of alerts while they were in a busy 
state. We identified, for each deferral setting, the likelihood that messages would 
disrupt users, based on the alignment of incoming messages and the user’s free and 
busy states. Fig. 2 shows the likelihood that each user would transition to a free 
situation if currently busy, starting at the beginning of the busy state. These curves 
were computed by noting all durations of busy sessions as we did in the prior 
analysis, but normalizing the total number of sessions to 1.0.  As indicated by the 
graphs, both users transition from being busy to being free within two minutes, with 
the first participant transitioning to free with a 0.5 probability within approximately 
25 seconds and the other to a 0.5 probability of transitioning within 50 seconds. 

1 Priorities is the ancestor of Microsoft’s Outlook Mobile Manager, an email triaging product. 
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Fig. 2. Probability distribution of the time of transition of participants from busy to free 
situations (solid curve: participant 1; broken curve: participant 2) 

Fig. 3. Number of disruptions for incoming messages when busy as a function of increasing 
amounts of deferral for participant 1 (left) and participant 2 (right). (Solid curve: all incoming 
email; Broken curves: email assigned low, medium, and high urgencies by a classifier) 

Moving onto an exploration of the value of bounded deferral in the real-context of 
email, we first explored how often a user would have been alerted with alerts about 
incoming email during busy times, at different maximal deferrals, for all of their 
incoming messages. The solid curves in the graphs in Fig. 3 show, for each user, the 
diminishment of alerts during busy times with increasing deferral times, for all of 
their incoming email. The broken curves represent the numbers of alerts associated  
with the arrival of messages assigned high, medium, and low urgency scores.  In the 
all-email condition, a deferral of 4 minutes would lead to a diminishment of alerts 
during busy times from 20 to 4 alerts for participant 1 and a diminishment of 80 to 
zero alerts for participant 2.  Turning to the curves for the different classes of urgency, 
for participant 2, a deferral of a little more than 1 minute for email classified as high 
urgency email would suppress all alerts by important email during busy times with 
only a small delay in transmission of information to the user. A 3 minute deferral for 
the user would suppress all medium urgency alerts, and a delay of transmitting low 
urgency email of 4 minutes would suppress all low-urgency email for a likely 
tolerable wait to see such alerts.  We note that the results are worst-case analyses, as 
we consider the durations of busy states as starting when the users became busy.  
Based on the results of our study, we extended the Priorities email triage system with 
bounded deferral and bounded deferral controls and forecasts.  A view of the controls 
for defining email as low, medium, and high urgency and for setting different deferral 
policies for the different classes of email is displayed in Fig. 4. 
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Fig. 4. Controls for a tool for specifying bounded-deferral policies for guiding alerting by the 
Priorities email triage system. Forecasts of the numbers of interruptions per hour for each class 
of email are displayed above each message-urgency column 

Users can use sliders to define how urgency scores for email provided by the 
classifier are mapped to three urgency classes. Users can also change the way that 
alerts are rendered or suppress alerting completely by class. To provide users with 
feedback about the influence of deferrals and mappings of automatic assignments of 
urgency to email, the system provides a view of forecasts of the number of alerts that 
they can expect within each category over a workday. The forecasts are computed by 
maintaining a log of incoming email and its scores, as well as a log of a user’s busy 
states, and making an assumption that recent history is an indicator of the near future.  
We shall be studying user experiences with this bounded deferral prototype. 

3   Summary  

We presented studies of bounded-deferral policies. Bounded deferral and variants 
provide a framework for designing notification systems that take as inputs 
assessments about a user’s willingness to trade off delays in information delivery for 
reductions in disruption during times that they consider busy situations.  We believe 
that bounded-deferral policies show promise for quieting the noisy chatter of 
incoming alerts, while allowing people to stay aware of important information.  
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Abstract. A promising approach towards evaluating adaptive systems is to de-
compose the adaptation process and evaluate the system in a “piece-wise” man-
ner. This paper presents a decomposition model that integrates two previous 
proposals. The main “stages” identified are: (a) collection of input data, (b) in-
terpretation of the collected data, (c) modeling of the current state of the 
“world”, (d) deciding upon adaptation, and (e) applying adaptation.  

1   Introduction 

The evaluation of interactive adaptive systems (IAS) is currently receiving consider-
able attention. This can be attributed, at least in part, to the largely unsolved problems 
involved in the evaluation of IAS (see, e.g., [2], [4]): There are currently only few 
empirical studies that evaluate interactive adaptive systems; furthermore, most of the 
existing studies provide ambiguous results. Although these two claims have been 
stated repeatedly in the past (e.g., [2]), they are still valid and unresolved. 

Recently, there have been attempts at tackling the problem of evaluating IAS by 
“decomposing” adaptation and evaluating it in a “piece-wise” manner. The premise 
behind these attempts is that the evaluation of adaptive systems should not treat adap-
tation as a singular, opaque process; rather, adaptation should be “broken down” into 
its constituents, and each of these constituents should be evaluated separately where 
necessary and feasible. The constituents into which adaptation is decomposed are 
typically termed “layers” and the resulting approach “layered evaluation”.  

This paper reports on work-in-progress aimed at combining and expanding upon 
two of the “layered evaluation” frameworks reported in the literature. The process-
based framework presented in [9] discerns four layers that refer to the information 
processing steps within the adaptation process. The framework has a very clear focus 
on the empirical evaluation of IAS and has been applied in practice to different adap-
tive learning courses, including several studies with thousands of users [9]. The sec-
ond framework presented in [7] addresses the issue of formative vs. summative 
evaluation and, overall, adopts a more “engineering” perspective in the identification 
of layers, focusing on the different components involved in the adaptation process. 
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2   A New Model for “Decomposing” Adaptation 

Our efforts towards a merging or unification of the two alternative propositions cen-
tered on the introduction of a model of decomposition, which: has the widest possible 
applicability on existing and forthcoming IAS; makes few (if any) assumptions about 
implementation and architectural properties of the system; but, at the same time, of-
fers a concrete enough guide to evaluation activities. 

Fig. 1. The proposed adaptation decomposition model 

To arrive at the desired decomposition model, we have examined the common 
properties of existing models and architecture for, adaptation (e.g., [3], [5], [6], [8]). 
In doing so, we have restricted ourselves to the process-oriented models, so as to al-
low for the maximum possible degree of flexibility in terms of implementing adapta-
tion (where, in fact, approaches proliferate).  

The proposed model is depicted in Figure 1. The main “stages” of adaptation iden-
tified are: (a) collection of input data, (b) interpretation of the collected data, (c) mod-
eling of the current state of the “world”, (d) deciding upon adaptation, and (e) apply-
ing adaptation (i.e., effecting adaptation decisions). It is argued that each of these 
adaptation stages needs to be evaluated explicitly, although not all stages can be “iso-
lated” and evaluated separately in all systems. Furthermore, the nature of the IAS will 
necessarily dictate the relevance of each of these stages. 

Note that this figure contains several elements, “internal” to the IAS, which are not 
part of the model itself, and are included solely to facilitate understanding of the 
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model and support discussion. Further, the decomposition model explicitly makes no 
assumptions regarding specific approaches to intelligence, or decision-making.  

The models potentially maintained by the IAS are separated into two broad catego-
ries. The first groups together the IAS’s “static” models (e.g., the system model, the 
task model, the application model, etc.), which are used, implicitly or explicitly, when 
interpreting input data. The second category groups together the IAS’s “dynamic” 
models (e.g., the user model, the context model, etc.), which are updated by the IAS, 
on the basis of new knowledge that it derives from the interpretation of the input data. 
These are, typically, the main determinant for adaptation decisions. For both catego-
ries, arrows are used to denote potential flows of information. Figure 1 also introduces 
an entity termed “adaptive theory”. This term, borrowed from [8], is used to refer to 
the theory that underlies adaptations in the system; the word theory is used here in an 
informal sense, to represent the totality of a system’s adaptation goals / objectives.  

In the rest of this section we present briefly each of the stages that appear in the 
model and discuss why they need to be evaluated (in isolation or combination) and 
with what objectives. Due to space limitations, other important aspects of the reported 
work, such as the introduction of specific evaluation criteria that can serve as 
“guides” for their respective evaluation layers, are not discussed.  

Collection of input data: The “input” data that an interactive system collects is pre-
dominantly derived from the user’s interaction with it (another source may be “sen-
sors” not directly or explicitly manipulated by the user). Input data of this nature does 
not necessarily carry any semantic information. It is in the next stage, and with the as-
sistance of (implicit or explicit) application- and task- models that this low-level data 
will acquire “meaning”. With respect to evaluation, this category of data is subject 
only to “technical” assessments which would determine whether factors such as reli-
ability, validity, accuracy, precision, latency, sampling rate, etc. are appropriate for 
the system at hand. Given the assumption that “raw” input data does not carry seman-
tic value by itself, such assessments may be all that is necessary at this level. 

Interpretation of the collected data: This is the very stage at which input data acquire 
“meaning” of relevance to the system. The distinction between this stage and the col-
lection of the input data is intended to identify and conceptually dissociate the two 
stages, thus making it possible to address them in isolation. The interpretation process 
may be straightforward in those cases that there exists a direct, one-to-one mapping 
between the raw input data and their semantically meaningful counterparts. When the 
interpretation is unambiguous, and independently of whether it employs any of the 
system’s “static” models, it can be assessed objectively and in a user-independent 
manner. Potential problems arise when: (a) the interpretation makes use of assump-
tions, or (b) the interpretation requires some level of inference. Assumptions and in-
ferences are quite commonly employed in existing IAS, mainly due to the lack of ad-
ditional data that can better describe the context of interaction.  

Modeling of the current state of the “world”: This stage concerns the derivation of 
new knowledge about the user, the user’s group, the interaction context, etc., as well 
as the subsequent introduction of that knowledge in the “dynamic” models of the IAS. 
There is a definite overlap between this stage and the interpretation of the input data; 
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in fact, in several cases, there is no “second-level inference” in adaptive systems, 
which simply go from interpreting the input data to representing those interpretations 
in an appropriate model. The main evaluation goal for this stage is validity of the in-
terpretations / inferences. Secondary yet important concerns that also relate to the 
modeling process include: (a) comprehensiveness of the model; (b) redundancy of the 
model; (c) precision of the model; and, (d) sensitivity of the modeling process.  

Deciding upon adaptation: During this adaptation stage (also referred to as the “effer-
ence” stage), the IAS decides upon the necessity of, as well as the required type of, 
adaptations, given a particular “state” (as expressed in the various models maintained 
by the system, or directly from input data). We make a very clear distinction between 
this stage and the next (see “Applying adaptation decisions” below), as a way of fa-
cilitating the conceptualisation of the steps that are involved in the derivation and ap-
plication of adaptation decisions. A “rule of thumb” we propose for separating the 
two stages is: decisions made at this stage are mainly at the semantic and upper syn-
tactic level of the interaction results; further decisions made while effecting adapta-
tion belong to the lower syntactic, or to the lexical / physical level of interaction. The 
goal in making this distinction is to foster the separation of the adaptation theory from 
decisions that represent a typical interaction design task, rather than a particular adap-
tation artefact. The primary aim of this evaluation step is to determine whether the ad-
aptation decisions made are the optimal (e.g., necessary, appropriate, subjectively ac-
cepted by the user) ones, given that the user’s properties have been inferred correctly.  

Applying adaptation decisions: This stage refers to the actual introduction of adapta-
tions in the user-system interaction, on the basis of the related decisions. Although 
typically subsumed by adaptation decision making in the literature, this stage may be 
varied independently of the decision making process, e.g., to account for different ad-
aptation strategies. More importantly, this stage usually “hides” a level of adaptation 
(i.e., the transformation of possibly high-level adaptation decisions to a “concrete” 
form experienced by the user), which only too often, and in several cases mistakenly 
in the authors’ opinion, gets evaluated in tandem with the higher-level decision mak-
ing stage. The evaluation criteria that are applicable at this stage depend very much on 
the type of adaptation effected. In most cases, traditional evaluation criteria, such as 
usability, will be highly relevant. The identification of these criteria can only be per-
formed on a case-by-case basis, although the application of some general criteria 
(e.g., timelines, obtrusiveness, level of user control) may be feasible. 

Evaluating adaptation as a whole: The “piece-wise” evaluation of adaptation, as pro-
posed herein, can provide valuable insight into the individual adaptation stages 
through which an IAS goes. However, what is still missing is the “big picture” – the 
evaluation of the primary adaptation theory (or theories). To assert whether such high-
level theories (or, seen from a different perspective, hypotheses) hold true, one needs 
metrics that transcend the layered evaluation of adaptation, as this has been discussed 
so far. Such metrics must adequately capture the application- and adaptation- do-
mains, to be able to more holistically assess the “success of adaptation”. Browne, 
Norman and Riches [1] have proposed that this problem be addressed by: (a) articulat-
ing and assessing against the system’s objectives, and / or (b) assessing indirectly 
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against the underlying theory. According to these authors, many of the objectives of 
an adaptive system can be expressed as lists of purposes, which, in turn, can be 
loosely interpreted as the collection of “reasons” that led to the introduction of adapta-
tion in the system. Metrics and assessment methods can then be devised to measure 
the extent to which the stated objectives are met. 

3   Summary  

The postulation of layered evaluation of IAS is that adaptation needs to be decom-
posed and assessed in layers in order to be evaluated effectively. The decomposition 
model proposed here takes a process-oriented approach to the decomposition, identi-
fying the logical stages through which adaptation progresses. A brief rationalization 
of the decomposition and a preliminary set of criteria have also been put forward. 

An important point we would like to make about the proposed decomposition is 
that it is neither the only one feasible, nor, necessarily, the most appropriate one for 
all types of assessment of IAS one might want to perform. For instance, it would be 
possible to decompose adaptation on the basis of the software components involved in 
its implementation. The same is true for the level of granularity be employed.  
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Abstract. The A theory of user expectation of system interaction is introduced 
in the context of User Adapted Interfaces.  The usability of an intelligent email 
client that learns to filter spam emails is tested under three variants of adapta-
tion: no user modeling, user modeling with fixed (optimal) spam cut-offs, and 
user modeling with user adjustable spam cut-offs. The results supported our hy-
pothesis that user control over adaptation is preferred because the user can 
maintain the system’s interaction state within a region of user expectation.  This 
remains true even when performance of the system (accuracy of spam filtering) 
degrades because of errors in user control (adjustment of spam cut-offs). 

1   Introduction 

Research into User Adapted Interfaces (UAI) brings together concepts from Human-
Computer Interaction (HCI) and User Modeling (UM) to improve the usability and 
performance of software systems.  Controllability is one of the major usability issues 
for UAI technology. Some researchers advocate maximum user control over all as-
pects of system adaptation, others suggest that maximum control is not always be the 
best approach as it can lead to distraction and inefficiency [1]. There has been much 
discussion among researchers about controllability trade-offs. However, as Jameson 
[2] argues, there is a deficiency of systematically gathered evidence about what users 
themselves think about adaptation and controllability.  

Our research investigates UAI technology in the context of an intelligent email cli-
ent.  This paper focuses on user control over a learned User Model that is able to 
predict the priority of incoming e-mail messages. We theorize that as long as the state 
of system interaction is within the current region of user expectation, the user will be 
satisfied with adaptation. If the system’s interaction falls outside of this region of expec-
tation then user satisfaction will degrade. To prevent dissatisfaction the user must be 
given control over aspects of adaptation that limit changes in interaction state.  

An adaptive intelligent email client is our application of choice for employing UAI 
because it offers a lot of functionality that can be personalized, example data is read-
ily available and knowledgeable test subjects are easily found [3]. In this study we 
focus on predicting the priority of incoming email messages based on a learned user 
model. Consequently, the predicted priorities can be used to filter out low priority and 
unsolicited “spam” email. There has been some excellent work in this area using 
Naïve Bayes, Bayesian networks, artificial neural networks, and k-nearest neighbour 
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methods [4].  Most of this research has focused on the performance of the learning 
algorithms, with little attention given to usability of the system from the user’s per-
spective.  The lack of a user’s point of view has led to a significant barrier against 
acceptance of UAI technology. For example, some email filters automatically file 
spam into a spam folder. This can be problematic as users have varying tolerance for 
placement of legitimate email into a spam folder [5]. 

Although UAI has great potential, much research is needed.  Perhaps most impor-
tantly, UAI can frustrate good HCI design because the interface may be perceived as a 
moving target that at times does not meet the expectations of the user [6].  The fol-
lowing section presents a theoretical model of the relationship between the expecta-
tions of a user and the changing state of a UAI.  

Fig. 1. Adaptation viewed as movement through an HCI state space 

2   User Interaction Expectation and Adaptation 

Consider a space of HCI states, as shown in Figure 1, where interaction states are 
topologically organized such that similar states are proximal to each other.  System 
adaptation can be described as a trajectory, P, through the space. Each point along P 
represents the system’s state of interaction with the user at a particular time.  A user 
has a region of interaction expectation, R, that preferably is centered on the systems 
current state of interaction, s, or at least contains the s.  The size of R, |R|, is the num-
ber of interaction states within R.  If  |R| = 1, then no variation from s will be tolerated 
by the user; this user is very conservative in terms of adaptation.  If |R| = n then there 
are n states within R that will be acceptable to the user; this user is more accepting of 
adaptation. Ideally, as the system interface adapts, the user shifts her R so as to centre 
it once again on the new s. This transition is not always in concert. If the system 
adapts too quickly then the user is left behind at R2. If the system adapts too slowly 
then the user may assume an interaction state too far in advance of the current s, at 
R3. In either case the user will not be satisfied with the system and task performance 
will suffer. The worst case is when the user’s expectation region is R’, a region of 
interaction space through which adaptation will never pass; the user is continually 
dissatisfied. To be successful, a UAI must provide the user with control over adapta-
tion. We advocate that user control should be exercised over the deployment of user 
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models rather than their development. Model deployment requires minimal knowl-
edge of the UM subsystem. In the case of an email client, a user model for setting 
incoming e-mail priority can be automatically developed using information retrieval 
and machine learning methods [4].  Control over automatic spam filtering can then be 
provided by allowing the user to adjust cut-off values that determine when the pre-
dicted priority of a message is at the level of legitimate or spam.   

We have created an intelligent email client using this approach and developed an 
intuitive user interface for controlling adaptation. There are two priority cut-off val-
ues; one is the suspect cut-off and the other is the spam cut-off. Email with a priority 
value lower than the spam cut-off will be placed in the Spam folder. Email with a 
priority value equal to or higher than the suspect cut-off will be filed into the Inbox 
folder. Email with a priority equal to or higher than the spam cut-off and lower than 
the suspect cut-off will be put in a Suspect folder.   Provided the user model is accu-
rate, the approach will direct the most important legitimate email to the Inbox folder. 
The Suspect folder can be cleaned up periodically, sorting legitimate and spam email.  
Notably, it is this process that provides data for improving the user model.   Using a 
simple GUI slider, a new or conservative user can select cut-off values that curtail the 
UAI’s automated classification of legitimate and spam messages (thus reducing risk). 
A more experienced user can establish cut-offs that give the UAI greater freedom to 
classify email messages (maintaining risk as the user model improves over time).  In 
this way, adaptation of the systems interaction state can be kept within the user’s 
current region of interaction expectation. 

3   Empirical Study 

The objective of this experiment is to demonstrate that user control over appropriate 
aspects a UAI can improve the usability of the application and user satisfaction. 

3.1   Materials and Methods 

The study scenario is as follows: Each subject is working as a secretary for a profes-
sor. She or he must classify the incoming email (initially received in either the Inbox, 
Suspect or Spam folder) by moving the messages into one of six relevant folders 
including the Spam folder.  Twenty eight subjects were selected from the university 
campus (ages 18-38). The performance of the email UAI is recorded in terms of false 
positives (FP - legitimate emails placed in the Spam folder) or false negatives (FN - 
spam email placed in the Inbox folder) and overall error (FP+FN).   

Three variants of the system were tried by each subject and compared as per [2]. 
Variant N employs a UAI based on “no user model”. The subjects had to manually 
sift through the email messages for legitimate and spam email messages.  Variant F 
develops a user model but uses “fixed cut-off values” to determine the priority re-
quired for spam and legitimate emails. The fixed cut-off values are set to optimal 
values as determined by preliminary trials. No adjustment from these values would 
make significant improvement in UAI performance.  Variant A for “adjustable cut-off 
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values” develops a user model and allows the subjects to adjust the spam and suspect 
cut-off values as desired.  This gives the subjects control over the UAI. 

A within-subject experimental design was selected because the subjects were ex-
pected to vary considerably in their use of the system and tolerance to adaptation.  
Each subject was provided the same working environment.  Each subject learned the 
experimental procedure from an instruction file without prompting by a researcher.  
Each subject used all 3 system variants in one of two possible orders; the first order 
being N, F and A and the second being N, A, and F.  A different subset of emails was 
used for each variant to prevent subjects from memorizing the content of messages. 

The data used in the experiment was collected from a professor at Acadia over a 5 
month timeframe in 2003 [4]. A different subset of 200 emails was used for each of 
the 3 variants of the system. 100 emails from a subset were sent to the email client 
and the subject was asked to manually classify them into their respective folders.  A 
message was given a priority of 0 if placed in the Spam folder and a priority of 1 
otherwise. This acted as training data for developing a user model for predicting mes-
sage priority. A final 100 emails from the subset were sent to the email client for 
automatic prioritization and classification. 

Each subject was surveyed following their trial of the 3 system variants [2]. The 
survey asked the subjects for their opinions on 5 questions: (1) Did you find the sys-
tem easier to user after the user model was developed; (2) Did you prefer being able 
to adjust the spam and suspect cut-off values; (3) Do you think the cut-off adjustment 
increased the accuracy of email classification; (4) Would you like to have user model-
ing on you current email client; and (5) Would you like to have user model with cut-
off adjustment on you current email client?  The subjects were asked to respond using 
a five-level scale of agreement as shown in Figure 2 and to explain their reasoning in 
a comment area.  In addition, each subject indicated if they had any significant prob-
lems using the system and whether they preferred false positives or false negatives 
when filtering email.  The FP and FN statistics were tracked for each subject and used 
to determine the performance of the UM on incoming email. 

3.2   Results and Discussion 

The results from the post-trial surveys show that 92.86% preferred the UAI variant of 
the system after the user model was developed, with 82.14% preferring the adjustable 
spam and suspect cut-offs over the fixed cut-offs. 78.57% felt that the cut-off adjust-
ment increased the accuracy of email classifications with more subjects preferring 
cut-off adjustment on their current email clients (78.57%) than user modeling with 
fixed cut-offs (71.43%).  These statistics indicate that user control contributes to user 
satisfaction. In contrast, the system variant with adjustable cut-offs had higher mean 
misclassifications (25.64%) than the fixed cut-off variant (20.04%). The difference 
between misclassifications caused by variant A and F is significant (p-value = 0.01). 

Despite the fact that significantly more misclassifications were made by variant A, 
67.9% of the subjects (19/28) preferred variant A over F. Subject 14 was an extreme 
case of where a user preferred control even though it reduced system performance.  
He generated 5 misclassifications under variant F and 49 misclassifications under 
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variant A.  His comment “this allows me to set up values to better match my profiles” 
shows a strong desire to remain in control. Other typical responses for those who 
preferred adjustable cut-offs were:  “It helps me to control how the emails will be 
separated”, “It is good to add user’s point view to the system”, and “I like the feeling 
of control”.  

The majority of subjects liked adaptation as long as they felt in control.  Of the 
subjects who liked cut-off adjustment, 95.65% preferred FN over FP meaning they 
most dislike finding legitimate email messages in the Spam folder. Adjustment of the 
cut-offs allows the users to err on the side of FN classifications even if this reduces 
the overall performance of the UAI.  Of the subjects who responded “do not know” or 
“disagree” to cut-off adjustment, 80% are less sensitive to FP (legitimate emails clas-
sified as spam). The fixed default cut-off values worked well for that purpose, the 
subjects recognized this and preferred it. 

4   Conclusions and Future Work 

This paper has investigated the relationship between user control over a UAI and user 
satisfaction and system performance.  We presented a theoretical model that suggests 
users will be satisfied with a UAI provided the interaction state of the system is main-
tained within the current region of user expectation.  If the system’s interaction falls 
outside of this region of expectation then user satisfaction will degrade.  One ap-
proach to preventing this from happening is to give the user control over aspects of 
adaptation that limit changes in interaction state. Specifically, in the case of the email 
client, the user controls the cut-off at which emails are considered legitimate or spam. 
The results of an empirical study using 28 subjects demonstrated that user satisfaction 
is improved with control over adaptation even if this means reducing system perform-
ance (higher misclassification rates).   We are currently working on a related problem 
of automatically classifying emails to one of several category folders. 
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Abstract. The paper proposes meta-ontology of the user modeling field. 
Ontology is meant to structure the state-of-the-art in the field and serve as a 
central reference point and as a tool to index systems, papers and learning 
media. Such ontology is beneficial for both the user modeling research 
community and the students as it creates a shared conceptualization of the 
known approaches to building user models and their implementations. 

1   Introduction 

User modeling (UM) is a heterogeneous field. The terminology is still not 
standardized. A lot of terms have multiple synonyms (e.g. behavioral user model, 
feature-based user model, individual user model). Terms are often fuzzy. There exist a 
lot of approaches to UM but a common schema that would attempt to classify them 
has not been proposed yet. Such lack of structure makes it harder to conduct novel 
research or implement known approaches in the area of UM. 

This paper presents our attempt to develop a meta-ontology (a top level classify- 
cation) of UM field. The role of such User Modeling Meta-Ontology (UMMO) is  
manifold. First, it can serve as a central reference point, just like ACM computing 
classifycation system [1]. It is an important uniform framework to structure UM field in 
general. UMMO can help to present in a condensed visual form the current state of the art.  

Second, such ontology will serve as a structuring basis for UM resources. It will 
help to collate a great number of UM approaches, papers, and systems by indexing 
them with the terms from ontology to be able to compare them and/or relate them to 
each other. The presence of a well-developed UMMO will help index coherently 
various information resources such as projects, papers as well as enable semi-
automatic indexing.  

Third, UMMO may serve as an educational tool. It will help to convey the state-of-
the-art in UM field and to eliminate the synonymy problem. Finally, we hope to use 
UMMO as a basis to develop an adaptive educational hypermedia system for UM. 
Since modern adaptive hypermedia systems rely on advanced concept indexing, 
ontology development should be the first step toward such a system.  
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2   Known Approaches 

Previously there have been several attempts to create some kind of shared 
conceptualization of user models. In [8] authors define user model as a set of 
hierarchies of personal and demographic characteristics, domain [in]dependent data, 
context, and low-level sensor data. Authors of [3] (mainly Peter Dolog) yet have 
another view of user model externalization. They view user modeling from the point 
of standards (such as IEEE PAPI, IMS LIP, or ISO). Although presence of standards 
constrains the flexibility of the user model description, but in return a more general 
solution is achieved, that can be applied to virtually any domain user models can be 
used it. The approach of the authors of the Onto-logging project [13] focuses on 
collaborative conceptualization in developing domain ontologies.  

The first two of the mentioned above approaches make an emphasis on 
decomposing the user model itself. They do not touch upon the methodology 
surrounding user modeling, let alone classification of such methods and systems that 
implement them. The approach of the authors of [13] comes closest to our intentions, 
yet lacks some specification and structure (namely it is not an ontology). We propose 
an attempt to create a meta-ontology that would help to present a more general view 
of the user modeling field. 

3   Ontology Development Process 

Ontology being a useful structuring tool provides an organizing axis to help mentally 
mark the vision in the information hyper-space of the domain knowledge. Fig. 1 
presents our view on the mainstream state-of-the-art categorization in ontological 
engineering [15], [8]. 

 

Fig. 1. Ontology classification (mixed ontology) 

Creating ontology is a procedure that cannot be fully automated since ontology 
development is rather creative than formal process. Major works in this field deal 
with syntax problems, not semantics. Until now, only few effective domain-
independent methodological approaches have been reported [12], [15], and [4]. 
However, in practice each development team usually follows their own set of 
principles, design criteria, and steps in the ontology development process. 
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Generalizing our experience in developing different teaching ontologies for e-learning 
in the field of artificial intelligence and neurolinguistics [4], [6], [7] we propose a 
four-step algorithm that may be helpful for visual ontology design. 

1. Glossary development – selecting and verbalizing the essential domain concepts. 
2. Laddering – defining the main levels of abstraction. It is also important for the next 

stages of the design to elucidate the type of ontology according to Fig. 1 
classification. 

3. Disintegration/Categorization –breaking high level concepts into a set of detailed 
when needed (top-down strategy) and associating similar concepts to generalize 
meta-concepts (bottom-up strategy. 

4. Refinement – updating the visual structure by excluding the excessiveness, 
synonymy, and contradictions. 

The main goal of the algorithm above is to create a visually appealing ontology 
that means that ontology developer should observe conceptual balance (‘harmony’) 
and clarity of the ontology. A well-balanced ontological hierarchy equals a strong and 
comprehensible representation of the domain knowledge. Here are tips on how to 
achieve ‘harmony’. First, sibling concepts should be linked to the parent concept by 
one type of relationship. Second, the depth of the branches should be more or less 
equal (±2 nodes). Third, the general outlay should be symmetrical. Fourth, cross-links 
should be avoided as much as possible. 

Ontology clarity can be achieved by optimizing the number of concepts and types 
of the links between them. Minimizing the number of concepts is the best tip 
according to Ockham’s razor principle. The maximal number of branches and the 
number of levels should also follow 7±2 rule by Miller. The type of relationship 
should be clear and obvious if the name of the relationship is omitted.  

4   UMMO Development 

The current version of UMMO was developed in part by extracting information about 
user modeling domain from various sources ([2], [10], [11], and [14]) and in part by 
eliciting knowledge of experts (auto-elicitation of co-authors’ knowledge so far). 

 

Fig. 2. User Modeling Meta-Ontology upper tier 
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The process of UMMO development was guided by the aforementioned algorithm. 
At the glossary development stage performed both semi-automatically (keyword 
extraction) and manually a set of roughly 150 terms was extracted up to this moment. 
The laddering, generalization, and refinement stages have gone through 10 extensive 
iterations. A special attention was paid to generalization, since some of the concepts 
in the UM field have multiple terms associated with them. E.g. behavioral user model, 
feature-based user model, and individual user model are all synonyms. Monosemic 
terms were grouped in clusters, the dominated term was chosen at the authors’ 
discretion. 

UMMO is a mixed ontology: the top layer is a partonomy, the lower layers are 
taxonomies. The most stable upper tier of the ontology is shown in Fig. 2. Fig. 3 
shows the top part of the UMMO that contains 37 concepts (only a subset of the full 
ontology due to space limitation). Along with concepts Fig. 3 shows ‘markup’ nodes 
that depict systems/approaches (10 nodes) and people (12 nodes) that fit the concepts 
(systems/approaches and people are displayed as rectangles and rounded rectangles 
respectively). 

 

Fig. 3. User Modeling Meta-Ontology (UMMO) upper tier and one of the branches 

5   Conclusions 

The challenge of such meta-ontology construction is not to identify the lower tier 
concepts that correspond to the individual approaches, but to work out and verbalize 
the upper tier concepts that would help generalize about UM methodology. UMMO is 
an attempt to externalize the current approaches, techniques, and tools. 
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The development of UMMO is a part of wider research aimed at development of 
user model centered learning portal. The UMMO development is a work in progress. 
Comments and suggestions would be highly appreciated at www.pitt.edu/~mvy3/ 
ummo_index.htm and/or at http://ummo.blogspot.com. 
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Abstract. Existing Web personalized information systems typically send to the 
users the title and the first lines of the chosen items, and links to the full text. 
This is, in most cases, insufficient for a user to detect if the item is relevant or 
not. An interesting approach is to replace the first sentences by a personalized 
summary extracted according to a user profile that represents the information 
needs of the user. On the other side, it is crucial to measure how much informa-
tion is lost during the summarization process, and how this information loss 
may affect the ability of the user to judge the relevance of a given document. 
The system-oriented evaluation developed in this paper indicates that personal-
ized summaries perform better than generic summaries in terms of identifying 
documents that satisfy user preferences. We also considered a user-centred 
qualitative evaluation indicating a high level of user satisfaction with the sum-
marization method described, in consonance with the quantitative results. 

1   Introduction 

Web content personalization is a technique for reducing information overload through 
the adaptation of contents to each type of user. A Web personalization system is based 
on 3 main functionalities: content selection, user model adaptation, and content gen-
eration. For these functionalities to be carried out, they must be based on information 
related to the user that must be reflected in his user model or profile [8]. 

Content selection refers to the choice of the particular subset of all available docu-
ments that will be more relevant for a given user, as represented in his user profile or 
model. User model adaptation is necessary because user needs change over time as a 
result of his interaction with information [1]. For this reason the user model must be 
dynamic to adapt to those interest changes. 

Content generation involves generating a new result web document that contains, 
for each selected document, some extract considered indicative of its content. Existing 

* This research has been partially funded by the Ministerio de Ciencia y Tecnología (TIC2002-
01961). 
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Web personalized information systems typically send to the users the title and the first 
lines of the chosen items, and links to the full text. This is in most cases insufficient 
for a user to detect if the item is relevant or not, forcing him to inspect the full text of 
the document. An interesting approach is to replace the first sentences sent as a sam-
ple of a document by a proper summary or extract. 

Personalized summarization is understood as a process of summarization that pre-
serves the specific information that is relevant for a given user profile, rather than 
information that truly summarizes the content of the news item. The potential of 
summary personalization is high, because a document that would be useless if sum-
marized in a generic manner may be useful if the right sentences are selected that 
match the user interest. 

If automatic summarization is to be used as part of a process of intelligent informa-
tion access, it is crucial to have some means of measuring how much information is 
lost during the summarization process, and how that information loss may affect the 
ability of the user to judge the relevance of a given document with respect to his par-
ticular information needs. 

In this paper we focus on a system-oriented and user-centred evaluation of the con-
tent generation (summarization) process. Section 2 describes previous work. The 
multi-tier selection process employed for evaluation is described in section 3. Section 
4 describes the personalised summarization method. The experimental set up and 
results are given in section 5. Section 6 outlines the main conclusions. 

2   Relevant Previous Work 

Automatic summarization is the process through which the relevant information from 
one or several sources is identified in order to produce a briefer version intended for a 
particular user - or group of users - or a particular task [6]. This paper considers in-
dicative summaries of single documents, intended to help the user to decide on the 
relevance of the original document. Summaries can be generic, if they gather the main 
topics of the document and they are addressed to a wide group of readers, or user 
adapted, if the summary is constructed according to the interests of the particular 
reader that the system is addressing. 

Techniques for selection of phrases extract segments of text that contain the most 
significant information, selected based on linear combination of the weights resulting 
from the application of a set of heuristics applied to each of the units of extraction. 
These heuristics may be position dependent, if they take into account the position that 
each segment holds in the document; linguistic, if they look for certain patterns of 
significant expressions; or statistical, if they include frequencies of apparition of 
certain words. The summary results from concatenating the resulting segments of text 
in the order in which they appear in the original document [4]. 

There are similar works that use personalized summaries in information retrieval. 
In this case, the personalization is based on the user query [7, 11]. In particular, in 
[11] the initial segment of the documents is compared with query oriented summaries 
using a IR system. The results are shown to the users as title and initial segment or 
title and automatic summary. The evaluation was performed with 50 TREC queries 
with 50 documents per query. Measures were taken on precision, recall, speed in the 
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decision process, number of access to the full document and subjective opinion of the 
user about the received information (initial segment or summary). The results show 
that the query oriented summaries are significantly more effective that the initial seg-
ment for the information retrieval task. 

Work on evaluation of item summarization has already shown that indirect evalua-
tion methods of summarization - where summaries are evaluated in terms of their 
ability to recreate the ranking obtained by the full items when submitted to a given 
information selection process - provide reasonable means of measuring the amount of 
information loss involved in summarization. In particular, the selection process used 
in [7] was keyword-based single-tier over a corpus of 5000 news items and 50 queries 
from the TREC collection. Generic and personalized summarization heuristics are 
considered. The results show that the query oriented summaries are better than the 
first sentences and the generic summaries. 

On the other side, existing literature provides different techniques for defining user 
interests: keywords, stereotypes, semantic networks, neural networks, etc. A particu-
lar set of proposals [1, 8] model users by combining long term and short term inter-
ests: the short term model represents the most recent user preferences and the long 
term model represents those expressed over a longer period of time. Various classifi-
cation algorithms are available for carrying out content selection depending on the 
particular representation chosen for user models and documents. The feedback tech-
niques needed to achieve a dynamic modeling of the user are based on feedback given 
by the user with respect to the information elements selected according to his profile. 
The information obtained in this way can be used to update accordingly the user mod-
els in representation had been chosen.  

3   Multi-tier Content Selection 

The multi-tier content selection process [2] to be employed in this paper involves a 
domain specific characterization, an automatic categorization algorithm and a set of 
keywords (long-term model), and a relevance feedback tier (short-term model). 

The first tier of selection corresponds to a domain specific given classification (for 
digital newspapers, the assignment of news items to sections). For the second tier, the 
user enters a set of keywords - with an associated weight - to characterize his prefer-
ences. These keywords are stored, for each user u, as a term weight vector (ku). For 
the third tier the user must choose - and assign a weight to them -  a subset of  the 14 
categories in the first level of Yahoo! Spain. This information is stored as a matrix 
where rows correspond to general categories and columns correspond to users (Ggu). 
These categories are represented as term weight vectors (g) by training from the very 
brief descriptions of the first and second level of Yahoo! Spain categories entries [5]. 
In the fourth tier, short-term interests are represented by means of feedback terms 
obtained from feedback provided by the user over the documents he receives [2]. The 
term weight vector for each user (tu) represents the short-term interests of that user, 
information needs that loose interest to the user over time, so their weight must be 
progressively decreased. 

Documents are downloaded from the web of a daily Spanish newspaper as HTML 
documents. For each document, title, section, URL and text are extracted, and a term 
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weight vector representation for a document d (dd) is obtained by application of a stop 
list, a stemmer, and the tf · idf formula for computing actual weights [9]. 

Each document is assigned the weight associated with the corresponding specific 
category associated to it in the particular user model, which represents the similarity 
between a document d, belonging to a specific category c, and a user model u (sc

du).
The similarities between a document d and a general category g (sdg), between a 
document d and the keywords of a user model u (sk

du), and between a document d and 
a short-term user model u (st

du) are computed using the cosine formula for similarity 
within the vector space model [9]: 

( , )dg ds sim d g= ( , )k
du d us sim d k= ( , )t

du d us sim d t= (1)

The similarity between a document d and the general categories of a user model is 
computed using the next formula:
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The results are integrated using a particular combination of reference frameworks. 
The similarity between a document d and a user model u is computed as: 
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(3)

where Greek letters δ, ε, φ, and γ represent the importance assigned to each of the 
reference frameworks -specific categories, general categories, keywords, and feed-
back terms, respectively. To ensure significance, the relevance obtained from each 
reference framework must be normalized.  

4   Applying Long and Short Term User Models to Personalize 
Summaries 

Our system uses three phrase-selection heuristics to build summaries: two to construct 
generic summaries, and one for personalized summaries. To generate summaries a 
value is assigned to each phrase of the text being summarized, obtained as a weighted 
combination of the results of the three heuristics. This value is used to select the most 
relevant phrases, which will be used to form an extract of the news item later used as 
summary. 

The position heuristic assigns the highest value to the first five phrases (1, 0.99, 
0.98, 0.95, 0.9) of the text [3]. These provide the weights Apd for each phrase p of a 
news item d using the position heuristic. These values are independent of the user u 
being considered. 

Each text has a number of thematic words, which are representative of its content1.
To obtain the M most significant words of each document, documents are indexed to 

1 This set of content based keywords for a document should not be confused with the set of 
keywords specified by a user to define his interests. 
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provide the weight of each word in each document using the tf · idf method  [9]. The 
thematic words heuristic extracts the M non-stoplist most significant words of each text. 
To obtain the value for each phrase p within the document d using the thematic words 
heuristics (Bpd), the number of thematic words appearing in the phrase is divided by the 
total number of words in the phrase. This is intended to give more weight to sentences 
with a higher density of thematic words [10]. The values obtained in this way are also 
independent of the particular user u being considered. We have chosen M=8. 

The personalization heuristic boosts those sentences that are more relevant to a 
particular user model. The user model provides a vector of weighted terms (ku) corre-
sponding to the chosen keywords of the long-term model and a vector of weighted 
terms (tu) corresponding to the feedback keywords of the short-term model. This in-
formation is used to calculate the similarity (Cpdu) between the user model u and each 
phrase p of news item d, assigning the final weight to the sentence as: 

( , ) ( , )pd u pd u
pdu

sim p k sim p t
C

χ β
χ β

+
=

+
(4)

where ppd is the term weight vector representing the phrase p of news item d, and sim 
is the cosine formula of the Vector Space Model [9]. 

The values resulting from each of the three heuristics are combined into a single 
value (Zpdu) for each phrase p of each news item d for each user u:  

pd pd pdu
pdu

A B C
Z

µ ν σ
µ ν σ
+ +

=
+ +

(5)

The parameters µ, ν and σ allow relative fine-tuning of the different heuristics, de-
pending on whether position (µ), thematic key words (ν) or similarity to the user 
model (σ) is considered more desirable. Values of σ determine the degree of personal-
ization of the summaries: if σ is 0, the resulting summaries are generic, and for σ
greater than 0 personalization increases proportionally to σ. Again, to ensure signifi-
cance, the relevance obtained for each framework must be normalized.  

The summary is constructed by selecting the top 20% of the ranking of sentences 
by the value Zpdu and concatenating them according to their original order of appear-
ance in the document. 

5   Evaluation 

We have performed two kinds of evaluations. System-oriented evaluation is based on 
the precision and recall metrics obtained through different configurations of the system, 
and intends to identify which is the best way of carrying the content generation process 
through the effect in the selection process. User-centred evaluation collects the opinions 
of the users about the use of summaries instead of the complete news items. 

 5.1   System-Oriented Evaluation 

Experiments are evaluated over data collected for 106 users and the news items corre-
sponding to three weeks – the 14 working days of the period 1st -19th Dec 2003 - of 
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the digital edition of the ABC Spanish newspaper [2]. The set of users includes 18 
lecturers, 4 teachers, 77 students and 7 professionals from no education areas. The 
students come from the fields of computer science, journalism and advertising. The 
average of news item per day is 78.5.  

To carry out the system-oriented evaluation, judgments from the user are required 
as to which news items are relevant or not for each of the days of the experiment. To 
obtain these judgments users were requested to check the complete set of news items 
for each day, stating for each one whether it was considered interesting (positive feed-
back) or not interesting (negative feedback). 

As the evaluation process involved an effort for the users, only 37.4 users per day 
actually provided judgments. Additionally, some users only perform feedback for less 
than 10 news items per day. These users have been eliminated for the evaluation in 
order to obtain more significant results. The final collection contains, on average, 28.6 
user per day. 

For evaluating summarization, the effect of selection (formula (3) with 
δ=ε=φ=γ=1) over the different types of summaries is measured. This involves check-
ing what results are obtained, as compared with user judgments, if instead of selecting 
news items based on their full text they are selected based on the summaries.  

Normalized recall and precision are used as evaluation metrics, given the users bi-
nary relevance judgments are compared against the ranking provided by the system 
[9]. These metrics measure the difference between an ideal ranking, with the relevant 
documents at the top, and the actual ranking provided by the system. On the other 
hand, the recall and precision metrics are computed with respect a selected fixed 
number of documents and they don’t use the information about the ranking. 

Data are considered statistically significant if they pass the sign-test, with paired 
samples, at a level of significance of 5% (p ≤ 0.05) [9]. 

5.1.1   Experiment 1. Personalized Summaries 
The generation of personalized summaries (formula (5) with µ=ν=0 y σ=1) combines 
the long-term model (keywords provided by the user) and short-term model (feedback 
terms obtained from the interaction with the user).  

Several evaluation collections have been generated for each user. Each one of them 
is obtained by summarizing the complete set of original news items according to a 
particular method for generating personalized summaries of those indicated above 
(formula (4)). There is a collection for each user of personalized summaries generated 
using the short term model (Ps(S): χ=0,β=1), a different collection for each user gen-
erated using the long term model (Ps(L): χ=1,β=0) and a third different collection for 
each user generated using a combination of long term and short term models (Ps(LS): 
χ=1,β=1). In each case, values of normalized recall and precision have been com-
puted. These experiments have been repeated for all users during the 14 days of 
evaluation. The results for the three types of personalized summaries have been com-
pared only from the second day on, to allow for the fact that on the first day there is 
no short-term model based on user feedback. 

If different summarization methods lead to different degrees of loss of relevant in-
formation, the resulting rankings will differ amongst them in a proportional way. The 
results shown in Table 1 show that the combination of long and short term models for 
the generation of personalized summaries provides significantly better results than the 
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use of each model separately, in terms of normalized precision (1.6% against long 
term only, 2.8% against short term only). As an additional result, it is observed that 
the short term model on its own is better than the long term model in terms of normal-
ized precision (1.2%), though not significantly so. In terms of normalized recall, re-
sults are similar: significant improvement of the long term-short term combination 
over both short and long on their own, and non-significant improvement of short term 
only over long term. 

The use of both heuristics adjusts the summaries better to the preferences of the 
user, as shown by higher values of precision and recall. The slightly better results for 
the short term could be due to the fact that the terms introduced by the user in his long 
term model are in general too specific, whereas those obtained through user feedback 
are terms that appear in the daily news. 

Table 1. Normalized precision (P) and recall (R) for different combinations of long and short-
term model for generating personalized summaries 

 P R 
Ps(LS)  0.592 0.684 
Ps(S) 0.583 0.678 
Ps(L) 0.576 0.674 

From here on, mentions of personalized summaries (Ps) refer to the personalization 
obtained by means of a combination of the long and short-term models.  

5.1.2   Experiment 2. Heuristic Combination for Summary Generation 
Experiment 2 tests whether summaries obtained by using only the personalization 
heuristic are better in terms of precision (formula (3) with δ=ε=φ=γ=1) with respect to 
information selected by the user than other summaries (including the first lines of the 
document) but worse than the complete news item. 

The following types of summaries are involved (formula (5) with (4) with χ=β=1): 
Fs (baseline reference), 20% first phrases of the corresponding news item; Gs, using 
generic heuristics (µ = 1, ν = 1, σ = 0); Ps, using personalization heuristics (µ = 0, ν = 
0, σ = 1); GPs, using both types of heuristics (µ = 1, ν = 1, σ = 1). 

Several different evaluation collections – consisting each one of summaries ob-
tained from the news items in the original collection by applying a different summari-
zation method – are built for each user. The multi-tier selection process is applied to 
each one of these collections, using the corresponding user profile as source for user 
interests. In each case, the values of normalized recall and precision have been com-
puted in experiments that have been repeated over the 14 days for all users.  

Table 2. Normalized precision (P) and recall (R) for news item (N), personalized (Ps), generic-
personalized (GPs), generic (Gs) and first phrases (Fs) summaries 

N Ps GPs Fs Gs 
P 0.603 0.593 0.584 0.581 0.577 
R 0.694 0.686 0.680 0.678 0.675 
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Personalized summaries (Ps) offer better results (table 2) with respect to normal-
ized precision and recall than generic-personalized summaries (GPs), though the dif-
ference is not significant. With respect to baseline summaries (Fs) and generic sum-
maries (Gs) the difference is significant. Generic-personalized summaries (GPs) are 
better than baseline summaries (Fs), and baseline summaries (Fs) are better then ge-
neric summaries (Gs), but the differences involved are not statistically significant. 
Personalized summaries are worse than full news items (N)  under the same criteria.  

This suggests that the personalization heuristic generates the summaries better 
adapted to the user, followed by a combination of all possible heuristics. Baseline 
summaries using the first lines of each news item are better than those generated by a 
combination of the position and keyword heuristics. For newspaper articles, the ge-
neric heuristic does not improve on simply taking the opening lines. 

This technique has been used in similar works with similar results. In [7] the query 
oriented summaries (title, location, thematic and query  heuristics) obtained signifi-
cant better average precision than generic summaries and first sentences, and the full 
document improve the adapted summaries but no significantly. In [11] the query ori-
ented summaries show better effectiveness that the initial segment. 

5.2   User-Centred Evaluation 

The qualitative user-centred evaluation was based on a questionnaire that users com-
pleted after using the system. In most questions there were 5 options to indicate the 
degree of satisfaction: very high, high, medium, low and very low. There were 38 
users that completed the final evaluation. 

Users indicated that the summaries were of high or very high quality in 83.3% of 
the cases, with 5.6% of very low. Concerning the coherence and clarity of the summa-
ries, the results were as follows: 81.1% valued them as high or very high, and 5.4% as 
low or very low. With respect to the ability of the system to avoid redundancies, 
evaluation was high or very high for 69.4% of the users, against 2.8% of low evalua-
tion. At the same time, adaptation of the summary to the user profile was considered 
high by 59.5% of the users, and low or very low by 8.1%.  

The degree of adaptation of the summaries to the information needs was high or 
very high in 70.3% of the cases, and low or very low in 10.8%. Regarding the extent 
to which the summaries reflect the content of the original documents, for 81.1% of the 
users this extent was high or very high, and it was low or very low for 5.4%. Finally, 
89.5% of the users consider that the main ingredients of the news item are represented 
in the summary. The other 10.5% indicated that at times the summaries were too brief 
to include them.  

Most users consider that the summaries are of high quality, coherent, and clear, and 
that they reflect the content and the main ingredients of the corresponding document. 
Most of them also consider, though to a lesser degree, that the summaries contain no 
redundancies and that they are well adapted to user profile and user needs. This posi-
tive evaluation indicates that the method of sentence selection for the construction of 
summaries is a valid approach for content generation in the face of possible problems 
of clarity, coherence and redundancy. 

Users indicate that they sometimes used the summaries to establish the relevance 
of a news item. This was said to be often so by 48.6% of the users, sometimes by 
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29.7% and few by 21.6%. Against these data, 89.2% of the users relied on the heading 
often, and 10.8% only did in some cases. The section heading was used sometime by 
45.9%, often by 29.7%, few by 13.5% and none by 10.8%. The stated relevance was 
used sometimes by 35.1% of the users, few by 24.3%, none by 21.6% and often by 
18.9%. Finally, the full news item was used few times by 51.4% of the users, some 
times by 29.7% and none by 18.9%. In conclusion, the summary becomes an impor-
tant element for defining the relevance of a news item. 

6   Conclusions 

We can conclude that personalized summaries that use a combination of long and 
short term models are better than other types of summaries in terms of normalized 
precision and recall. Full news item offer only a slight improvement against personal-
ized summaries, which seems to indicate that the loss of information for the user is 
very small with this type of summary. Generic summaries perform very closely to 
summaries obtained by taking the first few lines of the news item. This seems to indi-
cate that the position heuristic is overpowering the thematic word heuristic, which 
may be corrected by refining the choice of weights. Although a first-sentences ap-
proach may provide good results for indicative summarization, it does not do so well 
in terms of personalized summarization, where it is crucial to retain in the summary 
those specific fragments of the text that relate to the user profile. This explains why 
the generic-personalized summaries perform so poorly in spite of being a combination 
of good techniques: given a fixed limit on summary length, the inclusion of sentences 
selected by the generic heuristics in most cases pushes out of the final summary in-
formation that would have been useful from the point of view of personalization. 

The user centred evaluation further sanctions the concept that offering users sum-
maries of the news items helps to decrease information overload on the users. As 
shown in these results, the possible problems of sentence extraction as a summary 
construction method do not affect performance in the present context of application. 
The fact the summaries are said to be employed by users much more often than the 
full original text or the stated relevance to determine how relevant a news item is to 
them justifies the content generation method described in this paper. 

We can conclude that user adapted summaries are a useful tool to assist users in a 
personalization system. Notwithstanding, the information in these summaries can not 
replace the full text document from an information retrieval point of view. 
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Abstract. Closed corpus AH systems demonstrate what is possible to achieve 
with adaptive hypermedia technologies. However, they are impractical for 
dealing with the large volume of open corpus resources. Our Knowledge Sea 
project explores social navigation support, an approach for providing open 
corpus personalized guidance that is based on past learners’ interaction with the 
system. The most recent stage of our project focuses on using annotations for 
social navigation support. We present here Knowledge Sea II, which 
implements annotation-based social navigation support, and report the results of 
several classroom studies, which have evaluated this technology. 

1   Introduction 

Day by day, the amount of information on the Internet grows, which makes the 
Internet an important resource in learning. However, learners are having a hard time 
finding what they are looking for and are very often frustrated with the search 
process. Adaptive navigation support techniques developed in the field of Adaptive 
Hypermedia [1] could be used to guide learners to the right resources at the right time. 
However, concept-based navigation support mechanisms used in traditional Adaptive 
Hypermedia (AH) systems are not suitable for the large volume of open corpus 
documents [2]. When searching for a mechanism to deal with the large scale of 
adaptive navigation support needed in open corpus hypermedia, we turned to the ideas 
of social navigation [5]. We have attempted to develop personalized navigation 
support techniques that are based on past learners’ interactions with the system. We 
call this social navigation support (SNS). Unlike traditional adaptive navigation 
support, which relies on expert-provided knowledge about each resource, social
navigation support relies on the collective knowledge of a large community of 
learners, casually gathered through many different forms of feedback.  

We explored social navigation support in the context of Knowledge Sea, a project 
that currently focuses on helping students of introductory programming courses find 
relevant readings among hundreds of online tutorial pages distributed over the Web. 
In the first stage of our project, we explored the relatively straightforward "footprint" 
techniques suggested in early papers on social navigation [4; 8]. The idea of the 
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"footprints" is to count how many users are passing through a link or visiting a page, 
in order to recommend the most popular links and pages. Combining the ideas of 
social navigation with the ideas of group modeling and adaptive navigation support, 
we have implemented a "socially adaptive" system, Knowledge Sea II [2]. This 
system changes the intensity of a cell’s background color, to indicate how many users 
of the current group have visited each tutorial page and each cluster of tutorial pages: 
the more visits, the more intensive the color (Fig. 1). This kind of SNS helped the 
learners to clearly recognize the most and the least visited pages and guide their 
navigational choices appropriately. Our classroom study [2] demonstrated that a 
footprint-based SNS is able to increase the usage of open corpus resources and that 
the learners appreciate it immensely. At the same time, a few students pointed out that 
the number of visits to a page is not always a reliable measure of its relevance to their 
needs and asked for better relevance indicators. 

This paper presents the second stage of our project, which focused on providing a 
more reliable SNS: predict learner interest in resources through other learners’ 
feedback. Our main challenge was to extract feedback from actions that users are 
naturally performing while working with the system. To answer this challenge, we 
explored annotation-based social navigation support. We encouraged learners to 
annotate pages they are reading by writing notes or highlighting parts of the page they 
found important. These annotations were used as an implicit indicator of page 
relevance for the current group of learners. The annotation-based SNS was 
implemented in the newest version of Knowledge Sea II (KSII) and explored in two 
classroom studies. The results indicate that it is a promising approach for open corpus 
adaptive navigation support. In the following sections we introduce KSII, describe 
two consecutive implementations of annotation-based SNS, present the results of the 
classroom studies, and analyze similar projects. 

Fig. 1. The map view and two cell views in Knowledge Sea II 
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2   Annotation-Based Social Navigation Support in Knowledge Sea 

The starting point for our work on annotation-based SNS was the first version of 
Knowledge Sea II system (Fig. 1), which combined the use of a self-organized 
knowledge map [3] with a simple "footprint" SNS [2]. The first version of KSII 
provided a simple interface for annotating tutorial pages by adding written notes. To 
help students navigate back to pages with notes, all such cells and pages were marked 
with a note icon (Fig. 1). In the first version, all notes were private: students were not 
able to see note icons or annotation made by others.  

As a part of our evaluation of KSII, we asked the students several questions about 
the system’s annotations. The answers showed that about 60% of the students 
appreciated the ability to annotate and further, were interested in sharing their 
annotations, seeing annotations made by others, and knowing which pages were 
annotated (Fig. 4). In addition, we examined the notes that the students created for 
themselves and discovered that almost all notes could be categorized into three 
groups: praise, problem, or general (37 praise, 36 problem, 34 general). This data 
motivated us to proceed with expanding the role of annotations in KSII and exploring 
the use of annotation as a source of a more reliable SNS, which we called annotation-
based SNS. The current version of annotation-based SNS was developed in two 
phases, which were evaluated during the spring and fall semesters of 2004. The 
remaining part of this section presents the new features for annotation-based SNS 
which were introduced during these phases. The following section focuses on 
assessing the value of these features. 

2.1   Phase 1: Public and Private Notes 

The second version of KSII offered students the ability to make their annotations 
public and to choose one of three types of annotations (praise, problem, or general 
note). To make the presence of public annotations visible on the navigation level, we 
augmented the links inside the cell content window, and the links between tutorial 
pages with a small sticky note icon inside a yellow square. The color of the square 
represented the density of public annotations and the color of the sticky note 
represented the density of the personal annotations. Therefore, students could more 
easily make their navigation decisions, based on annotation information in addition to 
the traffic information, which had been provided in the first version of the system. 

We expected two effects from the new annotation interface. We expected that the 
presence of public annotation would affect the students’ navigational behavior, i.e., 
students would be more likely to visit pages with annotations. We also hoped that 
students would categorize the annotations by type, to express themselves more 
clearly. The main objective of the Spring 2004 classroom study was to assess these 
hypotheses.  

2.2   Phase 2: Stronger Annotation-Based Navigation Support 

In the second stage, we introduced several new features, motivated by the results of 
the Spring 2004 evaluation. From the authoring side, we attempted to encourage 
students to annotate by simplifying the annotation interface. To do this, we added 
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highlighting (hypothesizing that highlighting would be easier for the students to use 
than writing notes). Fig. 2 presents the final version of annotation interface (available 
on the right side of each tutorial page). To highlight, a student can easily select part of 
the text inside the tutorial page and click on highlight button. Likewise, they can 
deselect the text. To write notes, students need to specify the following: type of the 
note (praise, problem, or general), visibility of the note (public versus private note), 
and anonymous versus signed. We added the option to sign notes in this phase in 
order to motivate students to share feedback with their classmates. As Fig. 2 shows, 
students can view any previously written notes they are the authors of but only the 
public notes written by others.  

From the usage side, we tried to offer stronger navigation support by visualizing 
annotation temperature and by using the annotation type, which had been provided by 
the student author. Every link in a cell content or a tutorial window is augmented with 
one or two icons inside a small square. As in the previous phase, the background color 
of the square gives information about the density of group annotations. The icon 
inside the square now indicates the type of personal annotation (if present). A thumbs-
up icon indicates that the current student has written a positive annotation or has 
highlighted part of the page. A question mark shows that the current student has 
written a problem-type annotation, while a sticky note indicates the existence of a 
general note. In addition, a thermometer icon shows the “temperature” of the 
annotations of the students in the current group. The temperature is warmer when 
more students have associated positive annotations with the page and colder when 
more students have associated problem-type annotations with the page. Fig. 3 presents 
part of the cell content window with annotation-based social navigation support.  
Labels explain the icons in the picture below. 

We hypothesized that the usage of annotation ability and typed notes will be 
higher since the benefit of it is clearer. We expected to see stronger correlation 
between annotated pages and students’ navigation behavior. We also expected that 
usage of the system will increase since it is easier for students to find relevant 
information.  

Fig. 2. Tutorial page with the annotation frame 



Social Navigation Support Through Annotation-Based Group Modeling 467 

Fig. 3. Cell content window with annotation-based social navigation support 

3   Evaluation 

We assessed the effectiveness of the system and evaluated our hypotheses through a 
three-semester user study. The study was done in an introductory C programming 
course taught every semester at the School of Information Sciences, University of 
Pittsburgh. During the study, students’ interaction with the system was logged. In 
addition, each student’s opinion about the system and its features was solicited 
through a non-mandatory questionnaire presented at the end of each semester. 
Analyzing students’ logs, we evaluated the effect of annotation on students’ 
navigation and overall usage of the system. The questionnaire provided data on the 
students’ opinion about the annotation ability of the system, their interest in visiting 
pages annotated by others, and their interest in sharing annotations with others. The 
rest of this section describes the evaluation of the system in detail. The three versions 
of KSII compared in this section (Fall 2003, Spring 2004, Fall 2004) differed only in 
the annotation authoring and its use for navigation support, as explained in section 2.  

3.1   Students’ Attitude Toward Annotations 

As shown in Fig. 4, about 60% of students appreciated the ability to annotate and very 
few gave negative ratings to it, within the first two semesters. This positive attitude 
further increased after we expanded both the authoring and usage aspects of 
annotations. For the most recent version, evaluated in the Fall 2004 semester, 90% of 
the students found the ability to annotate to be a positive asset and none gave any 
negative feedback. We also asked students for their opinion of annotation-based 
navigation support (usage of public annotation to guide navigation). About 70% of the 
students rated annotation-based navigation support in a positive way.  The graph 
shows that the enhancement of annotation abilities increased positive attitude toward 
annotation. 
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Fig. 4. Student’s opinions about the annotation feature of the system 

3.2   Effect of Annotation on Usage of the System 

Fig. 5 presents the usage of three versions of KSII over three semesters. Note that it is 
only in the third version of KSII, which balanced an extended annotation interface 
with a more comprehensive annotation-based navigation support, we were able to 
achieve a visible increase of all usage parameters. However, even the first simple 
version of annotation-based navigational support (showing only the density of public 
annotations) caused a very solid increase in the percentage of students actively using 
the system. 

Fig. 5. Overall usage of KS system over the 3 semesters of users study 

3.3   Effect of Annotations on Students’ Navigational Behavior 

To analyze the effectiveness of annotation-based navigation support, we compared 
navigation behavior of students related to presence of annotation. We looked at 
documents with public annotations over the last two semesters and analyzed the 
percentage of activity on each document before and after public annotation existed. 
We also looked at documents with public and private annotations to investigate the 
effect of annotation on revisiting a document by the author of the annotation. 
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Annotated Pages Versus Useful Pages: The first thing we have attempted to 
evaluate is a correlation between page quality for the given group and presence of 
annotation. To argue that guiding students to annotated pages is meaningful, we need 
to show that pages that get annotated are attractive and useful for the group. One way 
to evaluate the quality of a page is by the frequency of its access. Table 1 shows that 
page access probability (the number of visits divided by the possible number of 
documents to be visited) is significantly larger for annotated pages. This is a two-way 
correlation. From one side, most-visited pages get annotated. From the other side, the 
presence of annotation encourages student to visit pages.  

Table 1. Effect of annotation in visiting a page 

Average visit p-value 
Spring 2004 Fall 2004 Spring 2004 Fall 2004 

Annotated 4.87 5.38 
Not Annotated 0.025 0.033 

0.00001 0.00001 

Another (and probably more reliable) indicator of page quality is average page-
reading time.  Table 2 compares time spent reading (TSR) for pages with and without 
annotation. For comparison, we looked at the median TSR over all the pages, by 
category, for all students.  The median was chosen, in order to give less significance 
to extreme TSRs. The data shows that students spend significantly more time reading 
pages with annotations than those without annotations. Thus, annotation-based 
navigation support does indeed guide students to important pages.  

Table 2. Effect of annotation on Time Spent Reading (TSR in second) a page 

Median TSR p-value 
Spring 2004 Fall 2004 Spring 2004 Fall 2004 

Annotated 363 177 
Not Annotated 28 27 

0.00001 0.00001 

The Effect of Annotation on Group Navigation Behavior: Once we established 
that guiding students to annotated pages is meaningful, the next question is to ask 
whether or not the annotation-based navigation support succeeded in guiding students 
to these pages. To answer it, we computed the normalized access rate before and after 
the presence of public annotation. To normalize, we divided the number of page-visits 
by the number of possible days to access a page. Namely, the number of visits before 
annotation is divided by the number of days from the first day of using the system 
until the date of first public annotation and activity after annotation is divided by the 
number of days after the first public annotation until the last day of using the system. 
Fig. 6 shows that in spring and fall of 2004, in most cases, more than 50% of the visits 
to a page were done after public annotation existed. The difference is statistically 
significant (p-value= 0.00001). 
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Fig. 6. Effect of presence of public annotation on student visits

Effect of Personal Annotation on Personal Navigational Behavior: In the analysis 
of effectiveness of annotation, we looked at the effect of annotation on revisiting a 
page by the author of the annotation. We compared the probability of visiting a page 
that had been annotated by the student herself in the past with the probability of 
visiting a page that had not yet been annotated by this student. As shown in Table 3, 
in both semesters, students were more likely to revisit a page that they had already 
annotated. The difference in both cases is statistically significant. The students 
annotate pages that they want to revisit, so showing previously annotated pages is 
useful for navigational support. 

Table 3. Chance of self-revisit on annotated and not annotated pages 

Without annotation With annotation p-value 

Spring 2004 17% 48% 0.01 

Fall 2004 18% 47% 0.03 

Effect of Thermometer on Group Navigation Behavior:  While the presence of 
both public and private annotations significantly influenced navigational behavior, we 
were not able to demonstrate the influence of the temperature icon on navigation 
behavior. The frequency of visits to pages with a positive temperature was not very 
different from pages with neutral or even negative temperatures. After more careful 
analysis of students’ annotations we discovered that the difference between types of 
annotation was not very clear to the students. First, many obviously positive 
annotations were typed by students as being merely “general” notes. Table 4 shows 
that more than 50% of “general" annotations were really “praise.” Secondly, 
“problem” annotations were used not to indicate a bad page (as we assumed), but to 
report problems with the page to the teacher. In effect, the thermometer icon was 
useful to indicate pages with public annotations. However, the students could not rely 
on the “temperature” to show the quality of the information. 
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Table 4. Usage of type of annotations 

Total Number of 
Annotations 

Praise General Typed as General 
but is really Praise 

Spring 2004 41 16 25 17 
Fall 2004 51 24 21 11 

4   Previous Work 

Several e-learning systems have been developed using the idea of social navigation. 
Most relevant to our project are CoFIND [6] and Educo [7]. CoFIND is a self-
organized learning environment that organizes online resources through the counting 
of votes cast by learners. Learners can associate different types of qualities (such as 
“simple”, “good for beginners”) with each resource to help with the organization of 
the resources. Although CoFIND has been pretty successful among its users, it relies 
heavily on explicit feedback. Providing explicit feedback can interfere with the 
students’ learning process and can increase students’ extraneous cognitive load. 
Educo is a collaborative learning environment that supports social navigation in direct 
and indirect ways. Direct social navigation is supported through real-time discussion 
via chat rooms. Indirect social navigation is supported by annotating resources 
according to the number of visits. Although direct social navigation is interesting, 
what is more interesting and important to us is indirect social navigation. Indirect 
social navigation is well suited for online settings since people access the resource on 
an individual basis at discrete, disjointed times and locations. Direct social navigation 
can offer very little help to those who are not able to participate in real time 
discussions. It is hard to respond to discussions when people are online at different 
times and it is more difficult to associate topics in the discussion with specific content 
within the resources. The discussion could be totally irrelevant to the associated 
resource. In terms of indirect support of social navigation, Educo relies on simple 
implicit feedback from students: the number of visits. Although Educo also enables 
learners to annotate documents, this information is not used for navigation support. 

5   Conclusion 

Social navigation is a promising approach for providing navigation support inside a 
community of online learners. However, the challenges of collecting feedback from 
learners make reliable social navigation support difficult. Our results show that 
annotation-based social navigation support is more attractive for learners. Yet, the 
learners have to be motivated to annotate the tutorial pages. As a future direction of 
this work, we are planning to provide bridges from students’ annotation to course 
material by letting student bookmark pages as related to specific lectures or 
assignments. We believe this will give more motivation and clearer navigational 
support to students who are authoring annotations and those who are later influenced 
by them. 
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Abstract. Users of web sites often do not know exactly what they are
looking for or what the site has to offer. During navigation they use the
information found so far to formulate their information needs and refine
their search. In these cases users need to pass through a series of pages
before they can use the information that will eventually answer their
question. Recommender systems aimed at leading users to target pages
directly do not provide optimal assistance to these users. In this paper we
propose a method to automatically divide web navigation into a number
of stages. A recommender can use these stages to recommend pages which
do not only match the topic of a user’s search, but also the current stage
of the navigation process. As these recommendations are more tailored
toward the user’s current situation, they can provide better assistance
than recommendations made by traditional recommender systems.

1 Introduction

In recent years web sites have evolved from small electronic leaflets to continu-
ally changing highly complex information systems. This development has urged
the need to provide users of web sites with navigation assistance to prevent them
from drowning in the available information. Recommender systems provide such
assistance by selecting a limited number of pages which they believe to be inter-
esting for the user. Many recommender systems, including [7, 9, 4], form groups
of pages with similar topics in such a way that users who are interested in some
of the pages from a group have a high probability of also being interested in the
other pages from that group. These systems represent user interests as clusters
of pages. When a user visits a page, other pages from the cluster of the currently
visited page are recommended. In this situation recommendations act as short-
cuts, which allow the user to reach his goal without passing through a series of
less interesting pages.

However, users do not always know exactly what they are looking for or
what the site has to offer, especially when they are visiting the site for the first
time. Sometimes users search the site to find a solution to a problem, without
knowing which solutions are available. In these cases pages and links include
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navigation information. They do not provide an answer to the user’s question
but rather help to articulate the question or tell her where to look further. In
this case the order in which pages are viewed is relevant: the users first need
to get information about the available solutions before they can benefit from
pages describing specific solutions. In general the navigation stage in which a
page is viewed is important in all cases where users can not fully understand
the page that will eventually answer their question without passing through a
series of pages. We argue that a model of user interest should not only con-
tain clusters of pages with interesting topics, but also prescribe in which stage
of the navigation each page is relevant. Recommender systems can use such a
model to select pages that match both the stage and the topic of the user’s
search.

The need for a richer model of user preferences is supported by the work in [1].
This study shows that web users vary substantially in the extent to which they
know what information they are searching for. Users who have only a rough idea
of what they are looking for, can benefit more from a recommender that guides
them step by step through the available information than from a recommender
aimed at presenting the target information immediately.

One commonly used type of order sensitive models are Markov chains
(e.g. [6]). Markov chains make predictions about the next step of a user us-
ing the observed frequencies of sequences of pages in a log file. Since Markov
chains do not generalize over individual sequences, the models tend to be very
large and the predictions inaccurate for infrequently visited pages.

In [8] web user behavior is represented as a hidden Markov model. In theory,
the states contain pages with similar topics as well as similar stages, but in
practice, inspection of the states reveals that the states primarily categorize the
pages per topic. Another disadvantage of this method is that the stage and topic
assignments are optimized simultaneously, which is very time consuming.

The method presented in this paper automatically discovers relevant navi-
gation stages without depending on a topic clustering. The algorithm initially
assigns every page of a site to a stage on the basis of the parts of the user ses-
sions in which the page occurs. Then bootstrapping is applied to improve the
initial assignments. Section 2 describes the stage discovery algorithm. In Sec-
tion 3 we evaluate the algorithm on log data collected in a user experiment. In
Section 4 artificial data is used to examine the conditions that the algorithm re-
quires. Section 5 demonstrates the value of the stage model obtained in Section
3 and discusses how this model can improve web page recommendation. The last
section contains conclusions and presents our plans for the future.

2 The Stage Discovery Algorithm

In this section we present an algorithm that takes a log file of a web site and
divides the navigation into a number of stages assigning each page to a stage.
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2.1 Initialization

To determine in which parts of the sessions the pages occurs most, we normalize
the positions of the pages in each session to a scale of 0 to 1. The position of a
page at the kth place in a session with m pages is called position (k−1)/(m−1).
We define the average relative position (ARP) of a page as the average over all
of its positions in all sessions.

We make an initial classification by dividing the ARP range into as many
parts as the number of stages we want to find (n). We assume that within one
stage people have no preference for viewing the pages in one order over viewing
them in another order. If this assumption is correct, the distribution of the ARPs
of all pages from one stage follows the normal distribution. The Expectation
Maximization (EM) algorithm [2] is used to fit a mixture of n one-dimensional
Gaussians to the ARP values. In the resulting mixture each Gaussian corre-
sponds to a stage. The Gaussian with the smallest mean corresponds to the first
stage, the Gaussian with the second smallest mean to the second stage etc. For
each Gaussian we compute in which part of the ARP range the Gaussian has the
highest probability of all Gaussians. The boundaries of these regions determine
the stage boundaries.

We assign the pages to stages on the basis of their ARPs. The assignment
of pages with ARP values close to the boundaries of the stages is insecure.
Therefore, for each stage we increase its lower boundary and decrease its up-
per boundary until only 70% of the stage’s original ARP range remains. Pages
with ARPs within these parts are assigned to the corresponding stages. Pages
with ARP values outside the stage boundaries are assigned to a stage in the
bootstrapping phase.

The number of stages that should be distinguished is determined using EM
as well. Mixtures with various numbers of components are fitted to the ARP
data. The average log-likelihood of the ARP values given a mixture gives infor-
mation about how well the mixture fits the ARPs. Another measure that can
be used to estimate the number of stages is the number of irregular transitions
in the log data (transitions to a stage other than the current stage or the stage
directly following the current stage). We define the Fitness of a model as a linear
combination of its average log-likelihood and its number of irregular transitions.

2.2 Bootstrapping

In the previous section the pages were assigned to stages on the basis of the parts
of the sessions in which they occurred most. Here we improve this classification
by looking at the context in which the pages occur in the individual sessions.

In our model stages are strictly ordered, so that most navigation steps occur
within one stage or from a page from one stage to a page from the next stage.
As a consequence, a page which occurs in the sessions mostly between two pages
from stage s has a high probability of belonging to stage s. We use this idea
to correct misclassifications. For each page p and each stage s we count the
number of times p occurs between two pages of stage s. We define the evidence
of misclassification of p as the difference between the number of times p occurs
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in its current stage and the maximum number of times p occurs in some other
stage. The pages with the highest evidence of misclassification are reassigned to
the stage in which they occur most. With this new classifications for each page
the evidence of misclassification is recomputed and again the stages of the pages
with the highest evidence are changed. This process is continued until no more
stage changes are made or until a maximum number of cycles is reached.

3 Discovering Stages in Experimental Data

We evaluate the presented methods on web log data of the SeniorGezond site1.
The SeniorGezond site is a Dutch site developed by the Netherlands Organiza-
tion for Applied Scientific Research (TNO) in cooperation with domain special-
ists from the Geriatric Network and the Leiden University Medical Center. It
contains information for elderly people about the prevention of falling accidents.
The developers of the site categorized the pages into descriptions of problems,
descriptions of solutions and descriptions of specific products or services. A nav-
igation menu helps the users to find descriptions of their problems and guide
them to the appropriate solutions and the matching products and services.

To acquire log data a user experiment was performed. We removed the menu
and all links from the SeniorGezond pages and added to each page a complete
list of links to all pages of the site, so that each page could be reached from each
other page. Thirty subjects were asked to play the role of an elderly person in a
problematic situation who visited the site to find a solution to his of her problem.
We recorded the clicks of the subjects during 10 search assignments. For each
assignment of each subject we listed the pages that were viewed consecutively
during the performance of the assignment. This resulted in 244 lists of pages or
sessions with a total of 90 different pages.

We analyzed the behavior of the subjects by looking at the log files. Figure 1
shows the distribution of the ARPs of the pages of each of the three page types.
The figure clearly shows that the problem pages are visited mostly in the begin-
ning of the sessions, the solution pages in the middle and the product pages in
the end. This indicates that the page types coincide with navigation stages. The
navigation stages can be seen even more clearly from the transition matrix in
Table 1. This matrix shows for each page type how many times someone went
from a page of this type to a page of each other type. From the matrix it is
clear that by far most transitions occur within stages or go from one stage to
the next stage. From these results, we conclude that the three page types of the
SeniorGezond site form three navigation stages: the problem pages form the first
stage, the solutions the second stage and the products the third stage.

We applied the stage discovery algorithm to the data from the SeniorGe-
zond experiment. To determine the number of stages we fitted models with one
up to eight Gaussians and determined the fitness of these models. With appro-
priate combinations of the average log-likelihood and the number of irregular

1 http://www.SeniorGezond.nl/
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Fig. 1. The distribution of the ARPs of the
pages in the log data of the SeniorGezond
experiment

To type
From type Problem Solution Product Stop
Start 75.4 20.1 4.5 0
Problem 42.2 47.3 5.5 5.0
Solution 4.8 62.5 25.0 7.6
Product 3.7 9.3 65.9 21.1

Table 1. Relative frequency in percent-
ages of transitions between the page types
of the SeniorGezond site

Operations Accuracy
Initialization 0.84
Initialization and
bootstrapping

0.99

Table 2. Accuracy of the
stage discovery algorithm on
the pages of the SeniorGezond
site

Fig. 2. A simulation model with three content states.
States are represented by circles, pages in the states by
dots. All unlabeled arrows have probability pjump/2

transitions, the algorithm correctly inferred that the navigation contained three
stages. Then the model with three stages was used to assign each page to a stage.
Table 2 shows the part of the SeniorGezond pages that was classified correctly,
the accuracy. The initialization already led to an accuracy of 84%. Bootstrapping
added another 15%. In the end only one page was assigned to an incorrect stage.
These results lead to the conclusion that the stage discovery algorithm provides
an adequate way to model the navigation stages of the SeniorGezond site.

4 Discovering Stages in Artificial Data

In order to determine the sensitivity of the algorithm to the characteristics of
the data we generated data sets with various specifications. For this purpose, the
behavior of users was simulated with a finite state automaton. The automaton
consisted of an ordered set of states and a transition function. The states in
the automaton corresponded to navigation stages. The transition probabilities
were the probabilities of going from a page in one stage to a page in another
stage. For all stages the probability of staying in the same stage was pstay, the
probability of going to the next stage was pproceed and the probability of going to
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No No
sessions Accuracy stages Accuracy

244 0.24 1 0.96
500 0.40 2 1.00
1000 0.68 3 0.72
1500 0.96 4 0.12
2000 1.00 5 0.00

(a) (b)

Table 3. Part of the runs in which the cor-
rect number of stages was found with (a)
various numbers of training sessions and
(b) various numbers of stages

Fig. 3. The average mean and standard
deviations of the ARPs of the pages from
three stages and various amounts of train-
ing sessions

any other stage was pjump. Each state consisted of a set of pages. The probability
of visiting a page p in stage s was the probability of going to stage s divided by
the number of pages in s. Figure 2 shows an example of an automaton with three
content states. The automata were used to generate sets of user sessions (log files)
with the same number of stages, pages and sessions as the SeniorGezond data.
Furthermore we set the probability of going to a random stage (pjump) and the
average length of a session equal to the values found in the SeniorGezond data.

To determine under which conditions the right number of stages can be found
we used the simulation model to generate log files with various numbers of train-
ing sessions and various numbers of stages. We had the stage discovery algorithm
choose between models with one up to six stages. We repeated each experiment
25 times and evaluated in how many cases the algorithm was able to find the
correct number of stages. The part of the log files for which the correct number
of stages was found is given in Table 3. Table 3(a) shows that the estimation
of the number of stages becomes much more accurate if more training sessions
are available. From Fig. 3 we can see why: when more data is available each
page is visited more often so that the deviations of the ARPs of the pages in
the various stages are smaller. This results in larger ‘gaps’ between the ARPs
of the pages from different stages which makes the stages more easily separable.
As visible in Table 3(b), the higher the number of stages, the more difficult it is
to find the correct number of stages. When there are more stages, the means of
the ARPs of the pages of the stages lie closer together, while the variance does
not change. This increases the overlap between the stages making the individual
stages harder to distinguish.

We tested the effects of a number of properties of the generated log data on
the stage assignment accuracy. We generated sets of 50 log files and fitted models
with the correct number of Gaussians to each log file. All presented accuracies
are averages over the 50 log files. First, we varied the number of sessions per
log file. Figure 4(a) shows the accuracy after initialization (initial) and after
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Fig. 4. The average accuracy with various settings for (a) the number of training
sessions (b) the number of pages (c) Pjump (d) the number of stages

initialization followed by bootstrapping (final). Both the initial and the final
accuracy are higher when more training data is available. The effect on the final
accuracy is stronger, because bootstrapping benefits from more data as well as
a better initialization.

We varied the total number of pages while keeping the ratio between the
numbers of pages in the three stages fixed. The results are presented in Fig. 4(b).
If there are more pages, the available data per page is less, which results in a
decrease in initial precision. When there are many pages the final accuracy suffers
from the lower initial accuracy. At the same time more pages also mean that
there is more data available for the bootstrapping phase. If there are more pages
in a stage, the probability is higher that a misclassified page occurs between
two correctly classified pages, so that the misclassification is fixed. These two
opposite effects mean that the lines in Fig. 4(b) start out almost flat.

We made the behavior of the simulated users less predictable by increasing
the probability of making irregular stage transitions (pjump). Figure 4(c) shows
the results of varying the value of pjump, while keeping the ratio between pstay

and pproceed constant. The accuracy dropped when the percentage irregular tran-
sitions exceeded a certain minimum, but more data allowed for more irregularity.

The number of stages was varied by adding more stages with 20 pages between
the first and the last stage. From Fig. 4(d) we can see that there is a maximum
number of stages that can be learned with a certain amount of training data.
More stages can be learned if more training sessions are available.
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In summary, the algorithm appears to be sensitive to irregularities in the data
and the complexity of the site and the navigation. However, all these problems
can be overcome by providing more training data. This is a promising result, as
log files of web sites are typically very noisy but also extremely large.

5 The Added Value of Stages

In this section we show the added value of the stage model compared to a
model which only clusters pages per topic. Cluster models are generally formed
by grouping pages with similar content or by grouping pages which are often
viewed in the same session. We measure the similarity between pages with a
usage based metric, the minimal conditional probability described in [5]. We use
Hierarchical Agglomerative Clustering (HAC) for the actual clustering, as this
technique is very simple and intuitive and has led to good results (e.g. [3]).

We evaluated the models by measuring their predictive power. For every page
in every session we used the models to make five predictions about the next page
in the session. We measured in how many cases the actual next page was among
the predicted pages. The cluster model chose five predictions from the same
cluster as the currently visited page. The stage model chose two pages from the
same cluster and same stage as the current page and three pages from the same
cluster and next stage (See Fig. 5). The prediction accuracy is the part of all
cases in which a correct prediction was made. We used a 10 fold cross validation
to split the sessions for forming the clusters from the sessions that were used
during evaluation. Each prediction was made 100 times. All presented figures
are macro averages over the 100 runs of the 10 folds.

Figure 6 shows the prediction accuracy of the cluster model (HAC) and the
stage model (HAC with stages) for all possible numbers of topic clusters. The
figure clearly shows that the stage information makes a large improvement in
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Fig. 5. Part of the pages that might be
predicted from a cluster model (hatched)
and from a cluster model extended with
navigation stages (dotted). The large bul-
let indicates the current page

Fig. 6. The average prediction accuracy of
the clusters formed with HAC and the Se-
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the accuracy. The accuracy increased about 0.04, which is an improvement of
10 to 70%. In two situations the stage model has an advantage over the cluster
model. First, when the cluster of the current page contains more than five pages,
the stage information is used to refine the set of predictions. Second, when the
cluster contains too few pages or even no pages at all, the stage model yields
pages that are at least from the right stage, while the cluster model has to make
predictions at random.

The original SeniorGezond site contained a hand crafted hierarchical navi-
gation menu. We extracted a set of clusters from this menu and evaluated the
resulting model. The prediction accuracy is shown in Fig. 6. The addition of
stage information to the SeniorGezond clusters made an equally large improve-
ment as the addition to the HAC clusters. In the figure the performance of the
SeniorGezond clusters might seem pretty dramatic, but we have to bear in mind
that these clusters are optimized for use in a navigation menu rather than for
prediction. However, inspection of the HAC clusters might yield some useful
suggestions for improvement of the SeniorGezond menu.

From these experiments we conclude that using both topic and stage in-
formation leads to a more accurate model of user behavior than using topic
information alone. The stage model can be applied in a straightforward manner
in a recommender to make recommendations which match both the topic and
the stage of a search process. As these recommendations are more tailored to-
ward the user’s current situation they can potentially provide better assistance
than recommendations based only on the topic of the user’s search.

6 Conclusion

Interests of web users are typically represented as sets of interesting pages which
do not include the order in which the pages should be viewed. We argue that
in some cases this is suboptimal. We present a richer model in which each page
belongs to a navigation stage and we give an algorithm to learn the parameters
for this model from log files. An experiment with the Dutch SeniorGezond site
showed that the three page types of this site were used during different navi-
gation stages. The presented algorithm was able to discover the stages in the
SeniorGezond data and assign 99% of the pages of the SeniorGezond site to
the correct stage. Simulation experiments showed that the algorithm is able to
discover stages even in noisy data as long as enough log data is provided.

Results of an experiment in an offline setting showed that incorporating stage
information in a model of web navigation improves the prediction accuracy of the
model. This suggests that recommender systems can benefit from the use of nav-
igation stages. In case not all pages with a relevant topic can be recommended,
the stages of the pages can narrow down the set of possible recommendations.
At the same time navigation stages can be used to find more reasonably good
recommendations, in case not enough pages with a relevant topic can be found.

Navigation stages are clear from the SeniorGezond data, but we do not know
whether the navigation on other sites contains similar patterns. We expect that
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users who enter a site with a vague question, will navigate from pages which
give an overview of the available options to pages with more specific content. In
these cases navigation is likely to contain stages, but more research is needed to
determine the exact conditions under which a stage model should be used.

Like most recommenders (e.g. [4, 6, 8, 5]) the presented algorithm uses log
information to learn about the users’ interests. If the navigation of the previous
users was not optimal, this can easily lead to incorrect conclusions and subopti-
mal recommendings. An alternative approach is asking users to provide explicit
feedback about the visited pages (e.g. [9]), but the feedback can be very sparse
and not representative of the whole user population. In future research it might
be useful to look at combinations of log information and explicit feedback.

We demonstrated the working of the stage discovery algorithm on experi-
mental and artificial data. We are currently investigating how well our methods
work on log files from online web sites. As these log files are typically much
larger, but less complete, clean and uniform than experimental files, we will run
the algorithm only on the sessions which seem to follow a meaningful pattern.
This extension will boost the algorithm’s robustness to noise and at the same
time make it efficient enough to be used on very large data sets.
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Abstract. The study reported in this paper explores the effects of providing web 
users with link suggestions that are relevant to their tasks. Results indicate that 
link suggestions were positively received. Furthermore, users perceived sites 
with link suggestions as more usable and themselves as less disoriented. The 
average task execution time was significantly lower than in the control condi-
tion and users appeared to navigate in a more structured manner. Unexpectedly, 
men took more advantage from link suggestions than women. 

1   Introduction 

For many people, the web has become a major source of information. More and more 
people primarily use the web for private matters such as planning their holidays, de-
ciding between products and many other activities. 

In contrast to most desktop applications, web sites generally are designed for a 
general audience with varying goals [14]. As it is hard to satisfy all categories of users 
with one design, adaptive hypermedia systems try to better support the users by per-
sonalizing content or link structure. Traditional techniques in the latter category in-
volve link hiding, sorting, annotation, direct guidance and hypertext map adaptation 
[2]. When trying to find information related to a task, users have to rely on proximal 
cues such as the link anchor text to decide what their next action will be [10]. If the 
proximal cues are not clear enough, or if the users do not have sufficient insight on 
the structure of the site, they may become disoriented, i.e. they don’t know their cur-
rent position in a web site, how they came to that point or where to go next [4]. Vari-
ous studies have been carried out to infer user goals from their actions [e.g. 3]. Given 
these goals, the utility of the various navigation options on a web page can be esti-
mated [7][12] and communicated to the user by means of link relevancy indicators, or 
link suggestions.

While user-adaptive systems appear to be a good idea, it still is an open issue how 
the benefits from adaptations can be evaluated [17]. We conducted a user study in 
which participants were asked to carry out several predefined everyday tasks. In one 
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condition, the participants were provided with predefined link suggestions. Various 
indicators of user’s behavior and perception were measured. We found evidence that 
link suggestions based on the user’s goals have a positive impact: they cause the users 
to navigate in a more structured way, which makes them less vulnerable to disorienta-
tion [4]. 

The remainder of this paper is structured as follows. In the next section we present 
our research questions. We continue with the setup of the experiment. After present-
ing the results, we conclude with a short discussion.  

2   Individual Differences, Disorientation and Navigation Styles 

There is a vast amount of literature on individual differences in web navigation. In a 
previous study we found spatial ability and domain expertise to be the most important 
determinants of user performance in web tasks [6]. It has been shown that there are 
differences in favor of men with regard to spatial ability [15], web searching behavior, 
and learning performance [13]. Women are more likely to use a rote way-finding strat-
egy – attending to instructions on how to get from place to place – whereas men are 
more likely to report to use an orientation strategy – maintaining a sense of their own 
position in relation to environmental reference points [15]. For this reason, we expect 
women to benefit from navigation support that supports the rote way-finding strategy, 
more so than men, thus compensating for the so-called ‘gender gap’ in web use. 

As mentioned in the introduction, disorientation is a major issue in web navigation 
that is mainly caused by the non-linearity of web sites; on each page, users have to 
decide between alternative options, which includes following links or backtracking to 
pages visited earlier. Although the problem has been given the label ‘disorientation’, 
it is hard to measure or to quantify. Ahuja and Webster [1] developed a questionnaire 
that is shown to indicate a user’s perceived disorientation. Various attempts have been 
made to relate patterns in user navigation, most importantly patterns related to page 
revisits, to success measures and disorientation [5][8][16]. In a previous study [4] we 
found a weak navigation style that was associated with perceived disorientation. 

Based on these previous findings, we formulated the following hypotheses to guide 
the study:  

1. Link suggestions will generally be well received. 
2. Link suggestions improve perceived usability and reduce disorientation, as ex-

perienced by the users. 
3. Link suggestions will influence the way users navigate; the differences can be 

interpreted as an argument in favor of providing support. 
4. Women will benefit more from link suggestions than men.  

3   Experimental Setup 

In order to check for differences caused by link suggestions to users perceptions and 
navigation behavior an experimental approach was employed, which is described in 
this section. 
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3.1   Web Navigation Tasks  

First matter of concern for the experimental setup was triggering realistic web navigation 
behavior. Five web navigation tasks were created based on the collection of cases pre-
sented in [9], following suggestions from [7]. An example task is presented in figure 1.  

Participants were instructed to start each task at a specified website’s home page. 
They were allowed to use other websites than the indicated ones; the only restriction 
was to start at the specified websites.  

Fig. 1. An example web navigation task

3.2   Experimental Manipulation 

Various strategies for generating link suggestions can be thought of. The simplest 
case is when the content providers indicate the most important sections of the content 
from their point of view. As users may have 
different goals for visiting a site, it might be a 
better idea to provide link suggestions that 
match the current context of use. In this ex-
periment we provided users with suggestions 
that are relevant to their tasks.    

Suggestions were generated based on simu-
lations of a cognitive model similar in princi-
ple to CoLiDeS, a cognitive model of web 
navigation presented in [7]. CoLiDeS uses 
Latent Semantic Analysis (LSA) to calculate 
the semantic similarity between goal descrip-
tion and the available links on the current 
webpage. The link most similar in description 
to the task goal is selected to be clicked on. 
User behavior was simulated in advance based 
on the task descriptions. Semantic similarities 

Fig. 2. Example of link suggestion: 
the two red arrows point at (sug-
gest) the link text “Good to the last 
drop” 

This summer you will spend a long weekend in London with your girl/boy friend. Both of 
you would like to visit the top attractions and some museums. But, most importantly, you 
want to visit one of the great musicals in West End. 
Given Facts:

• You already have plane tickets to Heathrow Airport 
• You still have to book a hotel, preferably near the West End theatre district 
• You have sufficient money to spend during the weekend 

To do:
Go to http://www.visitlondon.com and find answers to the following questions: 

• Find a small hotel in the West End district 
• How do you get from Heathrow Airport to the city center? 
• In what theatre does the Lion King play? 
• Find a restaurant in Covent Garden that offers pre-theatre menus. 
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between these task descriptions and the texts of the links leading to task solutions 
were calculated with LSA.  

For each task, one or more successful paths were generated. In the navigation sup-
port condition, links on these paths were highlighted to the participants – see figure 2. 
In the control condition, participants executed the same tasks without any support. 
The link suggestions were generated on the fly using the Scone framework for devel-
opment and evaluation of web enhancements [18].   

Participants in the support condition were instructed that suggestions were auto-
matically generated by a cognitive robot, they were meant to help participants in do-
ing their tasks, and they could be followed or not. Participants got suggestions only 
when they arrived at specific pages.  

3.3   Participants 

Thirty-two participants, mainly students of various studies at Utrecht University, were 
recruited with advertisements. To qualify for participating, a minimum level of Eng-
lish language skills and Internet experience was required. The participants were ran-
domly assigned to one of the two conditions – sixteen participants in each condition. 

3.4   Measures of User Navigation and User Perceptions   

Several measures on navigation complexity and patterns of page revisits were calcu-
lated. For matters of brevity we limit ourselves to describing the most relevant meas-
ures in the context of this study and refer to [4][5] for a more complete overview. The 
meaning of these measures is described below and illustrated in figure 3.  

- back button usage is the percentage of back button clicks among the navigation 
actions; 

- the relative amount of home page visits is the number of visits to the web pages 
that the participants used to start the different tasks, divided by the total number 
of page visits;  

- compactness [8] indicates that users follow a ‘shallow’ search strategy; 
- the navigation stratum [8] is a measure designed to capture the linearity of user 

navigation; 
- the average connected distance indicates the average distance between any two 

pages in a navigation path. In short, it indicates how confident users are that 
they ‘will find their way back later’ [4]. 

A post-navigation questionnaire was used to measure user opinions on usability of 
the websites used and the users’ perceived disorientation [1]. For each item of the 
questionnaire a 5-point Likert scale from ‘strongly disagree’ to ‘strongly agree’ was 
used. The 16 participants in the support condition were given four additional items on 
how they perceived the provided suggestions: 

- The suggestions given by the robot were helpful  
- I felt the suggestions were intrusive / annoying 
- I believed I could trust the suggestions given by the robot  
- I felt being manipulated by the given suggestions  
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The variable gender was added as an independent variable in the analysis phase to 
check whether it interacts with the fixed factor (support). The duration of each session 
was 55 minutes, of which 40 minutes were spent on carrying out the navigation tasks.  

4   Results 

In this section we present the results of the study described above. We start with the 
participants’ opinions on link suggestions. Then we describe the impact of link sug-
gestions on user perceptions and task execution time. We continue with the influence 
of link suggestions on user navigation behavior. We conclude with a brief look at 
gender differences. 

4.1   Link Suggestions Are Positively Received 

Table 1 shows the number of participants expressing their agreement or disagreement 
with each of the four questionnaire items concerning the way suggestions are per-
ceived. It can be observed that most participants (13) do not perceive suggestions as 
intrusive, annoying or manipulative. A relatively high number of participants (11) 
trusted link suggestions; but there is no clear evidence that the suggestions are per-
ceived as useful. 

Fig. 3. Two visualizations of user navigation 
paths with highly different values for compact-
ness and stratum. On the left a path with high 
compactness (0.80) and low stratum (0.38). On 
the right, a path with low compactness (0.45) 
and high stratum (0.86). As expected, the back 
button usage in the left picture is lower (12%) 
than in the right picture (16%). Due to the small 
size of this example, no difference in average 
connected distance can be observed 
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Table 1. User perception of link suggestions 

 Disagree Neutral Agree 
Suggestions were helpful 5 4 7 
Suggestions were intrusive / annoying  13 1 2 
I could trust suggestions 4 1 11 
I felt being manipulated by the given suggestions 12 1 3 

4.2   Suggestions Improve User Perceptions and Decrease Task Execution Time 

Participants in the support condition disagreed to a larger extent than participants in the 
control condition with the following statements: ‘It was difficult to find the information 
I needed on these sites’ (t=-2.72, p=0.01), and ‘Labels of links and categories confused 
me’ (t=-2.83, p=0.008). Participants receiving suggestions agreed to a larger extent than 
participants in the control group that ‘the websites can be used without previous experi-
ence’ (t=2.33, p=0.027). For all other items, differences were not significant.   

When looking at aggregated measures of user perceptions – perceived disorienta-
tion and perceived usability – the differences between conditions appear to be non-
significant. However, there is a marginally significant result: the level of disorienta-
tion is lower in the support condition, but this difference is significant only at an alpha 
level of 0.10 (two tailed). We also observed a significant interaction between the 
variable gender and the variable support in relation to perceived disorientation 
(F=5.12, p=0.032); men and women benefit to different extents from link suggestions. 
This last result will be dealt with at the end of this section. When the interaction be-
tween gender and support is taken into consideration, the effect of support becomes 
significant (F=9.43, p=0.005). Therefore, it is now clear that there is a significant 
effect of providing suggestions on perceived disorientation, but only for men. 

When the two conditions are compared based on the average task execution time, a 
significant difference is revealed – see table 2. On average, participants in the control 
condition spent 558 seconds per task. In the support condition, the average time spent 
per task is 391 seconds (t = 5.99; p<0.01). The spread of task execution times in the 
support condition is almost twice as low as in the control condition. This difference in 
variance between the two groups is a natural consequence of our manipulation; the 
aim of link suggestions is to prevent users from spending time on unsuccessful trials. 

Table 2. Task execution times per condition 

 N Mean Std. Dev. 
Control 16 558,22 99,93 
Support 16 390,98 50,05 

4.3   User Navigation Is Better Structured 

The results presented in the previous subsections indicate that participants did believe 
that the link suggestions could be trusted and that they were considered slightly helpful. 
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Fig. 4. In the first picture the navigation path of a participant working on a task without link 
suggestions is displayed. The randomness of page revisits and the amount of visits is clearly 
visible. In the second picture the navigation path of a participant working on the same task, but 
with link suggestions, is displayed 

We now turn to the question whether the link suggestions actually changed the par-
ticipants’ approach to solving the tasks at hand.  

As explained in section 3.4, we extracted a number of measures from the naviga-
tion paths that captured patterns of page revisits, page view times and navigation 
complexity [4][5]. An independent-samples t-test was carried out to find significant 
differences in means between the two conditions. The result showed that participants 
in the support condition: 
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- used the back button less (t=-2.24, p=0.03); 
- the navigation paths had a lower compactness (t=-3.02, p=0.005) and a higher 

stratum (t=3.42, p=0.002), i.e. the paths were more linear; 
- the average connected distance in the navigation path was higher (t=2.26, 

p=0.031) 

We also carried out principal component analysis on the twenty-two measures with 
equamax rotation to find linear combinations of the measures that indicate navigation 
patterns. Four factors were found that were quite similar to the four factors found in a 
previous study [5]. We will concentrate here on the fourth factor, of which the means 
differed significantly between the two conditions (t=-4.01, p=0.000). This factor  
correlates with (p<0.05): 

- high compactness (r=0.896) and low stratum (r=-0.861) 
- many visits to the site’s home page (r=0.496), 
- short average connected distance (r=-0.388) 
- frequent use of the back button (r=0.361) 

Apparently, the link suggestions caused the participants to navigate in a more lin-
ear manner and reduced the number of visits to the site’s home pages. There are two 
possible explanations for this effect: either the participants simply followed the sug-
gested links, without bothering to explore the site structure [8] – a negative effect, or 
the participants got stuck less often – getting stuck usually results in returning to the 
site’s home page to start another trial [11] – which is a positive effect. 

Analysis of the navigation path visualizations led us to the firm belief that the latter 
is the case – see figure 4. In three of the five tasks the participants that were not pro-
vided with link suggestions typically appeared to randomly return to pages visited 
before and eventually return to the site’s home page for another trial – effects that are 
frequently reported to be caused by disorientation [11][16]. 

There is no significant interaction between the variables gender and support with 
respect to any of the navigation measures considered. In other words, navigation pat-
terns are basically the same for men receiving link suggestions as for women receiv-
ing link suggestions. 

4.4   Winners Win Even More – Gender Differences 

In general, when all participants from both conditions were pooled together, no dif-
ferences between men and women were found in this study, at least with respect to 
the variables we have considered here - i.e. navigation measures and user perceptions. 

However, although in the control condition women and men declare about the 
same level of disorientation, in the support condition men declare a much lower level 
of disorientation than women. Women do not seem to benefit from being provided 
with navigation support, their perceived disorientation levels are about the same in the 
2 conditions. In the support condition, men and women also differ with respect to 
perceived usability. Men receiving navigation support perceive the websites more 
usable than men not receiving support (t = -2.66, p=0.029). The difference is not sig-
nificant for women.   

Therefore, there seems to be a gender gap indeed, but in this study we were able to 
find it only with respect to how much the two genders are able to benefit from being 
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provided with navigation support and how they perceived the usability of the systems 
they used when such support was offered. 

5   Discussion and Conclusion  

In this study we explored the impact of providing link suggestions on user navigation 
behavior and on user perceptions. In general, highlighting links that are relevant to the 
task at hand is a well-received navigation support. Link suggestions make navigation 
path more linear, more structured and less redundant – a style that is associated with 
low degrees of perceived disorientation. Users provided with link suggestions were 
expected to perceive websites as more usable and themselves as less disoriented, but 
this expectation was confirmed only for men. Women seem to profit from suggestions 
only objectively – their navigation path becomes more structured, but not subjectively – 
their perceptions do not improve when receiving link suggestions. A possible expla-
nation for this effect is that men use the link suggestions in addition to the available 
orientation clues. 

There are a number of limitations to this study. First, we have not yet evaluated the 
impact of link suggestions on task performance. So far we only know that link sug-
gestions make users’ navigation more structured, reduce task execution time and 
improve user perceptions, but we don’t know whether they actually help users. How-
ever, the lack of task performance results is not that important, as the impact of link 
suggestions on task performance varies per usage context and the way link sugges-
tions are generated. Second, the number of female participants exceeded more than 
twice the number of male participants (22 female, 10 male) due to the way partici-
pants were recruited.  

In our study we explicitly attempted to let users carry out real-life tasks. This aim 
is obviously violated by the fact that the participants were given predefined tasks – or 
scenarios – in a laboratory setting. Although we have the impression that the impact 
of the artificial context is quite low, it is an open question what the effect of link sug-
gestions will be in real-life situations in which users work on multiple tasks simulta-
neously. Nevertheless, before being able to observe the effects ‘in the wild’ it is nec-
essary to first study them in more controlled settings. 

In conclusion, link suggestions relevant to users’ tasks have in general a positive 
impact on users. However, due to individual differences between users, the effects 
might not be the same for all users. Moreover, these differences might lead to other – 
possibly counter-intuitive – effects than anticipated. More research and user studies 
on the effects of personalization techniques are needed to find out what techniques are 
best suitable for various personalization goals. 
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Abstract. Emotions are an important issue in user modeling. This paper pre-
sents a proposal for an Affective Tutoring System (ATS) that can recognise 
emotions through automated facial expression and gesture analysis, and show 
emotions through an animated agent. The domain of the system will be addition 
for 8 to 9 year olds. An observational study of human tutors has been conducted 
as a basis for developing the tutoring strategies of the ATS. 

1   Introduction 

An increasingly prominent issue in the field of user modeling is the role that the affec-
tive state of users should play in the adaptation of systems. Many researchers now feel 
strongly that human-computer interactions could be significantly enhanced if com-
puters could adapt according to the emotions of users (e.g. [10], [8]). 

This paper proposes an interface that will enable a computer to model the affective 
state of users according to their non-verbal behaviour. In particular, an Affective 
Tutoring System (ATS) for addition is being developed based on an existing New 
Zealand Numeracy Project exercise. 

2   Related Work 

This research falls within the field of affective computing [10], which broadly defined 
concerns artificial systems that are able to recognise or exhibit emotions.  

Modeling the affective state of a user is fundamentally concerned with the first of 
these traits – the ability to recognise the emotions of a user. However, it is not an easy 
task to find examples of systems that adapt to recognised affect or non-verbal behav-
iour. Some of the more recent work in affective modeling is by Lisetti et al. [3], who 
propose a multimodal interface for tele-health that will provide health-care providers 
with affective state information about their patients. As far as tutoring systems are 
concerned, Kort et al. [2] propose to build a Learning Companion that will initially 
use eye-gaze as an input of affective state. Litman and Forbes [4] propose an Intelli-
gent Tutoring System that adapts to the emotions revealed by the acoustic and pro-
sodic elements of student speech.  
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Many groups (e.g. [6]) are certainly working towards systems that can model the 
affective state of users, but most are still at the stage of recognising affect with an 
acceptable accuracy. The author of this paper is currently unaware of any ATSs that 
have actually been implemented. 

3   Proposal: An ATS for Addition 

The overall aim of this research is to develop an ATS that can recognise and adapt to the 
affective state of students. The content of this particular system will help 8 to 9 year old 
students understand the concept of part-whole addition [7]. The tutoring system will 
feature an animated pedagogical agent that is able to both recognise and display emotions 
in the manner of a real human tutor. Animated agents carry a persona effect that has been 
shown to increase learner motivation, although its overall benefits remain unclear [5]. 

The affective state of the student will be modeled based upon input from automated 
facial expression and gesture analysis systems that are currently being developed in-
house [1]. These systems identify expressions in images taken in real time by a web-cam 
mounted on the student’s monitor. This means that the ATS will be able to “see” the 
expressions of students, and thus to adapt accordingly through the animated agent.  

Armed with a student model that encompasses both the affective and cognitive state of 
the student, the ATS will base its adaptations on the tutoring strategies of human tutors. 
The system’s animated agent will adapt in two ways: 

- by presenting the most appropriate material, and 
- by empathising with the student, and providing verbal and non-verbal en-

couragement. 

Therefore the agent will be potentially beneficial in at least two ways: 

- if the tutoring material most appropriate to the student’s affective state is pre-
sented, then this should facilitate learning, and 

- if the agent is believably sincere in its empathy, then this could amplify 
the motivational benefits of the persona effect.  

4   An Observational Study of Human Tutors 

A model of affective state would be of little use to an ATS without accompanying strate-
gies to use it. Therefore, to fill a gap in the psychology and education literature, it was 
decided to conduct an observational study of how human tutors adapt to affect.  

Three professional tutors were videoed while tutoring participants one-on-one at a 
local primary school in Auckland. There were nine participants in all; each participant 
was an 8 or 9 year old student at the local school. Each participant was tutored for 
about 20 minutes, which generated about 3 hours worth of videos.  

The domain that was chosen for the observational study was the concept of part-
whole addition [7]. The study used an existing exercise developed by the New Zea-
land Numeracy Project.  

To analyse the videos, a coding scheme was developed expanding on previous 
work by Person and Graesser [9]. Preliminary results from the coding include a ma-
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trix of the frequency of particular tutor responses to student behaviours and emotions. 
This information can be used to calculate the probability of human tutor responses to 
particular student behaviours and expressions; these probabilities can be used as a 
basis for tutoring strategies in the ATS. 

5   Future Work 

Future work will commence with a more thorough analysis of the tutoring strategies in 
the human tutoring videos, especially focussing on how a tutor’s response may be influ-
enced by the indefinitely preceding dialogue between tutor and student. 

Then the ATS itself will be developed; the tutoring system will be based on exactly 
the same New Zealand Numeracy Project exercise that was used in the observational 
study of human tutors. The tutoring system will feature an animated pedagogical 
agent that is able to both recognise and show emotion like a human tutor. The system 
will maintain a model of the affective state of the user through the use of automated 
facial expression and gesture analysis systems. 
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Abstract. The existing personalization services usually base on proprietary and 
partial user models. This work attempts at evolving inference-based mediation 
mechanism that will facilitate integrating user models coming from different 
sources, such as repositories of other service providers and user's personal de-
vices. This will allow obtaining more information about the users and providing 
more accurate personalization. The efficiency of the above approach will be 
demonstrated using the techniques from Recommender Systems domain. 

1   Better Personalization with Ubiquitous User Modeling  

Nowadays, the quantity of the available information rapidly grows and exceeds our 
limited processing capabilities. This is regarded in the literature as the 'Information 
Overload' problem [5]. As a result, there is a pressing need for intelligent systems that 
provide services according to user's personal needs and interests, and deliver tailored 
information in a way that will be most appropriate and valuable to the user. The state-
of-the-art personalization techniques basically overcome the Information Overload by 
filtering the irrelevant information reaching the user. 

An essential input for every personalization technique is the model of the user [1] 
that is either collected by the service providers (through accumulating the information 
on user's preferences and interests), or imported into the system from user's personal 
devices (e.g., PDA, mobile phone, or personal media). For example, user's reading 
preferences might be stored by Amazon and BarnesAndNoble websites, and also by 
user's reading device. Thus, in the rest of this paper the term 'data source' refers to the 
repositories of service providers, and of users' devices. 

Typically, the models stored by the repositories of service providers are proprietary 
and partial, as they fit a specific application and are limited to its domain. Since the 
level of personalization a system presents depends on the detailing of the input user 
models, different systems would improve the provided services by sharing the models 
stored in their repositories. However, due to the commercial competition service pro-
viders neither cooperate, nor share the data stored in their repositories.  

A natural way of resolving this issue might be replicating the interactions between 
users and service providers also at the user side and directly accessing the models 
stored by users' personal devices. Hence, part of the user model and other personaliza-
tion information will be obtained from the collaborating users, and combined locally 
by the service provider that needs it. In addition to resolving the problem of non-
cooperative service providers, direct interaction between different data sources in user 
modeling will partially resolve privacy concerns [4].  
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In this work we aim at developing an abstract mediation mechanism that will allow 
upgrading the existing personalization systems by integrating user models from dif-
ferent data sources (both users and service providers). This will facilitate obtaining 
more information about users and providing more accurate personalization services.  

2   Integration of User Models 

The principal architecture of the evolving ubiquitous user modeling platform is repre-
sented in Figure 1. The core of the platform is the mediating mechanism that facili-
tates user modeling data sharing by translation and integration of user models. As 
each service provider stores partial user model according to its own format and repre-
sentation, mediating mechanism is responsible for the following tasks: 

1. Mapping from specific services to a generic representation and vice versa. 
2. Providing standard language/interface for user modeling data exchange. 
3. Maintaining user modeling semantic knowledge facilitating ad-hoc mapping. 

Fig. 1. Principal architecture of ubiquitous user modeling platform 

We propose to cluster the data sources storing user models from similar domains in 
order to improve the integration task and minimize the communication overhead tied 
with it. Note that the structure of the clusters is highly dynamic, as they comprise 
user's devices (providing partial user models), whose availability is unstable. 

When different data sources share a model related to the same domain (e.g., mod-
els from Amazon and BarnesAndNoble), the integration of partial user models is per-
formed using the mediator's domain knowledge. It should support identifying seman-
tic relations between different concepts in the domain. For example, it should inte-
grate partial models from systems using different ontologies to model user's prefer-
ences in the same domain. Thus, the mediator should be capable of resolving conflicts 
and ambiguities, and facilitate obtaining accurate and expressive user model. 

Another issue that should be tackled by the mediator is integrating partial models 
from different domains. For example, consider the repositories of books and DVDs 
stores. Although the domains are not identical, user's interest in a particular genre of 
books can be inferred from the DVDs model. This requires identifying the relation-
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ships between the domains, e.g., when building a model for books domain, data from 
DVDs model is of some value, while data from cars domain probably gives no bene-
fit. Knowing relationships between the domains, we plan to develop inferring mecha-
nism from domain-specific representations to a generic user model and vice versa. 

3   Major Issues and Demonstration in Recommender Systems 

Evolving ubiquitous user modeling mechanism over a dynamic set of heterogeneous 
data sources raises three major research questions: 

1. How can we evolve an organization of user modeling services and data sources 
using on semantic relationships and similarities between them? This requires ex-
panding the ideas proposed in [2], inferring relationships between data sources 
and different domains, and defining explicit similarity metrics. 

2. How can we build an accurate user model over the above distributed organiza-
tion? This comprises developing a stable (to dynamic environments) protocol for 
combining partial user models obtained from different data sources. 

3. How can we efficiently provide personalized services using the above technique 
for building user model? This comprises implementing a variant of a personaliza-
tion technique functioning over the above organization of data sources. 

We intend to demonstrate and evaluate the ideas of ubiquitous user modeling using 
Recommender Systems techniques [6]. For example, Collaborative Filtering [3] 
builds a prediction basing on the opinions of 'like-minded' users by computing a 
weighted average of their ratings on a given item. In this case, sparsity of information 
about the users might require combining their ratings from different data sources. 

The proposed research contributes to the community by providing a novel tech-
nique for building user model through integrating partial models received from multi-
ple data sources. It also suggests a novel approach for building recommendations by 
integrating the data stored in different repositories from different domains. 
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Abstract. The following describes ongoing doctoral research on creat-
ing a mixed-initiative framework to help users customize complex inter-
faces. The framework relies on a rich user model to provide customization
suggestions with the goal of improving user performance while maintain-
ing a high level of user satisfaction.

1 Research Problem

As the functionality offered by common software packages continues to grow, it
is becoming desirable to provide users with a way to cope with the increasing
complexity of their graphical user interfaces. Some researchers suggest placing
users in control of managing this complexity by making the interface adaptable,
i.e., giving users the power to customize the application to suit their needs.
Others advocate making the interface adaptive, i.e., able to model the individ-
ual user’s interests, preferences and usage characteristics to allow the interface
to tailor itself (e.g., see [9] for a discussion). Both approaches have benefits
and drawbacks. With adaptive interfaces, users do not have to invest the ef-
fort to customize, but the interfaces can suffer from some users feeling a lack
of control over the process, a lack of transparency, and a lack of predictability
[3]. As for the adaptable approach, users are in full control, but not all users
are willing to customize (e.g., [6]) and some are not able to do so effectively
(e.g., [1]).

The goal of this Ph.D. work is to investigate a mixed-initiative [4] solution that
lies between the adaptive and adaptable extremes. Users will be provided with
a customization facility that gives them control over the interface, but system-
initiated adaptive support will be employed to help them take full advantage
of this facility. Such adaptive support will be guided by a user model that can
gauge when to provide adaptive suggestions and how to tailor the support to
the user’s work patterns, ability, and preferences.

2 User Modelling Contributions

While mixed-initiative paradigms have been investigated in other forms of human-
computer interaction (e.g., [4]), there have been few attempts to apply the ap-
proach to the adaptation of interface elements. Exceptions ([2] and [8]) dif-
fer from this work in two main ways: 1) they focus on a different customiza-
tion context (the creation of macros and short-cuts) and 2) their user models
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consist primarily of frequency counts. This work explores the role of a more
comprehensive user model that includes two main sources of information. The
first pertains to the performance implications of customization decisions, as-
sessed using a novel application of a simplified form of cognitive modelling
known as GOMS analysis. The model will also consider relevant user prefer-
ences in order to maintain a high degree of user satisfaction. Other related work
(e.g., [5]) focuses on increasing users’ understanding of available functionality,
a different (but complementary) approach to helping users cope with interface
complexity.

Our work aims to contribute the field of user modelling by 1) identifying the
factors that a user model in such environments should incorporate, 2) creating a
user-modelling framework that performs the assessment, and 3) demonstrating
how to apply such a user model to generate adaptive support that helps users
manage interface complexity.

3 Current Progress and Work to Be Completed

The mixed-initiative framework (see fig. 1) is being built on top of McGrenere et
al.’s customization facility for Microsoft Word [7], which allows users to maintain
two versions of the Word interface: the Full Interface and a Personal Interface
(a feature-reduced interface with only those features that the user has chosen to
add). At the start of this Ph.D. work, we conducted a proof-of-concept simulation
experiment using this two-interface model and information about actual user
customization strategies to demonstrate that adaptive support does have the
potential to help users customize more effectively [1].

User Model Knowledge Base

Module
Customization Support

User

Fig. 1. Architecture

The Customization Support Module (CSM) uses
information from the User Model to decide when and
how to provide the user with customization sugges-
tions, consisting of features that the user should add
or remove from his/her Personal Interface. Using in-
formation found in the User Model, the CSM weighs
the costs and benefits of set of customizations sug-
gestions. The User Model assesses the potential per-
formance implications of having a Personal Interface
customized according to these suggestions, in addition

to how they align with user-specific preferences. For example, some users prefer
to maintain a feature-reduced interface [7], possibly even at the cost of per-
formance if the potential performance penalty is minimal (a hypothesis to be
investigated as part of this work).

The work completed to date has concentrated on the framework necessary
for the CSM to compute the optimal Personal Interface given performance im-
plications alone. Currently, the CSM performs a greedy search through the space
of potential Personal Interfaces. At each step in the algorithm, the CSM asks
the User Model to compute a performance estimate for a potential Personal In-
terface. This involves computing the time it would take for the user to invoke
all features according to their expected usages (described below) given that po-
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tential Personal Interface. This computation is based on GOMS analysis (whose
methods reside in the Knowledge Base) and requires the User Model to have
information on the following factors:

– Expected Usage Frequencies: the number of times the user is expected
to invoke each feature.

– Expertise: the user’s familiarity with each feature. As discussed in [1], there
is reason to believe that the lower the expertise, the more likely the user is
to be affected by interface complexity.

– Switching Overhead: the amount of time it would take the user to switch
to the Full Interface to invoke a feature not present in the Personal Interface.

Plans for immediate future work involve ways for the User Model to assess
the above factors. We would like to assess expertise based on observed usage
frequencies, initial self-reports, and usage patterns. Unfortunately, MSWord ex-
poses very few user interface actions, thus the model is dealing with a very
low bandwidth environment. To estimate expected usages, we plan to investi-
gate plan recognition, machine learning, and directly asking the user. Sensitivity
analysis has revealed that the model is fairly sensitive to the Switching Over-
head, thus we plan to conduct some user testing to inform the model’s assessment
of this factor. Longer-term goals include eliciting and incorporating user pref-
erences, extending the CSM to make decisions based on both performance and
preferences, and developing effective and low-cost ways to present users with
customization suggestions both when they initiate customization and while they
perform their primary task. Finally, we will evaluate our solution, ideally against
purely adaptive and adaptable alternatives.
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1 Introduction

The organized nature of human collaboration is often used as a metaphor for com-
putational theories of collaboration. Knowledge of collaborators’ capabilities and re-
liability of decision making processes are important factors in collaborative activities.
In this thesis, we investigate these factors in the context of an important collaborative
activity – the assignment of team members to tasks.

Many collaboration theories assume that agents have correct and complete knowl-
edge of the capabilities of team members as well as team members that make decisions
in a reliable manner. Making decisions in a reliable manner means that decisions are
made to optimize utility according to the criteria of a task (rather than an agent’s own
criteria). In the assignment of agents to activities, team performance is optimized by
assigning optimal agents (whose capabilities are known) to activities.

Consider a simplified scenario where a doctor refers patients to specialists. Assume
the doctor knows the specialists’ capabilities and makes decisions to optimize the treat-
ment of patients. Based on these assumptions, the doctor would refer patients to optimal
specialists in order to obtain optimal treatment. However, we argue that such referrals
are not optimal when a doctor is not fully aware of the capabilities of specialists and/or
makes decisions according to the doctor’s own criteria. Consider some examples in
support of our argument.

– Limited reasoning capabilities of decision makers. A doctor can not take into
account all specialists when making a referral, because a doctor can only remember
and assess the capabilities of a limited number of specialists.

– Variable performance of specialists. A doctor can make a wrong recommendation
based on the overall performance of a specialist, because a specific performance is
due to factors that are not known to the doctor (e.g., a specialist has a bad day).

– Decision making in an unreliable manner. A doctor can make bad referrals, be-
cause the doctor is lazy, meaning that the doctor does not deliberate about which
specialist could be optimal, thus selecting an arbitrary specialist.

� This research was supported in part by Linkage Grant LP0347470 from the Australian Re-
search Council, and by an endowment from Hewlett Packard. I would like to thank my super-
visor Ingrid Zukerman, and also Michael Georgeff for his advise on this paper.
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The assumptions of correct and complete knowledge of collaborators’ capabilities
and reliability of decision makers simplify the problem of agent collaboration. Relaxing
these assumptions raises several issues.

– How should agent performance be modelled? How do the limited reasoning capa-
bilities of agents influence model accuracy? How do model accuracy and variable
agent performance influence collaborative activities?

– What constitutes decisions that are made in an unreliable manner? How does the
unreliability of decision makers influence collaborative activities?

– A team may decide to make group decisions to cope with agents that have incom-
plete knowledge and agents that make decisions in an unreliable manner. Which
kind of group decision procedures improve the quality of collaborative activities?
What are the transaction costs involved to arrive at a group decision? What are
the tradeoffs between transaction costs and team performance? How many reliable
team members are required for robust performance?

These questions are addressed as part of the research in this thesis. Our research
goal is to analyze collaborative multi-agent behaviour, determine the factors that in-
fluence team performance, make predictions of the outcome of team performance, and
offer guidelines for efficient collaboration. To this end, we have designed a framework
according to a view of agent collaboration which focuses on modelling agents and cop-
ing with decisions that are made in an unreliable manner.

Apart from medical referral scenarios, our approach can be applied to a number of
examples. For example, making allocations in peer-to-peer networks, where a group of
peers is selected based on their bandwidth to establish a transmission routing between
two remote peers. Single peers have incomplete knowledge of the current bandwidth
of peers in the network, because peers may have insufficient capabilities to monitor
every peer, and peers may have insufficient memory to store information of all peers
in a network. Additionally, single peers can make decisions that do not optimize the
overall performance of a network, instead they make decisions that saves their own
bandwidth.

2 Related Research

The development of our framework involved research on a number of topics – agent
modelling/tracking/monitoring, decision making, distributed control, and social choice.
Our research project is different to other research projects in terms of the research goal,
which defines assumptions and agent features considered by an approach. For example,
according to Suryadi and Gmytrasiewicz [4] agents do not communicate, thus relying
on observations to model other agents. This framework contrasts with research where
agent models are derived only from communication [1, 5]. In each project, agents use
models of different agent features. For example, expertise is used in student support
environments [5], and availability is important in agenda scheduling [1].
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3 ETAPP: A Framework of Agent Collaboration

We define a framework called ETAPP (Environment-Task-Agents-Policy-Protocol), that
offers an approach to cope with large numbers of collaborating individuals [2, 3, 6].
This framework expresses the collaboration of a team of agents in terms of five operat-
ing parameters: Environment, Task, Agents, Policy and Protocol. Briefly, the Task given
to a group is to be performed in the Environment, and the Policy and Protocol are pro-
cedures agreed upon by all the agents in a group, but performed autonomously (this is
similar to abiding by certain rules in order to belong to a society). Central to the ETAPP
framework is the idea that the team members do not know the real capabilities of the
agents in a team. Hence, individual agents employ models of collaborators’ capabilities
in order to estimate the value of contributions of team members to a task. We also exam-
ine agents that make decisions in an unreliable manner, meaning that agents can make
decisions that do not optimize utility according to the criteria of a task (but according
to an agent’s own criteria). The Agents component describes a group of agents where
each agent stores these models and uses mechanisms to reason about them.

4 Current Contributions and Thesis Schedule

Our specific contributions to research in agent collaboration include the following.

– A collaboration framework which offers novel contributions.
• A probabilistic representation of agent performance in terms of the evaluation

criteria of a task (such as time or quality).
• Cost functions that measure the extent to which communication, computation

and memory is used in each collaboration.
• Voting policies that aggregate decisions of individual agents.

– Insights, predictions and guidelines. Based on empirical studies, we found that
• Several reasoning limitations influence the performance of a team and the

transaction costs of a collaboration, e.g., memory and the ability to learn are
the most influential factors of team performance and transaction costs [2].

• Appropriate policies should be used to cope with selfish, conservative, lazy,
and corrupt agents, e.g., if agents make decisions in a reliable manner, group
decision policies should be simple to improve the performance of the team [3].

• Variability of individual agent performance influences team performance, e.g.,
the more variable the agent performance the worse the team performance [6].

We propose the following extensions to our research.

– Investigate models of team performance as an extension of our current imple-
mentation, where we consider models of only one agent.

– Decentralize the evaluation of performance. This means that each agent uses
a different function to evaluate observed performance, as opposed to our current
approach where one evaluation function is used by all agents.

– Compare central with distributed decision making procedures, specifically de-
cisions made by a leader, or decisions derived from voting and auctioning.

– Provide guidelines on balancing transaction costs against task performance.
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Abstract. The main goal of the work presented in this paper is to
determine an optimal strategy for virtual characters performing judicious
combinations of speech, gesture and motion in order to disambiguate
references to objects in the physical environment. The work is located in
the research area of mobile computing and deals with the combination
of mobile and stationary devices.

Introduction – The Migrating Character Concept

In the research areas of mobile-, ubiquitous- and pervasive computing, computer
technology becomes merged with the physical world. The main benefit of this de-
velopment is, among the fact that the technology becomes accessible almost ev-
erywhere, the possibility to build applications which incorporate the physical en-
vironment around the user and hence offer location sensitive services. The basis
for these applications is formed by a combination of sensory data and knowledge
about the physical world. In addition, efficient methods allowing for explicit ref-
erences to physical objects will be a key element within reasonable solutions for
mobile applications. Since virtual characters have proven to successfully disam-
biguate references in virtual 3D worlds (see [1] and [2]), these characters seem
to promise similar results when performing references in the physical world. The
Migrating Character Concept described in this paper allows virtual characters to
dislocate themselves in physical space. Furthermore, the Migrating Characters are
capable of performing many different types of references, depending on the avail-
able technology. A character may for example exist on a mobile device, referring
to physical objects by performing gestures on photos or abstract object represen-
tations on the screen, or it may also appear on a wall (using a projector) or on a
stationary screen right next to the referred object. Based on a user model repre-
senting both the user’s actual context and preferences and an ontology represent-
ing the world knowledge, a set of rules determine an optimal referencing solution
in an arbitrary situation. The Migrating Character Concept is based on three ma-
jor elements: mobility, reactivity and adaptivity.
Character Locomotion – Mobility: Character locomotion is the key element
of the Migrating Character concept. It allows virtual characters to move through-
out the physical world and also to assist users by means of deictic gestures.
I classify character locomotion into two categories: active and passive. The active
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locomotion category subsumes all methods allowing the character to dislocate it-
self, regardless of the users movements (e.g. a virtual character ”jumping” from
one device to another or dislocating itself by means of a steerable projector),
whereas passive character locomotion depends on the user’s movements (e.g. a
character on a mobile device, carried by the user).

Physical Context – Reactivity: The first step towards performing a reference
to a physical object is sensing the object’s presence close to the user. Secondly,
information about the object itself is necessary (e.g. What is it?; How big is it?;
Which objects are next to it?). Depending on the position, size, proximity and sim-
ilarity of physical objects, different strategies need to be chosen in order to disam-
biguate references. The objects could be equipped with active senders, emitting
all the necessary information in a narrow range. However, it is also possible to de-
termine the users position and orientation, and store the information on physical
objects in a database. Organizing this ”world knowledge” in an hierarchical struc-
ture like an ontology will allow a system to determine relative position information
(e.g. User is in room x; User is close to object y; User can see object z).

Personal Context – Adaptivity: When deciding on a specific reference strat-
egy, the interaction history between the character and the user is of utmost im-
portance. Keeping track of former references will allow the character to refer
to previously mentioned objects more easily (e.g. The red box we just saw on
the other side of the room). In addition, personal preferences may also influence
the reference strategy decision. For example, a user might prefer to reduce the
number of references, where the character utilizes a public audio system, to a
minimum in public situations.

Finding a Reference Strategy: To determine an appropriate reference strat-
egy, a number of steps need to be taken, depicted in the following graph:

After a reference goal has been identified, the reference planning mechanism
starts by locating the user and the physical object to be referenced. Based on
a ”world knowledge ontology”, the next step is to identify possible ambiguities
caused by similar objects close to each other. Based on these possible refer-
ence ambiguities, a list of reference methods is calculated, ordered by the pre-
sumed usefulness in resolving these ambiguities (e.g. sometimes a spoken refer-
ence will be sufficient, sometimes a combination of character movement, gesture
and speech may be necessary and in some cases it may even be inevitable to ask
the user to move to another physical location prior to performing a reference to
a specific object). In a next step, only those reference methods remain on the
list, which are technically feasible at the location where the reference occurs.
Since the main goal is to disambiguate references, the user preferences may only
be applied if several reference strategies have been identified, guaranteeing for
an explicit physical object reference.
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Actual State of Affairs and Open Questions

Within the scope of two prototype implementations, several different methods
for physical object references by means of virtual characters have been realized
and evaluated. While in the first project (PEACH, see [3]) a virtual character is
used on a Personal Digital Assistant (PDA) to guide users through the physical
space of a museum, the second project (VRI, see [4]) implemented a virtual char-
acter capable of moving along arbitrary walls by utilizing a steerable projector
and a spatial audio system. In the PEACH prototype, the character performs
references to physical objects by a combination of gestures and speech related to
photos/videos of physical objects shown on the screen of the PDA. In addition,
the character may ”jump” from the PDA onto large, stationary screens in order
to refer to virtual objects shown on those screens. In contrast, the character in
the VRI project is capable of positioning itself right next to a physical object
and is hence capable of giving very precise references.

The technology for physical character mobility is well established, however
a rule based system capable of determining an optimal reference strategy, still
needs to be realized. These rules will be based on the work described in [1] and [2],
but will add the technical restriction dimension and personal user preferences. In
order for these rules to work, I will adopt the location technology used in PEACH
and VRI and I will add a ”world knowledge base” using UbisWorld (an online
Ontology for ubiquitous computing applications1, see [5]). Based on this ontology
and a user model (including the user’s physical location- and orientation, the
history of previous references and the modality preferences of the user), it will
be possible to let a virtual character effectively perform references to physical
objects in arbitrary situations.
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Abstract. Adaptive user interfaces (AUIs) have become the focus of various 
scientific disciplines and are studied extensively over the last decade. The 
studies exploring the field investigate a broad range of adaptation methods in 
different types of applications. Although some progress was made in the study 
of AUIs, many issues need additional exploring. The objective of this research 
is to extend previous research on AUI and to examine different levels of 
adaptivity in AUIs, rather than viewing adaptivity as an all or none process. 
This research will attempt to identify the levels of adaptivity appropriate for 
different users, tasks and situations when using AUIs. In particular, the research 
will assess the effects of different levels of adaptivity on the performance of 
routine and infrequent tasks. A series of experiments will be conducted to 
develop and evaluate a model specifying the factors that influence the user’s 
interaction with the AUI. Four different levels of adaptivity will be used, 
ranging from totally manual to fully adaptive with two intermediate levels. The 
AUI will be examined in the context of in-vehicle systems. The results of the 
research are expected to facilitate a better understanding of AUIs, clarify 
uncertainties and specify the situations in which adaptivity should be beneficial. 
Finally, the results of this research will assist in-vehicle system designers, by 
providing guiding principles for designing more usable AUIs. 

1   Introduction

The literature on AUI is very diverse, focusing on narrow domains in a wide range of 
applications, investigating a broad range of adaptation methods, classes and 
interfaces. Because of this diversity, there is no consensus regarding the 
characteristics, behavior and essential components of adaptive systems [9]. Also, few 
empirical studies examined the situations in which adaptation is valuable [3]. Most of 
the few empirical studies of adaptivity compared systems with adaptivity to the same 
systems without it. In a number of cases AUIs were examined as comprising of 
different levels of adaptivity. [4], for example, identified four stages (initiative, 
proposal, decision and execution) in which either the user or the system control or 
perform the stage. A term that is often used in relation to this allocation of control is 
mixed-initiative interaction. This term has been used in various ways. [1], for 
example, refers to a flexible interaction strategy, where the user or the system 
contributes to the task to best suite the situation. At any time, the system or the user 
may control the interaction, while the other works to assist as necessary or vice versa. 
Although research in this field is in its infancy, some researchers have proposed 
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taxonomies (i.e. [1]) and some systems have been developed according to this type of 
interaction (i.e. [2] AIDE; [5] Lookout). In many cases the levels of adaptivity refer to 
different levels of control the user has over the system. In the non-adaptive case the 
user makes all the changes in the system to suit his or her needs. [8] refers to these 
systems as adaptable systems. On the other hand, in the fully adaptive case, the 
system adjusts automatically according to a user model it generated (adaptivity). 
According to [7], adaptability and adaptivity may coexist in the same system. 
Intermediate forms of adaptivity include, for example, user-controlled adaptivity in 
which the user makes the selection and performs the selected adaptation, and user-
initiated adaptivity in which the user initiates the adaptation.  

The research presented here proposes a different view of levels of adaptivity, 
which refers to the process itself and not to the level of automation that adapts to the 
user. In this case, in the non-adaptive condition the users performs all tasks according 
to their preferences, while in the fully adaptive condition, the system performs the 
tasks for the users according to their requirements or preferences. This research 
attempts to implement this view on adaptive systems. Another aspect this research 
deals with relates to the frequency at which the tasks occur. In particular, adaptive 
systems should be more beneficial to the user when performing frequent and routine 
tasks. On the other hand, when infrequent tasks arise, the adaptive system will most 
likely cease to provide benefits, and it may even become a burden on the user. 
Previous research has raised the value of task frequency in the context of adaptable 
systems [3] and of routine vs. failure modes in the context of automation [6].  

2   Research Contribution  

To date no clear guidelines exist for dealing with the conditions in which AUIs may 
be most beneficial, and only few studies have examined the subject empirically. This 
research will delineate the level of adaptivity appropriate for different users, tasks and 
situations when using AUIs. Additionally, the research will examine more closely the 
added value of AUIs according to different task frequencies, and see whether 
intermediate levels of adaptivity may provide a partial solution. The research will 
generate a model consisting of the factors influencing the user’s interaction with 
AUIs, specifying the situations and the level of adaptivity in which adaptation is most 
suitable. The AUI will be examined in the context of in-vehicle systems and therefore 
may also provide designers of such systems with guiding principles for designing 
more usable systems. 

3   Planned Research Description 

This research will generate a model by conducting a series of experiments that will 
examine the influence of different variables such as task type (i.e., routine vs. infrequent 
tasks), user characteristics (i.e., age, experience with automated systems) and situational 
factors (i.e., conditions in which the tasks are performed) on the interaction with an 
adaptive system. The experiments will simulate a driving task while using an adaptive 
in-vehicle system. For this purpose, a driving simulator was developed and integrated 
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with a simulation of a telematic system. Each experiment will examine the influence of 
different variables on objective performance measures and subjective evaluations, using 
four levels of adaptivity. A first experiment was already conducted and examined the 
influence of using four levels of adaptivity when performing routine and uncommon 
tasks. The following example will demonstrate the levels of adaptivity. In one of the 
routine tasks, the participants received text messages they had to respond to by sending 
back the message: “I’m driving”. In the manual condition the participants respond by 
typing their response manually, using a virtual keyboard. In the User Selection (US) 
condition the system presents the participants with a number of optional responses they 
usually type and the participants select their preferred response. In the User Approval 
(UA) condition, the system presents the participants with the response they use most 
frequently and the participants send that response. In the highly adaptive condition, the 
system automatically sends the participants’ usual response. In the uncommon tasks the 
participants were not able to respond as usual and therefore were required to respond 
manually. The results showed that intermediate levels of adaptivity (US and UA) 
provided similar benefits as a highly adaptive system when frequent tasks needed to be 
performed. When infrequent tasks were performed, the performance decrements with 
the intermediate levels of adaptivity were clearly smaller than with the high level of 
adaptivity. Future experiments will examine additional variables, such as the frequency 
ratio of task occurrences, the difficulty level of the tasks, and the age of the user.  

References 

1. Allen, J. F.: Mixed Initiative Interaction. In Hearst, M. A.: Mixed-Initiative Interaction. 
Trends and Controversies, September/October (1999)  

2. Amant, R. St., Cohen, P.R.: Interaction with a Mixed-Initiative System for Exploratory Data 
Analysis. Knowledge-based systems, Vol. 10(5) (1999)    

3. Bunt, A., Conati, C., McGrenere, J.: What Role Can Adaptive Support Play in an Adaptable 
System? IUI 04, January (2004) 13-16 

4. Dieterich, H., Malinowski, U., Kuhme, T., Schneider-Hufschmidt, M.: State of the Art in 
Adaptive User Interfaces. In Schneider-Hufschmidt, M., Kuhme, T., Malinowski, U. (eds.) 
Adaptive User Interfaces Principles and Practice. Elsevier Science Publishers B.V. (1993) 
13 – 48 

5. Horvitz, E.: Principle of Mixed-Initiative User Interfaces. Proc ACM SIGCHI Conf. Human 
Factors in Computing Systems. ACM Press (1999), 159-166  

6. Kaber, D.B., Omal, E., Endsley, M.R.: Level of Automation Effects on Telerobot 
Performance and Human Operator Situation Awareness and Subjective Workload. In 
Scerbo, M.W., Mouloua, M. (eds.): Automation Technology and Human Performance: 
Current Research and Trends. Mahwah, N.J. Lawrence Erlbaum (1999) 

7. Kobsa, A., Koeneman, J., Wolfgang, P.: Personalized Hypermedia Presentation Techniques 
for Improving Online Customer Relationships. The knowledge engineering review, 
Cambridge University Press, Vol. 6:2, (2001) 111-155 

8. Oppermann, R.: Adaptively Supported Adaptability. International Journal of Human-
Computer Studies, Vol. 40 (1994) 455-472 

9. Stephanidis, C., Karagiannidis, C., Koumpis, A.: Decision making in intelligent user 
interfaces. Proceedings of ACM IUI 97 (1997) 195 - 202 



L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 512 – 514, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Agent-Based Ubiquitous User Modeling 

Andreas Lorenz 

Fraunhofer Institute for Applied Information Technology Schloss Birlinghoven, 
53754 Sankt Augustin, Germany 

Andreas.Lorenz@fit.fraunhofer.de

Abstract. The main objective of the thesis is to define and implement a frame-
work for agent-based distributed user-modeling. This paper introduces the ap-
proach for applying agent technology and illustrates the research issues in dis-
tributing the knowledge about the user among active entities, and distributed 
user-model acquisition and application methods. 

1   Problem Description 

In the vision of ubiquitous computing the technology becomes invisible to the user 
and will be embedded in the objects of our daily life. The user will be surrounded 
with capabilities for gaining information everywhere with many different information 
devices, which have direct contact to each other for offering common services. For 
future application development in ubiquitous computing, we expect centralized de-
sign-approaches to be confronted with uncountable clients on heterogeneous devices 
with different properties, such as personal or wearable devices of the users, embedded 
technology in displays or printers, and everyday-objects like keys or coffee-machines. 
Beside the complexity of techniques to fulfill the basic requirements of adaptive sys-
tems [1], passing all data from clients to servers for analyzing and centralized deci-
sion finding will put both the networks and servers out of business. 

To give access to a centralized User Modeling Service, the user model exchange 
language UserML [2] supports the communication between different user adaptive 
systems, which base their decisions on the state of the same central user model. It 
enables small devices even with limited memory and computing power to have access 
to both a meaningful and consistent user model. Like for central User-Model Servers
[3] as application-external knowledge-bases, we think this will not be applicable 
mainly for two reasons: First, devices of mobile users will not have permanent access 
to a specific server but will continually connect to neighboring devices in an ad-hoc 
manner; and second, to make a local decision the system will not need all-embracing 
knowledge about the user collected from every other component. In our vision, each 
local component might detect a section of the global state, but the network of compo-
nents must piece together these partial states for distributed representation of knowl-
edge about the user. To become true, this vision requires several pre-conditions to be 
fulfilled: 
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1. The network of distributed components needs to be self-adapting, especially 
regarding available communication partners and technology. 

2. The information needs to migrate between different hosts and platforms without 
being central-controlled. 

3. The communication infrastructure and technical details need to be hidden from 
the user modeling components, and their developers. 

4. Typical non-functional requirements for building distributed applications, like 
scalability, openness, heterogeneity, fault-tolerance, and resource sharing. 

2   Proposed Solution: Agent-Based Distributed User Modeling 

To be able to fulfill the requirements of ubiquitous computing, we propose to have a 
network of small active entities on the client side, building ad-hoc networks and de-
liver requested information on demand. On each level of the system-design, we there-
fore propose to have distributed active entities receiving data from and delivering 
information to other entities. For distributed user modeling approaches this implies 
that monolithic user modeling is replaced by distributed user model fragments [4]. As 
active entities, software-agents have their own thread of control making them appear 
like “active objects with initiative” [5] localizing not only code and state but their 
invocation as well. In other words, when and how an agent acts is determined by the 
agent [6]. In agent-based user modeling approaches (such as the I-Help system [7]), 
the internal knowledge-base of personal agents usually are or refer to a user model to 
represent the user or user characteristics. 

To ensure encapsulated inter-package communication inside and broadcasting to a 
specific category, we based on our previous work [8, 9] to categorize the agents virtu-
ally in four categories of sensoring, modeling, controlling and actuating agents, al-
though system developers are able to integrate their own packages For each category, 
networks of highly specialized software-agents process small tasks like delivering one 
information snippet or deciding to display data on a particular device. Each category 
is distributed over different devices, e.g. among others the light sensor of a PDA, the 
infrared sensor of an automatic door and the GPS-sensor of the car are part of the 
sensor-package regardless to their physical location and environment. In turn, each 
device potentially hosts agents of several categories, e.g. one and the same PDA inde-
pendently hosts controlling agents for content-selection and actuators for video-
streaming or adjustment of the display-brightness as well. 

The basic underlying cooperation-approach between the agents is cooperation by 
information-exchange. For knowledge-exchange and command-delivery, the agents 
share local message-boards on their hosting devices managed by specific information-
brokering agents: For local agents, the broker provides access to a message-board 
whereas the information flow between devices is based on message-sending between 
the brokers. By creating unique interfaces for all local components, the brokers re-
lease a potentially high number of local agents from discovering and accessing the 
communication-infrastructure in the current environment. 
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For the agent-specification we decided to model all agents in a state-based manner, 
except the controlling-agents. Incoming messages trigger transitions in state-based 
agent-modeling, which sufficiently describes the agent’s behavior and allows reacting 
both to their environment and to messages received from neighboring components. 
Since state-based agent-modeling is not useful for knowledge-based agents, a rule-
based approach based on the common “IF condition THEN action”  metaphor for 
controlling agents will be more appropriate to determine their behavior. In this ap-
proach, incoming messages trigger the interpretation of the rule’s conditions and fire 
all rules with fulfilled pre-conditions. 

3   Current State of Work and Future Work Plan 

Currently, our main objective is to provide a well-defined conceptual basis, in particu-
lar specifying the architecture and agents, communication and information-exchange, 
and cooperation-techniques and conflict-management [10], e.g. if many agents are 
potentially able to process the same information or agents receive ambiguous answers 
to a request. The realization phase has already been launched starting with and the 
specified communication-protocols for check-in/check-out, subscribe-inform and 
question-reply mechanisms. In the next steps, we will finish the work on the specifi-
cation, continue to implement the framework and focus on the implementation of the 
specified agents. 
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Abstract. Recent research points to the notion that motivation is a crucial factor 
when creating Intelligent Learning Environments (ILEs). Yet the research in 
motivation in tutoring systems has not fully considered relationships between 
features of ILEs and components of learners’ motivational structure. This paper 
proposes to use a qualitative modelling approach to model motivational 
characteristics of learners while interacting with an ILE within the context of 
educational game and narrative. 

1   Introduction 

Learners’ motivation is now regarded as a crucial aspect in developing an intelligent 
learning environment. The work by del Soldato & du Boulay [1] was foundational in 
that it dealt with motivational aspects of Intelligent Tutoring Systems (ITSs), in 
particular by including a motivational module which can perform motivational state 
modelling and motivational planning. de Vicente & Pain [2] also dealt explicitly with 
motivation in ITSs. They detailed an interesting approach to the detection of 
motivation and the outcome of their study was a set of 85 inferred motivational rules. 
However, the above research has not focused on how an ILE impacts on the learner’s 
motivation. 

In section 2, we present the aim of our research. Next, we describe a qualitative 
modelling approach to modelling the motivation of learners. We then end with our 
future steps and the setting of the work with an educational game. 

2   Modelling the Motivational Characteristics for an ILE 

Since there are no explicit models of how learners are motivated while using an ILE 
this initiates the aim of our research: to create a predictive model of motivation for an 
ILE in a particular context. We believe that such a model will be potentially of great 
benefit when creating tutoring systems that take into account the motivational aspects 
of the learners. 

1 The author is under the supervision of Prof. Paul Brna. Many thanks to him for his advice.  
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Given that the motivational structure of any intelligent instruction is likely to 
change from context to context, it is necessary to select one context - preferably one 
which strongly features the factors in which we are interested. Thus, we choose to 
narrow down our attention to a narrative-based educational game since the association 
between motivation, game and narrative seems to be strong [3-4]. Hence, our main 
research questions are: given a specific context for an ILE, can we determine a 
motivational structure for learners during their interaction? Can we make progress in 
determining the way this might change during the interaction? 

We chose to investigate the relationship between the ILE features (the basic 
elements that make up an ILE), and a learner’s motivational characteristics  
(motivational variables of the learners which can be placed into two categories: trait 
(permanent characteristics) and state (transient characteristics) (adopted from de 
Vicente & Pain’s motivation model [2])) because we believe that there is a strong 
relationship between them. 

3   Qualitative Modelling and Motivation 

The motivation for applying the qualitative modelling approach to our research stem 
from our view of motivation as a dynamic and complex system which is difficult to 
inspect. The qualitative approach can be used to deal with such a system [5]. From the 
literature, one technique used for modelling learner’s affective states is based on 
Bayesian approach; for example, Conati & Zhou [6] use Dynamic Decision Networks 
(DDN) to model emotional states of the user during interactions with a computer-
based educational game, aiming to help students learn number factorization. We 
consider that using the Bayesian approach can produce a numerical probabilistic 
model but it cannot easily provide information about the dynamics of the learners’ 
motivation. Thus we are interested in giving a cognitive account of what is going on 
when learners are motivated, so we can seek to manipulate that in a sound ethical and 
pedagogical manner. From our point of view, there are methodological advantages in 
developing an explicit qualitative model before a quantitative one. 

Fig. 1. Causal model showing the relationship between learner’s motivation and ILE features 
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When creating a qualitative model, some main characteristics are needed to be 
identified such as the model structure, the behaviour, etc [7]. A major focus of our 
research is a causal model of which the current version is shown in Figure 1. 

4   The Future Steps 

The research presented in this paper is ongoing, with future work including not only 
the development of the prototype, but also validation for the plausibility of the model. 

We are applying this model with the particular type of game, role-playing games 
(RPG) which are computer games in which the human players assume the 
characteristics of some person or creature type. The domain knowledge that we are 
working on is the concept of Entity Relationship Modelling (ERM). A story line for 
our prototype is already created. Currently, we are looking for the engine which can 
be used with the model to predict the learners’ motivation. 

As part of the model validation, we plan to deploy our system with a group of 
students to estimate values of their motivation. The methodology used for capturing 
these values must take into account the problems of interrupting participants while 
they are working with the system as this might make it difficult to keep on track with 
what they are doing. Hence, we need to specify points at which we can easily 
interrupt the processes and use questions about the variables of interest to get some 
data for verifying our model in terms of the total model and the separate components.  
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Abstract. As opposed to implicit user profiling, there are only few explicit ap-
proaches, which furthermore suffer from problems that prevent them from be-
ing truly viable in practice. In this paper we present an approach to explicit user 
profiling by means of an adaptive natural language dialog. The dialog adapts to 
interests the user has mentioned and captures new, not predefined user informa-
tion, which is stored in a semantically structured explicit user profile. 

1   The Problem  

User profile acquisition is typically divided into implicit and explicit methods. A lot 
of research has been done on implicit profiling methods, such as observing the user’s 
behavior and transactions. Implicit profiles often lack of accuracy and reliability, 
however, and in general cannot be made transparent to the user for corrections. 

Comparably fewer approaches exist for explicit user profiling, where users enter 
information directly into the system, e.g. by filling in questionnaires or rating prod-
ucts. Although these methods in general lead to more reliable profiles, the problem is 
that users can become overstrained by filling in large forms or rating hundreds of 
items. 

Alternative explicit profiling methods are needed. This view is supported by many 
authors, who emphasize the need for structured user data that spans various topics 
(e.g. lifestyle, interests, taste) and that can be shared by different applications [1]. 
New explicit profiling approaches should also not overstrain the user, but still create 
adequate and personalized profiles, which can be seen and modified by the user.  

2   Aim of the Thesis and Main Contributions 

The PhD thesis described in this paper suggests a new method for explicit profile 
acquisition, which can also be combined with implicit methods. We have developed 
an approach which flexibly captures the nature of an individual more adequately than 
standardized questionnaires or profiles with a static structure. We do not only collect 
individual information about a user, but also assign him to a group of similar users. 
The profiling approach can be used by various systems offering personalization ser-
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vices (e.g. recommender systems). Our dialog can terminate after a few adaptively 
selected questions, whereas a questionnaire is mostly evaluated after the completion. 
So, the effort to fill in a questionnaire is at least equal to or higher as the dialog effort. 
Two aspects might furthermore help to increase acceptance, trust, and cooperation of 
the user. First, the information is presented to him in a structured and modifiable way. 
Secondly, many customers (especially inexperienced ones) perceive natural language 
dialog as more user-friendly than questionnaires or command-driven interaction. 

3   Adaptive Natural Language Dialog for Acquiring User Interests 

Our approach is to acquire explicit profile information by means of an adaptive natu-
ral language dialog. We focus on personal interests, which are a subset of user infor-
mation and have a rich semantic structure that can be refined step by step during the 
dialog. Interests are entered by the user as short phrases such as “spannende Bücher 
lesen (reading exciting books)”. These may, for example, contain an object of interest 
(“books”), an activity related to it (“reading”), and may be enriched with additional 
information, such as an object property (“exciting”), frequency, location, rating, etc.  

These interests are acquired during an adaptive dialog, in which the system reacts 
to what the user has mentioned and asks refining questions about it. The dialog is 
controlled by using a sociological group model. Each user group in this model has 
attributes, which describe the interests of their members and which are compared with 
the profile of a new user. Most important, however, is not to assign the user to a 
group, but to collect as many individual data about him as possible. The user input is 
analyzed linguistically to extract attribute values, which characterize an interest, such 
as objects, activities, ratings, etc. A statistical hypothesis is made about the best 
matching group(s) at the current state of the dialog. Next, a refining question is se-
lected to extend the information already known about the user. For this purpose, the 
system uses a set of question frames, which contain variables. If certain conditions are 
met by the user input and by the matching group, a special question frame is selected 
and its variables are instantiated on the basis of user input and group attributes. 

If the user likes “reading”, for example, and one group is characterized by an inter-
est in reading novels, whereas another group prefers reading newspapers, the dialog 
will ask a refining question with respect to the favorite items or objects the user pre-
fers to read (e.g. “What do you read?”). So the dialog is conducted adaptively to what 
the user has mentioned (activity “reading”) but also according to the group attributes. 

As soon as the user can be assigned to one group clearly, the dialog terminates. We 
have integrated two configurable thresholds which override this default strategy. They 
are used to restrict or extend the dialog duration according to the needs of different 
applications. For details on the dialog concept see [4]. 

A related approach is LifestyleFinder [3], which also assigns users to groups by 
asking questions, but with two differences: After having identified a matching group, 
LifestyleFinder merely assigns the group profile to the user, whereas we store indi-
vidual information. Secondly, LifestyleFinder only offers a small predefined set of 
answers, from which the user can select, whereas we allow free-text answers. 
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Our system constructs an individual user profile according to a profile model, 
which defines valid data structures. For the construction we use the semantic-lexical 
ontology GermaNet, a natural language processing resource for German [2]. Each 
profile we create is a subgraph of GermaNet enriched with complex, individual inter-
est nodes.  

A profile is constructed and updated by first analyzing a user interest linguistically. 
From the extracted attribute-value pairs (object, activity, property, etc.) a complex 
interest node is built. Attribute values of this node are searched in GermaNet accord-
ing to a specific algorithm. If one can be found, the user interest is inserted, together 
with its GermaNet path, into the profile graph. If none can be found, further informa-
tion about this interest can be acquired during the dialog. A crucial aspect is that Ger-
maNet helps us to insert new, not predefined information dynamically during the 
dialog. The profile construction and linguistic analysis of user answers is described in 
detail in [5]. 

4   State of Implementation and Future Work 

At the moment we are realizing a prototype implementation in Java. Until now we 
have implemented the profile construction by means of GermaNet and the linguistic 
analysis of the user input. The user profiles are represented in XML. Next, we will 
combine these components into an integrated system. We will also refine and imple-
ment the dialog strategy. Finally, we plan to evaluate the system in a Wizard-of-Oz 
experiment with test users, where the generation of final natural language questions is 
accomplished by a human assistant according to a defined algorithm. The quality of 
the created profiles will be evaluated by means of a set of criteria yet to be defined. 
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Abstract. User Modelling in computer games is an area that holds much re-
search potential which can lead to practical benefits for computer game players. 
Our research is looking into the problem of concretely defining what makes a 
player ‘good’ at both games in general, specific game genres and individual 
games.  We shall then devise a way of measuring ability to produce numerical 
rankings.  These rankings, after being put through comprehensive evaluation by 
players, have many potential uses including more in-depth comparison  
methods, opponent matching and coaching applications. 

1   Modelling the Player 

1.1   What to Look at? 

The first issue to tackle is to determine what we should be trying to measure.  The 
factors we will be examining are those that relate to the players personal ability such 
as their reflexes.  An entire industry has arisen that pits top-ranked players against 
each other.  Of those the World Cyber Games Championship [1] and the Cyberathlete 
Professional Gamers League [2] hold tournaments that bring the best of the world to-
gether to compete. 

However although there is much discussion between players about why the cham-
pions of these tournaments win, their training routines and how hand-eye coordina-
tion, reflexes, short and long term strategies, opponent anticipation/prediction and 
adaptability influence their chances of victory nobody has sat down and detailed what 
effect each of these has or how they are influenced by practice. 

Thus our first goal is to crystallise the vast amount of rumour and theory out there 
into a strong set of criteria that defines a player’s performance.  Whilst it would be 
nice if these criteria covered gaming in general we will initially be looking at the First 
Person Shooter genre. 

1.2   How to Measure Ability? 

This is the second issue we will tackle.  Once we have identified what to look for and 
created a list of criteria and the theory behind them the problem is then how do we 
turn information available from the game into numeric ranks? 
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The information available from any specific game varies, many reveal nothing at 
all however some do provide modification packages that allow people with some pro-
gramming experience to hook into and extract data from the game.  We have used 
such a modification package to generate a series of events which we believe are im-
portant such as player movement, weapons fire and damage being applied. 

Now that we have these events they still need to be processed with some sort of al-
gorithm in order to generate our rank.  The algorithms must take into account both 
major and minor influences for the different criteria so that they can differentiate be-
tween players of similar skill levels. 

1.3   Evaluating the Ranks Generated 

Generating ranks using some algorithm is a good start however they need to be put 
through comprehensive evaluations by players of all skill levels to ensure that the 
numbers generated do in fact accurately reflect the player’s ability. 

To do this we will carry out several test sessions and have the players comment on 
the theory behind the ranks and how they feel the ranks they were given match their 
ability.  We will also players to comment on each others ranks as often an individual 
will be a little biased when evaluating their own ranks as opposed to evaluating some-
body else. 

From these sessions’ improvements to the supporting theory, tweaks to our algo-
rithms and refinement of which minor factors we include will be made.  The test ses-
sions will also provide feedback on other issues such as the interface used to present 
the data, ease and understanding of what went into generating their ranks and how re-
sponsive the system is. 

2   Preliminary Work – Quake 3 

We have already made some progress with our research using the First Person 
Shooter Quake 3 developed by ID Software [3] and released in 1998.  In short Quake 
3 puts the player up against one or more opponents within set combat arenas.  The 
players shoot each other in an effort to kill their opponents without being killed them-
selves and have at their disposal several weapons with which to do this.  A round of 
battle ends when one person has reached a specific number of kills (called ‘frags’ in 
the game) or when a time limit is reached. 

So far we have used some well known Quake tactics [4] to devise a set of 10 crite-
ria that cover a players motor skills (reflexes), awareness, game knowledge and short 
term planning ability.  Utilising a modification that runs on any Quake 3 server we are 
able to access what happened in a gaming session in an event-by-event form which 
can be processed by our analysis application. 

This application allows users to see what ranks they are given for the 4 criteria im-
plemented so far and also to examine what supporting events were involved.  As yet 
no testing has been carried out to determine how accurate our algorithms are nor is 
there any ability to process multiple sessions to view a performance history. 
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3   Potential Uses 

Being able to measure a user’s ability at a deeper level then just basic win/loss statis-
tics allows us to improve several services normally used within games.  Having these 
criteria and their ranks allows us to compare people at a deeper level and in a variety 
of different ways beyond the current win/loss based approaches. 

We can also use it to improve match-making services which automatically try and 
provide opponents of a similar skill level which should make for a more enjoyable 
game as both sides are evenly matched.  Coaching also holds some potential, where 
the system provides suggestions that can improve a player’s performance or which 
highlights weaknesses both in general and within a specific round.  Such a coaching 
system may also be used in tutorials that teach players how to play the game - ex-
plaining game mechanics and time-saving shortcuts as the user learns to play rather 
then being forced to follow a scripted tutorial or spend time (re)reading the manual. 

4   Conclusion 

User modelling in games is an area which holds much potential.  Our research will 
look at how to measure a player’s ability and turn what happens within a game into a 
numerical rank.  This rank will then be evaluated to ensure the theory and algorithms 
behind it are accurate and then we can examine the various applications of the  
research. 

Acknowledgements. Many thanks to my supervisors Judy Kay and Irena Koprinska 
and to my family for their unwavering support.
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Abstract.  This research aims at reconciling web personalization with privacy 
constraints imposed by legal restrictions and by users’ privacy preferences. We 
propose a software product line architecture approach, where our privacy-
enabling user modeling architecture can dynamically select personalization 
methods that satisfy current privacy constraints to provide personalization 
services. A feasibility study is being carried out with the support of an existing 
user modeling server and a software architecture based development 
environment.  

1   Introduction

The benefits of web-based personalization for both online customers and vendors 
have been challenged and counteracted by privacy concerns [1]. When privacy laws 
and regulations are in effect, they restrict not only the personal data that can be 
collected and manipulated by the personalized websites, but also the methods [2] that 
can be used to process the data. For instance, the German Teleservices Data 
Protection Act [3] that mandates personal data to be erased immediately after each 
session except for very limited purposes would preclude the employment of certain 
machine learning methods where the learning takes place over several sessions. On 
the other hand, though, alternate personalization methods can often provide the same 
or similar personalization services with possibly fewer privacy impacts but possibly 
also lesser quality [4]. In our example, a personalized website could use incremental 
machine learning (that discards all raw data after the end of a session) to provide 
personalization to web visitors from Germany2, while it can use possibly better one-
time machine learning with the data stored across several sessions to provide 
personalization to web visitors from the U.S. who are not subject to this constraint. 

From a personalization point of view, we ask the research question: how can 
personalized web-based systems maximize the personalization benefits, while 

1 This research has been supported through NSF grant IIS 0308277. I would like to thank 
Alfred Kobsa, André van der Hoek and Eric Dashofy for their help in preparing this paper. 

2 This is not yet a complete solution though since the German Teleservices Data Protection Act 
also mandates that profiling requires the use of pseudonymous or the consent of the user. 
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respecting the privacy constraints that are currently applicable (such as privacy laws 
and regulations, and the user’s privacy preferences)? 3

2   Proposed Approach 

Because of the high cost of personalization [5], we suggest to address this issue early 
in the design of a User Modeling Server (UMS) [6]. We propose a software 
architecture that can dynamically select methods to provide personalization services. 
To incarnate this idea, we choose the Software Product Line (SPL) approach from 
software architecture research. SPLs have been successfully introduced in industrial 
software development for improving productivity, software quality and time-to-
market [7]. Product-line software development exploits commonalities between 
related products via a shared repository of carefully selected software artifacts, from 
which a particular product can be generated using built-in variability mechanisms [8]. 
The idea to treat software as a product line brings a new way of supporting “any-
time” software variability (i.e. at design, invocation and run time) [9]. 

We conceive our UMS as an extensible SPL architecture where each of the 
different personalization methods is embedded in an individual component and new 
methods (components) can be easily plugged into the architecture. The software 
architecture can dynamically filter all components that violate the current privacy 
constraints and then, optionally, elect one or more of the remaining components to 
provide the personalization service based on their anticipated quality of service. 
Thereafter the SPL can instantiate a separate run-time system instance of the 
remaining or the selected components to serve the current user. In order to prevent the 
situation that too many run-time system instances degrade the overall performance of 
the UMS, the system can merge instances that have the same system configurations. 

3   Feasibility Study 

We are conducting a feasibility study which utilizes an existing LDAP-based UMS 
[10] and ArchStudio 3.0, a software architecture based development environment. 
The UMS is expressed in xADL 2.0 [11], the underlying XML-based architectural 
description language for ArchStudio 3.0 that supports architecture-level configuration 
management (such as versioning, diff and merge operations). Different personaliza-
tion methods are treated as variant components guarded by Boolean expressions with 
privacy constraints in the architecture. If the Boolean expression of a variant 
component can be fully resolved to be TRUE or FALSE, the component is included 
or excluded in the architecture, and a new run-time system is instantiated for the 
current user that is consistent with the currently prevailing privacy constraints. If such 
a runtime system already exists, the user session will be assigned to this session 
instead. 

We are currently developing a prototype system that we intend to evaluate 
against privacy laws from several countries and privacy attitudes that were solicited 

3 While there is no unanimous measure of personalization benefits, we utilize the anticipated 
quality of personalization methods being used as a quantitative indicator of these benefits. 
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from Internet users. This will help us verify whether these privacy constraints can 
indeed be expressed in our system and whether it is able to cater to the users in the 
expected manner. It will also give us an indication of the performance and scalability 
of our approach. 

4   Conclusions 

Enabling personalized websites to operate in a privacy-aware manner (both with 
respect to legal and user requirements) will allow users to utilize personalization 
services with less privacy concern. Our approach allows personalized websites to 
address the combinatorial complexity of privacy constraints in a systematic and 
flexible manner, building on state-of-the-art industry practice for managing software 
variants at runtime. We aim at exploring the feasibility of this approach using an 
existing user modeling server and empirically established privacy constraints. 

References 

1. Teltzrow, M. and A. Kobsa, Impacts of User Privacy Preferences on Personalized 
Systems: a Comparative Study, in C.M. Karat et al, ed.: Designing Personalized User 
Experiences for eCommerce, 2004, Dordrecht, Netherlands: Kluwer  

2. Kobsa, A., J. Koenemann and W. Pohl, Personalized Hypermedia Presentation 
Techniques for Improving Online Customer Relationships. The Knowledge Engineering 
Review, 2001. 16(2): p. 111-155 

3. DE-TS, German Teleservices Data Protection Act. 1997. 
4. Kobsa, A. A Component Architecture for Dynamically Managing Privacy in Personalized 

Web-based Systems. in R. Dingledine, ed.: Privacy Enhancing Technologies: Third Intern'l 
Workshop. 2003. Dresden, Germany: Springer. 177-188 

5. Jupiter, Beyond the Personalization Myth. 2003. http://www.jupiterresearch.com/bin/item. 
pl/research:vision/79/id=94553,keywords1=personalization/ 

6. Kobsa, A., Generic User Modeling Systems. User Modeling and User-Adapted Interaction, 
2001. 11(1-2): p. 49-63. 

7. Bosch, J., Design and Use of Software Architectures: Adopting and Evolving a Product-
Line Approach. 2000, New York: Addison-Wesley 

8. Paul Clements, Linda M. Northrop, Software Product Lines: Practices and Patterns. 2002, 
New York, New York: Addison-Wesley 

9. Hoek, A.v.d., Design-Time Product Line Architectures for Any-Time Variability. Science 
of Computer Programming, 53(30): p. 285-304 

10. Fink, J., User Modeling Servers: Requirements, Design, and Evaluation. 2004, IOS Press, 
Netherlands (Infix)  

11. Dashofy, E. M., A. van der Hoek, and R. N. Taylor. A Highly-Extensible, XML-Based 
Architecture Description Language. In Proceedings of the Working IEEE/IFIP Conf. on 
Software Architecture. 2001. Amsterdam, Netherlands.103-112 



Modularized User Modeling in Conversational
Recommender Systems

Pontus Wärnest̊al

Department of Computer Science, Linköping University, Sweden
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1 Introduction

My research interest lies in investigating user-adaptive interaction in a conver-
sational setting for recommender systems, with particular focus on modularized
user model components and the use of a dialogue partner (dp) in such systems.

Research on recommender systems have focused mostly on the back-end al-
gorithms they employ, whereas front-end interaction issues have not been as
thoroughly studied [2], and most recommender systems rely on the graphical
point-and-click metaphor. The area of conversational recommender systems ex-
plores another interaction metaphor; that of natural language (nl) interaction
in a dialogue (e.g. with spoken interaction [8, 5]). Other recommender system
approaches acknowledge the benefits of nl and/or dialogue-based interaction in
their systems, but employ graphical user interfaces since their primary focus lies
elsewhere (e.g. [1, 6]). Underlying motivations for the conversational approach are
that the initializing and updating of the user preference model can be carried
out efficiently and enjoyably using natural language, that an on-going dialogue
supports evolving user queries and continuous updating of user preference data,
and that nl facilitates rich feedback in a way that is natural to end-users.

A related metaphor—however often lacking proper conversational interac
tion— is the virtual assistant approach, which takes the form of an animated
character (e.g. the Microsoft Office assistant, and the SitePal guides) that pro-
vides help with a software application or web site. Such virtual partners display
a number of different interaction strategies and varying adaptive functionality.

User-adaptive functionality based on user models has long been proposed in
order to meet individual needs and make interaction more usable and efficient [4].
In order to make full use of and to better understand conversational dp interac-
tion with user-adaptive recommenders, research addressing the following issues
seems to be needed: (a) how to design and implement conversational virtual assis-
tants, (b) how to endow such assistants with appropriate nl dialogue capabilities
to effectively render them as dps, and (c) how to adapt dps to individual users.

2 Research Problems

Implementation details may vary, but essentially a generic nl dialogue system ar-
chitecture can be described as consisting of the following phases (in order): (a) in-
terpretation, (b) dialogue management, (c) domain reasoning, and (d) generation.

L. Ardissono, P. Brna, and A. Mitrovic (Eds.): UM 2005, LNAI 3538, pp. 527–529, 2005.
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Different forms of adaptivity are prominent in these phases. In each phase
there is thus a potential for modeling user attributes and/or preferences. For
example, individual users have their own way of expressing queries and their
vocabulary preferences. This is clearly an adaptive functionality of the interpre-
tation phase, and is facilitated by a personalized lexicon and grammar. Moving
to the dialogue management phase, it is considered necessary to include adap-
tation if the dialogue is to be viewed as cooperative [7]. One important example
of adaptation of the dialogue is the dp’s strategy and initiative, such as whether
the dp should be more pro-active or more reactive. When considering domain
reasoning—and connection to the system back-end—there are yet other types
of user data that require modeling (e.g. item ratings for collaborative filtering
systems, or user needs and interests for knowledge-based recommender engines,
etc.). Finally, Zukerman and Litman [10] conclude that user models are required
in order to enable systems to generate appropriate and relevant responses in
dialogue systems. The generation phase is concerned with generating responses
that fit a specific user (e.g. content planning, surface generation, and modality
considerations and feedback).

User-adaptive system performance depends on how the user model is (1)
initialized, (2) updated, and (3) put to use in order to achieve adaptive func-
tionality. These three aspects need to be addressed for each phase’s user model.
The aspects and phases define a two-dimensional problem space of modularized
user modeling components that frames this research.

My work is aimed at investigating what kind of modeling is carried out at the
different points of this problem space; and finding out how different phenomena
and problems are handled in each phase. Contributions for developers include a
theoretical framework and corresponding tool linking what needs to be modeled,
and how, with the desired adaptive functionality of the system.

3 Previous and Current Work

So far, I have developed a conversational movie recommender system [5], which
implements an empirically based recommendation dialogue strategy described
in [9]. The system supports initialization and continuous updating of a user’s
movie preferences, and gives personalized recommendations and explanations
through nl dialogue. In terms of the architecture outlined above this work thus
focuses on the domain reasoning phase, and forms the base on which I will
continue to develop and investigate user modeling for the remaining phases.

Using an existing phase-based dialogue system architecture [3], I have started
to work on a user modeling component framework that functions as pluggable
modularized intercepting filters for each of the standard dialogue system phases
as outlined above. The filters are configurable and will contain formalisms and
mechanisms for initializing, updating, and putting the different models to use.
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4 Contributions

Concrete contributions of this work will include:

– a theory for explaining and designing dp recommender systems with modu-
larized and transparent adaptivity according to the problem space described
in section 2,

– a tool that implements the theory, and that provides developers with con-
figurable and transparent user modeling components that generate desired
adaptive functionality for their end-users, and

– an application built with the tool for end-user evaluation of the approach.

Acknowledgments. This work is supervised by Arne Jönsson and Lars Degerst-
edt, and supported by GSLT (Sweden) and Santa Anna IT Research.
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Häubl, Gerald 337
Heckmann, Dominik 428
Herder, Eelco 483
Hernandez-del-Olmo, Felix 342
Hine, Nick 241
Hollink, Vera 473
Holmberg, Joe 412
Horvitz, Eric 199, 251, 433

Ishizuka, Mitsuru 60

Jameson, Anthony 1
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