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Preface

The Internet has now become an integral part of everyday life for hundreds of
millions of people around the world. The uses of the Internet have augmented
commerce, communication, education, governance, entertainment, health care,
etc. E-mail has become an indispensable part of life; the Web has become an
indispensable source of information on just about everything; people now use
government Web sites to receive instructions and information, and file paperwork
with the government; many major online businesses have been created, such as
Amazon, eBay, Google, Travelocity, eTrade, etc.

However, the uses of the Internet have also had serious negative effects, in-
cluding spam, the spreading of viruses and worms, spyware, phishing, hacking,
online fraud, invasions of privacy, etc. Viruses and worms often bring down tens
of millions of computers around the world; many people get duped into furnish-
ing their personal identifications, and bank and insurance account information,
etc.; hackers break into government and corporation computers to steal criti-
cal data; unsubstantiated rumors about individuals or organizations spread like
wildfire on the Internet, etc. Further, the uses of the Internet are creating new
paradigms in areas such as copyright, governance, etc. The widespread use of
peer-to-peer file sharing systems, started by Napster, is forcing a reasses ment
of the value of holding copyright on digital media. Internet postings by vocal
citizens to the Web sites of the news media, government offices, and elected gov-
ernment officials are impacting government policies and swaying the opinions of
other citizens.

The aim of the International Conference on Human.Society@Internet is to
promote an orderly advancement of the uses and technology of the Internet based
on a deeper understanding of the effects of the Internet, both positive and nega-
tive, on humans and on society. As the uses of the Internet have become so ubiq-
uitous, the need for a deeper understanding of the effects of the Internet is now
becoming stronger and, as a consequence, the relevance and importance of the
International Conference on Human.Society@Internet. have grown stronger too.

The Steering Committee for the International Conference on Human.
Society@Internet would like to express its gratitude to the principal organizers
of this year’s conference, Prof. Shingo Ichii and Prof. Shinji Shimojo, for their
hard work in organizing the conference, along with all members of the organiz-
ing committees of the host country, Japan, and the other countries/regions. We
hope that the papers selected for inclusion in this proceedings will help enhance
the understanding of the effects of the uses of the Internet, of the solutions to
some of the problems that have been exposed, and of some of the emerging new
applications of the Internet.

May 2005 Won Kim
Kwan-Ho Song
Tok Wang Ling

s



VI Preface

Out of 118 submissions of research papers from 15 countries/regions, the Pro-
gram Committee accepted 32 papers for oral presentation in regular sessions,
and 9 papers as short contributions for a poster session. Each submitted paper
was evaluated by three reviewers. In addition to the accepted papers, the tech-
nical program of the conference included 2 keynote addresses, 1 panel session
and 2 tutorials.

We would like to thank all the authors who submitted papers for their inter-
est and cooperation with the paper submission and revision processes, and the
members of the program committees in 11 different regions of the globe.

May 2005 Shinji Shimojo
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Abstract. This study generally is purposed to implementation and usability 
evaluation of augmentative and alternative communication system (hereinafter 
referred to as an "AAC system"). Also the device is aimed as an AAC system 
using symbols for HCI, allowing a handicapped person to make a general 
communication with others in a free and convenient manner. This study 
specifically presents a method of predicting predictions, which contributes to 
reducing the size of the AAC system. This method includes selecting 
vocabulary and classifying it by domains so as to meet the characteristics of   
the AAC communication, using a noun thesaurus for semantic analysis, and 
building a sub-category dictionary. Accordingly, this study has verified the 
system by applying it to linguistically handicapped persons with different kinds 
of handicaps two times. 

1   Introduction 

Recently people are increasingly interested in AAC systems for persons suffering 
from speech disorders. As such persons successfully participate in education, social 
activities, religion, leisure, occupation, etc., necessity is required for changing the way 
of their communication. One of the most influential elements that affect on the 
necessity for changing is the development of technology. Development of such 
technology affects on successful communication of the people who have serious 
communication disorders, and remarkably on the AAC field for the people whose 
communication cannot be satisfied using spoken language.  

Therefore, selection of the first vocabulary is considered very important when 
developing such an AAC system [1]. This is because poor vocabularies or improper 
selection of vocabularies from the AAC system may cause increased frustration of the 
AAC system users [2]. Various prediction methods are sometimes applied for 
allowing the AAC system users to use the system more easily. Accordingly, in this 
study, we constructed a database by collecting and analyzing actual utterances, 
selecting vocabularies of higher frequencies and using a lexical thesaurus and a sub-
categorization dictionary on the basis of the selection, and it was intended to develop 
a system to predict and recover the grammatical morphemes such as auxiliary words 
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or endings of words, complements, annexed words and conjunctions to present a 
relevant sentence by assuming that they will be omitted at the time entry [4].   

Also this study has verified the AAC System for the evaluation of its usability by 
applying it to real situations.  

2   Vocabulary Selection 

It is to divide a relevant area into different sub-areas depending on situations such as 
features of user's age or disorder level, places, topics, etc., to collect and analyze 
vocabularies in order to allow the users to use them easily in a specific place or 
situation that frequently occurs because icons are used in this research to define the 
relevant area. It is necessary to collect and analyze vocabularies used by the persons 
suffering from speech disorders from a different point from the existing Korean 
processing research, in that the persons suffering from speech disorders are chief 
users.   

In order to construct a vocabulary database which is the first step of developing the 
AAC system, we collected spontaneous utterances during break times in schools and 
in daily living in order to collect vocabularies used frequently by ordinary people. The 
domain of place is divided into regions such as home, restaurant, transportation, 
school, hospital and shopping. In this research, total 9,559 vocabularies were analyzed 
from the situational utterances by 24 schoolchildren and 20 adults at schools, etc. by 
recording their utterances. The ratio of the vocabularies of higher frequencies to the 
entire vocabularies was then measured. The block diagram for database process of 
colleted sentences is shown in the following Fig. 1. 

 

Fig. 1. Database process of collected sentences 

3   Symbols Corresponding to the Vocabularies  

It is necessary to define semantic symbols for each relevant area through 
consideration of ambiguity and multiplicity of meaning of vocabularies of natural 
language, and through analysis of the user interface of efficient symbol arrangement. 
This study is carried out the research by using the system of this study, analyzing the 
relationship between vocabularies and symbols, designing proper symbols 
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corresponding to the vocabularies database and efficiently arranging them in each 
area.  An example of symbols corresponding to the vocabularies database is shown in 
the Table 1. We dealt also in actual sentence taking the mother change of the 
predicate part into account to the prototype, and an example to become a sentence 
generation in the symbol user interface is as follows. 

Table 1. Corresponding of symbol for noun vocabulary 

Sentence Corresponding   of   symbol 
  
When  is the exam? 

   + (predicate prototype) + ? 
 
Do  you have the red bag? 

   +  +  (predicate prototype) + ? 
 
Borrow the writing note-
book! 

  + + (predicate prototype) +! 

4   Creating a Sentence Through Prediction of Predicates  

It is impossible to enter all elements of a sentence through semantic symbols. In 
general, grammatical morphemes such as auxiliary words or endings of words and the 
components such as conjunctions or predicates are omitted at the time of entry. The 
study of predicting and recovering such vocabularies is the key part of this research. 
To this end, it is necessary to apply the syntax theory by sentence units for the study 
of morphemes that are primary units of omission and the recovery of omitted parts in 
a sentence. It is also necessary to use the result of word sense disambiguation study in 
the meaning of vocabularies for settling multiplicity or ambiguity of meaning on a 
vocabulary basis.  

In this study, we intended to develop a sub-categorization dictionary that is a 
Korean argument structure and a thesaurus that is a hierarchical structure between 
concepts, to develop an algorithm for settling ambiguity of meaning of vocabularies 
using the dictionaries and to apply it to this study.     
Therefore, for a given sentence, the system was made by constructing a database 
through interpretation of lexical meanings for respective vocabularies to allow 
predicates to be selected through a popup menu when a user presses a noun semantic 
symbol as an entry, the meaning of the predicate being matched to the noun. 

In order to predict predicates, required is a step of deriving what is desired to be 
expressed by matching the meanings of the vocabulary, as represented in a noun 
thesaurus, and the situations expressed by predicates, as contained in a pattern 
dictionary, with the semantic dependency.  This is referred to as a "limited selection, " 
and predicates are predicted by the limited selection. Field for predicate application 
enables making various sentences and changing basic predicate forms to desired 
application forms.   
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A sub-categorization dictionary is build up based on the thesaurus, sentence pattern 
and predicate application forms.  The sub-categorization dictionary includes basic 
forms of predicates, application form, and nouns related to predicates, and 
postpositional words, together with the meanings thereof. The sub-categorization 
dictionary is based on the reference numbers of sentences, application forms of 
predicates, and postpositional words to be added to nouns that are inputted.  
Thesaurus dictionary of nouns and sub-categorization dictionary are build-up and 
predicates for an inputted semantic symbol are presented by the limited selection.  

5   A Method of the Evaluation of the AAC System’s Usability 

This study has verified the AAC System for the evaluation of its usability by applying 
it to real situations after educating members of the Federation of the Deaf, and 
handicapped persons from special schools. For an easy analysis of the results, we also 
have added a monitoring program which records the contents of semantic symbols 
touched by the users of the system, to grasp conditions of the handicapped persons’ 
use of the system.  

In the period of program use training, some of the researchers have trained the 
handicapped persons individually, and the evaluation of usability has been carried out 
two times. Furthermore, we have let the users select the associated semantic symbols 
appropriate to given situations beyond sentence-given training. In the period of 
program use training, we have recorded the degree of preciseness and the time taken 
to combine semantic symbols and generate sentences fitting to each given situation. 
The goals and subjects of the evaluation, the noteworthiness with regard to each 
user’s handicap, and the environments of the verification are shown in Table 2. 

Table 2. Method of the Evaluation 

 The 1st evaluation The 2nd evaluation 

Goals 

To record the indoor/outdoor efficiency 
of the system and the time taken to 
generate sentences, and to measure the 
degree of preciseness 

To investigate the degree of preciseness 
in sentence generation, the time for it, 
and usability of the system 
 

Subjects 

Woman A (Age 23),  
Woman B (Age 48),  

Man A (Age 56) 
,(Deaf & Able to use sign language) 
 

Woman A (Age 16),  
Woman B (Age 17),  
Woman C (Age 20),  
(The 1st degree physical handicap in 
cerebral palsy) 

Noteworthiness 

-Man A and Woman B, 
 unacquainted with computers 
-Able to use sign language in most 

communications 

-Difficulty in the system users’ operation 
of the program 

-Difficulty in mutual communication 

Environments of 
The  verification 

- 1 Mini laptop (Touch Screen available) 
- 1 Tablet PC 
- 1 Small-sized laptop  -The AAC system

- 3 Tablet PCs 
- The AAC system 
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6   Results 

6.1   Results of System Implementation 

We have analyzed 9559 total vocabularies consisting of 4000 vocabularies from 
ordinary children’s utterances, 1787 from deaf children’s, 3772 from situational 
utterances. “Yeogi here, igeo this, meokda eat, hada do, gada go, mueot what, eopda 
not exist, doyda become, itda exist” appear to be words with high-frequency as well 
as core words in all the utterances of ordinary children, deaf children, youths and 
adults. Thus, these words can be regarded as words used frequently in common 
regardless of situation and age. As a result of the implementation of the AAC system 
after the construction of database by selecting core words and words with high 
frequency, we get the following output process. 

For example, in order to send the sentence “When is the exam?” using the AAC 
system, one selects a domain in a certain area as in Fig. 2, chooses a semantic symbol 
corresponding to “exam” to have related predicates predicted as in Fig. 3, and then 
select a predicated and a sentence-ending as in Fig. 4. Consequently, the sentence is 
generated and outputted as in Fig. 5. 

                      

Fig. 2. Example of construction of semantic   Fig. 3. Selection of a semantic symbol and 
symbols in an area                                                  prediction of related predicates 

Fig. 4. Selection of a predicate and a                         Fig. 5. Generation and output of the final  
sentence ending                                                          sentence 
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6.2   Evaluation of Usability of the AAC System 

6.2.1   Analysis of the Mean Time in the Combination of Semantic Symbols 
Next, we have verified the system by on-the-spot investigation. The verification has 
been carried out in the 1st and 2nd evaluations. Because the 1st evaluation was for the 
deaf, we did not give a sentence directly to them, but made a sign-language translator 
explain a given situation to the linguistically handicapped persons in the sign 
language in order to lead them to combine semantic symbols by themselves.  
Sentences presented in given situations are those like “I’d like to book an air ticket for 
Jeju-do in Busan,” and “Which symbol can I touch?” 

The result in Fig.6 is the mean time in three auditory handicapped persons’ 
combination of semantic symbols into a sentence for evaluation. This result has been 
yield in the way that the subjects were led to deal with the system after a sign-
language translator gave them a situation. Y-axis is the time by minute, and X-axis 
the period of the program training. As a result, it took the mean time of 6 minutes on 
the first training day to combine semantic symbols for a situation, because they were 
not acquainted with the tools yet. 

However, the subjects got more acquainted with the positions of icons and the 
methods of tool using as it got along with the passage of training time. Thus, we can 
realize that they reached the degree in which they combined a sentence in a short time 
finding out relevant semantic symbols simultaneously. In the result in Fig.7, where 
physically handicapped persons participated in the evaluation, there were few 
differences in the mean time for execution. In the preceding verification, the mean time 
for the combination in the training period was much long partly for the reason that older 
AAC system users were not able to deal with computers adeptly. Contrastively, the 
handicapped persons who participated in the 2nd evaluation were educated for computer 
using, which resulted in the differences in the mean time for execution. 

              

Fig. 6. 1st evaluation by the auditory                     Fig. 7. 2nd evaluation by persons with cerebral 
handicapped persons                                              palsy   <Mean   time  for  the  combination  of 
                                                                               semantic symbols> 

6.2.2   Evaluation of the Degree of Preciseness of the Sample Sentences 
The next result has been yield from the discrimination of the sentences combined and 
produced by linguistically handicapped persons for the 50 sample situations. It 
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consists of the mean data of three linguistically handicapped persons. In Fig.8, y-axis 
is the number of produced sentences, and x-axis the period of the program training. 
Different from the case of the combination of semantic symbols, it took much long 
time for the linguistically handicapped persons to make a precise sentence in the case 
of the production of sentences, but the meanings of the sentences are almost precise. 
In the 2nd evaluation by physically handicapped persons, they had much difficulty 
exactly selecting semantic symbols put in the portable computers because the 
movement of their body parts was inaccurate. 

Thus, we can find out that the degree of preciseness of the generation of Korean 
was much lower in this case than in the preceding cases. The tablet PC’s used as 
mobile tools were designed for electric pen control. Thus, the physically handicapped 
persons had deficiency in concentration for the selection of semantic symbols because 
of their serious tremor of the hands. This tremor of hands caused the degree of 
preciseness of the generation of Korean to be lowered strikingly because a single 
symbol could be touched multiply on a single occasion. 

       

Fig. 8. 1st evaluation by auditory handicapped  Fig. 9. 2nd evaluation by persons with cer- 
persons                                                                     ebral palsy <Degree of preciseness of sample  
                                                                                 sentences> 

Photo1 shows the AAC system is used by auditory handicapped persons, who can 
use their hands freely.  Photo 2 shows the AAC system is used by persons with 
cerebral palsy, who can’t freely use their hands. 

                            

Photo 1. Scene of  the AAC system using                  Photo 2. Scene of the AAC system using 
(Case of auditory handicapped persons)                     (Case of persons with cerebral palsy) 
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7   Conclusions 

This study has collected and analyzed linguistically handicapped persons’ words, and 
hence has characterized the properties and trends of their usage. Based on this, we 
have constructed a machine-readable lexical database and various electric dictionaries 
like a sub-categorization dictionary. 
   In order to evaluate whether the implantation of an efficient system readily available 
to linguistically handicapped persons in real life is fulfilled, this study has verified the 
system by applying it to linguistically handicapped persons with different kinds of 
handicaps two times. The most important thing in the application of the system to 
actual situations is to generate precise expressions in a given time as soon as possible. 

However, the 1st evaluation shows it took much time to generate a sentence 
combining semantic symbols in the training period. This is because the users of the 
AAC system were not acquainted with computers. On the other hand, students 
educated for computers participated in the 2nd evaluation, and hence were readily 
acquainted with the AAC system. But, even in this case, the physically handicapped 
persons showed lower degrees of preciseness of sentence generation because of their 
tremor of the hands. This means that the AAC system should be varied along with 
types of handicaps, cognitive abilities, ages, and degrees of handicaps. 

This study is expected to further conditions in which people who are alienated 
from the development of information-communication may develop their potentials 
and lead ordinary social life easily, and to help those patients with temporary 
handicaps caused by an accident. Besides, this study can also contribute to 
technological development in the area of icon systems with a touch-screen interface 
like guidance systems and reservation systems, both of which are utilized prevalently 
at present. 
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Abstract. With the rapid advances of wireless and positioning technologies, an 
interest in LBS (Location-Based Services) is gradually rising. To provide LBS, 
tracking data should have been stored in database with the proper policies and 
managed efficiently. In this paper, tracking data management technique using 
topology is proposed. Tracking data is corresponded to the moving path of an 
object. In proposed technique, database is updated when moving object arrived 
at a street intersection or a curved road which is represented as the node in to-
pology and we can predict the location at past and future with attribute of to-
pology and linear function. In this technique, location data that are correspond 
to the node in topology are stored, thus reduce the number of updates of data. 
Also as using topology as well as existing location information, accuracy for 
prediction of location is increased than applying only linear function or spline 
function. 

1   Introduction 

With the advances of wireless and positioning technologies and spread of wireless 
devices, an interest in LBS (Location Based Services) is gradually rising. LBS can be 
defined differently in origin, commonly is defined as "system that measures correctly 
the location of person or object based on communication network, then exploit that" 
[1]. To provide LBS efficiently, a database management system (DBMS) which stores 
and manages the tracking data efficiently is required. Also it is important to analyze 
the location information exactly using the stored historical information [15]. How-
ever, it is impossible to store the whole tracking data of the moving object which is 
continuously changing. So it has been proposed that tracking data are acquired by 
sampling its location at regular time intervals. It would impose a serious performance 
problem and network overhead [3, 5, 6]. In order to solve these problems, methods 
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using dynamic attribute such as current positions, speeds and directions of the moving 
object has been proposed. In these techniques, when calculated value with dynamic 
attribute exceeded the fixed threshold, database is updated [2, 3, 5]. But these meth-
ods are not able to reduce cost effectively because it should acquire historical infor-
mation continuously in order to measure the dynamic attributes of moving object. 

The uncertainty is represented in database because the tracking data are acquired at 
regular time intervals [5, 6]. So if user requests the location of the object, though 
exact location information is not stored in database, it is answered. Thus we should 
predict the location information in any way. Existing approaches perform the predic-
tion of the location at future and past by linear function or spline function. But to 
apply only linear function or spline functions are less accurate as it does not consider 
moving path of object. 

Therefore, we suggest the tracking data management using topology of moving ob-
ject for constrained trajectory. As a result, using proposed technique, we predict the 
arrival time, when it is going to arrive at a location and where does it correspond to 
the node of topology. And we decide when to update the time, to insert the location in 
database. Also when queries for uncertain location information are requested, firstly 
we predict the location using stored historical data, topology and apply the linear 
function and then provide the location information. It contributes to reduce the num-
ber of update operations of data that we store the location corresponding to the topol-
ogy of object movement as nodes, provide the location prediction using the minimum 
historical data. Also unlike the case which represents the route between two points as 
polyline function, we represent the route between two points as linear function. 
Therefore to predict the location using topology, historical information, attribute in-
formation of moving object is more accurate than to predict the location using only 
linear function or spline function. 

The remainder of this paper is organized as follows. Section 2 briefly reviews re-
lated work. Section 3 presents proposed tracking data management technique using 
topology for LBS efficiently. Section 4 presents the experimental results to compare 
proposed technique using topology with other approaches. Finally, conclusion and 
future work are discussed in section 5. 

2   Related Work 

There are three commonly used representations of collections of spatial objects, re-
spectively called spaghetti, network, and topological models. They mainly differ in 
the expression of topological relationships among the component objects. Topological 
relationships include adjacency, overlapping, disjoint, and inclusion [9]. 

The tracking data should be stored in DBMS using efficient location acquisition 
policies. The uncertainty of location information is unavoidable because of the delay 
for data transmission or the lack of the location information. But by selecting appro-
priate location acquisition policies, we are able to improve the accuracy for location 
data, also reduce network cost and database update cost [10]. In order to resolve these 
problems, DOMINO project [8] proposed two policies. First policy is to decide up-
date time considering increment/decrement of speed and moving direction. To repre-
sent their method, they create the current query relation that is responsible for the 
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current query processing. It includes speed, direction as attribute. When new location 
information is transferred from moving object, transferred value is compared with the 
information that had been stored in database. If compared value reaches threshold, 
data are inserted to database. Thus, it is able to reduce I/O accesses. But to set the 
threshold is ambiguous and to predict for uncertain location information is less accu-
rate because they don't exactly consider moving route. Second policy is to insert the 
location information by fixing the threshold to decide update time. The threshold is 
computed synthesizing degree of deviation, degree of uncertainty, update cost from 
update time to next update time. But it can't decrease transmission cost because loca-
tion information is transferred continuously. To store all of the locations of a moving 
object which moves continuously is impossible. Therefore, the data which are stored 
in database is inherently imprecise. We call this property uncertainty [11]. To answer 
to the whole queries that are associated with time, DBMS enables to predict the loca-
tion information that is not stored in it. In many projects, they predict the location of 
moving object based on the dynamic attribute i.e. location, speed, direction. 
DOMINO project handles prediction for the future location of moving object only [7, 
8]. CHOROCHRONOS project proposed the prediction method for location informa-
tion using the linear interpolation. CHOROCHRONOS project also supposed the 
representation of uncertainty [4, 5]. 

When someone asks for the location at time tx, the uncertainty for an answer is rep-
resented as in Fig. 1. In this case, radius r1, r2 is represented as in the equation below 
(vm is the speed of moving object, tn is a time at point n). The intersection area that is 
shown by the shaded portion in Fig. 1 is predictable area. Since we do not have any 
further information, we assume a uniform distribution for the location within the 
shaded area. 

 

(1) 

There are equations that are computed using linear interpolation. 

(2) 

 

Fig. 1. Uncertainty between Samples 
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However, there are limitations for accuracy to apply linear interpolation only. So 
prediction techniques using the polynomial interpolation is proposed to lower the 
error rate. For the prediction of the location information that uses the polynomial 
interpolation, we need to guess the location using four points in time by contrast with 
the linear interpolation using two points in time. However both linear interpolation 
and polynomial spline interpolation have low accuracy because they do not exactly 
consider moving route of moving object. 

3   Tracking Data Management Using Topology 

In this section, we describe the attribute of topology in order to explain proposed 
technique. We introduce location acquisition policies using topology and prediction 
technique for uncertain location. The topology in this paper represent route of moving 
object in order to decide the update time and predict uncertain location information. 
Specially, we use the topology for road in here. The topology for road includes a link 
 

Table 1. Attributes of Link Table 

Name Description 
LinkID ID for Link 
StartNodeID ID for Start node 
EndNodeID ID for End node 
Length Length of Link 
LinkCode Kind of Link 

ex. IC, JC, etc. 
RoadCode Kind of Road 

ex. highway, national road, etc. 
LinkFacility Kind of Facility 

ex. tunnel, overpass, etc. 
RoadNum Number of Road 
Width Width of Road 
Lane Number of Road Lane 
RoadName Name of Road 

Table 2. Attributes of Node Table 

Name Description 
NodeID ID for Node 
NodeAttr Attribute of Node 
NodeRange Range of Node 
NodeName Name of Intersection 
NumLink Number of Link 
LinkID# ID for Connected Link 
AdjNodeID ID for Adjacent Node 
X X Coordinate of Node 
Y Y Coordinate of Node 
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table and a node table. A link table stores the set of links and a node table stores the 
set of nodes. Node is a point that represents an intersection between 2 lines. Link is a 
segment of a line between two nodes. 

Table 1 shows the attributes of the link table. And Table 2 illustrates the attributes 
of the node table. By using attributes of the node table and link table, we decide the 
update time when we apply the location acquisition policies. 

The topology should have been stored in database in advance to provide the loca-
tion-based services. Our object is to calculate the time when moving object reaches a 
curved road or an intersection. Then, it should store location information at that time 
in database. For our object, we should compute the expected time that will reach mov-
ing object to most nearest node from current location to acquire the next location 
information. To calculate the expected time, we should yield average speed according 
to the historical information that has been stored in database. Consider a moving ob-
ject is MObj, if a MObj lies on the point (Xn, Yn) at time Tn, average speed is com-
puted by equation (3) below. Since to yield the average speed by using all historical 
data cause poor performance, we use the constant value, k, to restrict the historical 
data. 

 

(3) 

Time taken by MObj to move from a node to the next node is computed by equa-
tion (4) below. L represents the distance between two points. 

 

(4) 

After computing average speed v and time t according to above equations, finally 
we can decide the update time. In the equation below, UpdateTime is expected time 
when location information is acquired, and CurrentTime is current time of the moving 
object. 

UpdateTime = CurrentTime + t  (5) 

If a node is connected with several nodes in contrast to above case, we use existing 
way that acquires the location information at regular time intervals and update in 
database. Next algorithm shows the location acquisition policy using topology. 

 
Algorithm 1. The Location Acquisition Policy using Topology 
Input : Current location of moving object, CurX, CurY 
Output: Update time 
Procedure DecideUpdateTime(CurX, CurY) 
Begin 
bOnNode := IsOnNode(CurX, CurY); 
If(bOnNode) 

LinkNum := FindLinkNum(CurX, CurY); 
If(LinkNum = 1) 

LinkID := FindLink(CurX, CurY); 
NodeID := FindNode(LinkID); 
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Return DecideUpdatTime(CurX, CurY, LinkID, 
NodeID) 

Else 
Return LimitTime; 

Endif 
Else 

LinkID := FindLinkID(CurX, CurY); 
NodeID := FindNode(LinkID); 
Return DecideUpdateTime(CurX, CurY, LinkID, NodeID) 

Endif  
End 
 

The uncertain location means that location data does not exist in DBMS. Although 
the queries for uncertain location are requested by user, the answer should be possible 
with all existing data. First, we store the location information applying to the location 
acquisition policy. At that time, the location information between two adjacent times 
is two points that lie on same link or both ends of nodes that are connected by a link. 
That means route that the moving object limited to linear path like a straight line. 
Thus, it is enough to apply to the linear interpolation for accuracy. However, if the 
location data that exist in DBMS include some error, to apply the linear interpolation 
only may cause the incorrect result. So, first of all we confirm whether the location 
information exist between two adjacent time or not. If location information exists, 
apply to the linear interpolation. The uncertain location prediction algorithm using 
topology is represented as next algorithm 2. 

 
Algorithm 2. The Uncertain Location Prediction Algorithm using Topology 
Input : PastTime, ID for moving object, MObj 
Output: location of moving object at PastTime, PastX, 

PastY 
Procedure FindPastPosition(PastTime, MObj) 
Begin 

bTimeExist = FindTime(PastTime, MObj); 
IF(bExist) 

Return Select(PastTime, MObj); 
Else 

FindAdjTime(PastTime, BeforeTime, NextTime, MObj); 
bNode = ExistNode(BeforeTime, NextTime, MObj); 
If(bNode) 

NodePosition = FindNode(BeforeTime, NextTime, 
MObj); 
Return FindPos(BeforeTime, NextTime, PastTime, 

NodePosition, MObj); 
Else 

Return FindPos(BeforeTime, NextTime, PastTime, 
MObj); 

Endif 
Endif 

End 
 

The prediction of the future location is conducted by using an attribute in topology. 
In existing studies, the future location is predicted by reflecting the speed and direc-
tion of moving object. But since it only considers the moving route, it represents less 



 Tracking Data Management of Spatial DBMS Using Topology 15 

 

accuracy, any place that are not road are predicted. To solve this problem, then to 
improve the accuracy, we use the topology. The prediction for the future location is to 
get location of moving object at few minutes or seconds later. For this, we should use 
the topology information as well as the current location information of moving object. 
As you see Table 1 and Table 2, both a link table and a node table store the variety of 
attributes, and we can add few attributes as occasion demands. 

Table 3. Additional Attributes of Node Table for Prediction of the Future Location 

Name Description 
LinkID# ID# for Connected Link 
TLinkID# Passed Link for LinkID# 

TLinkID# is added to a node table to support the future prediction. It is movable 
link among the link connected with LinkID#. Algorithm 3 represents the prediction 
algorithm for the future location. 

 
Algorithm 3. The Prediction Algorithm for the Future Location 
Input : Current location of moving object, CurX, CurY 
Output: predicted Future location, FutureX, FutureY 
Procedure FindFuturePosition(CurX, CurY, FutureTime) 
Begin 

Vel = CalVelocity(MOID); 
LinkID = FindLinkID(CurX, CurY); 
NodeID = FindNode(LinkID, CurX, CurY); 
If(CalTime(CurX, CurY, NodeID, Vel) <= T) 

Return FindPosition(CurX, CurY, LinkID, Vel); 
Else 

ConLinkID = FindConLink(LinkID, NodeID); 
Return FindPosition(CurX, CurY, LinkID, ConLinkID, 

Vel); 
Endif 

End 
 

When we predict uncertain location, the uncertainty of predicted result was pre-
sented as in Figure 1. The shaded area is expectable location of the object. Thus, if the 
shaded area becomes smaller, the uncertainty also decreases and accuracy improves. 

Fig. 2. Accuracy of Location Prediction 
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Since the topology includes the length information and width information of road, 
the accuracy of prediction using topology is able to be represented as in Fig. 2. The 
accuracy probability about the location prediction is 1/S', which is higher than that of 
Fig. 1. 

 

4   Performance Evaluation 

In this section, we compare and estimate the performance for proposed techniques. In 
first experiment, we estimate the performance of the system that is applied to the 
location acquisition policy using topology by comparing with sampling its position at 
regular time intervals. Then we evaluate the accuracy of proposed prediction tech-
niques of uncertain location by comparing with existing method. 

In order to perform a comparison for the tracking data management, we created the 
sample data. To acquire a sample data, we used a map and a topology of the road of 
Incheon metropolitan city in Korea. For the simulation, the speed of moving object 
limited 60 Km/h and 30 Km/h, the route of moving object limited around of Inha 
University. A node table has 9176 records and its size is 251Kbyte, and a link table 
has 14111 records and its size is 1.32Mbyte. 

In Fig. 3, we measure the update number for limited distance. This experiment 
evaluates the update number when we update using topology by comparing with sam-
pling its position at regular time intervals. Fig. 3 represents the update number accord-
ing to distance. The sample data for location is acquired every 5 seconds. As you see 
in Fig. 3, the acquisition count acquired by sampling increases proportionately. How-
ever, the update number for tracking data using topology is almost constant regardless 
of speed. 

Aquision number according to distance

distance (km)

ac
qu

is
iti

on
 n

um
be

r

By Sampling(60Km/h) By using topology(60Km/h)
By sampling(30Km/h)

 

Fig. 3. Acquisition Number according to Distance 

In Fig. 4, we perform a comparison for accuracy about prediction of uncertain loca-
tion. Suppose that we receive a search query for specification visual point, we answer 
the query using existing linear interpolation and the linear interpolation using topology, 
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then compare the incidental and value. Fig. 4 expresses accuracy about uncertain loca-
tion information by time. This experiment sends the query every 10 seconds using 
stored historical data. In the result of Fig. 4, the prediction using topology shows con-
stant accuracy. But, prediction that uses linear interpolation shows variable accuracy. 

This displays that if the object passes the intersection or the broken path, the value 
of transferring object cannot be predicted, and hence cannot replace the result. So this 
remains an exceptional case. 

Prediction of uncertain location information

Time(sec)

A
cc

ur
ac
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%

)

Prediction using the linear interpolation
Prediction using the topology

 

Fig. 4. Prediction of Uncertain Location Information 

Prediction of the future location information
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Fig. 5. Prediction of the Future Location Information 

Fig. 5 expresses the accuracy about prediction of the future location. In this experi-
ment, we suppose that users send query at every 10 seconds like the experiment given 
by Fig. 4. When we predict the future location commonly, prediction of the far future 
represents lower accuracy than relative future. But, the prediction of the future using the 
topology represented relatively similar accuracy between far future and relative future. 
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5   Conclusion 

Many systems that have managed on tracking data management have stored the loca-
tion information by sampling it at regular time intervals or by considering the direc-
tion and speed of the moving object. But it is not able to offer the exact location in-
formation and amount of the data increase by geometrical progression because they 
didn't consider the moving route of moving object. 

In this paper, the tracking data management using topology of moving object has 
been proposed for moving object constrained trajectory. As a result using proposed 
technique, we predict the arrival time, when it is going to arrive at location where it is 
corresponding to the topology of a node. Then we decide that time as update time, 
insert the location in database. Also when queries for uncertain location information 
are requested, firstly we predict the location using stored historical data, topology and 
apply to the linear function and then provide the location information. 

It contributes to reduce the number of update operations of data that we store the 
location corresponding to the topology of object movement as nodes, provide the 
location prediction using the minimum historical data. Also unlike the case which 
represents the route between two points as polyline function, we represent the route 
between two points as linear function. Therefore to predict the location using topol-
ogy, historical information, attribute information of moving object is more accurate 
than to predict the location using only linear function or spline function. 
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Abstract. Electronic Commerce (EC) has made rapid progress in recent
years. Internet auctions have become especially popular in EC. Recently,
Jiang-Pan-Li (JPL) proposed an improvement on Chang et al.’s efficient
anonymous auction protocols in order to overcome the security weakness
in the initiation phase of Chang et al.’s protocol. The current paper,
however, points out that JPL’s initiation protocol is inefficiently designed
and then, two optimized initiation protocols are presented to resolve such
problems.

Keywords: Security, Auction protocol, Anonymity, Efficiency, Initiation
protocol.

1 Introduction

The Internet has been providing an electronic commercial environment, where
efficient and secure auctions are in demand [1][2]. It usually has three trans-
actional types: Traditional English auction [3], Dutch auction and sealed-bid
auction [4][5]. The traditional English auction is also known as a public bid auc-
tion, wherein each bidder casts his/her own bid, and the bid must be higher
than the bottom price. The bottom price is adjusted upwards after a round. The
auction goes on until there is only one bidder left who is willing to offer the price.
The Dutch auction is similar to the traditional English auction, but it begins
with the top price, and then the price goes down round after round until the
first bidder decides to offer the price. In a sealed-bid auction, unlike the previous
two kinds of auctions, all the customers who are willing to name their bids are
gathered. All bidders submit their own bids to the auctioneer. After the opening
phase, the auctioneer makes all bids public and determines the winner.

In 2003, Chang and Chang [6] presented simple and efficient anonymous
auction protocols, which follow the original principals of the different kinds of
auctions such as the traditional English auction, Dutch auction and sealed-bid
auction. They claimed that their approach can ensure the anonymity of the
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bidders in the simple and efficient way. Also, they claimed that the bidders have
their confidentiality maintained, and the scheme is practical. Recently, Jiang-
Pan-Li (JPL) [7], however, formally analyzed the initiation phase of Chang et
al.’s protocol on the basis of authentication tests [8][9][10] in order to disclose
the security problems of the initiation phase. Then they proved that the replay
attack on the initiation phase of Chang et al.’s protocols, which can inhibit the
following auction phase. Furthermore, JPL proposed an improvement on the
initiation protocol. Also, they [7] formally analyzed the improved protocol with
authentication tests, and proved the security of their protocol system.

However, we will show that JPL’s initiation protocol is inefficiently designed.
That is, in order to ensure the secure authentication and recency for the bidder
and to avoid a replay attack, the protocol requires a great deal of verification
time, public key computations and system resources between the bidders and
auctioneer. Accordingly, the current paper points out that JPL’s initiation pro-
tocol is inefficiently designed and then presents two new initiation protocols
to resolve such problems. First, we propose an optimized method by using a
collision-resistance one-way hash function that can reduce public key compu-
tations. Second, we propose an optimized method by using a timestamp that
needs only one public key computation. As a result, the proposed two protocols
can resist the replay attack and they are more efficiently designed than JPL’s
protocol.

The remainder of the paper is organized as follows: Section 2 briefly reviews
JPL’s initiation protocol and Chang et al.’s anonymous auction protocols. In
Section 3, we point out that JPL’s initiation protocol is inefficiently designed.
The proposed two optimized protocols are presented in Section 4, while Section
5 discusses the security and efficiency of the proposed protocol. Conclusions are
provided in Section 6.

2 Related Works

This section briefly reviews JPL’s improved initiation protocol for anonymous
auction protocols [7] and Chang et al.’s anonymous auction protocols [6]. Chang
et al.’s anonymous auction protocols contain two phases, the initiation phase
and the anonymous auction phase. In the initiation phase, an auctioneer and
bidders communicate with each other and share the common secret session key.
In the anonymous auction phase, the anonymous traditional English auction,
anonymous Dutch auction and the anonymous Sealed-bid auction will run on
the basis of the initiation phase. For more information, please refer to Chang et
al.’s protocols in [6].

2.1 Notations

Some of the notations used in this paper are defined as follows:

– R: just auctioneer.
– Ui: m bidders, where 1 ≤ i ≤ m.
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– IDi: the identity of Ui.
– CA: certification authority.
– B: the bid of Ui.
– n, g: large prime n and generator g in cyclic group Z∗

n, in which the Diffie-
Hellman problem is considered hard.

– ai, b: session-independent random exponents chosen by Ui and R, respec-
tively.

– Ki: shared common secret session key computed by Ui and R.
– T : the timestamp.
– H(·): a collision-resistance one-way hash function.
– E: public key cryptography.
– ||: the concatenation of data.

Bidder Ui Auctioneer R

Xi = gai mod n
X ′

i = EKpubR
(EKprvi

(Xi))
Qi = EKpubR

(IDi) X ′
i, Qi−−−−−−−−−→ Xi = EKpubi

(EKprvR
(X ′

i))
Y = gb mod n

Verify Y ||Xi
?= EKpubR

(W ′) Y, W ′
←−−−−−−−−− W ′ = EKprvR

(Y ||Xi)
Ki = Y ai = gaib mod n IDi = EKprvR

(Qi)
Ki = Xb

i = gaib mod n

Fig. 1. JPL’s improved initiation protocol

2.2 JPL’s Improved Initiation Protocol

The JPL’s improved initiation protocol [7], such that R and Ui share a secret
session key Ki, is illustrated in Figure 1. For simplicity, we omit mod n from
the expressions.

1. Ui chooses a random exponent ai and computes Xi = gai , Qi = EKpubR
(IDi),

and X ′
i = EKpubR

(EKprvi
(Xi)). Then, Ui sends messages X ′

i and Qi to R.
2. After receiving X ′

i and Qi, R computes Xi = EKpubi
(EKprvR

(X ′
i)), chooses a

random exponent b, computes Y and W ′, where Y = gb, W ′ = EKprvR
(Y ||Xi),

and broadcasts messages Y and W ′.
3. R computes IDi = EKprvR

(Qi) and Ki = Xb
i = gaib.

4. Ui checks to see whether Y ||Xi = EKpubR
(W ′) holds. If the equation holds,

Ui authenticates R and computes Ki = Y ai = gaib. Otherwise, Ui has to wait
for the next broadcast of the messages Y and W ′.
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Shared information: Common secret key Ki = gaib mod n.

Bidder Ui Auctioneer R

Select B, T
S = EKprvi

(B||T )
D = EKpubR

(S)
C = H(B, T, Ki) B, T, D, C−−−−−−−−−−→ C ′

i = H(B, T, Ki)
S′ = EKprvR

(D)

Verify C ′
i

?= C

Verify B||T ?=EKpubi
(S′)

Fig. 2. Anonymous traditional English auction and Dutch auction

Shared information: Common secret key Ki = gaib mod n.

Bidder Ui Auctioneer R

Select B, T
F = EKpubR

(B||T )
S = EKprvi

(B||T )
D = EKpubR

(S)
C = H(B, T, Ki) F, D, C−−−−−−−−−→ B′||T ′ = EKprvR

(F )
S′ = EKprvR

(D)
C ′

i = H(B′, T ′,Ki)

Verify C ′
i

?= C

Verify B′||T ′ ?=EKpubi
(S′)

Fig. 3. Anonymous sealed-bid auction

2.3 Anonymous Auction Phase

The anonymous auction phase has three transactional types: The anonymous
traditional English auction, anonymous Dutch auction and anonymous sealed-
bid auction.

The Anonymous Traditional English Auction and Dutch Auction: Af-
ter the four steps that were mentioned in the ’Initiation phase’, each bidder
Ui and the auctioneer R share the common secret key Ki. The transaction of
the anonymous traditional English auction and Dutch auction are illustrated in
Figure 2 and the protocol is as follows:
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1. Ui selects B and T , and calculates S = EKprvi
(B||T ), D = EKpubR

(S) and
C = H(B, T, Ki). Finally, Ui sends B, T , D and C to the auctioneer R.

2. After receiving B, T , D and C, the R will check whether C ′
i = C and B||T =

EKpubi
(S′) hold, where C ′

i = H(B, T, Ki) and S′ = EKprvR
(D). If the two

equations hold, the bid is valid; otherwise, the bid is invalid.

Anonymous Sealed-Bid Auction: After following the initiation protocol de-
scribed in the ’Initiation phase’, each bidder Ui and the auctioneer R share the
common secret key Ki. The transaction of the anonymous sealed-bid auction is
illustrated in Figure 3 and the protocol is as follows:

1. Ui selects B and T , and calculates F = EKpubR
(B||T ), S = EKprvi

(B||T ),
D = EKpubR

(S) and C = H(B, T, Ki). Finally, Ui sends F , D and C to the
auctioneer R.

2. After receiving F , D and C, the R will check whether C ′
i = C and B′||T ′ =

EKpubi
(S′) hold, where C ′

i = H(B′, T ′,Ki), B′||T ′ = EKprvR
(F ) and S′ =

EKprvR
(D). If the two equations hold, the bid is valid; otherwise, the bid is

invalid.

3 An Analysis Regarding the Efficiency of JPL’s
Initiation Protocol

In this section, we point out that JPL’s initiation protocol is inefficiently de-
signed. In order to analyze the communication costs of the protocol, we assume
that the mod n length is 1024 bits in order to make the discrete logarithm prob-
lem infeasible, the public key length is 1024 bits (for RSA), the hash function
digest is 160 bits (for MD5 and SHA-1). JPL’s protocol is based on the in-
tractability of the discrete logarithm problem and public key computations. The
total size of the communication messages in JPL’s protocol is (3m+1)×1024 bits,
where m is the number of bidders. The symmetric key computations and hash
functions are faster than the public key computations. On a typical workstation,
the public key computations can be performed 2 times per second, symmetric
key computations can be performed 2,000 times per second and hash function
can be performed 20,000 times per second [11].

In Step 2 of JPL’s protocol, R computes Y and W ′, where Y = gb, W ′ =
EKprvR

(Y ||Xi), and broadcasts messages Y and W ′ to all Ui. Yet, in order to
ensure the secure authentication and recency for the bidder and to avoid a replay
attack, the protocol requires a long many verification period and many public
key computations between Ui and R. In order that all Ui verify W ′ with Y ||Xi,
R must broadcast W ′ of the m bidder numbers because all Xi values are different
and secure values of each bidder. In other words, after R gets the Xi of every
Ui through public key computations from the received X ′

i and computes W ′

of the m bidder numbers, R must send W ′ to each Ui. Thus, it requires many
public key computations unlike Chang et al.’s initiation protocol, whereby R
broadcasts only two values; Y and W ′, to every Ui. Accordingly, the improved
protocol does not preserve the merits of Chang et al.’s protocol.
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Also, upon receiving Y and W ′ from R, each Ui computes Y ||Xi, and it
must verify Y ||Xi with W ′, including its Xi. Also, it requires a long verification
period and many public key computations so that they can determine whether
W ′ includes its own Xi. Furthermore, if an attacker sends a modified W ′ which
requires an extended verification period, many public key computations and sys-
tem resources, Ui must verify every Wi of the m bidder numbers in order to find
out if W ′ includes its own Xi. Thus, Ui can be faced with a Denial of Service
(DoS) attack because of the extended verification period, many public key com-
putations and significant system resource consumption. From our analysis it can
be determined that JPL’s improved initiation protocol is inefficiently designed.

4 Proposed Optimized Initiation Protocols

This section proposes two optimized initiation protocols in order to overcome
the above mentioned problems with JPL’s protocol.

4.1 First Optimized Method

First, we propose an optimized method by using a collision-resistance one-way
hash function that can reduce public key computations by the auctioneer by
sending W ′ in Step 2. The first proposed optimized initiation protocol is illus-
trated in Figure 4 and the protocol is as follows:

1. Ui chooses a random exponent ai in the cyclic group Z∗
n and computes Xi =

gai and X ′
i = EKpubR

(EKprvi
(IDi||Xi)). Then, Ui sends messages X ′

i to R.
2. R computes IDi||Xi = EKpubi

(EKprvR
(X ′

i)), chooses a random exponent b,
computes Y , Ki and W ′, where Y = gb, Ki= Xb

i = gaib, W ′ =H(IDi||Xi||Ki),
and broadcasts message Y and W ′.

3. Ui computes Ki = Y ai = gaib and checks whether H(IDi||Xi||Ki) = W ′

holds. If the equation holds, Ui authenticates R. Otherwise, Ui has to wait
for the next broadcast of the message Y and W ′.

4.2 Second Optimized Method

Second, we propose an optimized method by using a timestamp that needs only
one public key computation by the auctioneer that sending W ′ in Step 2. The
second proposed optimized initiation protocol is illustrated in Figure 5 and the
protocol is as follows:

1. Ui chooses a random exponent ai in the cyclic group Z∗
n and computes Xi =

gai and X ′
i = EKpubR

(EKprvi
(IDi||Xi)). Then, Ui sends messages X ′

i to R.
2. R chooses a random exponent b, computes Y and W ′, where Y = gb, W ′ =

EKprvR
(Y ||T ), and broadcasts message Y , T and W ′.

3. R computes IDi||Xi = EKpubi
(EKprvR

(X ′
i)) and Ki = Xb

i = gaib.
4. Ui checks the validity of the timestamp T . If it has been used before, Ui

rejects this message. Otherwise, Ui checks whether Y ||T = EKpubR
(W ′) holds.

If the equation holds, Ui authenticates R and computes Ki = Y ai = gaib.
Otherwise, Ui has to wait for the next broadcast of the messages Y and W ′.
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Bidder Ui Auctioneer R

Xi = gai mod n

X ′
i = EKpubR

(EKprvi
(IDi||Xi)) X ′

i−−−−−−−−−→ IDi||Xi = EKpubi
(EKprvR

(X ′
i))

Y = gb mod n
Ki = Xb

i = gaib mod n

Ki = Y ai = gaib mod n Y, W ′
←−−−−−−−− W ′ = H(IDi||Xi||Ki)

Verify H(IDi||Xi||Ki)
?= W ′

Fig. 4. The first proposed optimized initiation protocol

Bidder Ui Auctioneer R

Xi = gai mod n

X ′
i = EKpubR

(EKprvi
(IDi||Xi)) X ′

i−−−−−−−−−→ Y = gb mod n

Verify T Y, T, W ′
←−−−−−−−−− W ′ = EKprvR

(Y ||T )

Verify Y ||T ?= EKpubR
(W ′) IDi||Xi = EKpubi

(EKprvR
(X ′

i))
Ki = Y ai = gaib mod n Ki = Xb

i = gaib mod n

Fig. 5. The second proposed optimized initiation protocol

5 Security and Efficiency Analysis

This section discusses the security and efficiency of the proposed two optimized
protocols in initiation phase. The computational costs of JPL’s protocol and the
proposed two optimized protocols in initiation phase are summarized in Table 1.

Theorem 1. The first proposed optimized initiation protocol can resist the re-
play attack and is more efficient than JPL’s protocol.

Proof. Upon receiving Y and W ′ from R, each Ui computes Ki by using Y and
checks whether H(IDi||Xi||Ki) = W ′ holds. The protocol, however, does not
need to perform public key computations in order to find out if W ′ includes
its own Xi unlike JPL’s protocol. It only needs one hash function computation
in each Ui. The total size of the communication messages in the first proposed
optimized protocol is (m + 1) × 1024 + m × 128 bits, where m is the number of
bidders. Therefore, the first proposed protocol is much more efficient than JPL’s
protocol in terms of communication costs. If, however, a malicious attacker sends
a modified W ′ that requires an extended verification period and many system
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resources, Ui can be susceptible to a DoS attack because of the aforementioned
reasons.

Theorem 2. The second proposed optimized initiation protocol can resist the
replay and DoS attacks, also it is more efficient than JPL’s protocol and our
first proposed optimized protocol.

Table 1. Comparisons of computational costs

The total size of communication messages

JPL’s protocol (3m + 1) × 1024 bits

First optimized protocol (m + 1) × 1024 + m × 128 bits

Second optimized protocol (m + 2) × 1024 + 64 bits

m : the number of bidders

Proof. Upon receiving Y and W ′ from R, each Ui checks the validity of the
timestamp T . If any attacker replayed message Y , T and W ′, the message can
be easily detected since the timestamp has been used before. As a result, Ui will
reject this modified message. Furthermore, Ui computes the transmitted data Y
concatenated with timestamp T and checks whether Y ||T = EKpubR

(W ′) holds.
Obviously, the second proposed optimized initiation protocol can resist the replay
attack. Even if, a malicious attacker sends a modified W ′, the attacker cannot
succeed in its DoS attack because the protocol uses a shortened verification time
and one public key computation in order to check whether Y ||T = EKpubR

(W ′)
holds. Also, the protocol does not need to perform public key and hash function
computations in order to find out whether W ′ includes its own Xi unlike JPL’s
protocol and our previously proposed protocol. We assume that the timestamp
length is 64 bits. The total size of the communication messages in the second
proposed optimized protocol is (m + 2)× 1024 + 64 bits, where m is the number
of bidders. Therefore, the proposed protocol is much more efficient than JPL’s
protocol in terms of communication costs. As a result, the second proposed
optimized initiation protocol can resist the DoS attack and it is more efficient
than JPL’s and our first proposed optimized protocol.

6 Conclusion

The current paper pointed out that JPL’s initiation protocol is inefficiently de-
signed and then two new initiation protocols were presented to resolve such
problems. First, we proposed the optimized method by using a collision-resistant
one-way hash function that can reduce the number of public key computations.
Second, we proposed the optimized method using a timestamp that needs only
one public key computation. As a result, the second proposed optimized initia-
tion protocol can resist the replay attack and is more efficiently designed than
JPL’s protocol.
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Abstract. Stream Control Transmission Protocol (SCTP) is a new end-to-end 
transport protocol that is featured ‘multi-homing.’ The mSCTP (mobile SCTP) 
is defined as SCTP with the capability of dynamic address reconfiguration. This 
paper describes a framework of mSCTP handover for supporting vertical hand-
over between heterogeneous IP networks such as WLAN and 3G Cellular sys-
tems. We show some experimental results of the mSCTP vertical handover on 
Linux platforms. From the experimental results, we see that the handover la-
tency of mSCTP depends on Round Trip Time (RTT) between two SCTP end-
points, possibly with the handover latency of 1 second below. 

1   Introduction 

In the next-generation wireless mobile networks, the vertical handover between het-
erogeneous IP networks is one of the challenging issues, as shown in the example of 
the handover between WLAN and 3G Cellular systems. Mobile IP (MIP) has so far 
been considered as an IP mobility scheme [1, 2]. MIP is a network-layer mobility 
protocol and requires the support of the special agents such as Home Agents and 
Foreign Agents in the network. 

Stream Control Transmission Protocol (SCTP) [3] is a new end-to-end transport 
layer protocol next to TCP and UDP. In particular, the SCTP multi-homing feature 
enables SCTP endpoints to support multiple IP addresses. Each SCTP endpoint can 
send and receive messages from any of the several IP addresses. One of the several IP 
addresses is designated as the primary address during the initiation. 

The recent works on SCTP include the capability of dynamic IP address reconfigu-
ration during an association, which is called ADDIP extension [4]. While an SCTP 
association goes on, the ADDIP extension enables the SCTP to add a new IP address, 
to delete an unnecessary IP address and to change the primary IP address used for the 
association. In this paper we define mSCTP (or mobile SCTP) as the SCTP with the 
ADDIP extension. 

In this paper, we describe a framework of the mSCTP handover. The mSCTP can 
be used to provide the vertical handover for Mobile Terminals that are moving be-
tween heterogeneous IP networks. The mSCTP could also be used along with MIP for 
mobile sessions that require the location management. Some related studies on 
mSCTP [5, 6] include the experimentations of mSCTP using Network Simulator (ns-
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2) [7, 8], where the mSCTP performance is compared to the MIP. On the other hand, 
in this paper, the mSCTP handover is experimented over a real testbed based on 
Linux Platform using the recently released Linux Kernel SCTP codes [9, 10, 11]. 

This paper is organized as follows. Section 2 describes an overview of mSCTP 
handover. In Section 3, we describe some experimental results of mSCTP vertical 
handover that have been performed on the Linux testbed, in which the performance of 
mSCTP will be analyzed in terms of handover latency. Section 4 concludes this paper. 

2   mSCTP Handover 

The mSCTP is defined as SCTP with the capability of dynamic address reconfigura-
tion that has recently been made in IETF [4]. The mSCTP can be used to support the 
vertical handover of mobile terminals, as illustrated in Figure 1.  

Internet

FS(mSCTP)

IP-based BS(A)

MT(mSCTP)

Router
Router

IP-based BS(B)

MT(mSCTP)

Movement
Router

 

Fig. 1. mSCTP Handover 

In this figure, it is assumed that a Mobile Terminal (MT) initiates an SCTP session 
with a Fixed Server (FS). After initiation of an SCTP association, the MT moves from 
Base Station (BS) A to BS B, as shown in the figure.  

In the figure, it is assumed that a Mobile Terminal (MT) initiates an SCTP session 
with a Fixed Server (FS). After initiation of an SCTP association, the MT moves from 
Base Station (BS) A to BS B, as shown in the figure. 

Then, the overall mSCTP handover procedures could be done as follows: 

(1) Session is initiation by MT 
In the initial stage, we assume that FS has ‘IP address 1’, whereas MT uses ‘IP  
address 2’. Note in this phase that the MT is in the single-homing state, and it uses 
IP address 2 as its primary IP address in the SCTP association. 

(2) Obtaining a new IP address  
Now, the MT is moving from A to B and it is now in the overlapping region. In 
this phase, the MT will obtain a new address ‘IP address 3’ from the BS B by us-
ing any scheme for address configuration such as Dynamic Host Configuration 
Protocol (DHCP).  
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(3) Adding the new IP address to SCTP association 
After obtaining a new IP address, the MT informs FS that it will use a new IP ad-
dress. This will be done by sending SCTP Address Reconfiguration (ASCONF) 
chunk [4] to FS. The MT may receive the responding ASCONF-ACK chunk from 
the FS. The MT is now in the dual homing state. The old IP address (IP address 2) 
is still used as the primary address, until the new IP address 3 will be set to be 
“Primary Address” for MT.  

(4) Changing the primary IP address 
While the MT further continues to move toward BS B, it will set the primary ad-
dress as the new IP address according to an appropriately configured rule. Once 
the primary address is changed, the FS will send the outgoing data to the new pri-
mary IP address of MT, whereas the old IP address may be used as a backup ad-
dress to recover the lost data chunks. 

(5) Deleting the old IP address from the SCTP association 
As the MT progresses to move toward BS B, if the old IP address gets inactive, 
the MT will delete it from the association.  

The procedural steps for handover described above will be repeated each time the MT 
moves to a new BS, until the SCTP association will be terminated. 

3   Experimental Analysis of mSCTP Handover 

In this section, we describe some experimental results of the mSCTP vertical hand-
over that have been performed over Linux platform. 

3.1   Test Environment 

We consider the handover of MT that is moving between two heterogeneous IP net-
works. The mobility pattern tested in this paper is shown in Figure 2. In this figure, an 
MT is moving to a new area via the overlapping region where the MT is temporarily 
in the dual-homing state. 

MT(new)MT(old) MT(dual)

 

Fig. 2. Mobility Pattern for mSCTP Handover 

To simulate the vertical handover of mSCTP over Linux testbed, we construct a 
small test network as shown in Figure 3. The test network consists of two terminals 
(FS and MT) and a router. Those two terminals are equipped with the mSCTP imple-
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mentations given in the Linux Kernel 2.6.8 [9, 10]. The MT has the two network 
interfaces (i.e., two NICs), and thus it can be attached to the router in the dual-homing 
state. 

Router/Switch
FS

192.168.0.100
192.168.0.101

192.168.0.102 MT

192.168.0.1

 

Fig. 3. Mobility Pattern for mSCTP Handover 

Over the testbed, the mSCTP handover of MT proceeds as follows: 

(1) Session Initiation 
The MT initiates an SCTP session with FS. Initially, the MT uses IP address 
192.168.0.101, and the FS binds to 192.168.0.100. After initiation, two endpoints 
exchange data packets. 

(2) Add-IP 
When the MT is going to a new network area (i.e., overlapping region), it enables 
the second network interface and obtains a new IP address (192.168.0.102), and 
then adds the new IP address to the SCTP association. This Add-IP functionality is 
triggered when the MT calls the socket API of “sctp_bindx()” function [11]. 

(3) Primary-Change 
In the meantime, the MT informs the FS about the change of the primary IP ad-
dress. Now, the FS will send the data to the new primary address. Note that this 
Primary-Change is triggered when the MT calls the appropriate “setsockopt()” 
function [11]. 

(4) Delete-IP 
After a pre-specified time period, the MT deletes the old IP address from the 
SCTP association. Note that this Delete-IP functionality is also triggered by call-
ing the socket API of “sctp_bindx()” function. 

In the test experiments, FS transmits data packets of 1,000 bytes to the MT peri-
odically, and the MT also sends a few data to the FS. By using the ‘ethereal’ [12], we 
captured the trace of the packets that have been exchanged between FS and MT. 

From such the packet trace, we measured the ‘handover latency’ as a performance 
metric of mSCTP [5, 6]. More specifically, in this paper, the handover latency is de-
fined as the gap of ‘the time when the MT received the last data packet over the old IP 
address’ and ‘the time when the MT received the first data packet over the new IP 
address’. 
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3.2    Results and Discussion 

It is noted that the handover performance may be affected by the time when the link-
down of the old network link occurs. So, we measured the performance of the mSCTP 
handover for the two scenarios, as shown in Figure 4. 

Figure 4 illustrates those two scenarios. Fig. 4(a) shows the case in which the MT 
performs Add-IP before the Link-Down event, whereas in Fig. 4(b) the Link-Down 
occurs almost the same time with the Add-IP. 

Link-U P  (new )

Prim ary-Change De le te-IP

tim e

Add-IP

Link-D ow n (old)

 
(a) Scenario 1 

 

Link-UP (new)

Primary-Change Delete-IP

time

Add-IP

Link-Down (old)

 
(b) Scenario 2 

Fig. 4. mSCTP Handover Scenarios 

  Scenario 1(Fig. 4(a)):  
When Link-Down of the old link occurs after the Delete IP. This scenario simu-
lates the case in which the MT moves relatively in a slower speed. 

  Scenario 2 (Fig. 4(b):  
When Link-Down of the old link occurs just after Add-IP. This scenario simulates 
the case in which the MT moves relatively in a faster speed. 

A. Results for Scenario 1 
 
Figure 5 shows the experimental result of Scenario 1, in which all the SCTP control 
and data packets for the association are captured using Ethereal. 

In the figure we see that FS (192.168.0.100) and MT (192.168.0.101) establish an 
SCTP association through the packets 1 to 4. Then those two endpoints begin the data 
transport. 

Packet 6 contains the ASCONF chunk of MT, which is used to ass the new IP ad-
dress ‘192.168.0.102’ to the association. FS responds with the ASCONF-ACK chunk 
at Packet 8. Packet 17 is used for MT to request the change of Primary Address to the 
FS. It is in the packet 18 noted that FS responds with ASCONF-ACK chunk over the 
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new IP address (192.168.0.102). After that the FS sends DATA packets to MT over 
the new IP address, as shown in Packet 23. As per Scenario 1, MT performs the De-
lete-IP operation at Packet 27 before the Link-Down of the old network link occurs.  

 

Fig. 5. Result of mSCTP Handover for Scenario 1 

From the result, we also note that even after the Primary-Change, the MT still uses 
its old IP address as the source IP address of the DATA packets (see Packets 19 and 
22). This is because the Primary-Change operation is applied to the FS, rather than 
MT. That is, the source IP address of DATA packets transmitted by MT is not af-
fected by the Primary-Change operation. Only after the Delete-IP operation, MT uses 
the new IP address as its source IP address (see Packets 29 and 31). 

In Figure 5, the handover latency of mSCTP is measured as “0.030 – 0.008 = 0.022 
(sec.) = 22 (ms) ”, which corresponds to the gap of the times recorded at Packet 15 
(last data packet of old IP address) and 23 (first data packet of the new IP address). 
Seeing the packets between Packet 15 and 23, we can divide the overall handover 
latency into the following components: 

− Time duration required for exchanging ASCONF and ASCONF-ACK for the Pri-
mary-Change operation (see Packets 17 and 18), which is roughly equal to the 
Round Trip Time (RTT). 

− Kernel processing time at FS for changing the primary address and setting the 
address as the primary destination address (see Packets 20 ~ 23). 
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We note that the kernel processing time (the second component) is usually a con-
stant value, independently of the RTT and the network condition. In particular, the 
processing time may be relatively a small value compared to the RTT in the legacy 
large networks, Accordingly, we may state that the overall mSCTP handover latency 
is proportional to the RTT between two SCTP endpoints in the network. 

B. Results for Scenario 2 
 
Figure 6 shows the experimental result of Scenario 2, in which all the SCTP control 
and data packets for the association are captured. 

 

Fig. 6. Result of mSCTP Handover for Scenario 2 

Figure 6 shows the same result as Figure 5, other than the following differences: 

− Differently from Figure 6, the MT uses the new IP address as its source IP   ad-
dress of the DATA packets (see Packet 14). This is because the Link-Down of the 
old link occurs just after the Add-IP operation (see Packet 10 and 11). 

− After Packet 17 for Primary-Change, all the packets for MT use only the new IP 
address (192.168.0.102). 

From the figure, the mSCTP handover latency is measured as “0.104 – 0.011 = 
0.093 (sec.) = 93 (ms)”, which corresponds to the gap of the times recorded at Packet 
12 (last data packet of old IP address) and 21 (first data packet of the new IP address). 
Scenario 2 requires the handover latency greater than Scenario 1 by 70 (ms), which is 
approximately equal to the time taken for processing the Link-Down event at MT (see 
Packets 13 and 14). If this processing time is relatively a small constant value, we can 
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see that the mSCTP handover latency depends on the RTT between two SCTP end-
points, as done in Scenario 1. 

Another interesting point of Figure 6 is that FS cannot send any DATA packet to 
MT until the Primary-Change is performed (Packet 17), since the old IP address has 
already been deleted by the Link-Down event at the time of the Add-IP operation (see 
Packet 11 and 12). Accordingly, we can recommend in this case that the fast-moving 
MT should perform the Primary-Change operation as soon as possible (hopefully at 
the same time of the Add-IP operation). This will be helpful to further reduce the 
handover latency of mSCTP. 

4   Conclusions 

In this paper, we described a new handover scheme based on SCTP, which is called 
mSCTP. The mSCTP can be used for vertical handover between heterogeneous IP 
networks such as WLAN and 3G systems. The mSCTP can also be used together with 
Mobile IP for the sessions that require the location management. 

We have described some experimental analysis of the mSCTP handover, which is 
performed over a Linux testbed network. In the testebd, we experimented the mSCTP 
handover for the Mobile Terminal that is dual-homed to two different network inter-
faces. From the experimental results, it is shown that the SCTP handover performance 
mainly depends on the RTT (round trip time) between two SCTP terminals, possibly 
with the handover latency of 1 second below.  

For further study, the mSCTP handover experimentations need to be performed on 
the real large-scale networks, so as to analyze the handover performance in a more 
realistic manner. 
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Abstract. It is reported in the literature that a TCP connection with
small window size achieves high throughput in wireless multihop net-
works. In this paper, we claim that TCP can benefit more from delay-
ing ACK rather than limiting the window size. Since the induced delay
may result in lengthy transfer time for short connections, we propose
an adaptive delayed ACK algorithm at the receiver to enhance TCP
performance.

1 Introduction

As wireless networks become prevalent, there is an increasing demand of net-
work connectivity in infrastructureless environments such as emergency situa-
tion. TCP is a natural choice as transport layer protocol because of its wide-
spread use in the Internet. However, it is not clear that TCP works well in
wireless multihop environments [1].

TCP provides a reliable service by using acknowledgement (ACK), which is
returned by the receiver for each data packet. This two-way feature does not
cause a serious problem in wired networks because most of links are full-duplex.
In wireless networks, most nodes support half-duplex. The shared medium forces
only a single transmission to be available at a time so that TCP ACKs consume
network bandwidth and may cause collisions with data packets.

There are many efforts to improve TCP performance in wireless multihop net-
works. Since the shared feature of medium makes wireless environments unique,
protocols used in wired networks may not adequate. Recently, it is pointed out
that TCP fails to achieve its best performance even without mobility [1].

The delayed ACK option [2] can make performance improvement in wireless
multihop networks [3, 4, 5]. While normal TCP receiver sends out an ACK for
every packet, the option halves the amount of ACKs by sending out an ACK
for every other packet, thus allowing less collision with data packets in wireless
links and reducing the instability in TCP algorithms. For short connection, a
large initial window option [6] is recommended to be used along together.
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Ack thinning is a generalized term of the delayed ACK option. It is used
to boost TCP performance in asymmetric networks [7]. The receiver sends out
an ACK for number of data packets, which is adjusted in a manner of AIMD
based on information conveyed in additional TCP options. Altman et al also
proposed dynamic delayed ACK, which changes the frequency of ACKs according
to sequence number [5].

The remainder of the paper is organized as follows. We provide a generalized
delayed ACK option model in section 2. In order to achieve high performance
for both short and long file transfer, we propose an adaptive scheme delaying
ACK in section 3. Evaluating our proposal through simulations in section 4, we
conclude our paper in 5.

2 Generalized Delayed ACK Option

It is observed that TCP performance can be improved by the delayed ACK
option where the receiver sends an ACK for every other received packet. In this
paper, we generalize the delayed ACK by making the receiver delay the ACK
according to the window size (simply dack wnd), which is given by the number
of packets that the receiver waits for before sending the ACK.

The receiver with dack wnd = 1 works as the normal ACK, where the receiver
sends an ACK for every incoming packet, and the receiver with dack wnd = 2 as
the conventional delayed ACK. The generalized delayed ACK is also equipped
with a timer as the conventional delayed ACK and sends an ACK when the
timer expires even if the number of received packets is less than dack wnd. We
compare the long-term TCP throughputs of the algorithm when dack wnd and
maximum window size (max wnd) vary, which limit the congestion window at
the sender.

From the TCP connections with varing dack wnd over a single-hop topology,
we obtain the long-term throughput as shown in Fig. 1. The results present
that the longer the receiver delays the ACK, the more TCP throughput the
sender obtains if it has max wnd larger than dack wnd. In case of max wnd <
dack wnd, the receiver should wait for a lengthy timeout (set to 100 ms), which
degrades TCP performance very much.

Fig. 2 shows the transfer time ratios of delayed ACK for various dack wnds
to normal ACK according to file transfer size where max wnd is fixed at 64.
Through extensive simulations of transferring various sizes of files, we will ob-
serve that connections with smaller dack wnd finish up earlier for the case of
the file size of smaller than 320 packets, and connections with larger dack wnd
take advantage of the reduced number of ACKs for transferring large sized files.

The long-term TCP throughput in a single-hop connection can be simply
obtained. Considering RTS-CTS-DATA-ACK exchange, we can obtain the long-
term throughput as

Throughput =
dack wnd · S

dack wnd · TDATA + TACK
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(max wnd = 64)

where S is the data packet size, TDATA and TACK are the transmission times
of TCP data packet and ACK including the contending period, DIFS, SIFS,
and transmission of RTS, CTS, TCP data packet (or TCP ACK), and MAC
ACK. Assuming 2 Mbps bandwidth and 1460 bytes of packet size, the long-
term throughputs is 1.26 Mbps for normal ACK (dack wnd=1), and 1.39 Mbps
for delayed ACK with dack wnd=2. This analysis results match well with the
simulation results shown in Fig. 1. We can also obtain the maximum throughout
in a single-hop connection. TCP can achieve up to 1.52 Mbps with dack wnd
of 13 since at most 13 transmissions are possible before the timeout of 100 ms
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occurs. More increase of dack wnd does not bring forth further performance
improvement.

3 Receiver-Oriented Adaptive Delaying

The delayed ACK option at the receiver can be accompanied by large initial
window (LIW) option at the sender in [4]. The LIW option enables the sender
to set the initial window larger than 1. It cures the problem of lengthy transfer
time for small files by sending out more packets than dack wnd at the start-
up period. However, it requires synchronization between sender and receiver
because the TCP with larger initial window often results in lower performance
if the delayed ACK option is not used at the receiver [1].

We propose an alternative algorithm named adaptive delayed ACK (ADA).
It changes dack wnd in a manner of additive increase and multiplicative de-
crease (AIMD). It is receiver-oriented and does not require any modification at
the sender.

The receiver delays the ACK until it receives dack wnd packets from the
sender. On receiving the dack wnd-th packet, it increases dack wnd by 1 and
sends the ACK. Initially the receiver sets dack wnd to 1, so it sends out the first
ACK immediately.

Fig. 3 illustrates the packet exchanges between TCP sender and receiver at
its start-up. The sender and the receiver are presented as solid vertical lines. A
transmission of a data packet is presented by a solid arrow from left to right, and
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transmission of an ACK is presented by a dotted arrow in the reverse direction.
The number at the beginning of solid arrow indicates the sender’s transmission
window size, and the number at the beginning of dotted arrow in (c) indicates
dack wnd.

In case of dack wnd = 2, the receiver gets a packet and waits another be-
fore generating an ACK. However, the sender does not release more packets
to network (before it gets an ACK) because the sender’s window is only one.
This deadlock state is resolved by the receiver’s timer but the timeout period T
inevitably makes a performance degradation. The timeout period presented in
Fig. 3 is shortened to save space. For larger dack wnd, the performance is de-
graded seriously because there are multiple timeouts before the sender’s window
size grows more than dack wnd as shown in Fig. 3 (b).

ADA avoids such timeouts by adjusting dack wnd. It removes the first time-
out by initializing dack wnd to 1. Afterward, it infers the sender’s window size
and sets dack wnd accordingly. Fig. 3 (c) ensures its exact inference and suc-
cessful packet exchanges without timeout.

Our algorithm uses a timer like in the delayed ACK option [2]. The timer
expires when the receiver does not receive a packet for some time because it
delays ACK too long due to the sender’s congestion window or packet drops in
the network. The timer starts when the receiver receives the first packet arrived
after the receiver sent out an ACK. If the timeout period of T sec elapses, the
receiver shrinks dack wnd by a half and sends out the delayed ACK. The timer
also prevents dack wnd from being increased over the network capacity because
it expires when the number of packets transmitted during T sec exceeds the
capacity.

Upon unexpected events such as receiving a packet with PSH flag [8] or
receiving an out-of-order packet, the receiver sets dack wnd to 1 and sends an
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ACK (or a duplicate ACK) immediately conforming to RFC 1122 [2]. Fig. 4
illustrates a typical scenario of packet exchange after a packet loss. When the
receiver detects a packet out-of-ordering, it sends out an ACK with the highest
sequence number that it has received in order, and set dack wnd to 1. This speeds
up the recovery of congestion window at the sender after a packet retransmission.
The receiver can not increase dack wnd until the missing packet is received.
Finishing recovering the lost packet, the sender has a halved window size while
the receiver opens dack wnd from 1.

Since the ADA algorithm reduces the number of ACKs, the loss of an ACK
may cause performance degradation. We reduce the impact of ACK loss by
using another timer. This timer starts after ACK transmission and expires if
the receiver does not receive any packet during T sec. Upon a timeout, the
receiver retransmits the latest ACK. Since three duplicate ACKs create false
Fast Recovery at the sender, the receiver should not generate more than two
retransmissions for the same ACK. So, on the third timeout, the receiver sets
dack wnd to 1 and waits for the sender’s retransmission.

4 Simulation

We evaluate ADA by measuring transfer time for single-hop and multihop
TCP (Reno) connections. We use NS-2 [9] with IEEE 802.11 MAC in ad hoc
mode. The transmission rate is 2 Mbps and RTS-CTS handshake is used. We
compare the performances of normal ACK, delayed ACK and our ADA. Each
result is an average of 10 simulation runs.
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Fig. 5. Transfer time ratios of delayed ACK and ADA schemes to normal ACK
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Fig. 6. Transfer time ratios of delayed ACK and ADA schemes to normal ACK in the

8-hop topology

Fig. 5 shows the transfer time ratios of various ACK schemes to the normal
ACK scheme with max wnd = 1 according to the file size. When dack wnd is
fixed at 2, TCP achieves better throughput for large file transfers, but requires
relatively long time for small file transfers. This is because the sender waits for
an ACK after sending the first packet at the start-up. The ACK is sent out after
a lengthy timeout at the receiver (T = 100 ms). When we increased max wnd
to 64 and dack wnd to 16 for the delayed ACK, there was no performance
improvement. ADA shows the best performance in all the cases. Its adaptive
feature reduces the number of ACKs and avoids unnecessary timeout.

In multi-hop environments with the chain topology of 9 nodes, where nodes
are separated by a distance of 200 ms, connections with larger max wnd achieves
higher throughput because they benefit from spatial bandwidth reuse. ADA
outperforms the delayed ACK with max wnd = 64, but the improvement is not
so remarkable as in the single-hop case.

5 Conclusion

TCP protocol achieves high long-term throughput by reducing the number of
ACKs in wireless multi-hop networks but it suffers from a lengthy timeout for
small file transfers. It was observed that the sender should have max wnd larger
than dack wnd to reduce the transfer time. To avoid a lengthy timeout in trans-
ferring small files, we proposed the ADA algorithm that controls dack wnd in
a manner of AIMD. ADA is receiver-oriented and does not require any syn-
chronization or modification at the sender. Through simulations, we showed its
performance gain over the conventional delayed ACK scheme.
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Abstract. Due to the changes in the wireless information environment, there 
has been an increased demand for various types of information. Accordingly, 
many wireless communication technologies have been studied and developed. 
In particular, studies on ubiquitous close distance communications are well 
underway. Lately, the focus has been on the Bluetooth technology due to its 
applicability in various environments. Applying Bluetooth connectivity to new 
environments such as ubiquitous or sensor networks requires finding new ways 
of using it. Thus, this research analyzed the vulnerability on the limited number 
of slaves in a piconet configuration through the current Bluetooth 
communication and proposed an expanded Bluetooth piconet formation 
method, regardless of the number of slaves inside the piconet even if it is not 
configured in a scatternet. In the proposed method, a security service was 
applied and the vulnerabilities of the current piconet configured as an expanded 
form of the current tree-shaped structure.  

Keywords: Mobile systems, Bluetooth piconet, Group Management. 

1   Introduction 

Currently, mobile devices are widely used, and there are various studies regarding the 
communication channels between the layers of each device. These studies expect to 
overcome the constraints that the mobile devices should be located in a specified 
location or not. As a result, research on the interface in a wireless environment to 
enable the devices to communicate with each other led to the Bluetooth technology. 

Bluetooth research started with the research of the communication group in 
Ericsson, which developed a wireless interface at low price and low power 
consumption.[1]  

These studies were done in earnest with the inauguration of the Special Interest 
Group (SIG) in 1998 composed of Ericsson, Nokia, IBM, TOSHIBA, and Intel. 
Bluetooth is a wireless communication protocol for transmitting information to fixed 
or mobile devices, forming the piconet with two or more devices sharing a channel 
with a master in the center to be extended to a scatter net[2]. 
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Accordingly, Chapter 2 shows the basics of Bluetooth, and the security services 
presents the security requirements for forming an expanded type of piconet. Chapter 3 
analyzes the possible weakness due to the limit of the number of slaves. Chapter 4 
suggests the method for forming an expanded piconet in making Bluetooth 
communication, overcoming the weakness shown in the previous chapter. Chapter 5 
presents the analysis and comparison between the existing method and the suggested 
method based on the security requirements suggested in Chapter 2. Chapter 6 presents 
the conclusion1.  

2   Mobile Network Technology Bluetooth 

2.1   Overview of Bluetooth 

Bluetooth is a compound word of ‘blue’ and ‘tooth’. Its origin can be traced to the 
Viking Herald who unified the Scandinavian countries of Denmark and Norway. As 
the project name of Swedish company Ericsson, Bluetooth involved developing the 
technology that enables a wireless interface at low price and low power consumption. 

The name remained unchanged to this day. Nevertheless, there were some attempts 
to change the project name. Some companies interested in Bluetooth formed an 
organization in May 1998 to pursue further research on wireless, near field 
communication. The organization tried to investigate the multiplex communication 
connected to the cellular net using cellular phones, which are connected to the 
existing cables. This organization is the first group regarding the subject and is known 
as the Special Interest Group (SIG)[3]. 

Various kinds of wireless, near field communication methods such as IrDA, 
IEEE802.11, and SWAP appeared before the advent of Bluetooth. Nonetheless, 
Bluetooth got more recognition than the other methods due to several reasons. For 
one, companies believe that worldwide sales are possible with mass production. 
Likewise, mass production gives the advantage of a low price, which induces 
synergistic effects resulting in lower cost of parts and consequently increased 
shipment. In a user’s point of view, Bluetooth has the advantage due its easiness and 
effectiveness since it enables the wireless interface to a cellular phone or other 
devices at low power consumption [3-6]. 

2.2   Security Requirements in forming an Expanded Type of Piconet 

Bluetooth is convenient because it can be applied to various types of environment. In 
particular, the availability of forming a small network as described in the previous 
paragraphs is one of the many advantages of Bluetooth.  
Nevertheless, there are still problems and constraints in the application method to the 

new environment such as the Ubiquitous and sensor networks and the increasing 

                                                           
1  This research was supported by the MIC(Ministry of Information and Communication), 

Korea, under the ITRC(Information Technology Research Center) support program 
supervised by the IITA(Institute of Information Technology Assessment). 
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number of mobile devices per person with the generalization of those devices. 
Accordingly, if the individual oriented piconet is formed, the restriction of the 
existing piconet is unavoidable. And a new method to complement this restriction is 
the forming the expanded type of piconet. The expanded piconet enables the 
formation of a piconet regardless of the number of slaves. Accordingly, it is a method 
of overcoming the restriction in the number of slaves in case of expanding the piconet 
to the scatter net. Hence, the following security requirements should be satisfied to 
form a safe and effective piconet that overcomes the restriction regardless of the 
number of slaves: 

• Mutual authentication: In addition to the mutual authentication in the process of 
setting Bluetooth’s initial security key lock, a safe mutual authentication process 
on the expanded piconet is required.  

 Mutual authentication between masters: Mutual authentication 
between masters is divided into two, i.e., authentication in the same 
level and authentication in the lower level. It should be executed 
separately from the authentication in the process of setting the key in 
the existing Bluetooth communication.    

 Mutual authentication between the master and slave: A new 
mobile device in the expanded piconet should engage the piconet in a 
safe process of mutual authentication in the expanded piconet. 

• Confidentiality and integrity: To guarantee the confidentiality and integrity of the 
security requirements in the group communication process, various cryptograph 
algorithm and hash functions should be used. 

• Key updating range: Considering the characteristics of mobile devices with 
frequent withdrawal and use of a group key with its updates, the key updating 
range should be restricted to the mobile device that is to withdraw from the current 
group 

• Security of participants against seceders: Even if seceders occur during group 
communication, the security of the group participants should not be breached by 
the security weakness induced by the seceders. 

• Effectiveness: Considering the restricted space of the wireless environment and 
the computing capacity, the effectiveness of the computation and communication 
volumes should be maintained. 

3   Analysis of the Existing Method 

a.   Analysis of the Weakness in the Network of Bluetooth Communication 
Bluetooth network is created for a special objective, and all the devices are connected 
to each other wirelessly. For individual devices, the distance between devices 
becomes an issue for receiving direct messages from other devices during the 
broadcasting of messages. 

It has characteristics of movement when mobile devices move into and out of the 
communication area of other devices. It is a network for very special purposes 
regarding the characteristics of forming a network using Bluetooth technology and its 
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structure is susceptible to attacks. Likewise, it requires a very complex security 
system [5-8]. 

These kinds of security issues for the Bluetooth network can be divided into the 
independence of systems, authorization and key management, and confidentiality and 
integrity. 

b.   Independence of Systems    
Every device in the network formed by Bluetooth depends mutually on the messages 
broadcasted. At the same time, the methods are very weak against the Denial of 
Service (DoS). For example, any individual can attempt to intercept or tap the 
information broadcasted. Moreover, this individual can identify the sender 
transmitting messages in the network by transmitting incorrect information into the 
network. Hackers can track the sender who transmits messages in two networks by 
attacking the routing protocol. Likewise, the change in routing protocol can induce 
the change in topology. The Bluetooth devices change the power mode frequently 
when the devices are not active to reduce power consumption. A hacker can attack the 
power status of the devices to make them active, thereby requiring more power 
consumption which leads to power off eventually.  

c.   Authorization and Key Management 
Authorization and key management is important in keeping the Bluetooth network 
safe. Strict authentication is required in an ad-hoc network to all possible types of 
attack, based on the technology of authentication and key management of a trusted 
third party. 

d.   Confidentiality and Integrity 
Confidentiality and integrity are weak in the Bluetooth network. Confidentiality can 
be maintained using authentication and encryption. In wireless communication, 
hackers can acquire transmitted messages without encryption very easily. 
Confidentiality and integrity can be considered simultaneously.  

4   The Proposed Scalable Bluetooth Piconet for Secure Ubiquitous 

The method suggested here is a safe and effective communication method for 
complementing the weakness of the piconet formed by Bluetooth. It restricts the 
number of slaves in its Bluetooth application in wireless, near field communication to 
a new network environment. The suggested system consists of the objects of 
Bluetooth masters and Bluetooth slaves. 

4.1   System Parameters 

The following describes the system parameters of the key management method 
enabling free subscription and withdrawal of mobile devices in the Bluetooth 
environment.  
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* : (Bluetooth Master(M), Bluetooth Slave(S), Bluetooth slave which is to withdraw 
from the piconet (DEL)) 

jP , jQ  : The arbitrary public key generated by the piconet master; private key pair 
(one of the j number of public key pairs arbitrarily generated in piconet). 
e , β , k , α , r  : Pseudo random number  

()H  : Secure Hash Function 
()E : Block cipher  algorithm 

n  : System coefficient that center server exhibits 

*T  : Time Stamp 
ADDRBD _  : 48bit Bluetooth address 

uqestConnection Re  : Connection Request Message 

stateMD  : Mobile Device State 

wM , resM  : Mutual authentication message in piconet slave; the response message 
to the mutual authentication message  

*ID  : Identifier with Master and Salve ( ni ,....,2,1= ) 

*AID  : Middle value of Slave’s 

4.2   Protocol of the Suggested Method 

a.   Group Initialization 
The Bluetooth piconet master performs the initialization step for piconet group 
communication by computing the unique ID list of each slave using the slaves in the 
current piconet and the public BD_ADDR of the established combination key and 
slaves. 

111
)_( SSS AIDADDRBDnkeyCombinatio =⊕  

11
)( SS IDAIDH =  

The total Slave ID list I is as follows: 

),....,,,(
7321 SSSS IDIDIDIDI =  

b.   Steps for the New Slave Device When Subscribing to a Group  
When a new mobile device wants to subscribe to the existing piconet as a new entity, 
the corresponding slave updates I of the piconet master should be added after the 
authentication process and the generation of the initial security key to approve the 
mobile device as a new piconet entity.  

c.   Piconet Communication Steps 
 Bluetooth master computes 

1SID  by generating I’ excluding slave device ID in 
the whole ID list I for communication with mobile devices corresponding to 

1SID  in 
each slave in the same piconet 

),....,,(' 732 IDIDIDI =  
))'()(('

1
IHIHIDS −=  

 Bluetooth master generates the pseudo-random number Mα  and computes 

Mw as follows: 
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nw SID

MM mod
1
1

−

= α  

Based on these contents, the Bluetooth master of piconet transmits Mw  and Mα  
to the slave (

1SID ). 
 The Bluetooth slave (

1SID ) receives Mw  and Mα from the Bluetooth master 

in the piconet, computes 
1Sw , and sends 

1SB  and 
1ST  to the Bluetooth master 

accordingly. 

nw SID

MS mod
1
1

1

−

= α  

11
*1 SS rIDy =  

nwB y
SS mod1

11
=  

 Upon receiving 
1SB  and 

1ST  the master generates the arbitrary j number of the 
arbitrary group key pairs, selects the arbitrary group key pair (

11
, SS QP ), and sends it 

to the corresponding slave after encryption with session key 1C . 

nC Ss AIDr

M mod
)(

1
1*1α=  

(Verification nnnwnB sSSS r

M

rIDID

M
y
SS modmod)(modmod 111

1
11

11

)*( αα ===
−

) 

Following this process, the Bluetooth master executes the subscription steps by 
adding a Bluetooth slave to the corresponding piconet. 

d.   Piconet Withdrawal Steps 
A mobile device that withdraws from a piconet sends messages, requiring withdrawal 
from the piconet to the corresponding piconet master device. 

 A device intending to withdraw executes the withdrawal steps by computing 
VDEL and sending VDEL and TDEL to the corresponding master.  

))((
1 DELDELCDEL nkeyCombinatioAIDHEV ⊕=  

Upon receiving VDEL and TDEL, the Bluetooth master does the XOR operation 
and verifies the identity with the BD_ADDRDEL conforming to the corresponding ID.  

DELDELDEL ADDRBDAIDnKeyCombinatio _)( =⊕  

)_()( DELDELDEL ADDRBDHAIDnKeyCombinatioH ≡⊕  

Piconet withdrawal service is accomplished by deleting the corresponding ID of the 
Bluetooth slave corresponding to the generated BD_ADDR from the whole ID list I.  

e.   Initial Setting Steps for the Expanded Piconet 
It is an initial step for expanding the piconet to accept the 8th valid mobile device for 
a piconet when the maximum number of slaves for the piconet is set to 7, and the 8th 
valid mobile device requests for connection to the piconet. 

 The 8th valid mobile device sends the connection request message and its 
8SP to 

the corresponding master. 
 Upon receiving the connection request, the piconet master checks the 

8SP and 
the connection request message of the 8th valid mobile device. It then sends the 
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broadcasted message requesting for the status of its piconet slave (power status, 
computing performance, memory). 

 Upon receiving the broadcasted message, the corresponding piconet slaves send 
the required messages of the power status and computing performance and memory as 

**,VP to the piconet master. 

)||( ** *
TMDEV stateC=  

 Upon receiving the information from the piconet slaves, the piconet master 
compares each information and selects a mobile device with the highest power and 
computing performance and memory. At the same time, it requests for 
communication with the 8th mobile device of the selected one in forming a lower 
piconet. 

)||||,....,||||('
7421 SSSS IDIDIDIDI =  

))'()(('
3 IHIHID −=  

)(
33 MS SCM IDEV α⊕=  

f.   Steps for Establishing the Subordinate Piconet 
The upper piconet slave that received the communication request in forming the lower 
piconet from the upper piconet master executes the initial setting up steps for the 
piconet and establishes communication with the 8th mobile device. 

 The slave assigned to the master device of the piconet executes the 
authentication process by following the initial security key generation process with 
the 8th mobile device. It generates I1 as the master of the expanded piconet master and 
adds it to accept the new mobile device as its own piconet entity. 

3
(1 SIDI = || )

8SID  

 The communication inside the piconet in forming the lower piconet repeats 
steps b to d. 

g.   Communication Between the Upper Master and Lower Master-1 
If the communication between the highest master A and the lower master B (= slave 
3) in the expanded piconet is requested, the following steps are required for the 
initialization of the security communication service: 

 The lower master B selects a random number 
3Sk and transmits it to the highest 

master A. 
 The highest master A receives the random number 

3Sk , computes X , and 
sends the following to the lower master. ( }2,1,0{3 ∈β ) 

)(
33 SSIDHb β⊕=  

ngkX b
S

S mod3

3

β=  

- X can have values of bg , b
S gk

3
, b

S gk 2

3
 according to the value of β . 

 The highest master sends b to the lower master to check the confidential 
information. The lower master computes ng b mod , and 3β  becomes 0 if the 
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computed value is X. Otherwise, it should be checked whether the value ng b mod  
multiplied by 

3Sk  is X or the value ng b mod  multiplied by 2

3Sk  is X to identify the 
value of b. 
 
The Bluetooth security service will be selected according to each s value. 

Security service 1(
3Sk 0): Requests for authorization and authentication. 

Automatic access is allowed only from reliable devices. For unreliable devices, 
manual authorization is required. 
Security service 2(

3Sk 1): Requests for authentication only. Access to the 
application is allowed after following the authentication process. Authorization 
is not required.  
Security service 3(

3Sk 2): Open to all devices. No authentication is required and 
access is automatically allowed. (For the initial connection, security service 3 
applies. If there are continuous connection requests, however, the 
supplementary service of the automatic conversion into security service 1 can be 
supplied). 

The communication initialization process between the upper master and the lower 
master is executed through these steps. 

h.   Authentication for Communication Between Lower Masters in the Same 
Level 

For the communication between lower masters in the same level, they should follow 
the verification process of the upper master. The lower master of the sender 
requesting for communication is designated as A, and the lower master of the receiver 
as B (= slave 3 of the highest master piconet). 

 The lower master A computes 
3Sv  using the Mα  transmitted confidentially 

during the communication process with the highest master in step e.  

nv MS mod2

3
α=  

A lower master calculates the following and sends 
3SX  to the highest master. 

nrX SS mod2

33
=  

 The highest master generates the k-bit arbitrary number 
)),.....,1(),1,0(( kiee ii == and sends it to the lower master A. 

 The lower master A computes 
3SY  and sends it to the lower master B. 

nrY
k

i

e
SSS

i mod
1

333
=

= α  

 The lower master B transmits Y to the highest master with its own ID-1. 
 In executing the verification process, the highest master computes the 

following:  

nvXY
k

i

e
SSS

i mod
1

2

333
=

=  

If the execution process is correct, the result is transmitted to the lower master. 
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The lower master should repeat this process. The mutual authentication  
process through the highest master is executed upon completion of the protocol  
execution.  

i.   Communication Between the Mobile Devices in the Expanded Piconet in the 
Same Level (slave-slave) 

[Detailed step 1] Mutual authentication process 
 The mobile slave 1 in the same level sends the VS1 required for the secure 

communication with the slave 2, mutual authentication message 
1SM and Time stamp 

T1 to the slave 2 device. 

)( 11

11

r

cS gEV =  

ngMHX sr

W mod)||( 1
1 =  

 The slave device 2 performs the decryption for the received VS1 with its own 
individual key and computes the following for verifying the integrity and 
confidentiality followed by the mutual authentication initialization process with the 
slave 1. 

ngMHX sr

W mod)||( 1'
1 =  

If 
′= ww XX , the response message Mres in the authentication message MW of the 

slave 1 is generated and computed by sending VS2, X2, T2 to the slave 1. 

)||(( 2

12

Sr

resCS gMEV =  

ngMHX sr

res mod)||( 2
2 =  

 The slave 1 performs the decryption for the encrypted VS2 transmitted by slave 2 
using its own individual key to verify its confidentiality and verifies the integrity and 
authentication data after generating X2’ and comparing it with the transmitted X2. 
 

[Detailed step 2] Session key setting phase  
The following are the steps for the slave 1 and slave 2 to generate the session key 

after executing the initial steps for mutual authentication:  
 The slave 1 sends ZS1, information for the session key generation for the 

encrypted communication with the slave 2, Cert1 as the public key certification, and 
time stamp T1 to the slave 2.   

)( 111
TrHZ SS ⊕=  

 The slave 2 checks the certification of the public key transmitted from slave 1 
and saves ZS1 and T1 temporarily. The slave 2 then sends ZS2, information for session 
key generation, Cert2 as the public key certification of the slave 2, and time stamp T2 
to the slave 1.   

)( 222
TrHZ SS ⊕=  
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 The slave 1 checks the CertS of the slave 2 from the transmitted value. If it is 
found to be valid, then the slave 1 and slave 2 will generate the session key K as 
follows: 

)||( 2

2

1

1

SS r

S

r

S gZgZHK ⊕⊕=  

5   Analysis of the Suggested Method 

The suggested method has the following security characteristics: 

• Mutual Authentication: In the suggested method, key size inside the piconet is 
nk . Accordingly, safety can be maintained as long as the key size is not 

increased too much.  Hence, an encryption algorithm such as the Elliptic Curve 
Crypto System with an effective key size is expected to be applied. Likewise, 
the issue that factorization in prime factors is difficult is tantamount to saying 
that the (P,V) is safe for mutual authentication of the suggested method. 

• Confidentiality and integrity: The mutual confidentiality in the session key 

generation in forming the piconet can be maintained through the verification 

process ( nnnwnB sSSS r

M

rIDID

M
y
SS modmod)(modmod 111

1
11

11

)*( αα ===
−

). 

In other words, the confidentiality based on the problem of discrete algebra 

using the inverse power of its own ID and the data transmission integrity for the 

messages excluding the broadcasted ones is supplied by the hash function.  
• Key updating range: Considering the characteristics of mobile devices with 

frequent withdrawal and use of a group key with its updates, the key updating 
range should be restricted to the mobile device that is to withdraw from the 
current group. In this suggested method, if the update of the group key occurs 
in the group environment, continuous communication with other devices is 
enabled by deleting the ID of the corresponding devices from the registered ID 
list of the piconet master. The updating range is minimized by introducing the 
updating method after deleting the corresponding mobile devices, which 
withdraw the key updating range using the combination key using 
( DELDELDEL ADDRBDAIDnkeyCombinatio _) =⊕  from the ID list. 

•  Security of participants against seceders: Since seceders from the piconet 
communication cannot compute ID-1 in generation of the session key C for 
every session, it cannot compute the corresponding session key. Hence, even if 
seceders occur, security weakness is not revealed when communicating with 
the current participants. 

• System independence for guaranteeing safety against any attack on power 
consumption: The suggested method can guarantee safety against any attack on 
power consumption, which is anticipated in the Bluetooth network. 
Specifically, even if the hacker’s device requests for a connection using 
continuous power consumption, it can be protected by registering the 
BD_ADDR of the unauthenticated mobile devices in the process of security 
service setting with Bit Comment method and shutting it out early.  
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• Effectiveness: For the wireless method, the suggested method keeps the 
exponential computation to the minimum and tries to increase the effectiveness 
based on the hash function and XOR computation. 

Table 1 compares the existing method and the proposed method, and shows the 
analysis results.  

Table 1. Analysis of the proposed scheme 

Security Requirements Bluetooth spec v1.1 Proposed scheme 
Master and Mater Δ O Mutual 

Authentication Master and Slave Δ O 
Transfer Data Δ O Confidentiality and 

integrity Store Data Δ O 
Key updating range × O 

Security of participants against seceder × O 
System independence for guaranteeing safety 

against any attack on power consumption 
× O 

Effectiveness Δ Δ 

[× : Danger, Δ : Vulnerabilities, O : Secure] 

6   Conclusion 

For the Ubiquitous as the next generation IT technology, Bluetooth as a wireless near 
field communication technology is applied as a new technology element and studied 
extensively. To enable Bluetooth to complement the weakness in the beginning and 
encourage a new way of adoption, studies on the method of complementing the 
weakness of the Bluetooth technology is essential. 

Accordingly, this paper suggested a new type of method after analyzing the 
weakness of the existing Bluetooth technology. It defines a piconet as a new group if 
a new network is formed and extended in the piconet even though it is not expanded 
to the scatter net. In addition, in case a safe configuration is required, an effective and 
safe method is described by showing the new contents of the subscription, 
withdrawal, and update. It is expected that various types of studies on safety issues 
should be continued particularly on the implementation and application of the 
methods suggested in this paper and the different types of group safety requirements 
in the future. 
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Abstract. There have been cases reported for the new threats from mobile 
phone technologies and it has raised the awareness among the technology and 
antivirus vendors. Malicious programs such as Viruses, Trojan, and Worms 
have been created and targeted at mobile phone. This paper discusses the 
possible attacking model on mobile phone adapted from malicious attack on 
computer. It also presents the types of attack and appropriate solution model for 
mobile phone. A prototype of the simulation of malicious software and 
detection software on mobile devices is developed and the results of applying 
this approach to simulated malicious software and detection software on mobile 
device are also presented.  

1   Introduction 

Computer viruses are well-known and dangerous risks to today’s corporate computer 
environment. Related threats include other forms of destructive programs such as 
network worm, Trojan horse, Bacteria, Logic Bomb, Password Catcher, Trapdoors 
and war. Collectively, they are sometimes referred to as malicious program. Loss of 
data and crashed email servers are the main elements left in the wake of any virus 
attack [1], [2]. 

Another field, which could be affected by malicious program, is mobile phones. 
Incredibly fast development of wireless technology will soon turn them from an 
ordinary tool of voice transaction into a universal mobile communications portal with 
the rest of the world. Mobile phones will be powered with all features of modern PCs 
connected to the Internet. They will be equipped with operating system, text editors, 
spreadsheet editors and database processors similar to modern ones. Finally, users 
will have the ability to exchange with executable files. As exactly as it is with PCs, 
some of them may contain malicious programs [3], [4]. From previous research 
carried out by Gupta, V., & Gupta, S. [5], new wireless technology has opened up 
new exciting opportunities in the mobile e-commerce market such as financial 
transactions and online purchasing, with sensitive data transfer using mobile phones, 
thus security is one of the most important issues to be considered on this new service. 

Viruses have been created to exploit vulnerabilities on mobile devices. The first 
mobile phone virus, a worm named Cabir, running on Symbian OS mobile phones, 
was discovered on 14th June 2004. Although this virus have not spread wildly, and are 
only a minor threat, they clearly demonstrate that mobile devices have become a 
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target for virus writers [6]. Subsequently, the finding of security flaws in Bluetooth 
enabled devices has explored the growing concern over the vulnerability of mobile 
phones. Bluejacking and bluesnarfing are the two forms of new intrusion. Bluejacking 
is a technique of sending anonymous messages to Bluetooth enabled device and 
bluesnarfing allows attackers to hack in and download data stored in mobile phones 
such as contact details and diary entries without leaving any trace [7]. 

The experts have warned that when mobile phones become more intelligent and 
powerful, the risk of mobile virus infecting mobile phones increases [3], [4], [8]. The 
development of standard technologies in mobile networks and the ability to constantly 
connect to the Internet, offer many Internet-based functionalities and services. It is 
anticipated that by 2005, mobile networks will be hit by a malicious program costing 
approximately $471 million for every five million users affected [9]. 

This paper discusses the potential threats of mobile phone and proposes an 
appropriate solution against malicious attack.  It discusses the existing mobile phone 
threats including potential malicious attacks and suggests a solution model against the 
attacks. It also demonstrates the ease that certain types of malware (malicious 
software) can be implemented on a mobile phone and a proof-of-concept solution 
program is presented. 

2   Present Mobile Phone Threats 

The security challenges in the mobile environment are similar to the problems we 
have encountered in the PC world. Open platforms are becoming popular in 
smartphones, for example the Symbian operating system is used in more than 20 
million mobile phones at the moment. Mobile phones are vulnerable to new forms of 
attack as they become more powerful in their capabilities.  

Virus creators also exploit the vulnerabilities of Bluetooth enabled devices that could 
lead to explore others’ personal data. Hacker can steal confidential data and retrieve the 
complete memory contents of the mobile phone including pictures and text messages. 
Bluetooth enabled mobile phones are easier to target because the system are designed to 
accept external connections from simple electronic devices. Bluejacking and 
Bluesnarfing are just 2 types of attacks on Bluetooth wireless technology. 

Bluejacking is a technique of sending anonymous messages to other Bluetooth 
enabled device and receiving authentication response. The system becomes 
vulnerable as soon as the information exchange succeeds and all the data on the target 
device become available to the originator. On the other hand, bluesnarfing is an act of 
stealing and downloading data such as telephone number by hacker without alerting 
the owner of the target device. The undetected attack is affecting a number of popular 
models of mobile phones manufactured by Ericsson and Nokia.  

In June 2004, the world’s first mobile worm called “cabir” has been discovered. 
The worm was developed by an international group of hackers and was anonymously 
sent to experts in various countries. It replicates on the Symbian operating system 
used in several models of mobile phones made by Nokia, Siemens and Ericsson. It 
shortens the device’s battery life by constantly scanning for other Bluetooth enabled 
devices. Although the worm will not damage a phone or its software, it is anticipated 
that more similar or worse threats are just waiting to emerge. 
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3   Potential Mobile Phone Threats 

To discover new threats to mobile phones, we should mirror the development of 
malware (malicious software) on computer, which can duplicate attacking model for 
mobile phones technologies. It is likely that we will also see new kinds of attacks: 
malicious program in games, screensavers and other applications, resulting in false 
billing, unwanted disclosure of stored information, and deleted or stolen user data. 

3.1   Trojan 

The primary concern of malicious attack is from Trojan applications. Nowadays, it is 
very common to find a computer Trojan that transmits spam emails to Internet user 
[10]. This will interrupt network performance and create lots of inconvenient issues to 
user, but generally involves no direct cost to the user. However, a similar Trojan on a 
phone could impose a heavy financial penalty on the consumer. In next section, it 
shows a Trojan application that sends SMS messages without any notification. These 
messages could be used to spam other users at random, or could be targeted at users 
stored in the phonebook. Such Trojans could be further developed, again requiring 
little programming effort, to send their messages to reverse billed numbers, generating 
revenue for the developers. For example, an application that sends messages at a rate 
of $1/sms, if the infected application runs for an average of 100 SMS/day, it would 
cost user $100/day. Consumers will only receive mobile billing after 30 days before 
the mobile owner realizes that his phone has been infected by malicious program.  

3.2   Worm 

The second area of attack is to develop a self-replicating mobile application. This type 
of malicious program can be developed from a Trojan by attaching a copy of itself to 
the MMS messages. For such viruses to work, interaction with the message recipient 
is required. But one thing for sure is that MMS message service does not allow any 
application file to attach with it for this moment [10]. 

3.3   Virus 

Virus is the most destructive program designed to damage files or otherwise interfere 
with the mobile phone's operation. Similar attacks can be developed for other 
nefarious reasons, such as copying the contents of the phone’s address book and 
sending them elsewhere, corrupting or deleting the numbers in the address book, 
blocking incoming call, and a whole host of other denial of service attacks [10].  

4   Developing a Simple Mobile Phone Attack 

For this section, we are not going to elaborate how to develop all of the malware 
application described in the previous section, but will outline the development of a 
simple Trojan implemented for the Symbian operating system, as an example of the 
ease with which such a form of malware can be developed. This application consists 
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of a simple graphic user interface with a Trojan embedded within the code that sends 
an SMS to the first contact number in the phonebook when the function has been 
executed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Diagram 1 is a pictorial representation of malware’s behavior and attack model on 
Symbian operating system. When the Trojan application has been executed, “EXEC”, 
it will retrieve the first contact from phonebook, “READ CONTACT”, and create a 
SMS message entry for it, “MSSG CREATED”. This message will be scheduled to 
send out for the contact owner. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 and 2 illustrate the Trojan application interface and the sent message as it 
appears in the Sent Message folder after it has been scheduled to send out. 

SENT 

Phonebook->ReadContactL(); entry->CreateL(newEntry.wait->iStatus); 

sendOptions->SetDelivery(ESmsDeliveryImmediately); 
header.SetSmsSettingL(*sendOptions); 

READ 
CONTACT

MSSG 
CREATED 

 

EXEC 

 

Fig. 1. Malware interface Fig. 2. SMS message 

Diagram 1. Malware attack model 
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This application can hide behind any program or software, when it has been 
triggered, similar malicious activity will happen. As discussed in previous section, a 
more malicious attack is the one that continually sends messages without user 
acknowledgment; which will bring high financial cost to the user. 

5   Proposed Solution Against Mobile Phone Attack 

The security issue about mobile phones’ threats has awakened the awareness of security 
software provider and also the mobile phone manufacturer. At present, at least three 
software companies have released personal security software for emerging smartphones, 
which are exposed to the attack of a new wave of phone viruses. F-Secure is one such 
firm, selling antivirus and encryption software for smartphone operating systems made 
by Palm, Microsoft and the Symbian platform common in Europe. 

5.1   Antivirus Techniques 

In order to propose a good solution for mobile phone attack, we should examine how 
the current computer antivirus software works. We’ll start with some common 
antivirus techniques and find an appropriate solution for this case. Three different 
antivirus techniques that are used to locate and eliminate viruses will be discussed. 
These include scanning, behavior checking and integrity checking. Basically, the 
scanner searches for specific code, which is believed to indicate the presence of a 
virus, behavior checkers look for programs that do things that viruses normally do and 
integrity checkers monitor for changes in files [10]. 

Scanning. Scanning for viruses is the oldest and most popular method for locating 
viruses. Back in the late 80’s, when there were only a few viruses floating around, 
writing a scanner was fairly easy. Today, with thousands of viruses and many new 
ones being written every year, keeping scanner up to date is a major task. For this 
reason, many professional computer security scanners are obsolete and not useful. 
However, scanners have important advantages over other type of virus protections as 
they allow one to catch a virus before it ever executes in your computer [10]. 

Behavior Checker. Behavior checkers watch your computer for virus-like activity, 
and alert you when it takes place. Typically, a behavior checker is a memory resident 
program that a user loads in the AUTOEXEC.BAT file and then resides in the 
background looking for unusual behavior [10]. 

Integrity Checker. Typically, an integrity checker will build a log that contains the 
names of all the files on a computer and some type of characterization of those files. 
That characterization may consist of basic data like the file size and date/time stamp, 
as well as a checksum. Each time the user runs the integrity checker; it examines each 
file on the system and compares it with the characterization it made earlier [10]. 

5.2   Proposed Solution 

In this paper, behavior checker will be the proposed technique to apply in the mobile 
phone platform where it can detect malicious activities appeared in the system. Over 
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the years, this technique has evolved when antivirus vendors moved their direction 
into behavior checker technique to overcome the limitation of current antivirus 
software [11]. Behavior checker does not require virus pattern for detection but it 
monitors activities or behavior of application running in the system. Misuse detection 
method will be used for the above-mentioned solution where it detects attacks as 
instances of attack behavior [12], [13]. This approach can detect known attacks 
accurately and generate low false alarm rate. So, misuse detection needs to package 
with a list of known attack behaviors in a particular system. This method is efficient 
because mobile phone features are quite limited and it is easy to compile a potential 
attack behavior list for detection purpose. 

We will present a proof-of concept solution program based on the malware 
behavior created in previous section. Both the program will be tested in Nokia Mobile 
Phone running Symbian operating system. Symbian OS uses message type modules 
(MTM) to define message types. Each MTM is composed of four classes that are used 
as base classes for specific message handling implementation. Whenever any 
application wants to use any of the messaging functionality it needs to create a session 
with the message server. A detector application can observe all the sessions that have 
been created with the message server and then monitor all the message events that 
take place in a session. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ACTIVATE 

MONITOR 

iStateAgent = msv_xsysagtActObj::NewL(); 

TApaTaskList iTaskList(CEiKonEnv::Static()->WsSession()); 
TApa Task iThisTask = iTaskList.FindApp(KUidxsysagtApp); 

RESPONSE 

iSuspectAppList = new (ELeave) CDesCArrayFlat(AAppCount + aProcCRSession.GetAllApps(); 

SUSPENCE 
& LIST 

 Diagram 2. Simplified Malware Detection Model 
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Diagram 2 is a pictorial representation of detection model for proposed solution for 
mobile phone. When detector application has been activated, “ACTIVATE”, the 
detector engine will be started and sits behind the system to monitor activities within 
the message server, “MONITOR”. The detector application is notified of every event 
that takes place within the session. The message event of interest is 
“EmsvEntryCreated”, which is used to create new entry in any of the folders such as 
the Inbox, Outbox and Sent Items. Whenever “EmsvEntryCreated” events are 
inherited by unauthorized program and detected by the detector, “RESPONSE”, the 
activity session will be suspended and the user will be alerted with a list of suspected 
malware, “SUSPEND & LIST". It shows that when the event is misused by any 
application, the solution should be able to provide fast response on it. 

In Figures 3 and 4, it shows the application interface of detector engine and a list of 
suspected malicious programs for user further actions. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Detection Specification. This proof-of-concept program has shown the detection 
concept based on specific attack behaviors to monitor all malicious activities within 
the message server. Thus, we can detect all the malicious activities occurred. The 
attack behaviors for this program are: 

− monitor any application using message server service without user authorization 
− monitor “EmsvEntryCreated” event within message server sessions  

Any program with this attack behavior will be suspended for further action. This 
solution has proven to provide an accurate detection to any malicious program, which 
tends to send SMS without notification. This solution model can be extended to 
monitor a sequence of events within a session and it can provide a more 
comprehensive detection engine for mobile phone system. 

 

      Fig. 3. Misuse Detector     Fig. 4. Suspected Application List 
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6   Conclusion 

Security impact is an important issue to mobile phone technology in the near future. 
As mobile devices continue to become more prevalent and packed with greater 
processing power and wireless capabilities, they will become a more enticing target of 
choice for virus creators. 

This paper has demonstrated the ease with which malware application can be 
developed and discussed potential threats on mobile phone. The Trojan application 
implemented for Symbian operating system shows its destructive action by sending 
anonymous SMS. From the experiment, the SMS is successfully sent and no security 
protection exists for such malicious activities.  

This paper has proposed an appropriate security solution model on mobile phone 
for future security development. Misuse detection method based on behavior checker 
technique has been applied to a solution program to detect above-mentioned Trojan 
application. This solution has proven to provide an accurate detection to any 
malicious program, which tends to send SMS without notification. Based on a very 
similar solution model, we can add more modules, which help in tracking other 
malicious activity related to the file-system, the contacts database and even the phone 
module. 
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Abstract. To use mobile phone banking, we have to input personal 
identification number, account password and security card number. When it 
comes to the time of using wireless public key infrastructure practically, it will 
be equipped with the four-stage password input system by adding the certificate 
password. In this paper, we introduce DAS4M(Dynamic Authentication System 
for Mobile phone user) password system where the password could prevent 
from being exposed to other people during inputting. To discuss and simulate 
the validity of the proposed system, we develop a mobile application which is 
operable on the WIPI mobile platforms. The proposed system enhances the 
exposure rate of the password compared to the incumbent mobile phone 
banking password input system up to more than 84 times. Moreover, through 
the experiment with the usability which has the tradeoff relationship with the 
password security in terms of input time, error rate and user response, we can 
observe that it does not make a big difference as a result. 

1   Introduction 

Today with mobile phones, we can make a call, surf the Internet, take the photo and 
listen to the music. In addition, we can bring the bank in it online. The mobile 
banking, which offers all services in a bank, makes it possible anytime anywhere to 
deal with all services such as banking service, credit card, transportation card and so 
on. Especially as a result, we can expect that the relationship between bank industry 
and telecommunications industry will become mutual cooperative rather than 
competitive; the matching infrastructure of mobile phone banking through the e-
commerce and the popularized mobile device will be implemented; moreover, as 
developmental condition of the new business model has enhanced more and more, the 
popularization of mobile phone banking is expected [1]. 

Even for using the PC banking which can be used most conveniently so far, we 
have to equip the Internet-connected PC and also store the authentication in the PC or 
the external memory. After installing the authentication into the PC, only if we can 
correctly input the authentication password, account password, transfer password and 
security card password, we can eventually use the PC banking. Even if we prepare 
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and finish the long works for personal security, there are still many problems relating 
to the security, and due to the authentication, using the dedicated PC makes it more 
inconvenient.  

Unlike the incumbent PC banking which requires the knowledge of the PC and the 
Internet, the mobile banking where all of the banking serviced can be provided by 
making a call with the hot keys. In order to use the mobile phone banking, most of all 
we have to purchase the mobile phone. On its back side, we have to insert a banking 
IC chip, a hardware lock equipment. The banking IC chip is a smart card which stores 
all of the customer’s personal information and account information and can not be 
duplicated.  To use the mobile phone banking, we must input the three sorts of 
password that are the PIN(Personal Identification Number), banking account 
password and security card password of the banking IC chip. In the near future, if the 
WPKI(Wireless PKI) becomes available, the four stages of password will be 
employed. Despite the drastic forty-year-long development of IT technology, the 
password input system has not been changed that much.  

By the customer survey of mobile banking users, their most urgent need is the 
enhancement of personal information protection(63.1%)[2]. It is the password for 
protecting the personal information that is regarded as the most important personal 
information. In this paper, we define a new scheme for the authentication systems 
called DAS4M(Dynamic Authentication System for Mobile phone user) password 
system. DAS4M is a password system which can block the leakage of the personal 
information or password to the other people during inputting. We propose a system 
which has been developed on the WIPI platform with the mobile JAVA application 
and analyze its security and usability.  

This paper is organized as follows. In Section 2, we define the kinds of the 
authentication system including the password method and the kinds of security 
attacks. The DAS4M is defined in Section 3. We demonstrate implementation of 
DAS4M on WIPI platform and analyze them in Section 4. Finally, in Section 5, we 
make a conclusion. 

2   Authentication System 

The password in mobile phone banking is a media for authenticating the user. In this 
paper, we estimate the value of password-based authentication system in terms of 
authentication system and the value of the research about it. In addition, we present 
the patterns of the security attacks and introduce the enhancing way of the password 
system.   

2.1   Kinds of Authentication System 

The authentication or identification process is a process to assure the identity of the 
user before login the designated system[3] and the user authentication is a procedure 
that makes sure that the user approaching to the system is the right user. The user 
authentication is applicable to the practical areas such as the Intranet system, access 
control system, Internet solution, system, access control to resources, and so forth.  
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There are three ways for the user to prove the identity to the server. Like a smart 
card or an authentication token, the user just gets and uses them. Second, there are 
ways which use the biometrics like finger prints or voices. Last there is the mixing 
ways which use both. For the first way can be classified into three systems: password-
based system, symmetric key cryptography-using challenge-response system and 
private/public key-using digital signature or zero-knowledge system. For its 
convenience, the password-based system is the most popular among them so far 
because it just requires for the user to input only the name of the user and the 
password by the user[3].  

2.2   Patterns of Attacks on Authentication Systems 

The well-known attacks which must be guarded in the authentication system 
include[4,5]:  

1) Replay attack: The attacker replicates messages sent in past and resends them at a 
later time to verifier. 

2) Pre-play attack: The attacker determines a message from the recorded messages in 
past communications for current communication. 

3) Off-line dictionary attack: The attacker replicates past communications, and then 
examines a dictionary in search of a password that is consistent with the recorded 
communication. If such a password is found, the attacker concludes that this 
password is applicable in an attack.  

4) On-line dictionary attack: The attacker repeatedly chooses a password from a 
dictionary and tries to use it in order to impersonate as the user. We do not 
consider this attack, because there are practical ways of preventing the attack 
[6,7];. 

5) Server compromise attack: The attacker acquires sensitive data stored at the 
verifier to impersonate as a user [6]. 

2.3   Research Scheme of Password-Based Authentication System  

The password system is the most widely spread entity authentication system because 
of its advantage for the performance including implementation, usability on the Web, 
price, and so on. The attacks which must be guarded in the password system include 
password disclosure at the system which allows on-line dictionary and shoulder 
surfing attacks. 

In an on-line dictionary attack, an attacker repeatedly picks a password from the 
dictionary and tries to use it in order to impersonate as a user. One way of preventing 
such the on-line dictionary attack is limit the number of failed runs [6,8]. 

In a shoulder surfing attack, an attacker uses a user’s password, obtained by 
looking over a user’s shoulder when the user is typing the password, in order to 
impersonate as the user [9,10]. 

According to our investigation, three password systems have been presented for 
enhancing the security against the shoulder surfing attack. The first password system 
is that requires a password over the fixed length [11]. The second password system 
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displays the alphabets on the interface in randomly selected order repeatedly, and a 
user selects his alphabet in the displayed alphabets [12]. The last system displays an 
image on the interface, and a user selects his/her portion on the image repeatedly [13]. 
In these password systems, the attacker learns a user’s alphabet exactly if only the 
attacker looks over the user’s shoulder when the user inputs the alphabet. 

The password input system in mobile phone banking should be guaranteed the 
safety against the shoulder surfing attack and designed for the convenient use.  

3   Dynamic Authentication System for Mobile Phone User 

3.1   The Present Password Usage in Mobile Phone Banking 

For mobile phone banking, three kinds of password must be tap in like the Fig.1. 
While tapping in the password code in the keypad of the mobile phone, the shoulder 
surfing attack happens. Moreover, in the current technology, the system is easily 
exposed to the shoulder surfing attack due to the same tap-in characters to the real 
input character while tapping in the right codes in the keypad. 

 

Fig. 1. Password Input Screen in Mobile Phone Banking(three processes) 

3.2   Dynamic Authentication System  

The Dynamic Authentication System(DAS) is a scheme proposed in the our previous 
work for the authentication systems considering the securities against both on-line 
dictionary and shoulder surfing attacks, and also the performance[14]. DAS has been 
defined in Definition 1. 

Definition 1. A authentication system is DAS if it satisfies: (1) The security against 
the on-line dictionary attack is the same as that of the password system; (2) The 
interface consists of the cells, and each cell contains its own alphabet in randomly 
selected order without replacement; (3) An attacker of a shoulder surfing attack can 
learn user’s alphabet only if the attacker has remembered all alphabets, contained in 
the cells, in the order; (4) The performance is to be as near as possible to that of the 
password system. 
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3.3   DAS 4M 

Dynamic Authentication System for Mobile phone user(DAS4M) is a extended 
version of DAS for the mobile phone users. The definition of the DAS4M can be 
described as follows. 

Definition 2. DAS4M satisfies the following four factors : (1) The entered password 
is determined by position of  keypad corresponding to keypad arrangement on the 
mobile phone display; (2) The arrangement of the keypad on the display get changed 
randomly; (3) The display which shows the arrangement of keypad disappears before 
inputting password; (4) The designated arrangement of keypad can be shown to 
confirm at any time and use the # button as the function key; (5) The rearrangement 
of the keypad is possible anytime by pushing the “*” button. 

We develop the demonstration application in order to estimate the real applicability 
as well as to keep safe against the shoulder surfing attack.  

4   Demonstration Application 

4.1   Environment 

Mobile platform implies a software system which has a right API(Application 
Programming Interface) applicable to mobile applications, or other developing 
environments. The mobile platform consists of two platforms at large: for 
downloading the application and for developing the device. The former is called 
wireless Internet platform and its popularized kinds are Sun Java, Qualcomm BREW 
and WIPI. The latter platform is known as Microsoft Windows Mobile for 
Smartphone, Symbian OS, PalmOS, Ericsson Mobile Platform, etc. 

WIPI  Run-time Engine

Basic API (and Extended API)
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Fig. 2. WIPI Platform Architecture 



 Mobile Password System for Enhancing Usability-Guaranteed Security 71 

 

WIPI(Wireless Internet Platform for Interoperability) is made by KWISF(Korea 
Wireless Internet Standardization Forum). WIPI is a mobile standard platform 
specification providing the environment for application program loaded on the 
wireless devices[15]. WIPI platform has the conceptual structure like Fig. 2. By 
exploiting the WIPI API, the applications such as email, game, CSP-WIPI can be 
developed[16]. 

4.2   Application of DAS4M Based on WIPI Platform 

In this paper, DAS4M is implemented on specification of WIPI version 2.0. DAS4M 
is simulated on KTF WIPI Emulator[17] as a mobile application using WIPI Basic 
API. Since DAS4M is abiding by the standard, a mobile phone banking user can use it 
regardless of telecommunication companies in Korea. 

 

 

                                                                             

Fig. 3. Process of inputting the account password using the DAS4M 

For instance, the process of inputting the account password “6742” into the 
application of DAS4M is depicted in Fig.3,  The message asking the account 
password appears.  After pushing the “#” button, the random arrangement of the 
keypad is shown on the display. The user after seeing the display has to remember the 
position of the series of the number “6742”. While pushing the “#” button, the 
arrangement of the keypad can be checked; whereas, it will disappear after releasing 
the “#”button. The user must push the button “5” for “6”, “2” for “7”, “3” for “4” and 
“6” for “2”. Just in case of forgetting the arrangement of the keypad, push the “#” 



72 S. Lee and S. Park 

 

button. During the completion of one account password input, the arrangement of the 
keypad should observe the same arrangement. Pushing the “*” button makes the 
rearrangement of the keypad randomly.  Push “5236” button after disappearing the 
display.  After inputting “52” for “67”, in case the user could not remember the 
position of “42” on the keypad, while pushing “#” button, double-check the 
arrangement of keypad like the past procedure.  After entering “52” for “67”, in 
case the user could not just forgot the position of the keypad and want to the new 
keypad arrangement, push “*” button. Based on the new arrangement, to input “42”, 
push “49” button.  

4.3   Security and Usability of DAS4M 

To show the validity of the proposed DAS4M, we test and compare the security and 
the usability of mobile phone banking between using DAS4M based mobile phone 
banking and the traditional password system based mobile phone banking. We 
experimented following sequence. First, we offered different twenty kinds of four-
digit numbers of passwords to twenty college students and evaluated the test result. 
Then we thought them how to use the proposed system. Finally, we also gave them 
another different twenty kinds of four-digit numbers of passwords and evaluated test 
result.  

We mainly focused on the on-line dictionary attack and the shoulder surfing attack 
as presented in section 2.3. Therefore, we tested the security when inputting the three 
passwords (PIN password, security card password, bank account password). In Table 
1, “same” means that there is no difference between the traditional password system 
and the DAS4M in terms of the exposure to the on-line dictionary attack. When 
entering the password where nothing blocks the view of person peeping at the display, 
in traditional password system, the password exposure rate is 92.4%; on the other 
hand, DAS4M is only 1.3%. When user does not input the password right after the 
disappearing of keypad arrangement or user does change the keypad arrangement 
frequently, the exposure rate converges to 0 %.  

Table 1. Password Security Exposure Rate(Mean±Standard Deviation, Min, Max) 

Password security items Traditional Password DAS4M 

On-line dictionary attacks Same Same 

Shoulder surfing attacks 92.4±1.8, 89, 96 1.3±2.5, 0, 10 

As the usability items, we consider the input time, error rate and the user response. 
Like in Table 2, for the user who is used to using the DAS4M, it takes 4.9 seconds to 
input, the probability of wrong input is around 15.1% and we observe that the user get 
attracted to the DAS4M as the usage time goes by. Compared to the traditional 
password method, DAS4M has the big standard deviation due to the individual 
variations.  
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Table 2. Password Usability Items(Mean±Standard Deviation, Min, Max) 

Password usability items Traditional Password DAS4M 

Before 
learning 

2.4±0.4, 1.7, 3.2 7.3±1.7, 5.1, 12.3 Input times 
(second) After 

learning 
1.6±0.3, 0.9, 2.3 4.9±1.5, 3.8, 10.6 

Before 
learning 

9.4±1.2, 7, 12 58.9±14, 31, 78 
Error rates 

(%) After 
learning 

5.2±1.7, 2, 8 15.1±3.6, 11, 24 

Before 
learning 

Cumbersome Interesting but difficult 
User 

Response After 
learning 

Cumbersome Relieved 

5   Conclusions 

We introduce the DAS4M password system in mobile phone banking by enhancing 
the incumbent password system which is fragile against the shoulder surfing attack. 
From the experiment, we present that the password exposure rate can be dramatically 
reduced. Compared to the traditional password system, it is a little inconvenient in 
terms of the usability but it has favorable comments from many users. In addition, 
there is a problem that the user who does not get accustomed to the new DAS4M 
password system was prohibited from using the mobile phone banking service on that 
day and had no choice to go to visit the bank. However, this can be resolved by 
widespread use of DAS4M. 
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Abstract. To provide ontology-based context understanding services
in the embedded application areas, efficient ontology document man-
agement schemes are required. Even though some related systems have
been developed, they are not appropriate for the embedded system en-
vironment with some limitations on memory, disk space and computing
power, such as home networking, telematics and intelligent robotics. In
this regard, we have developed the embedded system-oriented OWL se-
mantic document management system using the relational databases. We
first design a relational data schema appropriate for the OWL documents
and then develop a transformation mechanism to store OWL documents.
Additionally, the RDQL semantic query processor is additionally imple-
mented for the experiments.

1 Introduction

Nowadays, many researchers may take high interests in the context understand-
ing services, and in reality their concepts have been applied to various embedded
application areas, especially such as home networking, telematics, and intelligent
robotics. Because the concept of context-awareness is basically considered to be
enabled by the semantic web technologies [1, 2], most applications which want to
provide context-understanding services may use or adopt semantic web-related
international standards: OWL [3] as a web ontology language and Web Services
for interaction between software modules. For the purpose of context under-
standing services, the way to efficiently store and manage ontology documents
should be discussed first of all. In this paper, we propose a new data schema
refined for embedded applications and develop a transformation mechanism to
store OWL ontology documents to the relational schema.

The XML-based [4] semantic web specification in W3C is composed of five
stack layers [5]: resource description framework, ontology vocabulary, logic, proof,
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Fig. 1. Semantic Web Stack

and trust layer as in Figure 1. Here, only resource description framework and
ontology vocabulary layers are officially standardized as RDF(RDFS) [6, 7] and
OWL, respectively. With RDF and RDFS, we can describe web resources with
simple statements, and also define classes and properties that may be used to
describe other classes and properties as well as web resources. On the other hand,
OWL, a revision of the previous DAML+OIL [8, 9], provides more facilities for
expressing meaning and semantics by extending RDF and RDFS. Within these
semantic languages, a web resource is represented by a simple statement with
a triple data structure (subject, predicate, object). There are several semantic
query languages proposed, for example, such as RQL and RDQL for querying
RDF and RDFS documents, DQL for DAML+OIL documents, and OWL-QL
for OWL documents. Now, RDQL and OWL-QL are considered as de-facto stan-
dards.

The rest of this paper is organized as follows: In Section 2, we describe the
existing semantic web ontology storage systems as related work. We propose our
relational data schema in Section3, and explain the developed ontology man-
agement system in Section 4. Section 5 shows the efficiency of our system by
analyzing the experimental results. Finally, we summary our paper by address-
ing the further work in Section 6.

2 Related Work

The semantic storage systems developed so far are Jena [10, 11], Sesame [12],
Parka [13] and TAP [14]. Especially, Jena and Sesame are noticeable as ontology
management systems comparable with our proposed system. Jena, developed
by HP, is a Java-based semantic web framework in which users can easily build
semantic web-enabled applications. Using Jena, we can store XML-based seman-
tic web documents including RDF, RDFS, DAML+OIL and OWL, and query
the stored documents with RDQL query language. On the other hand, Sesame
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released by Aduna (in cooperation with NLnet Foundation and OntoText) is
basically a storage system for RDF(S) documents, which supports RQL and
RDQL as semantic query languages. Being extended by BOR, Sesame+BOR
can support DAML+OIL documents as well as RDF(S) documents.

Jena stores semantic documents to the supported databases (e.g., MySQL,
PostgreSQL and Oracle 9i) using its own memory-based semantic model. In case
of Sesame, we can also use MySQL, PostgreSQL and Oracle 9i as a document
storage source, and documents can be easily uploaded and deleted by the web
interface. Since Sesame can store only RDF(S) documents, Sesame+BOR by
the help of a reasoner for DAML+OIL and OWL, BOR [15], is used for storing
DAML+OIL or OWL documents. Parka is a RDBMS-based semantic manage-
ment system for managing web ontology documents and processing semantic
queries. However, it is not appropriate for managing large-scale documents be-
cause it can’t store more than about 250 million triples. TAP is similar with
Parka and accessed by Web through Apache module. However, it does not pro-
vide a graph matching mechanism for RDQL semantic queries. It just provides
simple triple matching mechanism using the GetData function.

Notice that Sesame and Jena use directly reflects the main properties of
RDF when building their storage system. In the semantic web, a resource is
represented by a simple statement with a triple data struct (subject, predicate,
object) depicted as a RDF graph. In other words, Sesame and Jena store and
manage RDF documents upon the data schema designed according to the triple
structure. The data model proposed in [16] is also similar to those of Sesame and
Jena. Similarly, [17] makes use of the basis constructs of a RDF document, i.e.,
class and property, for building its storage model. Even though it is very efficient
in a small-scale document management system, its efficiency will be dramatically
reduced for a large-scale one. While the above mentioned systems have been all
designed using existing RDBMS, [18], however, has developed its own storage
system for RDF documents. Because of that, this system is efficient as well as
light when managing resources represented by RDF triples. However, it can’t be
easily extended for managing the DAML+OIL or OWL-based documents.

3 Proposed Relational Data Schema

In this section, we would analyze Jena and Sesame+BOR and then propose
our efficient data schema which is comparable with Jena and Sesame. Table 1
shows the performance comparison between Jena and Sesame. In this Table,
Sesame+BOR is used for the comparison since Sesame is able to store just RDF
and RDFS.

As Table 1 says, Jena just needs 7 number of tables for storing RDF, RDFS,
DMAL+OIL and OWL documents. However, it is certain that Jena is not ap-
propriate for large-scale semantic document storage systems. The reason would
be described in the below.

Jena does not allow users to pose a query to all tables in a database, different
from Sesame+BOR. In the case of Jena, when a document called ’A’ is stored,
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Table 1. Performance Comparison between Sesame and Jena

Jena 2.1 Sesame 1.1 + BOR

number of tables 7 20
number of statements being able to handle small more than 3,000,000

Jena keeps the document in a database by assigning it a graph ID. And then,
Jena processes user queries through the graph ID by building the memory-based
Jena model corresponding to the document retrieved from the database using
the graph ID. Because Jena performs query processing for each document, it is
difficult to support a semantic query for all documents stored in a database. On
the other hand, we in Sesame+BOR can perform semantic queries for the all
documents stored in a database. As shown in Table 1, Sesame+BOR can man-
age a large volume of documents. The basic intention of Sesame+BOR when
managing RDF, RDFS, DAML+OIL and OWL documents is to generate and
store additional information by inference from the original documents. Hence,
Sesame+BOR may store and manage much more information than Jena. Basi-
cally, both of Jena and Sesame+BOR use RDF triple information when storing
semantic documents. Because all OWL constructs used to construct an OWL
document are inherited from the RDF(S) constructs, resources described by
OWL constructs can also be represented by a simple statement with a RDF
triple structure (subject, predicate, object) without loss of information. As a
result, Jena and Sesame+BOR can be considered as good storage system for
managing OWL-formated documents.

Because our goal is to propose a data schema in which OWL semantic doc-
uments can be effectively stored and then efficiently retrieved when querying
the stored documents with RDQL. Because DAML+OIL and OWL are almost
identical semantic document format, Jena and Sesame+BOR systems which all
support DAML+OIL document format and RDQL semantic query language can
be compared with our proposed storage system.

In principle, Jena is designed as single document-based storage system. In
other words, whenever we insert a semantic document to Jena, two tables,
jena gntn reif and jena gntn stmt (Here, n is a graph ID dependent on each
document) are newly generated while other basic common tables are shared as
in Figure 2. In the case of the query processing in Jena, we can query only for each
document while Jena may load it into the memory model. On the other hand,
Sesame+BOR provides the common relational schema which would be shared for
all inserted documents as in Figure 3. Hence, the query can be targeted to the all
data stored in Sesame+BOR system. Here, note that Sesame+BOR’s table will
generally contain too much data because it may generate much more additional
information by inferring from the original inserted document. In this regard, we
think that our proposed storage system would be the same as Sesame+BOR, but
contain as less data as possible without information loss compared to the original
documents. Because of that, we assure that our proposed system be appropri-
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Fig. 2. Jena’s Data Schema

Fig. 3. Sesame+BOR’s Data Schema

ate for embedded systems with the limited resources such as home networking,
telematics, and intelligent robotics.

Because OWL [2] is extended upon RDF and RDFS, its constructs to con-
struct OWL documents are inherited from the RDF(S)’s six core constructs [7]:
rdfs:Class, rdfs:subClassOf, rdf:Property, rdf:domain, rdf:subPropertyOf, and
rdf:range. We design and implement, therefore, our storage system with the re-
lational data schema based on these six core constructs as in Figure 4. Basically,
our proposed schema is based on the following three policies: First, information
loss does not occur during storing OWL documents. Second, the efficiency in
the process of inserting and retrieving OWL information should be importantly
considered. The efficiency of the ontology management system may be mainly
estimated by the cost of semantic query processing. In our consideration, the
efficiency is related to two different factors which are inverse proportional with
each other: the data processing cost in a DBMS itself and the query processing
cost in an inference engine as in Figure 5. To minimize the data processing cost
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Fig. 4. Our Proposed Data Schema Fig. 5. Cost Efficiency Graph

in a DBMS itself, the amount of data stored and the number of tables should
be smaller. On the other hand, much more additional information by the in-
ference processing had better be generated and stored when inserting ontology
documents into a DBMS to minimize the query processing cost in an inference
engine.

As shown in Figure 5, the origin of the coordinate axes may be an ideal
point to be the minimum cost of semantic query processing. Hence, the nearest
point on the graph from the origin is one that we want to find out during
designing and implementing the ontology management system. It is very difficult
to theoretically justify the proposed system may meet the requirements of the
point. We do, therefore, heuristically design our system that can possibly meet
the requirements with the data schema as in Figure 4. Finally, the proposed
ontology management system should be scalable, which means that the system
should be able to cover new ontology constructs to be specified in the future.
Because our schema supports the triple-based graph model with the six generic
ontology constructs mentioned in the above, it can manage ontology documents
built with the newly specified ontology constructs.

According to the above mentioned three design policies, the data schema in
our proposed system is composed of ten number of tables as in Figure 4. Ini-
tially, the contents information represented with the triple data structure in an
ontology document would be stored to the following four basic tables: ont Triple,
ont Resource, ont Literal, and Namespace. The other six tables would keep ad-
ditional information which may be utilized during semantic query processing by
an inference engine. Because semantic languages such as RDF(S), DAML+OIL,
and OWL considered in this paper are all based on the RDF triple-based graph
model, our four basic tables can cover OWL-based ontology documents. Because
the other six tables are originated from RDF’s six core constructs, it is utilized
to infer semantic queries. The key table of the schema is ont Resource. Since
a semantic web document is constructed from describing web resources with a
triple data structure, ont Resource is to be the core table for storing semantic
documents. The RDF triples (subject, predicate, object) from ont Resource ta-
ble are stored in ont Triple and all namespaces are stored in Namespace table.
And, the inferred information from the triple information of resources is stored
to the six tables stemmed from the RDF’s six core constructs.
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4 Development of the Ontology Management System

Based on the data schema designed in the above section, we design and imple-
ment the ontology document management system. Figure 6 shows the overall
architecture of the system which is composed of four components: Database
Generator, Semantic Query Supporter, Inference Engine, and Database. First
of all, the database contains ontology documents according to the data schema
designed in the above throughout the database generator which inserts ontology
documents into the database. The database generator gets an ontology docu-
ment and then inserts it into the database after validating. We can do simple
and semantic queries using the semantic query supporter. For simple queries
meaning simple information retrieval, the semantic query supporter can process
them by directly accessing the database. For semantic queries meaning informa-
tion retrieval by the inference process, the semantic query supporter can process
them by the help of the inference engine. We support RDQL being currently in
the process of the international standard as a semantic query language by W3C.

Fig. 6. Ontology Management System Architecture

5 Experiments

In this section, we compare our system with Sesame+BOR by the several ex-
periments. To show our system’s validity, we evaluate the two systems in the
aspects of the number of stored records and the average query processing time.

Figure 7 shows an ontology document example which defines a class ”USState”
and its corresponding RDF graph. When we insert the document of Figure 2
into Sesame+BOR and the proposed system in this paper, Table 2 compares
two tables containing triple records generated by Sesame+BOR and our sys-
tem, respectively. While the Sesame+BOR system extracts all possible RDF
triple information by inferring the original document, our system generates only
necessary triples based on the RDF graph model as in Figure 7. As a result,
Sesame+BOR may keep much more amount of triple data than our system.
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Fig. 7. Example of an OWL document and its RDF Graph

Table 2. Comparison of the stored triple information

subject predicate object

USState type resource
USState type class
USState subClassOf resource
USState subClassOf USState
USState subClassOf State
USState label USState
USState comment Info.
State type resource
State type class
State subClassOf resource
State subClassOf State

Sesame+BOR

subject predicate object

USState type class

USState subClassOf State
USState label USState
USState comment Info.

Our System

By extracting only the essential triples and removing tables not to keep dupli-
cated data, high efficiency of query processing in a DBMS itself can be achieved.
In case of deleting and updating the stored records, it is certain that our system
is more efficient than Sesame+BOR. As shown in Figure 8, the number of records
generated by Sesame+BOR is almost twice than our proposed system. If we ex-
periment it with much more big and complex semantic documents, we would be
able to find out that our system is more useful for the embedded applications.

On the other hand, to compare the two systems in the aspect of the efficiency
in RDQL semantic query processing, we have measured the average query pro-
cessing time for the five different queries as in Figure 8. The five semantic RDQL
queries are:

- Query 1: Retrieve all subjects satisfying the predicate and object requirements
- Query 2: Query for the immediate descendant relationship
- Query 3: Query for the descendant relationship
- Query 4: Query on the Range and Domain properties
- Query 5: Retrieve all instances for a certain class

We notice that our system can support the query efficiency similar to existing
Sesame+BOR. As a result, our proposed storage system can provide reasonable
query efficiency while keeping as small amount of data as possible.
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Fig. 8. Number of Records Stored and Avg. Query Processing Time

6 Summary and Further Work

Even though several ontology management systems have been developed, they
are not appropriate for the embedded system environment with limitations on
memory, disk space, and computing power. In this regard, we propose a relational
data schema that is appropriate for managing OWL documents in the embedded
environment such as home networking, telematics and intelligent robotics. And
then, the ontology document management system is designed and implemented,
based on the data schema. In addition, several experiments are provided to justify
our proposed system. As further work, we plan to study the way to efficiently
process semantic queries using new inference and indexing mechanisms which
can properly utilize the properties of semantic queries.
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Abstract. The Internet has grown rapidly in the past few years to impact all 
aspects of modern life. While many areas of the Internet such as commerce has 
shown tremendous improvements in providing convenient and complex 
transaction services from shopping to banking, the area of education has seen 
less development in terms of meeting the potential of the Internet for education. 
The number of web sites related to education and the types of educational uses 
have clearly increased on the Internet but the overall consensus is that more 
should be done in the area of using the Internet to enhance the educational 
experience of learners. Many technological innovations have been previously 
touted as a new paradigm for education only to see it disappear from view 
quietly with time. In order to make sure that the vast potential of the Internet is 
fully utilized for education, more structured approach and a change in the 
mindset of educators are needed. 

1   Introduction 

In a relatively short time, the Internet has radically transformed the world in the way 
information is handled and communicated. Every aspect of a modern life is impacted 
from commerce to education by the Internet. Almost overnight, Internet has become 
an essential part of the daily routine of modern life. Everyday, a person can use the 
Internet to shop, read newspapers from around the world, carry out bank transactions, 
watch a TV program, take e-learning classes, socialize with friends, maybe even make 
new friends and so on. There appears to be no limit to what the Internet could be used 
for as more and more interesting and creative uses are found everyday. Rapid 
advancements in both hardware and software technology have truly made the Internet 
an essential part of the knowledge based society. 

From early on, the potential use of the Internet for education was recognized by 
students, educators and researchers alike. The Internet was widely used first in 
universities around the world to help researchers communicate with each other.  The 
natural fit between schools and the Internet appeared to be ideal. The Internet 
possessed the qualities that seemed to be ideal not only for communication but also 
for teaching and learning. The power of the web interface for multimedia information 
presentation coupled with ever increasing computer power to run various types of 
simulation and calculation programs freed the teacher to shift the focus in teaching 
from lecturing to guiding the students. The students could finally be freed from the 
traditional learning methods of passively listening to lectures to actively participating 
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in the discovery of knowledge and understanding. The Internet had the potential to 
provide a new paradigm in teaching and learning that would be available to anyone 
within the reach of the computer connected to the Internet. All at once, the Internet 
was the medium that could transform and provide high quality education to all who 
wished to learn whenever and wherever they are. 

2   Challenges for Internet-Based Education 

In the year 2000, a report [12] was made in the US by the Web-Based Education 
Commission to the President and the Congress of the United States. The report stated 
that while web-based education had extraordinary possibilities, there were key 
barriers that prevented the realization of the full potential. The 7 areas of barriers were 
1) infrastructure, 2) training for educators, 3) research framework for learning on the 
web, 4) online content development, 5) legal issues, 6) online security and privacy, 
and 7) funding to support development. In 5 short years, many of the barriers have 
already been removed or partially removed in the areas of infrastructure, training, 
legal, security and funding.  

For instance, the growth of infrastructure everywhere has been rapid and 
continuous. In Korea, statistics from the year 2002 compiled by the Korea Network 
Information Center [5] showed that more than half of the Korean population, 58% or 
25 million people, use the Internet at least once a month and 96% of them or 24 
million people use the Internet at least once a week. More importantly for education, 
94.5% of all students surveyed from elementary school to college were using the 
Internet and it indicated that almost all students have at least some access to the 
Internet. The usability of the Internet has also improved in recent years with over 10 
million users having broadband access to the Internet which allows more complex 
web pages and multimedia content to be easily accessed and viewed [5]. 

For training, teachers are learning about the basics of technology of how to use the 
computer and the Internet. Not much emphasis has been placed on how to create 
content and to develop effective use of web sites. Recent study in teaching teachers to 
develop constructivist use of the Internet showed that most teachers found it useful to 
understand the theoretical consideration about learning when evaluating web sites for 
education [1]. Other researchers are also actively engaging in determining how to 
develop better web sites for education [2]. 

While the access to the Internet has been made easier, the research framework and 
the content development appeared to lag behind other developments. One cannot 
forget that in the end, Web is just another resource for education that must be studied 
and manipulated appropriately to become a meaningful contributor to education [10]. 
In fact, the opposite impact can occur if the expectation on the technology was too 
high in the beginning. Many educational technologies and new ideas have come and 
gone because the practice did not meet expectation [6]. For instance, the use of the 
LOGO programming language was once touted as a breakthrough activity in 
developing mathematical minds in students. Recently, the enthusiasm has diminished 
greatly with less and less educators using LOGO as an educational tool. [6] suggests 
that the reason why so many of the educational innovation died away was because 
there was no theoretical foundation in learning that supported the innovative 
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activities. Even the best tools could be worthless if the user does not understand how 
the tool works and know what the limitation of the tool is.  

The educational use of the Internet has clearly grown in recent years to encompass 
many aspects of education from administration to course work.  Many educational 
institutions devote time and money to develop attractive web sites since the web site 
represents the image of the schools. Many of the courses are offered as cyber courses 
to provide flexibility to the students. While the use of the Internet for educational 
purpose has increased, the use of the Internet for actual teaching and learning has not 
made much progress. The promise of the Internet for education was the interactivity 
of the medium that allowed the students to interact and actively participate in any 
learning process. 

3   Internet at a Crossroads of Education 

The growth of the Internet has also allowed the educational use of the Internet to grow 
rapidly. Only 10 years ago, the primary use of the Internet for education was mostly 
for communication and data sharing through e-mails and file transfers at the 
universities and research institutions. The use the Internet for education at the time 
was limited by availability, cost and user friendliness of the Internet. The introduction 
of the HTML language and web browsers along with the expanded infrastructure 
allowed all types of information in a variety of format to be shared by almost anyone 
with an access to the Internet. Today, students, teachers, school, and institutions 
provide a multitude of different types of information and services for educational use. 
In some ways, there is a glut of educational information on the Internet that makes it 
more difficult to find what you are looking for. The question for education is whether 
we are heading in the right direction for taking advantage of all the powerful 
attributes that the Internet has to offer for education.   

The use of the internet for education may be categorized into two primary 
activities. The first is the sharing of information using the Internet and the second is 
active learning using activities developed specifically for Internet application. 
Information sharing using the Internet can be described as an extension of distance 
learning with access to an electronic library. Both students and teachers can use the 
Internet to communicate and access information required for teaching and learning. 
The introduction of cyber courses and even cyber schools are examples where the 
Internet is being used effectively for information sharing for educational use. The 
interactive learning activity goes one step further by providing and keeping track of 
activities that require active involvement of the student. Cyber education course can 
have some aspect of an interactive learning environment but the activity is typically 
limited to chatting and communicating with students and teachers over the Internet. A 
true interactive learning activity requires the student to participate in a concrete 
activity such as graphing, simulation, data search and so on to participate in the 
process of learning and to develop an understanding of the subject matter. A well 
designed activity should also provide active feedback to the student based on the 
response of the student to the lesson to customize the learning activity for each 
student. In addition, these types of active lessons over the Internet can even develop a 
database of student activities to be used as a research tool to understand how the 
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student is learning the material. Ideally, a well designed interactive lesson should be 
valuable for both the student and the teacher with the goal of providing the best 
possible instruction to each student.  

3.1   E-Learning Through EDUNET 

A good and successful example of the educational use of the Internet in Korea is the 
EDUNET site which is an educational portal site maintained by the Ministry of 
Education & Human Resources of Korea [4]. The main functionality of the website is 
to provide students with e-learning opportunity as well as to give teachers teaching 
materials for their offline classes. The membership data shows that there are currently 
5.3 million registered EDUNET members, as shown in Table 1. It is considered to be 
one of the largest educational portal sites in the world. Among the registered 
members, 3.3 million (or around 62%) users are teachers and students from 
elementary through high schools nationwide. While the number of registered 
members indicates a successful use of the Internet to provided educational material to 
students and teachers, two trends in the data indicate areas for improvement. First, the 
number of members decreases significantly as you go from elementary school to high 
school. The drop in participation may indicate a lack of appropriate content material 
for higher grades or a lack of interest in older students for using the Internet for 
educational use. The second trend that indicates area for improvement is the general 
decreasing trend in student and teacher members from year 2001 to 2004. The 
expectation would have been to observe a steady increase in membership since wider 
accessibility of the Internet, reduced cost for Internet access and increasing content 
material for the site should have encouraged greater participation.  

Table 1. EDUNET User Statistics 

2001 2002 2003 2004 
User 

Category 
Member Rate 

(%) 
Member Rate 

(%) 
Member Rate 

(%) 
Member Rate 

(%) 
Elementary 

School 
1,480,172 30 1,831,553 33 994,643 20 1,182,005 22 

Middle 
School 

1,026,771 21 1,150,123 21 978,314 19 1,000,895 19 

High 
School 

908,183 19 957,270 17 771,728 15 778,601 15 

Teacher 320,148 7 346,309 6 290,559 6 299,011 6 

Other 1,140,664 23 1,265,682 23 1,995,043 40 2,046,030 38 

Total 4,875,938 100 5,550,937 100 5,030,287 100 5,306,542 100 

The service of EDUNET can be divided into two categories: e-learning material 
provisioning and online education of students. EDUNET maintains vast amount of  
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e-learning materials. Table 2 shows the type of materials for teachers. They are 
mainly for offline classes, i.e., presentation (PowerPoint) files for each lecture, video 
clips of lecture samples, tools, and software for class management, etc. EDUNET also 
has self-study materials for teachers. We can see from the monthly retrieval and 
download numbers that they are heavily used for classes. This is a successful 
application of using the Internet to help teachers obtain up to date teaching materials.  

Table 2. EDUNET - Contents for Teachers 

Monthly Usage 
Contents Category Number of 

Items Number of 
Retrievals 

Number of 
Downloads 

Teaching Materials 182,813 3,035,396 611,880 

Video Clips of  
Lecture Samples 

69 24,273 - 

Class Management 3,723 11,281 - 

General Purpose 
Materials 

49,661 351,305 774,438 

Tools 5,591 60,157 - 

Self Study Materials for 
Teachers 

92 35,766 - 

EDUNET Related 
Information 

10 67,639 - 

Total 241,959 3,585,817 1,386,318 

Table 3. EDUNET - Contents for Students 

Student Category Number of 
Subjects/Semesters 

Number of Retrievals 

Elementary School 81 748,524 

Middle School 12 104,903 

High School 3 10,528 

All  10 30,989 

Theme Related Materials 4 127,925 

Total 120 1,070,957 
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Table 3 shows the amount of e-learning materials for students maintained by the 
EDUNET site. Most materials are for elementary school students. The types of 
materials are cyber lectures, references for each subject, and materials for reviewing 
lectures, etc. The lack of materials for higher grade students suggests that more effort 
is needed to develop content material for the higher grade students. 

The interactive online education service provided by EDUNET is called ‘cyber 
home schooling’. The home schooling service is divided into four categories: (1) 
provisioning of self study materials, (2) cyber service of achievement level 
evaluation, (3) cyber service of Q&A, and (4) cyber class management. The students 
can obtain and pace their study by receiving materials for self study through the 
online education service. The student can then study the material and test their level 
of achievement through the ‘achievement level evaluation service’.  The progress of 
the student is maintained by a database that records and administers the overall 
progress of the student.  For those students who wish to be led by a teacher or a 
mentor, EDUNET provides a cyber class with about 20 or less students.  A teacher or 
a mentor is assigned to the class to lead the discussion and activities over the Internet. 
However, the current level of service is not comprehensive enough to fully guide the 
student through an entire subject matter by the online course.  The online education 
service on EDUNET is geared towards providing a distance education structure to the 
student with content and administrative functions.   

3.2   E-Learning in Mathematics Education 

Since most of the education material on EDUNET was not interactive in nature, a 
survey of web based math instruction sites listed by Yahoo Korea was carried out to 
further understand how the web sites were being designed specifically for math 
instruction today [9].  Since Yahoo Korea was one of the most popular search engines 
in Korea, the listed sites were expected to be somewhat representative of the type of 
educational web sites that is available in Korea today [5].   

The surveyed web sites were categorized based on their content type and level of 
interactivity to determine the extent with which the web based instruction followed or 
deviated from traditional classroom experience. At one end of the scale is receiving 
instruction material over the Internet in a manner not much different from listening to 
a lecture.  On the other end of the scale is participating in an interactive learning 
environment over the Internet by actively interacting with the computer or a person 
using the Internet.  The traditional approach to teaching will require the student to 
read, watch or listen to the instructional material and then participate in some 
assessment activity to determine the level of mastery.  A more interactive approach to 
the lesson would use the power of the computer and the Internet to allow the student 
to engage in some activity that requires participation by the student.  Activity can 
range from simple JAVA based graphing program to a complex simulation of 
physical events such as weather forecasting.  Math lessons are a good candidate for 
the interactive approach since learning math requires problem solving and 
understanding. A student cannot usually read the material and then develop a full 
understanding of the mathematical concepts behind the material.  The student usually 
needs to actively solve problems and actively generalize the concepts behind the topic 
to develop a full understanding.  A well designed Internet based activity could help to 
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guide the student along the line of reasoning that would help to develop an 
understanding of the subject matter. 

The survey of the Yahoo listed math education sites showed that about 80% of the 
sites were based on self study using lecture type lesson materials.  The lecture 
materials could be visually interesting and stimulating, but the content was fixed.  
Similar to the EDUNET site, the lesson materials were mostly classroom instruction 
materials. A few sites contained interactive inquiry learning materials that were 
developed by individual educators trying to develop better ways of teaching 
mathematics.  These sites showed progress in the right direction but they were not 
coordinated in anyway with the curriculum to maximize their effectiveness.  A well 
designed lesson should be structured within the curriculum to provide the right 
amount of interactivity to the student to help the student develop understanding of the 
material.   

4   Conclusion 

An examination of the successful EDUNET education site and a brief survey of the 
Yahoo listed educational web sites for mathematics education in Korea showed that 
most of the educational web sites are a reflection of the current teaching environment.  
The traditional classroom materials were most commonly transferred to the web site 
in multimedia format for easy access.   There were very few sites with interactive 
activities that could help the student experiment with the learning material.  While the 
presentation and organization of the web sites were well thought out and 
comprehensive, the sites generally used typical multimedia presentation and 
assessment tools.  The self study web sites were not much different from other distant 
learning environments with only the advantage of easy access to materials.    

With the growth of the Internet, the first phase of using the Internet can be 
considered a success.  The numerous educational websites provide information and 
lessons that could be used by both students and teachers of all grade levels.  The 
students and teachers have a resource that was not available before the Internet.  Now 
the time has come to take the next step of developing educational content specifically 
designed to take advantage of the Internet and the power of the computer.  The 
combination of recent educational theories coupled with technology maybe able to 
provide equal opportunity for customized education to students of all levels and 
ability regardless of geographic location.  

In order to take full advantage of the Internet environment for education, an effort 
must be made to integrate web based lessons into the curriculum. At Ewha Womans 
University, a research program in mathematics curriculum design has been in 
progress for the past 5 years to improve the current curriculum by focusing on 
promoting creativity in students and also by incorporating technology into the 
curriculum [8].  The current 7th National Mathematics Curriculum [3] already 
recommends integrating technology into the curriculum. The research program tried 
to develop guidelines and specific examples of how technology could be integrated 
into the curriculum. In the future, more research programs in curriculum design with 
specific focus on integrating web based instruction should be promoted and supported 
in order to change the direction of web based instruction. 
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Ideally, the power of the computer and its ability to collect and analyze data could 
provide a powerful force for both teaching the students and at the same time learning 
about how the students learn.  One can imagine an integrated instructional strategy 
where the teacher provides the framework and guidance for the instructional material 
first and then the student uses the web based lessons to investigate and to develop a 
deeper understanding of the material.  The web based lessons could be designed to 
use some type of artificial teaching intelligence to provide customized guidance to the 
student while tracking and recording the student’s activities during the lesson.  If the 
activities of all students could be gathered in a large database, a researcher could 
analyze the data to develop a better understanding about how the students learn.  The 
learning about the students learning could then be incorporated back into the web 
based lessons to provide a more effective learning environment for the student.  

Today’s advances in educational theory, psychology, sociology and technology 
could make the above scenario possible if educators and researchers focus on trying to 
develop a truly comprehensive Internet based educational system.  The time to act is 
now before the excitement of the Internet wears off and the technology fades away as 
just another ordinary information medium. 
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Abstract. ChinaGrid Support Platform (CGSP) is a grid middleware developed 
for the deployment of ChinaGrid. CGSP aims to integrate all sorts of 
heterogeneous resources distributed over CERNET, and provide transparent, 
high performance, reliable, secure and convenient grid services for scientific 
researchers and engineers. In addition to supply the portal to ChinaGrid, CGSP 
offers a whole set of tools for developing and deploying various grid 
applications. Analyzing large and distributed image dataset is a crucial step in 
understanding and constructing bioinformatics, military and medical systems. 
Due to the large scale dataset, such analyzing work is challenging. In this paper, 
a use case scenario of image processing with CGSP is presented. Such use cases 
illustrate how to migrate the traditional image process applications to grid 
systems for different roles of image processing. The purpose of this paper is to 
introduce the CGSP and let the engineers and scientists from different research 
areas know how to build a grid testbed with CGSP and how to deploy 
applications on it smoothly. 

1   Introduction 

Grid computing presents a new trend to distributed and Internet computing for 
coordinating large scale heterogeneous resources sharing and problem solving in 
dynamic, multi-institutional virtual organizations [8], and now the grid technologies 
are involving towards an Open Grid Service Architecture (OGSA) in which a grid 
provides an extensible set of services that virtual organizations can be aggregated in 
various ways [7]. According to such philosophy, the resources and services can be 
accessed with standard interfaces which can be defined, described, registered, 
discovered and executed. The purpose of grid computing is to eliminate the resource 
island and to make computing and services ubiquitous. 

There are lots of important grid computing projects all over the world, such as 
TeraGrid [16], IPG [11], DataGrid [15], EGEE [17], UK e-Science Program [19]. 
ChinaGrid Project is based on the network infrastructure of China Education and 
Research Network (CERNET) [4]. ChinaGrid was launched in 2002 by China 
Ministry of Education (MoE), which is the largest grid computing project in China, 
aiming to provide the nationwide grid computing platform and services for research 
and education purpose among 100 key universities in China. The vision for ChinaGrid 

                                                           
* This paper is supported by ChinaGrid project funded by Ministry of Education, China. 



 Use Case Study of Grid Computing with CGSP 95 

 

project is to deploy the largest, most advanced and most practical grid computing 
platform in China or even around the world [10]. 

ChinaGrid Support Platform (CGSP) is a grid middleware developed for the 
deploying of ChinaGrid [3]. CGSP aims to integrate all sorts of heterogeneous 
resources distributed over CERNET, and provide transparent, high performance, 
reliable, secure and convenient grid services for scientific researchers and engineers. 
In addition to supply the portal to ChinaGrid, CGSP offers a whole set of tools for 
developing and deploying various grid applications. 

There are five important applications over CGSP, image processing is one of them, 
called image processing grid [5]. Analyzing large and distributed image dataset is a 
crucial step in understanding and constructing bioinformatics, military and medical 
systems. Due to the large scale dataset, such analyzing work is challenging. In this 
paper, a use case scenario of image processing with CGSP is presented. Such use 
cases illustrate how to migrate the traditional image process applications to grid 
systems for different roles of image processing. The purpose of this paper is to 
introduce the CGSP and let the engineers and scientists from different research areas 
know how to build a grid testbed with CGSP and how to deploy application on it 
smoothly. 

The rest of the paper is organized as follows: in section 2, the related works about 
use case study in scientific world is introduced. In section 3, the building blocks of 
CGSP are presented. In section 4, use cases for image processing grid for different 
roles are studied, and the conclusion is made in section 5. 

2   Related Works 

Virtually all areas of science and engineering, as well as an increasing number of 
other fields, are turning to computational science to provide crucial tools to further 
their disciplines. Cactus is an open source tool with Common Component Architecture 
[2][6]. Globus toolkit is middleware proposed to support scientific applications [1], 
now it is involving towards WSRF [18]. CoG is a toolkit based on Globus Toolkit 
which tries to bridge the gap between commodity distributed computing and high-
performance grids [12], and the combination of commodity and grid technologies will 
enhance the functionality, maintenance, and deployment of new developed grid 
services. 

The Grid Computing Environment research group is aimed at contributing to the 
coherence and interoperability of frameworks, portals, PSEs, and other grid-based 
computing environments by establishing standards that are required to integrate 
technology implementations and solutions [9]. The Open Grid Computing 
Environments (OGCE) project was established in fall 2003 to foster collaborations 
and sharable components with portal developers worldwide, which leverages ongoing 
portals research and development from Argonne National Laboratory, Indiana 
University, the University of Michigan, the National Center for Supercomputing 
Applications, and the Texas Advanced Computing Center [13]. 

For realizing the OGSA vision of a broadly-applicable and adopted framework for 
distributed system integration, the OGSA working group analyzes a wide variety of 
grid use case scenarios of both e-science and e-business applications, such use cases 
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cover infrastructure and application scenarios for both commercial and scientific areas 
[14], and such use cases drive the definition and prioritization of OGSA components. 
The design and implementation of CGSP follows OGSA, in this paper we will present 
use case of image-processing applications with building blocks of CGSP. 

3   Building Blocks of CGSP 

CGSP 1.0 was released in January 2005, and the building blocks for CGSP 1.0 are 
shown in Fig. 1. The current version is based on the core of Globus Toolkit 3.9.1, 
which is WSRF compatible. There are five 5 building blocks in CGSP 1.0. They are: 

 
 

 

Fig. 1. Building blocks of CGSP 1.0 

1. Grid portal: grid portal is the entrance for the end user to use grid services. By 
using grid portal, users can submit their jobs, monitor the running of jobs, 
manage and transfer data, inquiry the grid resource information. Grid portal 
also provides other facilities such as user management and accounting of grid 
resource usage. 
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2. Grid development toolkits: they provide toolkit to pack the resource to grid 
services, the deployment and management toolkit for grid, and programming 
model to deploy complex grid application in grid environment. 

3. Information service: it is responsible for the management of various resources 
within grid environment, provides a global resource view and grid information 
services, and updates grid resource information in real time manner. The main 
purpose is to provide real time information of various grid resources for end 
users and other modules in grid environment. 

4. Grid management: it provides basic support for various jobs in grid 
environment. It consists four parts: 

 Service container: it provides a grid service installation, deployment, 
running, and monitoring environment on each node in grid environment. 
It also provides necessary support to monitor the real time resources 
status of each grid node. 

 Data manager: it is responsible for the management of various storage 
resources and data files in grid environment. It provides a global file 
view, so that users can access various data files transparently. 

 Job manager: based on information services and data management, it 
provides support for job management, scheduling, and monitoring for end 
users’ computational task, so that data and resources can be accessed 
transparently within grid and cooperative working among distributed 
resources. 

 Domain manager: ChinaGrid is organized in domain. A domain refers to 
an independent grid system to provide services to the others. A domain 
can be a specialized grid, or a regional grid. The main function of domain 
manager is responsible for user management, logging, accounting within 
domain and interacting with other domains. It makes the domain 
administrator manage the users, services, and resources within domain 
easily, and interactive policies among domains. 

5. Grid security: it provides user authentication, resources and services 
authorization, encrypted transmission, and the mapping between users to 
resources authorization. 

4   Use Case for Different Roles of Image Processing 

In this section, we first present the use case of customers and their needs, and 
followed by some scenarios, explaining the some scenarios of image processing on 
grid, and then illustrate how to fulfill the requirements for the use case. 

4.1   Customers 

There are five roles of customers in the image processing grid, they are: image 
processing grid creator, resources provider, end user, domain manager, and grid 
application developer. The needs for different customers are different. 
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1. Grid creator: Strictly speaking, the grid creator is not a customer but a provider. 
However, the grid creator can benefit from the creation of image processing grid 
to get a single-system-image virtual machine for image processing, and have a 
creased manageability of the heterogeneous resources. The requirements to grid 
creator are to increase the utilization of the distributed resources and to provide a 
uniform access portal to end users. According to several analysts’ reports, actual 
utilization ratio is often less than 20% for scattered resources, increasing to 70% 
or more when they are consolidated. Also some resources are reserved for 
failover and provisioning; in other words, they are not put to productive use. It is 
possible to share such resources among multiple systems, with physical location 
not being the single determining factor whether sharing is possible or not. 
Generally, the grid creator is a grid application developer. 

2. Resource provider: Resource provider is resource owner who tries to donate 
usage of resources to end users in ChinaGrid, such as computational resources, 
storage resources, data resources, software and devices. As the name shows, 
resource provider is a provider, but it can be regarded as a customer for benefit 
from increasing utilization of resources and increasing reputation of the 
resources, especially for software resources. The requirement placed on resource 
provider is how to provide uniform access to these heterogeneous resources for 
different users, especially for some heritage resources. Heritage resources are 
very important software which can not be changed by the end user and 
application programmer. It should be possible to provide a good resource 
wrapping method to get uniform access. 

3. Domain manager: Domain manager is a very important role in ChinaGrid, as 
ChinaGrid is organized in different domains. The domains of ChinaGrid are the 
representations of resource sharing and autonomy. ChinaGrid has two kinds of 
domains, one is domains of zones, such as ChinaGrid Southeast Domain, 
ChinaGrid Northeast Domain and ChinaGrid Southwest Domain; the other is 
logical domain for different application, such as image processing grid domain, 
bioinformatics grid domain, and CFD grid domain. The requirements for image-
grid domain manager are user management, logging, accounting, system 
monitoring and access control policy making. 

4. Application developer: The application developer is the role who tries to 
construct a problem solving environment for complicated application using APIs 
of CGSP and to construct grid applications. With the problem solving 
environment, it is easy for the end user to deploy and run applications on the 
grid, and the grid application runs across multi-institution with many different 
services, such as computational services, storage services and data transfer 
services. The requirement placed on the application developer is to discover the 
distributed resources and services, and to fully use the distributed resources. 

5. End user: The end user regards grid as single-system-image machine, making 
computing and services ubiquitous. The only requirement for the end user is to 
know the content about the specific image-processing application, such as the 
end user of remote sensing image processing should knows the details of image-
processing flow and the parameters of each step. 

Figure 2 depicts some of the actors described above. The end user interacts with the 
client devices or portal, the domain manager configures the CGSP components and 
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reconstruction action, and then tries to transfer the small files quickly to romance 
servers. The romance server performs romancing action and the medical scientists 
can make analysis work on these images. 

2. Remote sensing image processing 
Remote sensing image processing is widely used in GIS systems. The requirement 
for remote sensing image processing is coarse granularity programming. For using 
in GIS or other systems, the images from the remote sensing should be transformed 
by several steps, and these steps are computation-intensive or data-intensive, or 
both. Generally, there are four steps in transformation: 1) image grey 
transformation; 2) image filter transformation; 3) image grey scale transformation; 
4) image segment transformation. 
As there are large numbers of remote sensing images, and the grid should find 
different powerful resources for different steps, and this action that the following 
step get the data for the previous step, should be transparent to the end user or the 
systems which use the remote sensing images. 

3. Medical image processing 
Images of  various  kinds are increasingly  important to medical diagnostic 
processes and difficult problems are encountered in selecting the most appropriate 
imaging modalities, acquiring optimal quality images, and processing images to 
obtain the highest quality information. The aim of medical image processing is try 
to set up a diagnostic system which analyzes the radiology images to improving the 
diagnostic accuracy and efficiency for doctors. First the hospitals store the available 
radiology image in different datasets, secondly, when a new patient comes with 
radiology, the doctor tries to find an available image in these dataset which matches 
the patient’s radiology and make diagnosis. A challenge issue is to query the details 
of the images in these datasets or even get a subset of one image remotely. 

4.3   CGSP Capabilities and Services Utilization 

From the scenarios described above, the following functions are required: 
(1) Resources discovery and services discovery. The image processing 

applications should pick out a perfect resource to deploy the specific 
programs, and the applications should know where to get the services to fulfill 
the required function; 

(2) Remote deployment. For uniform access to all kinds of resources, especially 
software, the resource should be wrapped into services, and when the system 
finds the perfect hosting environment, the services are able to be deployed 
remotely; 

(3) Reliable data transfer and data sharing. Image processing is data-intensive; 
(4) Meta-data management. There are large number of data files in the medical 

image processing and virtual human applications, and the applications require 
to get these files quickly and correctly; 

(5) Workflow management. Almost all image processing applications work in 
workflow style, especially the remote sensing image processing application; 



 Use Case Study of Grid Computing with CGSP 101 

 

(6) Security. All activities in image processing should be secure, such as secure 
data transfer, authentication, access control; 

(7) Monitoring. The customer wants to monitor his/her applications running on 
the remote environment; 

(8) Load balancing. The grid monitors the job performance and adjusts allocated 
resources to match the load and fairly distributes end users’ requests to all the 
resources; 

(9) Virtual organization. Upon the customer job request, the image processing 
grid creates a VO which provides resources to the job. 

CGSP provides the following functions: 

1. Resource management. This module in CGSP provides resource register and 
resource discovery functionality. The customer can pick out the available 
resource which is qualified for the application. 

2. Service management and service matching. These modules in CGSP provide 
service discovery functionality. 

3. Remote and hot deployment. This module in CGSP is based on the core Globus 
Toolkit 3.9.1. With changing some structure in Globus toolkit and adding some 
new materials in it, the module provides remote and hot deployment 
functionality, which means that the customer can deploy applications remotely 
and does not need to restart the container. 

4. Data management. The modules in data management provide reliable data 
transfer service and meta-data management functionalities. The data transfer 
service in CGSP is based on a secure FTP protocol, which is reliable and high-
speed. The meta-data manager controls all the data in the data space with the 
help of storage agent. 

5. Job management. In CGSP, the job is defined in extended BPEL language, 
which is a workflow language. The workflow management provides 
functionalities of workflow creation, workflow execution, workflow monitoring 
and fault handling. The job management can handle the requirement for 
workflow management and job monitoring. 

6. Job scheduling and hyper service management. Hyper service is a virtual service 
or an abstract of a group of services that have the same interfaces. For the end 
user, the hyper service can be revoked like ordinary services if there is any 
physical service in the grid. The hyper service management modules provide the 
functionality to dispatch the user invoke to physical services, and the dispatch 
action is a scheduling method which works together with the job scheduling 
module to make the grid environment load balanced. 

7. Security. The security block provides authentication and authorization services, 
and with such services, the security requirements for image processing is 
satisfied. 

8. Domain manager. The domain manager provides the functionality to define 
domains and with the help of security modules, the domain manager can create a 
VO for image processing applications.  

We take remote sensing image processing as an example to illustrate how to deploy 
services and how to run programs on CGSP, as depicted in Fig. 3. Firstly, the grid 
 





 Use Case Study of Grid Computing with CGSP 103 

 

References 

[1] W. Allcock, A. Chervenak, I. Foster, L. Pearlman, V. Welch, and M. Wilde, “Globus 
Toolkit Support for Distributed Data-Intensive Science”, Proceedings of Computing in 
High Energy Physics (CHEP '01), September 2001. 

[2] Common Component Architecture (CCA) Home Page, http://www.cca-forum.org. 
[3] ChinaGrid, http://www.chinagrid.edu.cn 
[4] China Education and Research Network, http://www.edu.cn/ 
[5] ChinaGrid Image Processing Grid, http://grid.hust.edu.cn/ImageGrid/ 
[6] Cactus Numerical Relativity Community, 

http://www.cactuscode.org/Community/Relativity.html. 
[7] I. Foster, C. Kesselman, J. M. Nick, and S. Tuecke, “The physiology of the grid: An open 

grid services architecture for distributed systems integration”, 
http://www.gridforum.org/ogsi-wg/drafts/ogsa_draft2.9_2002-06-22.pdf, 2002. 

[8] I. Foster, C. Kesselman, and S. Tuecke, “The Anatomy of the Grid: Enabling Scalable 
Virtual Organizations”, International J. Supercomputer Applications, 15(3), 200-222, 
2001. 

[9] GCE-RG, https://forge.gridforum.org/projects/gce-rg 
[10] H. Jin, “ChinaGrid: Making Grid Computing a Reality”, Digital Libraries: International 

Collaboration and Cross-Fertilization - Lecture Notes in Computer Science, Vol.3334, 
Springer-Verlag, December 2004, pp.13-24. 

[11] W. E. Johnston, D. Gannon, and B. Nitzberg, “Grids as Production Computing 
Environments: The Engineering Aspects of NASA's Information Power Grid”, 
Proceedings of 8th IEEE Symposium on High Performance Distributed Computing, 
1999. 

[12] G. von Laszewski, I. Foster, J. Gawor, W. Smith, and S. Tuecke, “CoG Kits: A Bridge 
between Commodity Distributed Computing and High-Performance Grids”, Proceedings 
of ACM Java Grande 2000 Conference, pp.97-106, San Francisco, CA, June 2000. 

[13] OGCE, http://www.ogce.org/ 
[14] Open Grid Services Architecture Use Cases, 

http://www.gridforum.org/documents/GWD-I-E/GFD-I.029v2.pdf 
[15] The DataGrid Project, http://eu-datagrid.web.cern.ch/eu-datagrid/ 
[16] The TeraGrid Project, http://www.teragrid.org/ 
[17] The EGEE Project, http://egee-intranet.web.cern.ch/egee-intranet/gateway.html 
[18] The Web Services Resource Framework, http://www.globus.org/wsrf/. 
[19] UK e-Science Programme, http://www.rcuk.ac.uk/escience/ 



 

S. Shimojo et al. (Eds.): HSI 2005, LNCS 3597, pp. 104 – 113, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Visual Media Retrieval Framework Using Web Service  

Yunmook Nah1, Bogju Lee1, and Jungsun Kim2 

1 School of Electrical, Electronics, and Computer Engineering, Dankook University, 
San 8 Hannam-dong, Yongsan-gu, Seoul 140-714, Korea 

{ymnah, blee}@dku.edu 
2 School of Electrical Engineering and Computer Science, Hanyang University, 

1271 Sa-dong, Ansan-si, Kyungki-do 425-791, Korea 
jskim@cse.hanyang.ac.kr  

Abstract. The need for content-based image retrieval from image databases is 
ever increasing rapidly in many applications, such as electronic art museums, 
internet shopping malls, internet search engines, and medical information sys-
tems. Many such image resources have been previously developed and widely 
spread over the internet. In this paper, we propose a Web Service-driven archi-
tecture, named the HERMES(tHE Retrieval framework for visual MEdia Ser-
vice), to support effective retrieval on large volumes of visual media resources. 
We explain how semantic metadata and ontology can be utilized to realize more 
intelligent content-based retrieval on visual media data. 

1   Introduction 

Searching image data is one of the essential functions for image database systems (or 
video database systems) and multimedia database systems, which take important role 
in majority of emerging IT(information technology) applications, such as electronic 
art museums, GIS(Geographical Information Systems), digital library, internet e-
commerce, EDMS(Electronic Document Management Systems), and medical infor-
mation systems. The need for content-based image retrieval(CBIR)  from image data-
bases is ever increasing rapidly in these applications. 

The pioneering work has been done by IBM's QBIC(Query By Image Content) 
system, which supports queries using color, shape, sketch, and texture features on 
images, such as  post stamps, art pictures, and trademark drawings [1]. The Chabot 
system was another interesting CBIR system, with high level concepts, such as "light 
yellow" and "sunset," as well as low level features based on color [2]. One of the most 
recent research work has been done by the SIMPLIcity system which supports CBIR 
based on the color, texture, shape features, while increasing matching correctness by 
utilizing local features on regions [3]. In the medical domain, the KMeD(Knowledge-
Based Medical Database) system utilizes semantic modeling focusing on object 
shapes and spatial relationships between them [4,5]. We developed NERD-IDB, 
which supports the meaning-based retrieval on neuroscience image databases [6]. We 
also proposed web catalog image retrieval system, which support intelligent retrieval 
using keyword, color, texture features and high-level concepts [7,8].  
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Web Services are a standardized way of integrating Web-based applications using 
open standards including XML, the SOAP(Simple Object Access Protocol), the 
WSDL(Web Service Description Language), and the UDDI(Universal Description, 
Discovery, and Integration) specification. XML structures the message, SOAP trans-
fers the message, WSDL describes the available services, and UDDI list them. XML 
describes both the nature of each self-contained function and the data that flows 
among systems [9]. The CPXe, proposed by Eastman Kodak, is a Web Service driven 
photo marketing system, but this system supports simple keyword-based searching 
only and does not utilize semantics [10]. The SOTA is an ontology-mediated Web 
Service system for smart office task automation [11]. The previously developed im-
age databases, such as QBIC, Chabot, NERD-IDB, etc, can be considered as image 
service providers from the viewpoint of Web Services. The main idea of this paper is 
to exploit the Web Service-based approach to support intelligent retrieval on large 
volumes of visual media resources, widely distributed over the web.  

This paper is an effort to make visual media, such as image and video data, better 
utilized by visual media consumers. The major purpose of this paper is: 1) to show 
how visual media, widely spread over the internet, can be effectively searched using 
Web Service technology and 2) to present how semantic metadata and ontology can 
be utilized to realize more practical and intelligent content-based retrieval on visual 
media. The architecture named the HERMES(tHE Retrieval framework for visual 
MEdia Service) is a Web Service-enabled visual media retrieval framework which 
consists of HERMES/B node (Web Service broker) and multiple HERMES/P nodes 
(Web Service providers), each servicing their own visual media resources. 

The remainder of this paper is organized as follows. Section 2 describes overview 
of visual media metadata. Section 3 explains the Web Service-based visual media 
retrieval framework architecture. In section 4, we show how ontology and metadata 
are utilized, to allow more intelligent retrieval on visual media data. Section 5 de-
scribes Web Service workflow for service registration and query processing. Finally, 
section 6 summarizes the paper. 

2   Visual Media Metadata 

In database terms, formatted data means traditional data, such as numeric data and 
character data, and unformatted data means new kinds of multimedia data, such as 
text, image, graphics, audio, video, spatial data, time series data, and document data.  
Metadata means data for data. Let's assume image data is bitmap(or pixelmap) itself, 
which is usually called raw data. Image metadata is data for image data. There are 
two types of basic metadata for images. 

- registration metadata: Image resolution(width, height), color map, compression 
ratio, etc are typical examples of registration metadata. This metadata is required to 
display and manipulate images. In image files, this information is usually hidden 
within image headers.   

- description metadata: Image title, caption, keywords, natural language descrip-
tions, and image file names are typical examples of descriptive metadata. This 
metadata is used to search images, when content-based retrieval operations are not 
supported. 
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For content-based retrieval, we can define multiple layers of image metadata on top of 
raw image data. 

- global feature metadata layer: Average values or multi-dimensional vectors repre-
senting color, texture, and shape of images are examples of global feature metadata. 
This metadata is heavily used in current content-based retrieval systems.   

- local feature metadata layer: Average values or multi-dimensional vectors repre-
senting color, texture, and shape of each objects or regions belonging to a given im-
age are examples of local feature metadata.   

- semantic contents metadata layer (or knowledge layer): Subjective feelings and 
knowledges on images, such as concepts, meaning, category, spatial relationships, 
or other useful interpretations are examples of semantic metadata. 

 
 

  (a) Sample image data                    (b) Image metadata expressed in DC standard 

Fig. 1. Sample image and its metadata 

There are many metadata standards, such as DC(Dublin Core) [13] for electronic 
cataloging, VRA(Visual Resources Association) [14] for visual art images, and 
MPEG-7 MDS [15] for video metadata description. Each of these metadata is pro-
posed by different organization with different format. Also, these metadata standards 
usually put focus on description metadata only. MPEG-7 MDS partly covers global 
feature, local feature and semantic contents metadata. Figure 1 shows a sample image 
data and its metadata represented in DC standard. 

3   Visual Media Service Architecture 

The architecture named the HERMES is a Web Service-enabled visual media retrieval 
framework architecture which consists of HERMES/B node (Web Service broker) 
and multiple HERMES/P nodes (Web Service providers), each servicing visual media 
resources using their own metadata standard format or customized metadata format. 
The overall HERMES architecture is depicted in Figure 2. 

Figure 3 and Figure 4 show the detail architecture of HERMES/B and HERMES/P, 
respectively. Albeit we did not show in Figure 2, besides the broker and service pro-
viders, we assume that there are other entities that provide local and/or global feature 
extraction services. They are called F.E.S (Feature Extraction Service) Providers. But, 
HERMES does not exclude the possibility of internal feature extraction services. 
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The major functions of HERMES/B modules are as follows. Query Handler re-
ceives user queries, reformulates queries using metadata and service ontology, and 
sends the reformulated queries to HERMES/Ps. Query Processor transforms query 
string into provider-specific XML queries. Query Result Integrator combines query 
results and sends them back to users. Matchmaker finds best service provider list 
for the given query. Service Inference Engine determines service provider list by 
using Service Ontology and Service Registry. Metadata Mapping Manager trans-
forms query string into provider-specific format by using Metadata Registry. Ser-
vice Registration Handler registers services provided by HERMES/Ps.  Provider-
specific service and metadata information are stored in Service Registry and Meta-
data Registry.  Feature Handler selects suitable F.E.S. Providers and/or obtains 
features using them. 

The major functions of HERMES/P modules are as follows. Query Processor re-
ceives and extends reformulated queries from HERMES/B. Visual Media Manager 
coordinates image searching processes. Provider Inference Engine reformulates 
user queries by using Provider Specific Ontology. Semantic Metadata Manager 
manages semantic metadata for each image using Semantic Annotator. Semantic 
metadata consists of description metadata, global feature, local feature and semantic 
contents metadata. Concepts in query term are transformed into corresponding color 
values.  Visual Media Search Engine searches provider images by utilizing descrip-
tion metadata, global feature, local feature and semantic contents metadata. This 
module performs similarity-based retrieval using multi-dimensional index struc-
tures, such as B-trees and R-trees. Provider Registration Handler receives image 
category and common metadata information from HERMES/B. It also reports pro-
vider service types and metadata standard types (or its own metadata schema) to 
HERMES/B. Semantic Annotator is a provider-side tool to annotate metadata for 
each image. 

4   Ontology Representation and Metadata Mapping 

The representative sample queries are as follows: find ‘modern painting’ images 
whose creator is ‘Albers’ (Q1), find ‘passionate’ images whose creator is ‘Van Gogh’ 
(Q2), find photos of ‘Californian’ nature (Q3) and find pictures similar with the given 
image (Q4). Q1-Q3 are example queries, which require ontology-based service site 
matchmaking and metadata mapping. For Q4, we need to extract global and local 
features of the sample image by using F.E.S. Providers.  

For Q1, we need service ontology to find provider sites related with image, art, 
painting and modern painting. For Q2, we need definition of concept ‘passionate’ 
with related emotion ontology to find ‘passionate’ images. For Q3, we need service 
ontology to find sites related with image, photo and scenery. Figure 5 shows Service 
Ontology, which is used by HERMES/B. The Service Ontology can be viewed as the 
superset of all the provider-specific ontologies from the HERMES/P. In other words, 
the provider-specific ontologies of the HERMES/P take the part of the Service Ontol-
ogy. In this paper, the ontologies are assumed to have the tree form.  
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Fig. 5. The ontologies 

The Service Ontology is stored in RDF format, as shown in Figure 6. The RDF has 
the form of subject-property-object which can easily represent various relationships 
such as ‘is-a’. 

<owl:Ontology rdf:about=""> 
   <owl:imports rdf:resource="http://purl.org/dc/elements/1.1/"/> 
   <owl:imports rdf:resource="http://www.w3.org/2001/XMLSchema"/> 
   <owl:imports rdf:resource="http://www.w3.org/2000/01/rdf-schema"/> 
   <owl:imports rdf:resource="http://www.w3.org/2002/07/owl"/> 
   <owl:imports rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns"/> 
 </owl:Ontology> 
 <owl:Class rdf:ID="VisualMedia"> </owl:Class> 
<owl:Class rdf:ID="Video"> <rdfs:subClassOf rdf:resource="#VisualMedia"/> 
 </owl:Class> 
<owl:Class rdf:ID="Image"> <rdfs:subClassOf rdf:resource="#VisualMedia"/> 
 </owl:Class> 
<owl:Class rdf:ID="Art"> <rdfs:subClassOf rdf:resource="#Image/> 
 </owl:Class> 
<owl:Class rdf:ID="Medical"> <rdfs:subClassOf rdf:resource="#Image"/> 
</owl:Class> 

Fig. 6. Service Ontology in RDF format  

Each metadata standard and customized metadata can use different element name 
for the exactly same element. For example, an element ‘Creator’ can be tagged by 
different element name ‘Creator Name’ in another metadata. Metadata Mapping 
Manager is used to handle these problems. Metadata Registry of HERMES/B consists 
of ProviderElement table, Mapping table and MDR(MetaData Registry) table. 
ProviderElement table stores provider-specific metadata information, MDR table 
stores standard metadata information and Mapping table stores mapping information 
between metadata formats. During the service registration process (see Section 5.2), 
when the given metadata schema type of current provider is not yet registered, the 
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corresponding metadata schema information is processed and stored into 
ProviderElement table, Mapping table and MDR table of Metadata Registry.  

<Map> 
<MDRelement> 
<DataElementName> <element>Creator</element> </DataElementName> 
<ElementID>DC001</ElementID> 
<DataType> <DataTypeName>string</DataTypeName> </DataType> 
</MDRelement> 
<LocalElement> 
<ElementName>CreatorName</ElementName> 
<ElementPath> <parent> Image </parent> </ElementPath> 
<DataType> <DataTypeName>string</DataTypeName> </DataType> 
</LocalElement> 
<MappingRule> 
<MappingType> <SemanticType>Direct_substitution</SemanticType> 
</MappingType> 
</MappingRule> 
</Map> 

Fig. 7. Metadata mapping example 

Figure 7 is a mapping instance example. This XML instance shows that the 
‘Creator’ element of DC standard is equivalent with ‘Creator Name’ of MDR 
element. By using this mapping information, a query with term Creator = ‘Albers’ can 
be reformulated as Creator Name = ‘Albers.’ 

5   Web Service Interfaces and Workflow 

In this section, we will first describe the Web Service interfaces for HERMES/B, 
HERMES/P and F.E.S. Providers, and then show the basic service workflow of the 
system in terms of two important scenarios: service registration and query processing 
scenarios. 

5.1   Web Service Interfaces 

For the sake of brevity, we only show externally significant operations in each of the 
Web interfaces for HERMES/B, HERMES/P and F.E.S. Providers. HERMES/B inter-
face consists of the following operations: getAllDomains returns the list of all do-
mains derived from the service ontology; registerMe registers a named service pro-
vider to HERMES/B together with information about metadata schema; getFESInfo 
returns the list of Feature Extraction Services for a specific domain images; and ac-
ceptQuery accepts client’s query and returns a set of images collected from one or 
more service providers. HERMES/P interface includes acceptQuery, which analyzes 
reformulated query from HERMES/B and returns appropriate images. Feature Extrac-
tion Engine interface includes GetFeatureInformation, which receives a list of images 
and returns the list of extracted features. 

5.2   Service Registration Scenario 

In this scenario, service providers register themselves on the HERMES/B together 
with the information about their metadata schema. The service registration occurs in 
two phases: Service domain search and Service provider registration.   
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In first phase, the Provider Registration Handler of HERMES/P first calls getAll-
Domains() service of HERMES/B and receives visual media service domain informa-
tion and service ontology from Service Registration Handler of HERMES/B. It then 
determines its corresponding service domain from the list. 

In second phase, the Provider Registration Handler registers itself by calling regis-
terMe() service of HERMES/B, while providing information, such as provider ID, 
domain list, metadata schema type, metadata schema version and metadata schema. 
This service call is received by the Service Registration Handler of HERMES/B. The 
Service Registration Handler then calls registerProvider() service of the Service 
Finder and stores UDDI-related information, such as ProviderID, Service Key, Ser-
vice URL and tModel, into Service Registry and service domain list and metadata-
related information into Metadata Registry. The service domain list information is 
stored into Matchmaker Cache table of Metadtata Registry by referencing appropriate 
Service Ontology and Service Registry. 

Service providers can optionally use the Semantic Annotator for their registration 
for convenience purpose. Also, the Semantic Annotator of HERMES/P provides 
metadata fill-in form to insert description metadata and semantic contents metadata 
for each image. The input fields of this semantic annotation form are determined 
according to the metadata standard used by each HERMES/P. The whole metadata for 
each image, annotated manually or generated automatically, are stored as the Seman-
tic Metadata of corresponding HERMES/P. 

5.3   Query Processing Scenarios 

When user(Service Client) fills query form, the query string is received by accep-
tQuery() service of the Query Handler of HERMES/B. The Query Handler then calls 
customizedQueryWithProviderList() service of the Service Finder. The Service 
Finder returns service provider list with provider-specific queries, which are reformu-
lated by using service ontology and metadata mapping information of HERMES/B. 
For Q1, the appropriate service providers for ‘modern painting’ is determined by 
considering Service Ontology, Service Registry and Matchmaker Cache table of 
Metadata Registry. To find which providers service the ‘modern painting’, the Service 
Ontology is traversed from the root to the target node (Visual Meida - Image - Art - 
Painting - Modern, for Q1). All the nodes under the target node (Romanticism, Real-
istic, and Impression, for modern painting) are traversed too. Any provider that ser-
vices any of the resulted node set should be included in the target provider list. The 
provider-service information is of course located in the Service Registry and Metadata 
Registry. For example, a provider that services ‘Art’ is included in the target provider 
list while the provider that services ‘Photo’ is not. Q3 is similarly processed: ‘Scen-
ery’ under ‘Photo’ is the target node in this case. The query like Q2 is not easy to 
determine the provider list since there is no provider-specific information in the 
query. The query is simply transferred to all the providers. 

The reformulated queries by HERMES/B are transferred to HERMES/P by calling 
acceptQuery() service of HERMES/P wrapper interface. A query received by 
HERMES/P is sent to executeQuery() service of the Visual Media Manager and then 
reformulated again by considering provider-specific ontology and semantic metadata 
of HERMES/P. In case of Q1, the ‘modern painting’ is expanded to {‘Romanticism’, 
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‘Realistic’, and ‘Impression’} using the provider-specific ontology in HERMES/P so 
that the search engine can easily match the target images. In case of Q2, the emotional   
term ‘passionate’ is changed to corresponding color values by using Semantic Meta-
data [16]. The final formulated query is then transferred to the Visual Media Search 
Engine of HERMES/P. Query results from the participating HERMES/Ps are finally 
combined, ranked, and returned to the Service Client by the Query Result Integrator 
of HERMES/B. In case of Q4, the internal workflow of both HERMES/B and 
HERMES/P are still similar to that of previous query examples, except that interac-
tion with external (possible internal) F.E.S. Providers are required to extract local and 
global features from the submitted image. 

6   Conclusion 

In this paper, we proposed HERMES architecture, which is a Web Service-enabled 
visual media retrieval framework architecture which consists of HERMES/B (broker) 
and multiple HERMES/P (provider), each servicing visual media resources using their 
own metadata standard format or customized metadata format. The HERMES archi-
tecture intensively uses semantic metadata and ontology to realize more practical and 
intelligent content-based retrieval on visual media. The proposed architecture can be 
utilized to effectively search visual media, which are widely spread over the internet, 
using leading-edge Web Service technology.  

Our effort for the experimental implementation of the HERMES architecture is at 
an early stage. The fuller exposition of implementation details are deferred to subse-
quent papers. We believe that experimental studies of the performance aspects are 
highly meaningful subjects for future research. 
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Abstract. Social networks that are built on top of the web, e.g.,
orkut[9], have been proliferating among online communities. We pro-
pose social internetworks, where essential functions of social networks
are implemented on top of peer-to-peer networks. Participants and com-
munities are connected through attribute queries and reputation queries;
reputation queries are applied to attributes with Secure EigenTrust
algorithm[1].

1 Introduction

Since the beginning of 2004, several social networking services (SNSs) have been
launched on the web. Participants in SNS can invite their acquaintances as a
new user to foster the social network. They can also register their personal
information such as real names, living places, and hobbies to show to others.
Besides, friends list and communities are essential features of SNS. The list of
one’s acquaintances is managed and published by friends list. Community is a
group of participants with common interest.

Today, every time we participate in a new social network, we have to register
similar information repeatedly, and this task often makes us tired. Here, we
propose social internetworks that solve the above problem and interconnect social
networks.

Social internetworking is implemented in P2P network with distributed hash
table (DHT). It consolidates and optimizes information in each social network
and provides two search methods based on these information. One is attribute-
search, the search method by the attributes attached to users and commu-
nities. The other is reputation-search, which considers attributes’ reputations
from users. The computation of total reputation is based on Secure EigenTrust
algorithm[1] proposed by Kamver.

In this paper, we first introduce social network services, P2P applications,
and Secure EigenTrust algorithm. Then we propose social internetworking, which
includes the integration of information, attribute-search and reputation-search.
Finally we evaluate its effectiveness.

S. Shimojo et al. (Eds.): HSI 2005, LNCS 3597, pp. 114–124, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Social Network Services

Social network services (SNSs) provide the management of person-to-person
links. In order to participate in a SNS, one has to be invited by anyone else
who has already been its member. Once you participate in a SNS, you can regis-
ter your profile to show to others. Thanks to the real-world communication and
the responsibility caused by invitations, the atmosphere of SNSs is relatively
peaceful. These elements also contribute to increase the degree of reliability of
information in SNSs.

Some major SNSs have unique features. For example, orkut[9] allows its users
to rate their acquaintances. In mixi[10], a user can track other users in the access
log of one’s personal page. In GREE[11] and many other services, a user can
write introductory essays of one’s friends. As the foundation of these features,
two common features are implemented in SNSs: friends list and communities.

2.1 Friends List

One of the common features is “friends list,” which lists the users who are
registered as one’s friends. Since it is visible to everyone, users can use it to trace
friend links. In many cases, one’s acquaintances are also their acquaintances. So
a new participant can find and register one’s acquaintances via their friends lists.
In order to judge whether the found one is really my acquaintance, one’s friends
list can be used because it should show my acquaintances. Moreover, users can
search their acquaintances by name and add them into the friends lists.

In short, friends list plays roles in the clear indication of relations among
participants and the promotion of expansion of the social network.

2.2 Communities

The other common feature is “communities.” Participants can express them-
selves by joining in communities, such as “dog-lovers” community and “foo-bar
university” community, because the communities to which one belongs can define
one’s identity. Since everyone can see who belongs to one community, one can
find other participants who have similar preferences. Furthermore, communities
provide the places for discussions to their participants. They can exchange their
opinions and knowledge there.

Communities define one’s identity, promote the communication and help to
share knowledge among their participants.

2.3 Problems of Current SNSs

SNSs have the above features, but these are not perfect. We will explain the
problems of these features here.

Convenience. Every SNS has its information on users and communities in its
own style. So we have to register similar information when we participate in
a new SNS. This repetitive work may demotivate participants and lead to the
uneven distribution of information. For instance, one will actively register and
update one’s information in one’s favorite SNS, but neglect other SNSs.
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Broken Friend Links. In case that one participates in SNS A but does not in
SNS B, friend links existing in SNS A may not appear in SNS B. This problem
can be solved by inviting this person to SNS B. As described above, however,
they may not willingly invite their acquaintances because these tasks will be a
burden on an introducer. In such a manner, SNSs have the possibilities of losing
its own original function.

Explosion of Communities. Communities are categorized by some proper-
ties, and participants can use them to search communities. Typically users search
communities by following methods:

– Specify certain category.
– Specify some words contained in communities’ names.
– Choose from the list of communities to which someone (one’s friend in many

cases) belongs.

There are over 400,000 communities in active SNS, however, so it is definitely
difficult to find all preferable communities by above methods.

In order to solve this problem, SNS providers must find out the effective
method for sharing and searching information. Though it could be implemented
in the centralized system, we think P2P distributed system is more preferable
from the viewpoint of the reduction of initial and maintenance cost.

3 P2P Applications

Originally, the whole Internet was formed in P2P network. However, the lack
of resources of hosts and networks has commonized the centralized client-server
model in the growth history of the Internet. In recent years, even end nodes have
enough resources (e.g., fast CPU, massive storage, and always-on broadband
network), so we can easily form global P2P network. As a result, P2P applications
such as file sharing and P2P multicast have become common. In such context,
researchers have been studying on distributed hash table (DHT), which is a
data distribution method. Meanwhile, Secure EigenTrust algorithm, which is a
reputation algorithm powered by DHT, is also proposed.

3.1 Data Storage with DHT

DHT is the method of resource distribution in P2P networks. In this method,
data is stored in the host allocated by the key calculated from the hash function.
Partition of storage area achieves data distribution. DHT have been studied on
and several implementations exist: Pastry[2], Chord[3], CAN[4], Kademlia[5],
Tapestry[6] and Viceroy[7].

They have regarded propagation latency, search latency, update latency and
delete latency as a problem on DHT. However, some improved models including
ZFM (zoned federation model)[8] are introduced. Consequently, these contribu-
tions close the performance gap of centralized client-server model and distributed
P2P model. Now P2P applications have more opportunities to spread than ever
before.
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3.2 Secure EigenTrust Algorithm

Secure EigenTrust algorithm[1] manages reputation in P2P networks by using
DHT. This algorithm is intended for use in P2P file sharing networks. It com-
putes reputation of each shared file from files’ ratings by peers.

Secure EigenTrust algorithm is designed with these considerations:

– The system should be self-policing.
– The system should maintain anonymity.
– The system should not assign any profit to newcomers.
– The system should have minimal overhead in terms of computation, infras-

tructure, storage, and message complexity.
– The system should be robust to malicious collectives of peers who know one

another and attempt to collectively subvert the system.

Additionally, Secure EigenTrust algorithm doesn’t need the centralized informa-
tion about how one peer evaluates one object. With the objective of anonymity
and robustness, this property is important. Instead, ScoreManagers, who are
selected by the hash function of DHT, collect and store evaluated values. One-
way hash function ensures anonymity, and the distribution of ScoreManagers
improves the robustness of a system.

Anonymity is especially an important element in rating. In centralized client-
server model, server administrators can identify users by inspecting server logs.
This model might block honest rating. On the other hand, decentralized P2P
system will free users from such uneasiness.

Using these two mechanisms, we can solve the problems of sharing the social
network information in P2P networks.

4 Social Internetworks

As a solution to the problems described in section 2.3, we propose social internet-
working. The basic concept of social internetworking is to share the information
of users and communities by using DHT as shown in figure 1. In addition, some
shared attributes are attached to enhance search functions. Figure 2 shows the
comparison between existing IP network and our overlay network.

4.1 Advantages of Using DHT

In DHT, each peer backs up its allocated data to the neighbor peers to prevent
data loss by an accidental disconnection. This will keep data as long as peers
needing it exist. So, by storing the information of friends list and communities
with DHT, users need not do the repetitive work even if a certain SNS is closed.
On the other hand, one can implement unique features of each SNS such as
access logs.
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4.2 Scalability of Social Internetworking

Social internetworks will produce new opportunities to existing SNSs. In social
internetworks, we can choose authoritative users by consolidating reputations.
These authoritative users who are allocated some roles will activate communities.
For example, their opinions will be of some help to make a proper decision in a
system.

Users Communities

Attributes

Social

Network

Service A

Social

Network

Service B

Social

Network

Service C

other data for 

SNS A

other data for 

SNS B

other data for 

SNS C

DHT space

Fig. 1. Social internetworks. SNSs share the information of users, communities and

attributes. They can also have their own data

We can also use XOOPS[12] to interact with social internetworks. XOOPS is
a tool for developing small to large community websites. It provides the features
of user management and forums. A Forum is equal to a community in SNSs. We
can add more features to XOOPS websites by adding modules. So we can make
XOOPS websites join in social internetworks by installing the voting module
which is compatible with social internetworking.

Besides, social internetworks can be adopted in MMORPGs (massive mul-
tiplayer online role playing games) such as Final Fantasy 11[13]. MMORPG is
the network game in which strangers all around the world play collaboratively.
As a result of adopting social internetworks, MMORPG players will be able
to find their companions in the game from their friends lists, communities and
reputations — for example, whether he is a skillful sniper or not.
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Users

database

Communities 

database

Attributes

database

DHT space

Overlay network

IP network

IP subnet

Node

Database
Node

IP connection

Overlay connection

Fig. 2. Comparison between IP network and overlay network. Nodes in IP network

have their own databases, but they look like large consolidated databases in overlay

network

5 Name-Independent Search Method

In social internetworks, users can use name-independent search methods like
attribute-search and reputation-search. Attribute-search uses attributes at-
tached to users and communities, and reputation-search uses reputations cal-
culated from each reputation attached to an attribute. The combination of these
two methods enables a user to find other users and communities associated with
his preferences.

5.1 Attribute-Search

Attributes define the characteristics of users and communities. “Humorous,”
“cheerful,” “serious” and “energetic” are the examples of user attributes. These
attributes can also be applied to communities. User attributes and community
attributes are managed separately as shown in figure 3.
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Comm. A

Comm. B

Comm. C

User X

User Y

User Z

Ca-1

Ca-2

Pa-1

Pa-2

Community

Attributes

User

Attributes

Communities Users

X A User X belongs to Community A.

X Y User Y is an acquaintance of User X (vice versa).

aX Attribute a is attached to User (or Community) X.

Examples:

Fig. 3. Attributes attached to users and communities

Attribute-search uses these attributes as search keys. Figure 4 shows the
search using an attribute as a key. In case that you want to search “cool” people
(user attribute is Pa) and “cool” communities (community attribute is Ca), if
you specify “cool” people (Pa) as a search key, you will get the list of users
with the attribute “cool.” In the same way, if you specify Ca as a search key,
you will get the list of communities with the attribute “cool.” These attributes
may look like categories, but attributes differ in that they can be attached to
multiple categories. For example, “Acid Jazz” and “Contemporary Jazz” are the
subcategories in the “JAZZ” category and never exist in other categories. On
the other hand, “cool” can be applied to multiple categories, like “cool” acid
jazz and “cool” contemporary jazz. So attribute-search can be a unique search
method of social internetworks.

Additionally, we can interconnect multiple SNSs by treating them as one type
of community.

5.2 Reputation-Search

In orkut, a user can make an evaluation of the degree of closeness to his friends
like “haven’t met,” “acquaintance,” “friend,” “good friend” and “best friend.” In
social internetworks, the scope of reputation includes attributes. We use Secure
EigenTrust algorithm to compute the reputations of attributes. Total reputation
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Comm. A Comm. B Comm. C

Ca-1 Ca-2 Ca-3 Ca-4

Answer=Comm. C

Query=Ca-3

User

aX Attribute a is attached to Community X.

Example:

Fig. 4. Attribute-search

of an attribute is computed by its evaluations from each user. Thus we can decide
a ranking of users or communities within an attribute, as shown in figure 5.

The targets of reputation are the attributes of users and communities, and
attributes themselves. Below is the list of the kinds of reputation. Now we define
that RCa is the communities authorized by the members of Ca-communities.
In the same way, RPa is the users authorized by Pa users. On the other hand,
reputation to attributes helps to find proper attributes and prevent a flooding
of attributes.

5.3 Query for Name-Independent Search

Name-independent search enables a user to search new objects (users and com-
munities) which have a high reputation and similar attributes to his ones.
This search method is implemented in the combination of attribute-search and
reputation-search.

We show some examples of the search queries to find “energetic” sport com-
batives by name-independent search.

Q1. Find the communities with the attribute “energetic”. (Query=Ca)

Q2. Find the communities with the authoritative attribute “energetic”.
(Query=RCa)
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Ca

Query=RCa and RPa Answer=Comm. A

Comm. B

Comm. A

RCa

Comm. C

Pa

User Y

User A

RPa

User C

Reputation

high

low

Communities with attribute Ca

User

Users with attribute Pa

Fig. 5. Combination of attribute-search and reputation-search to find authorized com-
munities

Fig. 6. Pseudo-code for search processes in social internetworks

� �
// Looking up communities with attribute-search and reputation-search.

// Reputation routine in peer.

1. Specify a community attribute Ca.

2. Evaluate the community from the viewpoint of Ca.

// Automated computation.

1. Computation in SecureEigenTrust.AutomataComp(Ca).

// Search routine.

1. Specify a community attribute Ca.

2. Find authorized communities by the function C = SecureEigenTrust.Lookup(Ca)

3. Find authorized peers P in C by the function P = SecureEigenTrust.Lookup(C).

4. Find peers P joining to the community C = Community.LookupMembers(P ).

� �
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Q3. Find the RCa
-communities to which the Pa-users belong. (Query=RCa

and
Pa)

Q4. Find the RCa
-communities to which the RPa

users belong. (Query=RCa

and RPa
)

In general, the authoritative attributes increase the probability of query’s
providing a proper result. The combination of two search methods also refines a
search result. So its order in this example is:

Q4 > Q3 > Q2 > Q1.

We summarize the sequential processes of search in social internetworks in
the pseudo-code of Figure 6.

By using Secure EigenTrust algorithm, name-independent search is achieved
with five features of this algorithm.

6 Conclusion

In this paper, we have proposed social internetworking, which expands the ca-
pability of social networks.

First, we summarize the value of social internetworking. Social internetworks
enable the integrated management of friends list information and communities
information over multiple SNSs. Additionally, name-independent search provides
a search by friends list, attributes of communities, and their reputation. This
method can make troublesome searching compact. Thus, a user can naturally
get to know communities which meet his preferences. Our system can be applied
to existing SNSs and personal social networks like XOOPS.

However, some problems should be solved before the public use of social
internetworking:

– Evaluation criteria to search methods.
– Interconnectivity among SNSs.
– Authentication method for users.
– Authentication method for data exchange.
– User-side control of the usage of his information.
– Incentives for users’ information registration.
– A flooding of similar attributes.
– Guess of reputation by repetitive searches.

Along with the implementation of our proposed social internetworking, we will
continue to tackle these problems.
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Abstract. The World Wide Web is the most popular application of the Internet. 
Web retrieval latency is one of the most important issues in web services and 
applications. With the increasing number of digital materials appearing in web 
pages, there emerges a special issue regarding the acceleration of pages contain-
ing big web objects. Existing acceleration mechanisms are not effective in this 
aspect. In this paper, we propose a fine-grained Intra-Object Parallelism (IOP) 
to address this problem. Our results show that this mechanism can achieve sig-
nificant improvement on retrieval latency for big objects. 

1   Introduction 

The World Wide Web (web) is the most popular application of the Internet. With the 
explosive growth of the web, web retrieval latency has become one of the principal 
concerns to most web users and web content and service providers. Many acceleration 
mechanisms have been proposed to improve web retrieval performance such as web 
caching, prefetching, persistent connection, compression and content optimization etc. 
[1], [2], [3], [4], [5], [6], [7]. However, there emerges a new issue regarding big web 
objects recently. With the development and proliferation of digital documentation, 
multimedia materials and web-based applications in the Internet, more and more web 
pages tend to contain digital materials like image files, pdf files, flash animation files, 
video and audio files, application executables and so on. As these digital files are 
usually considerably big in size, they generally take long time to retrieve. For web 
pages containing big objects, the retrieval of the big objects is often the performance 
bottleneck for whole page retrieval latency. With the increasing number of big objects 
appearing in web pages, the need to reduce the retrieval latency of them becomes 
imperative. 

Current acceleration mechanisms are not effective in reducing the retrieval latency 
of big objects. For web caching [1], its performance is limited due to the low reuse 
rate of web objects. Since the reuse rate of big objects could be even lower, it is ex-
pected that web caching does not have good performance on them. Prefetching [2] 
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suffers from low prediction accuracy and heavy overhead; it may not help much on 
big objects. As to content optimization [5] [6] and compression [7], they are often 
difficult to be applied on many big objects due to file format difficulties. For example, 
compression and content optimization can hardly be applied on pdf files, flash anima-
tion files, video and audio files etc. There is parallel fetching in current web system. 
However, it works only at object-level, so it cannot help big objects either. Therefore, 
special mechanism is needed in order to accelerate the retrieval process of big objects. 

In this paper, we propose a fine-grained parallelism to address the problem of big 
object retrieval. We extend the concept of parallelism from object level to intra-object 
level in web retrieval to accelerate the retrieval process of big objects. Our results 
show that this mechanism can achieve significant improvement on object retrieval 
latency and whole page latency when big objects are in presence. 

2   Background Information 

The retrieval process of an object typically involves the following six operations: 
Request initiation operation r, Location resolution operation l, Network connection 
operation c, Request sending operation s, Data chunk transfer operation d, and Ending 
operation e. We can use a directed graph to capture the retrieval process of an object, 
where vertices represent the operations, arcs represent precedence relationship be-
tween two operations, and the weight of an arc represents the time spent in complet-
ing the operation represented by the target vertex. Figure 1(a) gives an example graph 
demonstrating the retrieval process of an object. Note that there may be multiple data 
chunk transfer operation d in the retrieval process of an object. 

 

Fig. 1. Representing object retrieval process with graphs 
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The whole object retrieval latency can be divided into five components based on 
the six types of operations: Location Resolution Time (LRT), Connection Time (CT), 
Request Sending Time (RST), Chunk Sequence Time (CST), and Ending Time (ET). 
These five latency components are also shown in Figure 1(a). For simplicity reason, 
we will use a simple form of the graph as shown in Figure 1(b) in the rest parts of this 
paper. 

HTTP/1.1 [8] introduces a new HTTP header “Range:” to allow clients to specify 
and retrieve any part of an object’s content. This feature is intended to be used in 
resuming broken data transfers and retrieving specific parts of objects, e.g. the de-
scriptor fields of multimedia files, the first a few pages of a document, and so on. In 
this paper, we make use of this feature to implement an intra-object level parallelism 
to accelerate the retrieval process of big objects. The “Range:” HTTP header specifies 
desired portions of objects using byte ranges. A byte range request is made like any 
other normal requests, except with an additional “Range:” header. Although a byte 
range request may retrieve only part of the object data, it still undergoes all the la-
tency components, especially the CT and RST. Figure 1(c) illustrates this situation. 

3   Intra-object Parallelism (IOP) 

3.1   Intra-object Parallelism Scheme 

The basic idea of Intra-Object Parallelism (IOP) is to divide the body of a big object 
into multiple portions and retrieves them in parallel. Essentially, those different parts 
of an object can be retrieved using range requests supported by HTTP/1.1. On the 
whole, the process of IOP is as follows: 

When a client retrieves a web object, it first issues a normal request to the server. 
We refer to the retrieval process associated with this request as Master Retrieval 
Thread. When the server sends back the HTTP headers for the requested object, the 
client will examine if the server support HTTP/1.1 (i.e. range request) and if there is a 
“Content-Length” header and if the value of this header exceeds certain threshold. If 
these conditions are satisfied, IOP will take place. The client will divide the object 
size into k parts based on certain factors. Then, it will trigger k-1 new requests and let 
each of them fetch a portion of the object body. These k-1 new request processes are 
referred to as Slave Retrieval Threads. After the k-1 Slave Request Threads have been 
successfully issued, the Master Retrieval Thread will be forced to stop after it receives 
its portion of the object body. When all the parts are retrieved, they will be assembled 
together and the original object is got. In IOP, the k retrieval processes, 1 master re-
trieval thread plus k-1 slave retrieval threads, are carried out in parallel, so the re-
trieval speed would be much faster than one single retrieval process which fetches the 
whole object. The above process of IOP is depicted in Figure 2. 

Note that IOP is only used to accelerate the retrieval processes of big web objects. 
It will not affect the correctness of web content. In the situation where partial object is 
not supported, the IOP will not take place and the master request thread will continue 
to retrieve the whole body of the object as usual. 
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Fig. 2. Retrieval process of Intra-object Parallelism and the relationship between latency com-
ponents and size ranges 
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parable to that of bigger objects. This suggests that to divide an object into too 
small parts is not cost-effective in terms of retrieval latency and resources used. 

Taking the above factors into consideration, we would recommend that a large ob-
ject should be divided into k parts such that the size of each part is around the average 
size of most commonly seen web objects. Based on the trace in our study, we found 
that the average size of objects is about 5.71 KBytes. We would suggest using this 
size as the minimum size of partial objects for IOP mechanism. But this recommenda-
tion may vary in different environments. 

On the other hand, IOP would impose extra demand on concurrent network con-
nections and server load. If a big object is divided into too many small parts, the bur-
den on network connection and server load could be excessive, which could have 
negative effects on the performance of web retrieval. To refrain this from happening, 
we set a maximum value N for k, i.e. k ≤ N. In our study, we vary the value of N and 
investigate the effect of it on the performance of IOP. 

Now let us look at the threshold size for IOP. As stated earlier, the slave requests 
would undergo the latency components CT and RST while the master retrieval thread 
is receiving object data. This put certain constraints on the proper object size for IOP. 
The relationship between latency components and size ranges in IOP is also shown in 
Figure 2. Such relations can help us to deduce a formula for calculating proper thresh-
old size for doing IOP. 

Because many characteristics about web retrieval vary greatly, e.g. the latency 
components and chunk size fluctuate considerably due to the status of network and 
workload on server etc, so it is rather difficult to produce an accurate formula for IOP. 
But we can develop a rough model for the relationship among the factors based on the 
following assumptions: 

1) No persistent connection is used in IOP, and the connection time is constant for all 
retrieval processes. 

2) All slave retrieval threads have the same CT+RST+CST(0). We represent it as t1. 
3) The first chunk contains HTTP headers. 
4) The sizes of all chunks are the same. In this study, we use the statistical average of 

the chunk size as the size for every chunk, which is about 5.3 Kbytes. We use schk 
to denote the size of one chunk: schk = 5.3 Kbytes 

5) The latency for every chunk is the same. It is difficult to obtain the latency of the 
first chunk CST(0) because what we can record is RST+CST(0), so we use the la-
tency of the second chunk CST(1) as the unit latency for transferring one data 
chunk. We denote this unit chunk latency as tchk. From Figure 2: tchk = CST(1) = t2 

6) All slave retrieval threads are started simultaneously. 
7) The partial object size sp assigned to each slave request is the same, and we use the 

average size of web objects (5.71 KBytes) as the minimum size for each partial 
object, i.e.: sp  5.71 KBytes 

Based on the above assumption and the relationship revealed in Figure 2, we see that 
the object size satisfies the following formula: 

sobject = smin + k × sp  ( k  2 ) . (1) 
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For IOP to happen, k must be greater than or equal to 2. So the minimum object 
size required for IOP would be: 

sthreshold  smin + 2 × sp . (2) 

Because smin = i × schk  and  i = ( t1 / tchk ) + 1 , So, we have: 

sthreshold  ( t1 / tchk ) × 5.3 + 16.72 (KBytes) . (3) 

In formula 3, both t1 and tchk can be obtained by monitoring the retrieval process. 
Therefore, sthreshold will be able to be obtained during the retrieval process. 

With the above knowledge, we are now able to give some complement description 
of the IOP mechanism. Client will monitor the retrieval process and record t1 and tchk 
to calculate the sthreshold . When IOP is satisfied to take place, it will first use the aver-
age web object size (e.g. 5.71 KBytes) as the size of each partial object to calculate an 
initial k. If k is not greater than N, then the client will use this k and the partial object 
size to do IOP. Otherwise, k will be set to N and the size of each partial object is cal-
culated based on this new k. By setting up the maximum value N for k, IOP can avoid 
imposing excessive demand on network connection and server load, while still attains 
the effectiveness of parallelism. 

4   Results and Analysis 

4.1   Methodology 

To study the performance of IOP, we conducted both simulation experiments and real 
system tests. For the simulations, we obtained URLs from a NLANR trace [9] dated 
12 May 2004 and replayed real retrieval process and recorded detailed operation and 
chunk level traces for our simulation use. For the real system, we have implemented a 
working IOP system based on Squid 2.4.STABLE3 [10] to perform the IOP scheme. 

4.2   Demand for IOP 

When a web page contains large web objects, the retrieval latency of those objects is 
often the dominant factor to the whole page latency. So, we would like to first inves-
tigate the presence of large objects in web pages. Figure 3 plots the distribution of  
 

Fig. 3. Distribution of pages w.r.t. size of the largest object in the page 
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web pages with respect to the largest object size they contain. From this graph, we see 
that the majority of web pages have objects not bigger than 64 KBytes. However, 
there are about 10.54% of web pages contain objects bigger than 128 KBytes. As 
digital documentation, multimedia materials and web-based applications etc. are in-
creasingly distributed over the web, we expect to see the percentage of web pages 
containing large objects to continuously increase in the future. Nevertheless, the per-
centage of 10.54% is already significant enough for us to look into effective mecha-
nisms to accelerate the retrieval process of them. 

4.3   Threshold Size for IOP 

Formula 3 shows that the threshold size sthreshold is determined by the time t1 and tchk. 
So we would like to have a look at them. Figure 4 plots the distribution of the ratio of 
t1/tchk. The results show that the values below 15 take up the major portion (more than 
85%) of the distribution. However, there exist much bigger values for the ratio, from 
50 to up to more than 10,000. Those big values contribute nearly 4% to the overall 
distribution of t1/tchk. This put the average value of the ratio to be at about 26.3. In 
other words, t1 is about 26.3 times bigger than tchk on the average. This result shows 
that t1 is surprisingly big as compared with tchk. The reason for this phenomenon could 
be because t1 contains the connection time CT, which is very big in web retrieval. 

 
Fig. 4. Distribution of t1/tchk 
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with an average of 83.86%, while the real system testing achieves 68% to 86% im-
provement with an average of 80.6%. In general, the improvement gets better as the 
object size increases. This is expected as larger objects have lengthier chunk transfer 
sequences, which can be effectively improved by IOP. 

Note that the performance of real system is often lower than the simulation results. 
This could be due to the fluctuation of network and server status, which are largely 
ignored in simulations. 

 
Fig. 5. Effect of  Parallelism on retrieval latency of individual objects 

 
Fig. 6. Effect of chunk-level parallelism on page retrieval latency 
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son: When large objects in a page are divided into smaller parts by IOP, the retrieval 
latencies of other objects in the page may become more important to whole page 
latency. In other words, there are some other latency contributors that prevent IOP’s 
improvement on individual object latency from being fully reflected on whole page 
latency. 

However, when object size is extremely big (e.g. bigger than 8 MBytes), the im-
provement on page latency is very close to the improvement on individual object 
latency. This is because: when page contains object with extremely big objects, the 
retrieval latency of other objects become very negligible and the page latency is al-
most solely determined by the extremely big objects even after they have been di-
vided into smaller parts. So, in this situation, the improvement on the extremely big 
objects will be almost fully mapped into the improvement on whole page latency. 

 
Fig. 7. Effect of N on the performance of Intra-object Parallelism 
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5   Conclusion 

In this paper, we exploit fine-grained parallelism for the acceleration of web retrieval. 
By extending the concept of parallelism to intra-object level, we propose the Intra-
Object parallelism (IOP) mechanism to improve web retrieval performance for big 
objects. Our study reveals some important relations regarding IOP such as the proper 
threshold size for IOP to take place and different values of N for different object sizes 
etc. By selecting proper parameters for IOP based on these relations, we have attained 
high effectiveness of IOP while avoided imposing excessive demand on network 
connection and server load. 
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Abstract. In contrast with the amount of explosively increasing infor-
mation on the Web, mobile users are suffering from low hardware capac-
ity, poor interface, and high communication cost of their wireless devices.
In this paper, we propose a framework for information summarization
on wireless network. More importantly, we have focused on the template
generation based on ontology. This system, thereby, can extract and send
particular pieces of information relevant to the corresponding users, in-
stead of sending the full texts themselves. Templates can be generated
by not only user’s manual input but also semantic tagging, which is a
process categorizing keywords into the most relevant concepts. Hence,
in order to highlight a specific part of documents, these semantic tem-
plates can be applied as a set of rules. For conducting experiments, we
have designed wireless reverse auction system in which participants can
instantly send and receive the bidding messages through their mobile
devices.

1 Introduction

Recently, so many people have been concerning about wireless devices, includ-
ing mobile (cellular) phones and PDAs (Personal Digital Assistant). By the end
of 2001, there were over 850 million mobile phone users worldwide. Other de-
vices such as PDAs and pagers will also contribute to the growth of mobile
communication [1]. With the hardware development and widely propagated in-
frastructure, many kinds of wireless messaging services, including e-mail, fax,
voice, and video data have been introduced. Ubiquity (or high mobility), so-
called “anytime, anywhere,” is one of the most beneficial reasons why users
have been interested in these mobile services. However, there have been several
drawbacks to wireless devices such as low hardware capacity. Especially, poor
interface and high communication cost of mobile devices is the main problems
that we have been motivated. Because of expensive usage fees, when requesting
data on the Web, mobile users often hesitate. Not only the number of accessing
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times but also the amount of transmitted packets is the main factor determin-
ing the total subscription. Moreover, it would make users disappointed to access
very long and noisy documents through the small display of mobile devices.

Therefore, we decided to study a template-based information extraction sys-
tem as a way to send summarized information, instead of a full-text document, to
a wireless device. In order to analyze the free or semi-structured text documents
such as an e-mail and a particular form of information, there have been many
information extraction studies such as the Naive Bayes sliding window model [2],
the hidden markov model [3], and the template filling model [4], [5]. Also, with
respect to a user’s intervention, while most studies needed user involvement [11],
wrapper induction [7] was best able to perform automatic information extraction
without user supervision.

In this paper, we are focusing on wireless messaging system for reverse auc-
tion, which is one of the most famous e-marketplace services. We have tried
to summarize messages between auctioneers and bidders by extracting relevant
parts of them by using not only user-defined templates but also automatically
generated templates. Therefore, in the following section, notations for seman-
tic tagging will be introduced to represent templates and, more importantly,
template induction will be described to automatically generate templates.

2 Semantic Template Based Information Extraction

Basically, IE (Information Extraction) identifies the specific pieces of information
(or data) in unstructured or semi-structured text documents and transforms
this unstructured information from a corpus of documents or web pages into a
structured database.

Fig. 1. Template-based Information Extraction
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terest rate, which would usually be formatted as a database record suitable for
subsequent processing such as data trend analyses, summaries, and report gen-
erations [6].

For the lightweight use of NLP (Natural Language Processing), as shown in
Fig. 1, we have focused on the following two main issues.

– How to represent the template class and generate template instances
– How to match and select templates in order to extract relevant information

from a particular text

A particular class of documents whose structures are similar is defined as a
prototype of a document template. Therefore, a collection of template instances
generated from a prototype can extract information by filling slots on these
templates.

2.1 Template Representation and Generation

A template class is composed of slots, which contain relevant pieces of informa-
tion, and two kinds of tags. Tags on the left-hand side and on the right-hand
side are the indicators of the beginning and ending of the corresponding slots.
Each template class is represented as semantic tagging, which is the process
whereby keyphrases (or keywords) in a document are matched with predefined
tags. During training by user’s supervision, these keyphrases have, in advance,
been classified, according to the semantically identical tags. Therefore, a tem-
plate class Ti is defined as

Ti = {slot1, slot2, ..., slotn} (1)

and a slot Si in a template instance is represented as

Si = [{ltag1, ltag2, ..., ltagm}, {rtag1, rtag2, ..., rtagn}] (2)

where ltag and rtag are a set of candidate tags located in left and right sides of
sloti, respectively.

There are two approaches to automatically generate template classes, which
are frequency measure and lexical entry extraction via dictionary exploration
[9]. Similar to CRYSTAL [10], which is a well-known IE system from free text
by inducing a conceptual dictionary, we have organized template classes using a
bottom-up covering algorithm that begins with the most specific rule to cover a
seed instance and generalizes the rule by merging it with similar rules.

2.2 Template Matching

A text classifier can most efficiently find out which kinds of information are
included in a certain document and what features are extractable from that
document. The exact template, therefore, can be instantiated and also easily
applied to extract relevant information. On the other hand, when a document
fails to be classified, this document should be semantically tagged, in other words,
structurized, by referring to a set of predefined tags. The template slot on the
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document can be expected by matched tag pairs. Then, the similarity between
a tagged document doc and each template class in a template class repository,
as shown in Fig. 1, can be measured by using the following equation

Sim(doc, Ti) =
a

(1 + α2)(d − a) + (1 + β2)(t − a)
(3)

where the d and t are the number of slots in a tagged document doc and a
template class, respectively. The variable a is the number of common slots in
both documents and the coefficients α and β are the factors for weighting. As
a result, a template instance is derived from a template class whose similarity
with the tagged document is maximum.

3 Application to Wireless Reverse Auction Systems

In order to apply the template-based summarization system to real-world ap-
plications, we selected the reverse auction systems based on message-posting
bulletin board system. In contrast to traditional auctions, a reverse auction is
simply an inverted auction mechanism whereby an auctioneer (buyer) announces
an auction item, and then, many bidders (sellers) offer their bids for the item.
Due to the domain specific properties of reverse auction, the certain features
have to be extracted from a set of bidding messages.

3.1 System Architecture

The system is composed of two main parts, a bidding message management for
multiple bidders on wired network and a SMTP-based message transfer system
to mobile users.

Fig. 2. System Architecture
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Therefore, bidding messages can be classified based on extracted features in or-
der to select a proper template class. The mobile user-side system consists of
three main components, which are e-mail client, template generator, and tem-
plate matcher, as shown in Fig. 2. The e-mail client has to be able to classify
e-mails based on extracting features such as the headers of each e-mail. Template
generator establishes the conceptual dictionary and provide GUI for users’ man-
ual coding, then stores them in the template class repository. Template matcher
and information extractor can look up the most appropriate template in a tem-
plate class repository and organize the set of extracted texts in the final message
format. Mobile devices have to be, in advance, “wirely synchronized” with the
template class repository of template generator. Thereby, a template instance
can be effectively derived by receiving messages from the SMS center [14] or the
WAP gateway [12], [13].

3.2 Ontology Construction

We designed two essential ontologies for reverse auction processes and LCD
monitor. These ontologies are organized in the form of a hierarchical tree.

Fig. 3. Ontology for LCD monitor

Fig. 3 depicts a small part of LCD monitor ontology, which is totally com-
posing of 43 nodes.
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message is usually unstructured text that needs semantic tagging, the headers
already provide tagged information such as sender, subject, and message type.
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3.3 Template Generation and Matching

There are two ways to generate templates, both of which are based on manual
coding and, as previously mentioned, inducing a conceptual dictionary. Manual
coding, which is the explicit construction of template classes by users, is much
more effective for a bidding message that a user has already been waiting for
such as “notification of acceptance.” This is also effective for private e-mails as
well. In this case, all extracted features must be definitely matched with user-
defined conditions, for example, “I want to purchase this LCD. The price is 200
dollars”. An inductive conceptual dictionary based on e-mail classification is the
other way to generate a template class. Features can be extracted by learning
the user’s categorization patterns. Therefore, e-mails in the same category are
lexically analyzed in order to enrich the conceptual dictionary and semantic
tagging. For example, by analyzing e-mails posted from a particular mailing-list
in a folder, we can recognize sender, subject pattern, and more importantly, the
appended user-defined header information.

A template class repository manages these two types of template classes,
separately. For template matching, a new e-mail should be semantically tagged
and structured, by searching the proper slots. Then, according to the type of
features extracted from this e-mail, it is decided which part of the template class
repository should be searched and the most suitable template class is obtained
by measuring the similarity among template classes in the selected part of the
repository.

As an example, a template class “call for bids” and a semantic tag <date>
are generated as follows.:
(template_class call_for_bids
<title> ; Title of bid
<date> ; Schedule of the bid
<location> ; Place in which the bid will be held
<submission>

<submission:deadline> ; Deadline
<submission:notification> ; Notification of Acceptance

<URL> ; Website of the bid
<topics> ; Topics of interest for the bid
<contact> ; Contact information

)
(semantic_tag call_for_bid:date

{ "important dates * bid *", "\crlf" }
{ "workshop dates *", "\crlf" }
{ "bid dates *", "\crlf" }
{ "submission deadline * bid *", "\crlf" }

)
A template instance can be derived from the matched template class. The

detail configuration of this template instance depends on the number of slots and
their positions as obtained by semantic tagging. Relevant information, therefore,
can be extracted by overlapping this template instance on the tagged e-mail. An-
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other important focus is to refine these pieces of extracted relevant information
by reorganizing them and removing redundant words and stop words. More se-
riously, with respect to communication cost, the limited size of data for one
transmission is the maximum length of a fragment for reorganization of the the
extracted texts. This refinement is shown in the following algorithm

Algorithm Refinement
Input:

Set of Extracted Texts, T = {t1, t2, ..., ta};
Maximum Length of a Fragment, L;
Set of Refined Texts RT = {};

Procedure:
for each ti ∈ T do

if (not IsStopwords(ti))
then if (not IsRedundant(RT, ti))

switch (L − length(ti))
case > 0: merge(ti)
case < 0: fragment(ti)
case 0: RT := RT + {ti}

return RT
where the functions merge and fragment are used to combine residues and then
generate residues in order to save null space.

4 Implementation and Experiments

We implemented this system by using Nokia Mobile Internet Toolkit 4.0 [16].
Fig. 4 demonstrates the user interface for mobile users.

Fig. 4. User Interface

In our experiments, we collected bidding messages from the Website Auction
[15], which posts product bidding announcement messages and shares this infor-
mation via e-mails that has been received. Based on the extracted features, we
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placed these messages into four categories. These messages in this Website ad-
ditionally contain particularly well-organized headers which support to effective
classification such as X-BID-Message-Type, X-BID-Call-For, X-BID-Deadline,
and so on. Overall, we collected 250 messages from this Website and split them
into two groups, 20% of them as training and the rest of them as testing data.
During training for inducing conceptual dictionary, each template class of the
corresponding categories was generated.

Table 1. Results of information summarization based on template instance derivation

Ratio of Summarization Accuracy of Template Filling

= size(extracted)
size(raw)

= number(relevant)
number(total)

Category 1 0.796 0.775
Category 2 0.83 0.926
Category 3 0.812 0.875
Category 4 0.52 0.795

By testing data, we attained the results, as shown in Table 1. We verified
that the system was able to remove, an average, 74% of the redundant textual
information and that 93% of the template slots were accurately filled.

5 Conclusion and Future Work

Not only hardware limitations of wireless devices but also high communication
costs are a serious obstacle to instant accessing of wireless messaging service. We
have attempted to summarize e-mails by using template filling. We have thereby
proposed the way to generate and match template classes and also derive tem-
plate instance that is the most suitable for a certain e-mail. Some template class
can be manually constructed by user intervention in order to customize adap-
tive information extraction. The heterogeneous screen specifications of mobile
devices and the various communication policies of service providers have also
been considered.

We are now developing a GUI system to support users so they can more easily
construct template classes based on manual coding. Moreover, we are studying
ontologies as background knowledge for semantic analysis of texts.
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Abstract. Currently there is a common problem of real-time data inconsistency 
between source transactional systems and data warehouse. ECA, a well-known 
algorithm, is quite effective in addressing the view maintenance anomaly by 
making use of compensation queries. However, ECA does not maintain 
information about the data warehouse, and has to send compensating queries to 
the source system resulting in performance degradation. This paper proposes a 
new strategy for maintaining data warehouse in a Web environment without 
sending update queries to the source system. To maintain consistency in real-
time, automatically installed web client program create modify queries for each 
update query to source system. Modify queries associated with each update 
query are processed at the web warehouse level without connecting to the 
source system. Hence the problem of a single modify query having to access 
multiple source systems disappears and the system performance improves. 
Through simulation, the performance of the proposed strategy is compared with 
previous solutions.  

1   Introduction 

CRM/eCRM has become one of the pivotal issues in the current dynamic business 
environment. As competition intensifies, companies are transforming themselves 
from product or price driven organizations into more customer centric organizations. 
And data warehouse is an example of powerful business tools that support such 
business transformation. 

Thanks to the advancement of Internet technology, many existing legacy 
client/server systems are becoming web enabled. Following in their footsteps, data 
warehouse will soon become web enabled as well. 

Web warehouse is a web based data warehouse that allows users to connect to 
data warehouse and perform real-time data analysis through web browser. 
Consequently, all existing data warehouse services must be reengineered using web 
interface. Bringing data warehouse to the web means being able to record user’s 
behavior in the data warehouse. It also makes in depth analysis of user behavior and 
intentions possible by providing a new data source called, click-stream data. This 
paper also uses click-stream data to predict what queries user might want to perform 
in advance.  
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1.1   Motivation 

 When an update occurs at the source system, the source system sends a query back to 
the data warehouse because the source system lacks data warehouse information. The 
data warehouse, upon receiving a query from the source system, creates a 
corresponding query to be executed at the source system. This is a common data 
warehouse maintenance method.  

However, if data at the source system changes before the maintenance query has a 
chance to execute, then the data warehouse is said to have a view maintenance 
anomaly problem. ECA algorithm is a commonly used solution to this problem. The 
details of ECA algorithm are discussed in Section 2. 

ECA is quite effective in addressing the view maintenance anomaly by making use 
of compensation queries. However, because ECA itself still does not maintain 
information about the data warehouse locally, it has to send compensating queries to 
the source system causing some system performance reduce. In addition, the 
increasing complexity of compensation queries puts extra burden on the source 
system's performance. 

This paper proposes a new strategy for maintaining data warehouse without 
sending update queries to the source system. Even if in a multi-source system 
environment, the new strategy allows real-time maintenance of the data warehouse 
without accessing source systems. 

This paper is organized as follows. Section 2 describes the existing research in data 
warehouse materialized view maintenance. In Section 3, the real-time data 
consistency and materialized view maintenance process in a web warehouse is 
proposed and adapted for multi client/server environment. Finally, Section 4 
compares the proposed system against existing systems. The conclusion is given in 
Section 5 

2   Related Work 

This section reviews various research topics related to existing data warehouse 
systems and looks in depth at materialized view maintenance strategy. 

[9, 11] proposed an automatic formalization of existing source system ER schema 
into multi dimensional data warehouse model. [10, 12] tried to improve the query 
performance by expanding or changing existing SQL. [13, 14] improved the query 
performance by constructing a query execution plan diagram using AND/OR 
operators common in many complex queries and making a new materialized view 
based on finding the location of key nodes. 

2.1   ECA (Eager Compensating Algorithm) 

ECA [15] is an example of deferred data warehouse maintenance algorithm. When 
there is a data update to the source system, the source system sends an update query to 
data warehouse in order to maintain data consistency between systems. If data 
warehouse lacks the relevant materialized view data, then it sends a return query to 
the source system to update its materialized view. 
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Fig. 1. ECA Processing 

Figure 1 is a flow diagram of query T1=insert(r2,[2,3]) and T2=insert(r1,[4,2]) 
being sent to and from data warehouse and source system with R1(1,2) and R2 tables. 
If a user sends a T1 query to the source system, then the source systems returns a 
query back to data warehouse. 

In order to maintain consistency of data warehouse, it creates and sends a 
compensating query Q1=r1∞[2,3] to the source. Source system processes Q1 then 
sends the result data MV1={1,4} to data warehouse. Apply the sent data to the data 
warehouse. 

Real-time application of update query is possible. However, as the number of 
update queries increases, the source system’s performance is heavily taxed due to 
processing of complex compensating queries required to keep data warehouse data 
consistent. 

2.2   Strobe Algorithm 

Unlike in ECA where data exist in a single source system, data are usually distributed 
across many systems in a multi source systems environment. Strobe [6] algorithm is 
explained in Figure 2.  
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Fig. 2. Strobe Processing 

If an update query comes from one source system, then data warehouse sends 
compensating queries to other source systems then combines the query results. 

As the number of update queries increases, the data transfer volume between data 
warehouse and source systems increases exponentially. And because data warehouse 
needs to wait for return query results from source system, it is difficult to maintain 
data consistency of data warehouse real-time. 
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To overcome the complexity and heavy system load of ECA algorithm as well as the 
limitation of Strobe algorithm in maintaining data warehouse in real-time, this paper 
proposes a web warehouse system based on web client. 

3   The Proposed System 

This section proposes an optimal solution that addresses the problem of maintaining 
historical data in data warehouse in real time and performance improvement issues. 

 

Fig. 3.  The propose system environment 

Figure 3 is an overview of the of the proposed system environment. It assumes that 
all users connect to source system and web warehouse (used interchangeably with 
data warehouse) via web browser and explains the difference between the update 
query and the modify query. Update query is a transaction query requested from web 
browser to source system. Modify query is created automatically by web client 
program to be applied to materialized view of web warehouse and is used 
interchangeably with compensating query in ECA. 

If users connect to web server via web browser, web based client program 
(Browser Monitor) is automatically installed. Browser monitor not only stores users’ 
click-stream data in web warehouse but also creates necessary modify queries in order 
for update queries to be applied to data warehouse using web warehouse metadata. 

Web warehouse metadata is information about mapping source system to data 
warehouse and it helps browser monitor determine whether modify query is needed 
for each update query. 

Materialized view agent (MV Agent) performs real time storage of click-stream 
data sent by browser monitor. It also requests modify queries to web warehouse and 
perform recovery procedure in case of client failure. 

3.1   Maintenance Process for Web Warehouse Consistency 

When user’s update query (OLTP) is processed by source system, browser monitor 
creates modify queries in real time and updates web warehouse automatically. 
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The following are detailed steps in processing update queries and maintaining web 
warehouse consistent. Users create and send update queries to source system via web 
browser. Browser monitor uses web warehouse metadata to create modify queries and 
sends them to MV agent that in turn executes the queries against web warehouse. 

When source system sends the requested query result to users, browser monitor 
captures the even message “query processed result”. 

If an update query is successful, browser monitor “Commit” modify query to be 
applied to web warehouse otherwise ‘Roll Back’ the query. 

Example 1. There are R1 (1,2) and R2(2,3) tables in the source system and web 
warehouse is MV=R1 R2. Let us take a look at queries T1=insert(r1,[4,2]) 
and T2=delete(r1,[1,2]).  

1. When a user requests t1 and t2 to the source system, browser monitor reviews the 
queries and determine its impact on the web warehouse. And then it requests 
modify queries (r1[4,2] MV[X,2]) to the web warehouse and records it in TQ. 

2. If T1 results is received from the source system, browser monitor requests to store 
the modify query result ([4,2,3]) and deletes it from TQ. 

3. T2 uses delete operator (deleteMV[1,2]) to delete “W=1 and X=2” records in web 
warehouse and deletes T2 from TQ. 
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Fig. 4. Example 1 detailed steps 

Example 2. There are R1(1,2) and R2(2,3) tables in the source system and web 
warehouse is MV=R1 R2. Let us take a look at queries 
T1=insert(r1,[4,2]),  T2=insert(r2,[3,5]), and T3=insert(r1, [6,3]). 

1. When a user requests t1, t2 and t3 to the source system, browser monitor reviews 
the queries and determine its impact on the web warehouse. And then it requests 
modify query (r1[4,2] MV[X,2]) to the web warehouse and records 
{+T1,+T2,+T3} in TQ. 

2. If t1 results is received from the source system, browser monitor requests to store 
the modify query result ([4,2,3]) and deletes it from TQ. 

3. Because there isn’t “X=3” record in web warehouse, t2 is left in TQ. 
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4. T3 and t2 are combined ([6,2,3]) in TQ, joined against “X=3” data in web 
warehouse ([6,2,3]), and then deleted from TQ. 

3.T2 = Insert(r2, [3,5])
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Fig. 5. Example 2 detailed steps 

3.2   Web Warehouse Maintenance Algorithm 

In ECA materialized view, there was a performance problem with source system 
because data warehouse uses source system to process modified data. 

As in figure 6, because there is a copy of source system’s data in the web 
warehouse, there is no need to access the source system for processing of unchanged 
data (MV0=A0∞B0). For data that has changed ( ), web client automatically updates 
the data warehouse so that real time maintenance algorithm is simplified. Therefore, 
source system performance is improved because processing of modify queries is 
eliminated. 

MV0 = A0 B0

[ [ MVMV = = (A+ (A+ B+) B+) (A0 (A0 B0) ]B0) ]

If size( ) == 1 then  /* Real-time */   

MV = (A+| B+) (A0 B0)key  

Else  /* Near real-time */ 

MV = (A+ B+)key (A0 B0)key 

A+ B+

MV = (A0 B0) U (A0 B+) U

(A+ B0) U (A+ B+)

= (A0 B0) (A+ B+)

= MV0 = MV0 (A+ (A+ B+)B+)

A+ B+

A0 B0

Source(ECA Family)Source(ECA Family) Web DW(Proposed)Web DW(Proposed)

After( )

before

 

Fig. 6. The concept of Proposed system 

Explanations of the following key variables are provided below in order to help 
understand the web warehouse maintenance algorithm. 
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Variables Description 

t1, t2, … update query input 

TQ (Transaction 
Queue) 

pool of queries affecting web warehouse 

T (final Modify 
query) 

pool of intermediate result set of queries in TQ that can be 
combined.(incremental changes) 

MV(Attr, Value) 

intermediate result set satisfying applicable “Attr=Value” 
condition in web warehouse. 
. Attr: name of field to be used as key in web warehouse.  
. Value: field value to be used in web warehouse 

 
This is an example of web warehouse maintenance algorithm.  

 
Proc  MVM(t1, MV)  

{  

     TQ[] = t1;  // t1 = insert(r1,[4,2])   

     MergeT(TQ, t1, T);  

      for( i=0; T.count >= i; i++)  

           •MV = joinT(MV, T[i].value);  

      if(MV == NULL) return 0;  

      MV = MV + • MV;  

}  

 

MergeT(TQ, t1, T)  

{  

    for( i=0; TQ.count-1 > i; i++)  

          if(cmp(TQ[i].attr, t1.attr) == 0) {  

         T = TQ[i];  

             delete_TQ(i);  

    }  

} 

 
Incoming query t1 is recorded in TQ. If there is a same key query of t1 in TQ, then 

merge applicable queries in T. Select only the applicable data from web warehouse, 
then join them using the final modify query T and, finally apply them to web 
warehouse. 
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3.3   Maintaining Consistency In Real Time In Multi Source System 
Environment 

The most difficult problem in expanding a single source system into multi source 
system is that of system performance. The main difficulty lies in multiple source 
systems maintaining separate data and data warehouse having to query each source 
system separately and then pooling the results of queries. On the other hand, the 
proposed system accesses web warehouse rather than source system for existing base 
data sets. And for updated data set, web client automatically updates them to web 
warehouse so that the number of source systems has very little impact on overall 
system performance.  

However, the issue of maintaining query serialization becomes rather important 
and it is addressed below: 

1. When users request an update query to source system and receive the result, 
browser monitor receives “time of update query completion” message from web 
server. 

2. After confirming successful query completion, browser monitor sends 
“Commit/Abort + time of update query completion” message to MV agent. 

3. If multiple update queries try to update same data set, TQ compares the time of 
update query completion to determine the order of queries to be processed. 

V = r1 r2 r3 

TQ : {+T1,+T2,+T3}

1.T1= 
Insert(r1, [4,2])

3.T3 = 
Insert(r1, [3,2])
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Fig. 7. Example 3 detailed steps 

Example 3. Tables S1[R1(1,2)], S2[R2(2,3)] and S3[R3(3,4)] exist in each source 
system, and web warehouse is MV=R1 R2 R3. Let us take a look at queries 
T1=insert(r1,[4,2]), T2=insert(r3,[4,9]) and T3=insert(r1,[3,2])

1. When users request t1, t2, t3 to each source system, each user’s browser monitor 
reviews the queries and determines their impact on web warehouse. Then it records 
{+T1, +T2, +T3} in TQ and creates modify query (r1[4,2] MV[X,2]) and sends 
them to web warehouse. 

2. Upon receiving T1 result from source system, browser monitor requests to save the 
modify query result([4,2,3,4]) and deletes {+T1} from TQ. 
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3. T2 is left at TQ because there is no “Y=4” record in web warehouse. 
4. Because T3 and T2 cannot be combined at TQ, Modify query(r1[3,2] MV[X,2]) 

for T3 is created and requested to web warehouse. 
5. After joining “X=2” data in web warehouse ([2,3,4]), update T3 modify query 

result([3,2,3,4]) then delete {+T3} from TQ. 

4   Performance Comparison 

Arena simulation program is used for evaluating the performance of the proposed 
(CWH) system and previous systems. Taking into account the time it takes to process 
update and modify queries between web warehouse and source system, the simulation 
assumes the following: 

-  Source system query processing time: 0.01-0.1/sec 
-  Web warehouse query processing time: 0.5-1.5/sec 
-  Update query inflow interval: exponential function 
-  Proportion of incoming update queries against modify queries: 70% 
-  The number of update query: 10000 - 1000000 

Strobe algorithm assumes 3 separate source systems. Figure 8 displays source 
system’s performance varying the number of update queries. Because source system 
processes both update and modify queries in ECA, its performance deteriorates 
rapidly as the number of queries increases. As in ECA, the system performance of 
Strobe is poor because each source system has to execute both update and 
compensating queries separately. On the other hand, the proposed system’s 
distributed handling of queries improves the performance 7 fold against Strobe 
algorithm and 2.5 fold against ECA.  

 

Fig. 8.  Source system’s performance comparison 

Figure 9 displays the processing time of modify queries varying the number of 
requested update queries. Because modify queries are handled by source system in 
ECA, web warehouse performance is superior, but source system is taxed heavily. In 
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case of Strobe algorithm, it takes longer to process queries because the number of 
modify queries to source systems increases as the number of update queries increases. 

On the other hand, the proposed system shows performance comparable to SC 
(Store Copies) having duplicate copy of data and to ECA without processing modify 
queries. 

 

Fig. 9. Web warehouse’s performance comparison 

5   Conclusion 

This paper tries to solve the data warehouse real time data consistency problem and 
address the multi source system performance issue. 
To maintain consistency in real time, automatically installed web client program 
create modify queries for each update query to the source system.  
Modify queries for each update queries are processed at the web warehouse level 
without connecting to source system. Hence the problem of a single modify query 
having to access multiple source systems disappears and the system performance 
improves. 
All web client programs are automatically installed and maintained thus program 
maintenance is kept simple. Also implementation is simple without taxing source 
systems or installing additional programs. 
In the future, a recovery method in case of system failure will be proposed. Finally the 
proposed system’s application as an eCRM system will be carefully considered. 
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Abstract. A groupware that integrates synchronous and asynchronous collabo-
ration paradigms is developed to support international medical collaboration  
activities carried out among Japan, Sri Lanka and other countries in Asia. Syn-
chronous medical collaboration activities are facilitated through high-quality 
image transmission and through an interactive shared-workspace. A web based 
asynchronous collaboration environment facilitates file uploading, editing and 
reviewing functions. Provisions such as multi-stream session recording, en-
hanced object linkage of collaboration contents, and persistent data sharing, 
harness the integrated collaborative environment. Adaptive M-JPEG transmis-
sion, application level multicasting and mirrored database architecture enables 
efficient data transmission among heterogeneous groups connected through 
wide range of network channels. 

1   Introduction 

As a training center in oral and maxillofacial 1 surgery in Sri Lanka, the Department 
of Oral Surgery of Faculty of Dental Sciences, University of Peradeniya has been en-
gaged in offering surgical care, training and research in the fields of oral cancer and 
maxillofacial trauma in the country, with the expertise from Department of Oral and 
Maxillofacial Surgery, Saga University in Japan. This work has been immensely sup-
ported by a telemedicine system over the Internet developed by the authors previously 
[1], and several success stories have been reported [2][3]. Currently the above col-
laborative work between Japan and Sri Lanka has evolved into a third country pro-
ject, in which University of Peradeniya in Sri Lanka is assigned to perform as a train-
ing center for several developing countries in Asia (Maldives, Nepal, Bhutan, 
Bangladesh etc.) under the supervision of JICA experts (Japan International Coopera-
tion Agency). In view of supporting this activity, we have been developing a group 
collaboration system that can be used to facilitate synchronous and asynchronous col-
laboration activities among heterogeneous groups in different countries.  

                                                           
1 Oral & Maxillofacial Surgery has incorporated the principles of plastic and reconstructive 

surgery for the treatment of problems such as cleft lip & palate, oral carcinoma, and implant 
related prosthetic dentistry. 
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Existing group collaboration systems [4] fail to support the intended telemedicine 
activities due to several problems. Firstly, the existing applications do not guarantee 
the quality of images, especially at low speed networks, because the employed 
streaming technologies only concern the preservation of continuity of images rather 
than the quality. The designed system introduces an adaptive M-JPEG streaming 
mechanism over a multicast overlay to preserve the high-quality of image frames 
even through low bandwidth channels (e.g. the network path between Saga and 
Peradeniya is an 18-hop channel with average round-trip-time (RTT) greater than 350 
ms, and an average available bandwidth less than 40kbps).  Secondly, the non-
existence or apparent disassociation of asynchronous collaboration framework in ex-
isting collaboration tools should be improved or redesigned to suit modern and future 
collaboration requirements.  Finally, the clinicians would prefer a user-friendly oper-
ating environment with sufficient software artifacts specifically designed for tele-
medicine related to maxillofacial activities. 

Many researches have worked on integrating synchronous and asynchronous col-
laboration paradigms. Geyer et. al. [5] claims for bringing email based add hoc col-
laboration to a more structured activity centric paradigm, but only limited to textual 
contents. Changtao et. al. [6] uses Web-based Distributed Authoring and Versioning 
(WebDAV) to implement a document centric web based groupware, but their mecha-
nism to use asynchronous content for real-time sessions is through an independent set 
of commercial applications. A general framework for synchronous collaboration ap-
plication design introduced in [7] uses reusable agents to replace scattered MBONE 
applications. It also introduces media getaways to handle adaptive delivery, however, 
this design is heavily dependent on IP multicast and could not be practically realized 
in absence of IPv6 to achieve most of its objectives.  

These problems motivated the authors to develop a novel system to support col-
laboration among heterogeneous groups with particular emphasis to international 
medical collaboration. The designed system provides an integrated fully functional 
collaboration environment with following features. 

− The system integrates transmission strategies capable of adapting from narrowband 
to broadband Internet access channels while preserving the high quality of real-
time image and voice, facilitating multiple participants to collaborate from any 
where in the world. 

− Synchronous session recording and integration with a web based asynchronous col-
laboration system link asynchronous and synchronous collaboration paradigms    
effectively resulting efficient utilization of human and material resources. 

− No special devices are required for synchronous clients. Only a personal computer 
(preferably over 1GHz CPU and 512MB memory), a camera (DV camcorder pre-
ferred), microphone, and the access components to the Internet (LAN card or mo-
dem) are required.  

− Provision of tools such as shared-board, graphically pointing on the patient’s im-
ages, and shared web-browser gives useful supplementary support for synchronous 
collaboration. 

− Operations of software are simple and straightforward, enabling users such as doc-
tors who lack special knowledge and skills in computer technologies to use our 
system in daily life frequently and actively. 
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− The system accommodates ubiquitous connectivity of group members irrespective 
of the dynamics of IP addresses. Most cases of firewalls and local proxies are also 
supportive to our design. 

The rest of this paper is organized as follows. In Section 2, we explain the architec-
ture of the designed system in detail. Section 3 describes the practical deployment 
scenarios of the system. Conclusion and future work will appear at Section 4.  

2   Architecture of the Designed Collaboration System  

The synchronous collaboration environment has been designed by extending our pre-
vious peer-to-peer collaboration system [1] to support group communication.  While 
the synchronous system is targeted for Windows clients, the asynchronous collabora-
tion system is designed as a web based application to support multiplatform compati-
bility. Fig.1 illustrates the overall design architecture of the collaboration system. De-
tail design issues related to synchronous and asynchronous systems are described in 
following sections. 

 

Fig. 1. Architecture of the designed collaboration system 

2.1   Synchronous Collaboration System 

As shown in Fig. 1, the interaction among the group members is in the form of ex-
changing real-time images, interactive audio, and shared transactions. The core of the 
system facilitates multicast services and access to persistent database through web  
application servers. Important design issues are described in detail below.  

Session Management. A valid member (pre-assigned) can join a synchronous session 
either as a passive member (receiver only) or as an active member (both transmit and 
receive) after a user authentication process. Essentially, one active member is 
assigned as the leader of a particular session at the logging process. The session 
leader is assigned authority to select a speaker to directly communicate with. In this 
case, all other members will be synchronized to the speaker’s viewing state.  

Real-time Multimedia Delivery. Voice quality can be selected (GSM, MP3 etc.) ac-
cording to the availability of bandwidth and quality requirements of the collaboration 
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context. Generally, all the voice streams are mixed to form a single voice stream at 
the multicast servers.  However, receiver has an option to mute unwanted voice chan-
nels when increasing clarity of particular voice channel/channels is required. Real-
time images are transmitted as a series of JPEG images (M-JPEG streaming) with 
flexibility to exploit video quality-smoothness tradeoff. Unlike voice reception, all 
members receive multiple image streams from all active members, where only two 
image streams are displayed in high quality (i.e. image streams from session leaders 
and speaker). All other image streams are received as small size image frames 
(thumbnails) to serve member awareness to the group.   

 

Fig. 2. Illustration of the application level multicast mechanism. Through signaling with the 
central registration server, multicast servers self organize into a Steiner tree while the members 
group around their nearest multicast server 

Application Level Multicast: Although, network level multicast support (e.g. IPV6 
multicast) is considered to be very promising in realizing group collaboration sys-
tems, absence of such ubiquitous framework severely hinders its practical 
deployment. Realistically, global multicast ubiquity will not be seen for another 
decade or more, especially in the developing world. In our design, we use application 
level multicast where, as illustrated in Fig. 2, application level servers at rendezvous 
points are used in connection with a static central registration server to implement 
network efficient data transport. All the members and multicast servers perform a 
lightweight communication (signaling) with the registration server exchanging a 
parameter metric (IP address, user name, round trip delay, and hop count etc) and 
form the multicast tree according to a method similar to narada [8] protocol.  

Application Level Rate Adaptive M-JPEG Streaming: The application level adaptive 
delivery mechanism used in this system overcomes several potential technical prob-
lems in M-JPEG streaming. The authors have extended their previous work [9], which 
addressed point to point adaptation, to multipoint to multipoint scenario. This adapta-
tion is three-fold: (a) M-JPEG source adapts to its CPU performance, channel band-
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width, and peer receiver’s receiving status by changing the frame rate, frame size and 
compression quality; (b) The multicast server allows session leader and speaker to ex-
change image frames at maximum possible frame rates at a given quality; (c) Multi-
cast server synchronizes the frame rate of leader and speaker to the rest of the mem-
bers changing  compression quality and frame size to suit available channel 
bandwidth of the peer members.  

Shared board and Shared Web Browser. The shared board and the shared web 
browser constitute the system’s shared workspace. An image of interest (IOI) can be 
loaded onto the shared board by an active member and all active members are able to 
make suggestions and comments through audio communication as well as marking on 
the image using appropriate colors and symbols. Zooming and panning of the shared-
board, replication and deletion of markers, and clipboard integration are some of the 
important functions integrated to the shared board. 

Shared web-browser brings web resources (identified by a URL address) to the 
shared workspace for group discussion. Shared web browser is the key for accessing 
the system database during synchronous sessions. The system database can be 
browsed on the shared workspace to find documents related to the ongoing discus-
sion. Moreover, shared web browser is indispensable for conducting remote presenta-
tions (PowerPoint slides, MPEG playback etc.).    

Collaboration Recording. It is a multiple stream recording that involves incoming/ 
outgoing audio streams, incoming/outgoing image streams and all incoming 
thumbnail streams. Session playback produces a four-window output for transmit 
image, receive image, shared board and shared web browser respectively. Besides, all 
thumbnails are displayed on a separate panel. To handle multiple streams with 
flexibility and to preserve original image quality of patient images, we have 
developed a customized MJPEG codec [3]. However, to stay intact with the 
portability issues, we have facilitated trans-coding to MPEG-4 format.  

2.2   Asynchronous Collaboration System 

The asynchronous collaboration system has been implemented as a web application 
driven by a tomcat web application server as shown in Fig. 3. Following functions are 
currently supported through the asynchronous collaboration interface:  

− Multiple file uploading: Multiple file uploading and folder-wise uploading are both 
possible. Duplicate file names will be treated through an internal renaming policy. 

− Custom layout: User can create custom sub-folders to build a preferred tree layout. 
Page layouts (viewing status) can also be customized to user preferences.   

− Enhanced file linking: Files can be uploaded with links to existing files. Exiting 
files can be pre and post linked (forward and backward links) to other files. Two-
dimensional hierarchical links as well as random links are also possible. This pro-
vides maximum information sharing (disk space), provisions for intelligent proc-
essing, and convenient object navigation.  

− Reviewing and commenting: Uploaded files can be commented through a separate 
comment-page linked to each object. Use of hypermedia (hypertext and voice) for 
commenting enhances reviewing quality as well as efficiency.  
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− Server side intelligence: Server alarms possible mistakes on patient IDs, mistaken 
reference to objects (by matching contextual key words), and also provides access 
statistics of the object history.  

 

Fig. 3. Interaction between asynchronous and synchronous collaboration systems 

2.3   Integration of Synchronous/Asynchronous Collaboration 

Mutual interaction between asynchronous and synchronous collaboration paradigms 
enhances the overall collaboration efficiency in terms of material and human resource 
utilization. The designed collaboration system achieves this integration by allowing 
synchronous clients and asynchronous clients to access a common database as illus-
trated in Fig. 3 and described below. 

− Collaboration contents (i.e. high resolution still face images, pictures of study 
models, radiographs, PowerPoint files, voice clips etc.) generated by asynchronous 
sessions are stored in the persistent system database and readily accessible during 
subsequent synchronous sessions without overloading the network.  

− Access to the system database during synchronous sessions is facilitated through 
shared web browser which is an integrated artifact of the system. This enables the 
group members to browse the system database in a common workspace. 

− Synchronous sessions are recorded using a multi-stream motion-JPEG codec de-
veloped by the authors.  These session records are automatically posted to the sys-
tem database enabling the asynchronous users to review missed session.  

− Tedious ad hoc email based session negotiation method has been replaced by a 
well structured asynchronous email based procedure for notifying proposed future 
sessions to the potential participants.  

3   Collaboration Scenario 

Using the designed group collaboration system presented in this paper, several experts 
can participate a collaborative session from geographically different locations in the 
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world, while several trainee/recipient groups may participate from their respective 
countries.   

3.1   Nature of Collaboration 

The intended medical collaboration activities are presently rooted on the process that 
medical experts visit recipient countries to give practical training for the local sur-
geons by conducting surgeries on some pre-selected problem cases. Through Internet 
collaboration, experts’ number of visits to recipient countries can be reduced curtail-
ing the cost significantly, and thereby enabling fast and effective medical technology 
transfer to needy countries. Moreover, Internet collaboration brings a valuable oppor-
tunity for the whole group of medical personnel from different countries to share the 
experience and come up with group solutions to the problem cases. Following are the 
main activities facilitated by the designed system. 

− Pre-observation: Specialists in donor countries, who wish to go to recipient coun-
tries for teaching through surgeries and other training programs, can get accus-
tomed to the situation (patients, instruments available etc.) in the recipient country 
before hand, enabling proper planning before leaving to recipient countries. 

− Post-observations: when returned to the home country after completing the mis-
sion, the medical experts can observe the patients operated remotely and prescribe 
necessary treatment and advice. 

− Trainee evaluation and remote lecturing: The trainees in recipient countries can 
present their performance to the experts through PowerPoint presentations, video 
recording and showing actual patients they operated. The experts on the other hand 
can arrange Internet training sessions in a regular basis to the trainee groups 
through similar methods. 

− Remote medical expert services: The surgeons in recipient countries are able to ac-
quire experts’ service to solve problems in emergency clinical cases. The experts 
can offer their service from convenient locations at convenient times due to asyn-
chronous collaboration framework and ubiquitous connectivity.   

− Social relationship development: Besides the medical collaboration activities, this 
collaboration system will be immensely helpful to build up personal acquaintance 
and relationships, creating an environment with high-spirited groups motivated for 
development of health of the global community. 

3.2   Synchronous Collaboration Scenario 

A snap shot of the synchronous groupware is shown in Fig. 4. The control panel and 
main menu shown on the top of the figure contains controls for software operations. 
Other windows below the control panel accommodates transmit image, received im-
age, shared board and share web browser. IPhone, the window shown in the bottom, 
is an independent application used for audio communication and session initiation. 
The snap-shot illustrates a scene where a Japanese medical expert evaluating a maxil-
lofacial case handled by a Sri Lankan medical surgeon.   
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Fig. 4. GUI snapshot of the synchronous collaboration tool (speaker’s side) 

3.3   Asynchronous Collaboration Scenario 

Asynchronous collaboration is facilitated through a web-based interface that provides 
context aware data representation. Fig. 5 illustrates a sample view of particular patient 
data page stored in the system. The elliptical shapes represent file objects whereas 
boxed shapes represent subfolders which group a collection of other objects. Still im-
ages are displayed as thumbnails on a configurable horizontal or vertical layout for 
easy comparison. Provisions are given for searching, sorting and customizing the 
view to client’s preferences. The interface for adding new threads, editing and updat-
ing images, adding comments, and navigation through the database is self explana-
tory. Collaborators who already have some knowledge of the problem cases can share 
there knowledge suggesting solutions and sometimes inviting for a synchronous ses-
sion to observe the patient in real-time. Fig. 6 illustrates how session records are 
stored in the system. A particular session is stored as a serious of clips belonging to 
different patients and cases. External access points and internal object linkage are il-
lustrated in the figure. 
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Fig. 5. A sample of a customized page view accessed by an asynchronous client 

 

Fig. 6. Illustration of a session recording in the database with corresponding access links 

4   Conclusions and Future Work 

The design rationale of the integrated collaboration system for group collaboration 
was discussed and its deployment scenarios were presented giving practical examples. 
By using our software with its unique features, especially in international medical  
collaboration activities, geographically dispersed groups have been able to engage in 
co-operate activities effectively. We anticipate our system will motivate the interna-
tional community towards expanding cooperate activities to groups with low band-



164 D. Nishantha et al. 

 

width internet facilities, and also to harness internet collaborative activities among 
groups with access to the fast Internet.  

We will investigate more closely on the efficiency of application level multicasting 
in terms of both network performance and CPU performance aspects. Enhancing 
server intelligence, increasing robustness and efficient server mirroring will also con-
sidered in future research. 
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Abstract. One of the most expected applications of the human genome 
information is the development of genome medicine. Towards this goal, basic 
and applied biomedical laboratory researches and developments have been 
steadily in progress. However, clinical genome informatics and its applications in 
practice have been making slower progress compared to biomedical laboratory 
works. In order to facilitate the progress of clinical genome informatics and its 
powerful application to the development of genome medicine, the construction of 
the information infrastructure for genome medicine calls for urgent attention. In 
this paper, we propose the architecture of the information infrastructure for 
genome medicine. It is required to provide three essential features: security 
mechanisms, comprehensive information models, and intelligent analyzers. To 
implement these features, we employed PKI as the security mechanisms and the 
HL7 Version 3 as the information models. To analyze information, knowledge 
discovery tools are expected to be implemented in addition to a lot of clinical and 
genetic statistical functions.  

1   Introduction 

The Human Genome Project has produced the detailed map and the comprehensive 
dictionary concerning the human genome on a basis of about 3 billion nucleotide 
sequences. These results have changed the way researchers approach the life sciences 
and have pushed them to the post genomic era. 

1.1   Clinical Genome Informatics 

The major research topics in the post genomic era contain proteomics, system biology, 
genome-based drug discovery and other advanced life science areas. Among them, the 
research and development of genome medicine is one of the most expected applications 
of the human genome information. The research and development of genome medicine 
need both high throughput biological laboratory works and high performance 
computational power. Towards realizing genome medicine, basic and applied 
biomedical laboratory researches and developments have been steadily in progress so 
far. However, informatics for genome medicine and its applications in practice have 
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been making slower progress compared to biomedical laboratory works. 
Bioinformatics is the critical research field and the key information technology that 
supports genome medicine. Although bioinformatics seems to have been active in basic 
life science and genome based drug discovery among wide range of its scope, its 
activity in the application field of genome medicine seems to be lower. We have taken 
up and focused this research field of bioinformatics that supports the development of 
genome medicine and named it clinical genome informatics. In order to facilitate the 
progress of clinical genome informatics and its powerful application to the 
development of genome medicine, we consider that the construction of the information 
infrastructure for genome medicine calls for urgent attention. Towards the 
construction, we describe the architecture of the information infrastructure for genome 
medicine in this paper. 

1.2   Research and Development Processes of Genome Medicine 

As the first step of the research and development of genome medicine, genomic 
analyses for detecting disease susceptibility genes have been popular. The genomic 
analyses are mainly categorized into the following two approaches: the candidate gene 
approach and the whole genome scan approach. The whole genome scan approach for 
detecting disease susceptibility genes makes more use of the human genome 
information, particularly the single nucleotide polymorphisms (SNPs) and 
microsatellites (MSs), than the candidate gene approach. The whole genome scan 
approach is further categorized into the following subgroups based on the methodology 
of genetic statistics: the linkage analysis and the linkage disequilibrium analysis or the 
association study. In order to determine a disease susceptibility gene, the linkage 
analysis usually requires 10-200 samples or patients that are members of a few large 
families while the linkage disequilibrium analysis requires 200-2,000. 

The main targets of genome medicine are so called common diseases that are very 
popular in today’s society, for example, diabetes mellitus, hypertension, heart disease, 
cancer and so forth. The association analysis is more suitable for the genome analyses 
of such common diseases because it is easier to collect a large number of samples of the 
common disease than to get a large family. The millennium genome project employed 
the approach based on the association study. The millennium genome project started in 
2000 in order to detect susceptibility genes of the common diseases. The project 
consists of the following 5 subgroups: Alzheimer’s disease, asthma, cancer, diabetes 
mellitus (DM), and hypertension. The DM subgroup has been led by Prof. Masato 
Kasuga from Kobe University and we have been involved in it. Each of subgroups has 
collected and analyzed more than 200 patients (cases) and 200 normal controls on 
average. The DM subgroup collected 178 cases for the first screening and 752 cases 
and controls of the same number for the second and third screening. More than 15 
medical schools have been cooperating to collect such a large number of cases and 
controls. This cooperation has been strongly facilitated by using the Internet. We have 
set up a home page and shared analysis results. The accesses to the home page are 
secured through SSL. 
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Another example of such a large study was reported in the research paper on an 
affected sib pair study on DM from Kyushu University [1]. They collected more than 
100 cases and their siblings from more than 30 medical facilities. It is clear that the 
secure communication infrastructure through the Internet is indispensable to connect 
the participant medical facilities and researchers and share the information. 

We need to handle various types of information in the research and development of 
genome medicine. Theses pieces of information include genome sequences, genomic 
structures such as promoters, exons and introns, amino acid sequences, protein 
structures and functions, genomic polymorphisms such as SNPs and MSs, metabolic 
pathways, signal transductions, and so forth. In the public biological databases, a part 
of them are usually managed in relational database systems. Such management is 
appropriate for the purposes of retrieving and browsing pieces of information. 
However, the efficient research and development of genome medicine requires the 
integrated management and analyses of the whole of those pieces of information. For 
this purpose, a relational model is not necessarily suitable but more powerful data 
model such as an object model is preferable. Health Level Seven (HL7) is the 
international standards for the messaging and communications in the fields of 
healthcare and provides the reference information model (RIM). HL7 is now extending 
its scope to the filed of clinical genomics. 

The common diseases are usually considered as a multifactorial disease. More than 
10 genes in addition to environmental factors are involved in the development process 
of the disease. The extent of the involvement of each gene varies from case to case. 
According to such difference, a case shows different phenotypes or clinical symptoms. 
Therefore, efficient analyses of disease susceptibility genes require the combined 
analyses of the genome information and the clinical information. The genome 
information and the clinical information have been usually analyzed separately. In the 
typical genome analyses of disease susceptibility genes, the clinical information is used 
only when cases are diagnosed. However, in the genome analyses regarding the 
common diseases, patients of which present different phenotypes, any pieces of clinical 
information are required to be used in order to categorize the cases into subgroups. The 
combined information of the genome information and the clinical information also 
requires the combined method of clinical statistics, genetic statistics, and data mining. 
Such integrated intelligent approaches are critical for the efficient research and 
development of genome medicine. 

1.3   Intelligent Database 

To summarize the above requirements, the architecture of the information 
infrastructure for genome medicine shall possess the following features: security 
mechanisms, comprehensive information models, and intelligent analyzers. We 
recognize the information infrastructure for genome medicine with these features as a 
natural extension of the intelligent database. 

The intelligent database represents the state of the art in the evolution of database 
technology [2]. The intelligent database handles a variety of functions ranging from 
data modeling and management to information discovery, summarization, and 
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presentation. The basic architecture of the intelligent database consists of three layers: 
the intelligent database engine, the object model, and a set of high-level tools that tend 
to vary somewhat according to the application [3]. The intelligent database handles the 
storage, retrieval and management of information. It also handles extraction of data 
from heterogeneous databases and the various communication and transaction 
protocols required by this activity. In terms of the intelligent database, the information 
framework for genome medicine is the clinical genome specific one featured by secure 
communication on the Internet. Therefore, the architecture of the information 
framework for genome medicine can be primarily a natural extension of the intelligent 
database. 

2   Method 

We designed the architecture of the information framework for genome medicine based 
on the concept of the extended intelligent database. Here, we describe the approaches 
of design and implementation for the three outstanding features: the security 
mechanisms, the comprehensive information models and the intelligent analyzers. 

2.1   Security Mechanisms 

For making use of the genome information and clinical information across healthcare 
institutes, standardization of data formats and vocabularies of representing the 
information are essential. The detail regarding this issue is described in the next 
subsection. In addition to them, digital signature is a critical key technology for making 
the information to be exchanged secure and trustworthy [4]. Especially for the genome 
information, digital signature is much more important because of its reusability. 
Efficient exchanges of authorized information with a digital signature in healthcare 
information networks require a construction of a public key infrastructure (PKI). 

The necessity of PKI in the healthcare domain has been internationally discussed 
and recognized [5]. However, there have been few reports on the implementation and 
practical use of PKI for healthcare. A plan to use PKI for out-patients’ prescription is 
under way in Korea [6]. Japan is ahead in a point of view of implementation of PKI 
because some of the EPR projects have already implemented a PKI and been operating 
a CA for different purposes [7]. One of the purposes of using a PKI is user 
authentication. A second is an access control and privilege management. A third is a 
digital signature on clinical information. A composite usage of them can be a forth 
purpose. We employed a PKI for the security mechanism for the construction of the 
information infrastructure for genome medicine because it provides these various 
security solutions. 

2.1.1   Community of the PKI 
The community of a PKI is composed of the following entities: the root CA 
(Certification Authority), the sub CAs, and end entities. The end entities are in turn 
categorized into subscribers and verifiers. 
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• Root CA: The root CA authorizes the sub CAs by means of issuing PKCs (Public 
Key Certificates) for digital signature to them. It also authorizes itself as the root CA 
by a self-issued PKC. 

• Sub CAs: The sub CAs authorize end entities by means of issuing end entity PKCs 
for digital signature. In this study, there are no intermediate sub CAs that issue PKCs 
to subjects that are CAs. 

• Subscribers: The subscribers are end entities that are the subjects of PKCs, hold the 
PKCs and sign pieces of genome information and clinical information by using 
them. In terms of healthcare, they are referring doctors that send clinical information 
to a referred doctor. 

• Verifiers: The verifiers are end entities that make use of PKCs and verify digital 
signatures. In terms of healthcare, they are research leaders that receive clinical 
information and genome information signed by a participant researcher of different 
medical institutes. 

2.1.2   Policies and Statements 
In order to manage the hierarchical PKI, coordinated security policies are essential. We 
defined the security policies to manage both the root CA and the sub CAs as two kinds 
of documents. These documents are referred to as Certificate Policy (CP) and 
Certification Practices Statement (CPS) [8].  

A policy is a set of rules established to govern a certain aspect of organizational 
behavior. The CP addresses the components of a PKI in total. It describes the goals, 
responsibilities, and overall requirements for the protection of the CAs, PKCs and their 
supporting components. It is a high-level document that describes a security policy for 
issuing PKCs and maintaining certificate status information. This security policy 
describes the operation of the CA, as well as the users’ responsibilities for the 
requesting, using, and handling of PKCs and keys. 

Compared to the CP, the CPS is a highly detailed document that describes how a CA 
implements a specific CP. The CPS identifies the CP and specifies the mechanisms and 
procedures that are used to achieve the security policy. Each CPS applies to a single 
CA. The CPS may be considered the overall operations manual for the CA. 

The policy information is indicated in the three policy extensions of the PKC: 
certificate policies, policy mapping, and policy constraints. Now, we have prepared the 
secure mechanism based on the PKI. Next we describe the comprehensive model that 
defines the forms of information to be communicated. 

2.2   Comprehensive Information Models 

The architecture of the intelligent database proposes the adoption of the object model to 
handle complex data. In the area of healthcare, HL7 is the international standards and 
have entirely adapted the object oriented technologies for the latest version, HL7 
Version 3. Therefore, the architecture of the information structure for genome medicine 
is expected to follow HL7 Version 3. However, HL7 Version 3 has been strongly 
focusing on the clinical information. The HL7 information model for the genome 
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information is not completed. Hence, in this paper we devise and propose the 
comprehensive information models that integrate the genome information and the 
clinical information by extending HL7 Version 3. 

2.2.1   HL7 Version 3 
HL7 Version 3 has been developed to cater for the more complex requirements of 
today’s healthcare information systems [9]. It defines the communication protocols 
between healthcare information systems as a set of messages. HL7 Version 3 also 
provides a comprehensive information model, Reference Information Model (RIM) in 
the healthcare field. 

The RIM is a coherent, shared information model that is the source for the data 
content of all HL7 Version 3 messages. It provides an explicit representation of the 
semantic and lexical connections that exist between the information carried in the fields 
of HL7 Version 3 messages by using UML. Sixty-four classes are defined in the RIM 
2.04. The RIM represents all information involved in clinical events as relationships 
among the six core classes; Entity, Role, Participation, Act, ActRelationship, and 
RoleLink.  

Entity class represents a physical thing or organization and grouping of physical 
things. Person class is a subclass of Entity.  Role class represents a role that an Entity 
plays. For example, “patient” or “physician” is a role for a person. Act class is an 
intentional action in the business domain of HL7. Examples include orders of 
laboratory tests and medication, care plan, procedure and document service. A 
physician who is an actor in a healthcare act and patient who is a target of the act are 
represented as Entities participated (Participation class) in the Act class that 
corresponds to the service with particular role (Role class). 

2.2.2   EHR Projects Based on HL7 Version 3 
Although the HL7 Version 3 is still under development, various national projects of 
EHR based on HL7 Version 3 are ongoing in several countries in the world. An 
example of such projects is the National Health Service (NHS) National Programme for 
Information Technology (NPfIT) project [10] that is responsible for major IT initiatives 
to support health care delivery in United Kingdom. The NPfIT has chosen the HL7 
Version 3 as a base standard for its national and regional projects. Another example is 
the Canadian Institute for Health Information (CIHI) National e-Claims Standard 
(NeCST) project in Canada [11]. The goal of the NeCST is to facilitate and support the 
development of a national electronic claims messaging standard for exchanging 
electronic health claims information across Canada, for private and public sector payers 
and for health service providers. Other examples include The Medication Supply 
Registry Project in the Netherlands [12] and the Center for Disease Control and 
Prevention (CDC) Public Health Information Network (PHIN) [13] that enables 
consistent exchange of response, health, and disease tracking data between public 
health partners. In Japan, the Japanese Ministry of Health, Labor and Welfare 
recommends the use of HL7 Version 3 as one of the standard protocols for exchanging 
clinical information. 
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As stated above, HL7 Version 3 RIM is the most appropriate basis for developing 
the comprehensive information models that integrate the genome information and the 
clinical information though HL7 Version 3 is still working for providing a complete 
information model for the genome information. 

2.3   Intelligent Analyzers 

The genome information and the clinical information require their specific analysis 
methods respectively. Namely, they are genetic statistics and clinical statistics. For 
efficient analyses of both the genome information and the clinical information, the 
analyzing system should provide the various kinds of statistical analysis functions. 

2.3.1   Genetic Statistical Functions 
The following functions are primary genetic statistical functions that the intelligent 
analyzers are expected to provide. 

• Hardy-Weinberg Equilibrium 
• Case-Control study 
• Linkage Disequilibrium Analysis 
• Haplotype Inference 
• others 

2.3.2   Clinical Statistical Functions 
The following functions are primary clinical statistical functions that the intelligent 
analyzers are expected to provide. 

• Paired t-test  
• Student t-test 
• Welch t-test 
• Mann-Whitney U-test 
• others 

In addition to these traditional statistical analysis methods, a sort of knowledge 
discovery approaches or data mining approaches are known to be powerful for efficient 
analyses of the integrated genome and clinical information. Among the data mining 
approaches, we employed machine learning approach and back propagation neural 
network approach. 

3   Results 

Towards the construction of the information infrastructure for genome medicine, we 
implemented some software components for PKI and HL7. Then we developed a 
prototype system based on the architecture that was described in the above and 
evaluated it. 
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3.1   PKI Components 

3.1.1   Configuration of the Root CA 
The root CA was installed in the Medical Information System Developing Center 
(MEDIS-DC). The X.500 distinguished name (DN) for it was set to ‘c=JP, 
o=MEDIS-DC, cn=MD-HPKI-01-MEDIS -TopCA-for-CAs-and-TSAs’.  

The primary functions of the root CA are 1) issue of the certificate signing certificate 
to the root CA (the root CA signing certificate), 2) issue of the certificate signing 
certificates to the sub CAs (the sub CA signing certificates), 3) revocation of the sub 
CA signing certificates, 4) distribution of the authority revocation list (ARL) that lists 
the revoked sub CA signing certificates, and 5) distribution of the certificate revocation 
list (CRL) that lists the end entity signing certificates that are revoked by each sub CA. 
The certificate validity period of the root CA signing certificate is set to 8 years. That of 
the sub CA signing certificates is also set to 8 years. Distribution of ARLs and CRLs 
are made via HTTP protocol.  

Fig. 1. The system architecture of the root CA installed in MEDIS-DC 

The system architecture of the root CA is illustrated in Figure 1. Since it shall be 
operated in top level secure way, the CA system that generates PKCs and ARL is 
installed on the private network that is isolated from either the intranet of MEDIS-DC 
or the Internet. The web server for distributing ARLs and CRLs is installed on the 
demilitarized zone (DMZ). 
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3.1.2   Configuration of the Sub CA 

The sub CAs were installed on the private networks in Kobe University Hospital and 
Kobe Translational Research Informatics Center. The DN for Kobe University Hospital 
was set to ‘c=JP, o=Kobe University Hospital, ou=Kobe University Hospital, 
cn=MD-HPKI-01-KUH-CA-for-non -Repudiation’. The DN of the end entities were, 
for example, identified by a DN like ‘c=JP, o=Kobe University Hospital, ou= regulated 
health professional, cd=Real Name’ where ‘Real Name’ is a doctor’s real name. 

The primary functions of the sub CA are 1) issue of the clinical document signing 
certificates to end entities (the end entity signing certificate), 2) revocation of the end 
entity signing certificates, 3) registration of the CRL to the CRL distribution point on 
the web server of the root CA. The certificate validity period of the end entity signing 
certificate is set to 4 years that is a half of that of the sub CA signing certificates.  

Fig. 2. The system architecture of the sub CA installed in Kobe University Hospital 

The system architecture of the sub CA is illustrated in Figure 2. The CA system that 
generates PKCs and CRLs is installed on the private network that is isolated from either 
the intranet of each EPR project where EPR servers and EPR clients are running or the 
Internet. 

3.2   HL7 Components 

The clinical documents including individual genome information are composed of two 
components. The first component is clinical information and genome information 
itself. We designed the format of those information of a patient according to the 
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Table 1. J-MIX items that are used for the description of clinical information and genome 
information 

Item code XML element name Data type 
MD0010050 Patient.WholeName String 
MD0010110 Patient.Birthday Date 
MD0010120 Patient.Sex Category 
MD0010150 Patient.WholeAddress String 
MD0020180 Referral.Date Date 
MD0020220 Referring.Provider.Name String 
MD0020410 Referring.Physician.WholeName String 
MD0020480 ReferredTo.Provider.Name String 
MD0020670 ReferredTo.Physician.WholeName String 
MD0020730 ReferralNote Text 

Table 2. A part of XML scheme for a clinical document described in HL7 Version 3 format with 
a digitall signature 

<?xml version="1.0" encoding="UTF-8" standalone="no" ?>

- <xs:schema targetNamespace="urn:hl7-org:v3"

elementFormDefault="qualified"

xmlns:fo="http://www.w3.org/1999/XSL/Format"

xmlns:msg="urn:hl7-org:v3/mif" xmlns:hl7="urn:hl7-org:v3"

xmlns:voc="urn:hl7-org:v3/voc" xmlns="urn:hl7-org:v3"

xmlns:my="http://schemas.microsoft.com/office/infopath/2003/myXSD/20

04-02-20T09:07:01" xmlns:xs="http://www.w3.org/2001/XMLSchema">

 <xs:element name="OutcomeResearchReport"

type="UUDD_MT990100.OutcomeResearchReport" />

- <xs:complexType name="UUDD_MT990100.OutcomeResearchReport">

- <xs:sequence> 

 <xs:element name="id" type="II" />

<xs:element name="recordTarget" type="UUDD_MT990100.RecordTarget" />

 <xs:element name="component" type="UUDD_MT990100.Component" />

 <xs:element name="signature" type="my:SignatureType" />

 </xs:sequence> 

 <xs:attribute name="classCode" type="ActClass" />

 <xs:attribute name="moodCode" type="ActMood" />

 </xs:complexType> 

- <xs:complexType name="UUDD_MT990100.RecordTarget">

- <xs:sequence> 

 <xs:element name="patient" type="UUDD_MT990100.Patient" />

 </xs:sequence> 

 <xs:attribute name="typeCode" type="ParticipationType" />

 </xs:complexType> 
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Japanese Set of Identifiers for Medical Record Information Exchange (J-MIX) [14] and 
HL7 Version 3. The items and their XML elements are listed in Table 1. We exchanged 
the clinical information and the genome information as an XML document in 
conformity to J-MIX and HL7 Version 3. 

The second component of the clinical documents is a digital signature and its related 
information. Digital signatures are usually transferred with the signer’s PKC that is 
used for verifying the digital signature and the CA PKCs that are necessary for building 
the certification path to validate the signer’s PKC. 

There are various choices regarding the format of the digital signatures and 
signed document formats. An XML signature is one of the most possible choices 
because we use J-MIX and HL7 Version 3 in an XML format. However, the 
implementation of the XML format is not straightforward. For example, it requires 
a lot of preprocessing of XML documents such as canonicalization. PKCS #7 is 
another possible choice. It is the de facto standard specification for protecting 
information with digital signature. 

The basic PKCS #7 message format has two fields: the content type and the content. 
The content types defined by PKCS #7 are data, signedData, envelopedData, 
signedAndEnvelopedData, digestedData, and encryptedData. Since PKCS #7 is a basic 
building block for cryptographic applications, such as the S/MIME v2 electronic mail 
security protocol, there are already a lot of libraries or modules available on many 
platforms. Since this means the ease of implementation, we chose PKCS #7 as the 
signature format in this study. A part of the XML scheme for the clinical information 
and genome information described in HL7 Version 3 format with a digital signature is 
illustrated in Table 2. 

3.3   Prototype System 

We developed a prototype system by using the above components and evaluated it in 
Kobe University Hospital and Kobe Translational Research Informatics Center. The 
system was developed using with Microsoft Internet Information Servers, Microsoft 
InfoPath, and Microsoft .Net C#. The overall system architecture was illustrated in 
Figure 3. 

About 60 users participated in using the prototype system. First they applied for 
registration through the registration web page to the sub CA either in Kobe University 
Hospital or Translational Research Informatics Center depending on their affiliation. 
The sub CA verified the registration and issued a private key and the corresponding 
public key certificate stored in a USB token. The users generated pieces of translational 
research information that contained SNP information in some cases in an HL7 Version 
3 format and signed it with the USB token. The signed documents were uploaded 
through the Internet by using SSL to the Translational Research Information System 
that was maintained in Translational Research Informatics Center. The system was 
running successfully and the system architecture we proposed in this paper was 
evaluated to be appropriate. 
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Fig. 3. The overall system architecture of the prototype system. The users in Kobe University 
Hospital posses the PKC that was issued by the sub CA installed in Kobe University Hospital 
while the other users possess the PKC that was issued by the sub CA installed in TRI 

4   Discussion 

During the evaluation process of the prototype system, we had no technical problems 
and the system was running without any troubles. The most difficult part of the process 
was in the steps of registration of users and issuing their public key certificates because 
these steps required a lot of collaboration of the users who didn’t know much about 
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PKI. We needed to ask them to bring forward their resident’s card for the personal 
identification and their medical license for conformation of their qualification, This 
procedure put a burden on the users and it took about seven days for half of them to get 
a complete set of the papers. In order to make these steps much speedier and easier, 
social infrastructure for digital application should be developed. Especially, the 
development of nation wide PKI that is specific for the healthcare field and assert 
healthcare professionals is a pressing issue. 

The cost of issuing the public key certificate is another serious problem. One PKC 
stored in a USB token cost about 24,000 yen or 220 USD. It is obviously higher 
compared to current seals and handwritten signature. Though this problem about the 
cost is the one that is expected to be solved as PKI becomes popular and the number of 
the PKC in use increases, it is another pressing issue. 

We succeeded in the development of the comprehensive information models for 
clinical information and genome information on a basis of HL7 Version 3. However, 
the more comprehensive the information models are getting, the more complicated the 
implementations becomes. In the development of the prototype system, the 
implementation of the clinical document of HL7 Version 7 XML format took the  
longest time (man month) in the whole implementation processes. A development of a 
set of software tools that supports the HL7 Version 3 is an urgent business for the 
construction of the information infrastructure for genome medicine. 

We pointed out the importance of the intelligent analyzers that provide a lot of 
statistical functions for the information infrastructure for genome medicine and its 
essential components. However, its implementations are still in progress and were not 
included in the prototype system. In order to make the prototype system much more 
practical, we need to work hard for its implementations. 

5   Conclusion 

The Internet is providing the powerful foundation for the construction of the 
information infrastructure for genome medicine because the Internet is now stable, 
trustworthy and fast. The Public Key Infrastructure is adding another good feature, 
namely security, to the Internet. PKI is expected to be more popular through the 
Internet society in the near future, which will provide more sound foundation for the 
construction of the information infrastructure for genome medicine. 

Though PKI is one of the key technologies that is critical for all of those who want to 
use the Internet in safety, other methods that are specific for the development of 
genome medicine should be devised by the research community of clinical genome 
informatics. Among those methods, comprehensive information models and intelligent 
analyzers are most essential. In this paper, we proposed an implementation of the 
information models based on the HL7 Version 3 and demonstrated the integrated 
architecture of the models and the PKI. The architecture was evaluated to work well 
and we consider that the architecture gives the basis for the construction of the 
information framework for genome medicine. 
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Abstract. To support regional medicine in rural area of Hokkaido, we have 
tried to establish advanced medical information network system.  At first we 
connected two rural town hospitals with SMU (Sapporo Medical University) 
and performed medical data transmission via the Internet. We used IPsec and 
regional Internet exchange (IX) for ensuring security and stability.  As a second 
stage, we established a Metropolitan Area Network (MAN), a gigabit network 
with a 120 km radius in order to connect three medical schools (Hokkaido 
University, Asahikawa Medical College and SMU) with 10 hospitals. These 
experiments were performed with Internet technology such as VoIP (voice over 
IP), VPN, IPsec. As a third stage, we have coined VGN (Virtual Global 
Network) a concept, which includes IPv6 Topological Addressing Policy. 
According to the policy we established the IPv6 network to connect SMU with 
Obihiro area hospitals and a preschool for disabled children. Here, we described 
details of these experiments in terms of applications and network technologies.

1   Introduction 

In Hokkaido Island, people are spread over a very wide area, but medical 
infrastructure and manpower is concentrated in the urban areas. Therefore, there is a 
large discrepancy between rural and urban area in terms of medical services. We 
thought that our answer to these problems was to offer support with information 
technology. Nowadays, information infrastructure is rapidly being promoted in 
Hokkaido Island as well as in other areas of Japan. We can utilize a high-speed 
Internet connection and CUG (Closed Users Group) services with commercial access 
lines (optical fibers or xDSL) over almost the whole area of Hokkaido Island. And 
some lease line services such as L2L services or optical fibers laid by the government 
are also available. We attempted to use these infrastructures and information 
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technologies and, in particular, Internet Technology (TCP/IP) to develop a medical 
information network system. Some problems existed in using the Internet for medical 
fields, including network security and network stability[1-14].  Recently, security 
threats on the Internet have been increasing dramatically. We used IPsec or VPN 
(virtual private network) technologies to assure security. Since Hokkaido is far from 
national IX (Internet exchange) (NSPIXP2) in Tokyo, the pathway of the packet 
among nearby hospitals is longer than in any other areas of Japan. This situation 
results in increasing disruption of the communication. Consequently, we tried to 
construct a regional IX in Hokkaido to avoid this problem. Another problem is 
depletion of IPv4 global address and abuse of NAT (Network Address Translation) 
technology. This led to interruption of peer to peer connections and resulted in some 
applications being to put out of service. By using IPv6, we attempted to resolve this 
problem. The optical fibers laid by the government have some good and bad points 
and there are some problems of application for medical support, usability, user 
training and so on, which we discuss here.  

2   Methods (Network Design and Application) 

In this paper, we focus mainly on the “Hokkaido Wide Area Medical Network 
System” project, that was financed by the MLIT (Ministry of Land, Infrastructure and 
Transport) budget for developing Hokkaido Island and undertaken from 1999 to 2003. 
The project is divided to three stages in terms of experiment theme.  

2.1   IPsec and Regional IX (From 1999 to 2000) 

In 1999, we connected two rural town hospitals with SMU (Sapporo Medical 
University) and performed DICOM (Digital Imaging and Communication in 
Medicine) transmission and interactive teleconference via the Internet with IPsec 
security and regional IX. We chose OCN (NTT communications Co. Ltd.) as an ISP 
(Internet Service Provider) and selected one of OCN’s services, “Super OCN”, which 
supports a steady bandwidth for applications. We were able to use a 256 kbps uplink 
bandwidth for the Internet in SMU and 128 kbps in town hospitals (Kikonai and 
Honbetsu). We ensured security of communications by S-box (Nextech Co. Ltd.), 
which support IPsec and VPN. In order to establish a robust network, we have 
experimentally made a regional IX. The regional IX is based on the fruits of the G7 
project and uses BGP4 routing protocol. We performed BGP4 routing among 
NORTH (AS7661)[15], OCN (AS4713) and Tokyo Net (AS2551). We analyzed the 
time course in which the pathway changed from default path to substitute one, after 
artificial physical link down of network was done by switching off DSU in SMU. And 
the effect of the regional IX was measured by counting the number of hops and the 
time of ping response before and after the change of the routing. Medical applications 
tested were DICOM transmission and interactive teleconference. We tested if DICOM 
transmission via Internet was able to achieve the same quality (image quality and 
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required time) as via ISDN link (bulk 128kbps). We performed interactive 
teleconference with popular software, NetMeeting, CU-SeeMe Pro.  
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S
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Information 
Network)

Super OCN 256 kbps

Super OCN 128 kbps

 

Fig. 1. Network and experiment design of stage 1 (IX) 

2.2   MAN (Metropolitan Area Network: Gigabit Network with 120 km) (From 
2001 to 2002) 

As a second stage, we established a Metropolitan Area Network (MAN), a gigabit 
network with a 120 km radius in order to connect three medical schools (Hokkaido 
University, Asahikawa Medical College and SMU) with 10 hospitals. This stage was 
divided into two phases. In the first phase (2001), we constructed a gigabit backbone 
using optical fibers laid by MLIT and Gigabit switches. This backbone was then 
connected with 3 universities (SMU, Hokkaido University, Asahikawa Medical 
College) and 10 hospitals (Mikasa City hospital, Akabira City hospital, Sunagawa 
City hospital, Takiwa City hospital, Bibai City hospital, Keiyu-kai Hospital, 
Shirakaba-dai hospital, Bibai Rosai Hospital, Sapporo Kousei Hospital, Sapporo 
Shakai-hoken Sougou Hospital) using lease line(1 Gbps Ethernet , 76 Mbps or 9 
Mbps ATM, 1.5M digital access) or outdoor wireless LAN system (between Bibai 
City Hospital and Bibai Rosai Hospital). In the second phase (2002), we connected 
the above facilities via Internet using VPN to ensure security, and used commercial 
access lines (optical fibers or ADSL). We tested a lot of advanced medical 
applications, including a tele-conference, tele-lecture, network-based genetic 
diagnosis, tele-pathology, tele-radiology, tele-dermatology and tele-fundus 
examination. At this time, we performed interactive conference using Medasis 
DxMM as a pointing device, IP phone (Amigate) as VoIP and e-Watch as a visual 
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communications tool. In tele-lecture, we used MPEG2 encoder (VNP) and e-watch to 
retransmit the video of an academic conference, DDW Japan (Digestive Disease 
Week Japan). In DICOM transmission, we constructed full mirror sever of Mikasa 
City Hospital’s DICOM server in SMU. Other projects used dedicated systems, such 
as Genetic Labo system for tele-genetic diagnosis, TFX-2000 (Visual Technology 
Inc.) for tele-pathology, HIROX microscope for tele-dermatology and ImageNet2000 
(TOPCON Inc.) for tele-fundus examination.  
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Fig. 2. Network and experiment design of 2nd stage (MAN)  

2.3   IPv6 Network (From 2002 to 2003) 

As a third stage, we have coined the Virtual Global Network (VGN) concept, which 
includes IPv6 Topological Addressing Policy. According to the policy, we established 
the IPv6 network to connect SMU with Obihiro area hospitals, clinics, Guidance 
Center for Children, nursing school and a preschool for disabled children. As a health 
promotion program, we provided a virtual racing system for walking, which was IPv6 
and IPv4 Internet compliant. In this stage, we constructed a 100 Mbps backbone 
between SMU and Obihiro area using HOTnet L2L services and connected this 
backbone with 1 university (SMU), 3 hospitals (Obihiro kyoukai hospital, Obihiro 
Kousei Hospital, Hokuto Hospital), 2 clinics (Koseki clinic, Adachi Clinic), 2 schools 
(Tsubasa preschool and Obihiro Koutou nursing school), Obihiro Guidance Center 
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for Children and 2 general households. And we used 100 Mbps or 10 Mbps wide area 
ethernet services (HOTnet and OCTV), using optical fibers or coaxial 
cablesrespectively, and outdoor wireless LAN system (general households) as access 
lines. In this stage, we chose a variety of medical applications for estimating usability 
of IPv6 networks, exploring potentiality of extraordinary broadband networks and 
expanding ranges of support to non-hospital facilities and households. Practically, we 
performed live video transmission of neurosurgery operation, teleconference on 
rehabilitation and bronchoscope, tele-dermatology and tele-lecture with DVTS 
(digital video transfer system) under 100 Mbps IPv6 connections. To care for 
handicapped children, we carried out multipoint meetings among university, 
preschool and Guidance Center using multipoint video conference system (Polycom 
ViewStation MP) and IP TV phone (i-See), and also performed real time consultation 
by SMU’s experts using Polycom. We tried to support home medical cares using IP 
TV phone, IPv6 pressure sensor that detect heartbeat and breaths, and home 
rehabilitations using Polycom. We also constructed the patient-registration systems to 
investigate the incidence and the prognosis of patients with cancer and cardiovascular 
disease in Tokachi-area. Virtual Medical Museum System was created with 
WebObect and Oracle data base for medical and biological resources to be utilized 
from remote site. DICOM transmission and tele-fundus examination were advanced 
type of prior ones, which could be used between clinics and community-based 
hospitals. 
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Fig. 3. Network and experiment design of stage 3 (IPv6) 
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3   Results 

Table 1. List of Applications tested in this project 

 

3.1   IPsec and Regional IX (From 1999 to 2000) 

We observed a reduction in the number of hops and ping response time with variable 
packet size after establishing the regional IX. For the evaluation of the redundancy of 
the routing, we tested the fail-safe system of the network by disconnecting the OCN 
Link at the IX. Even in such circumstances, we could still achieve communication 
between SMU and Honbetsu town Hospital in 98 second via Tokyo Net. 
Subsequently, by restoring the OCN connection at the IX, the normal routing via 
OCN was returned in 58 seconds. We could transmit DICOM data via Internet in 
same quality and speed as via ISDN. Transmission speeds were 116.6kbps with ISDN 
Dial-up (128 kbps), 102.7 kbps with Internet (128 kbps) without regional IX, 110.3 
kbps with Internet (128 kbps) with regional IX. Also we could perform interactive 
teleconference in secure conditions and useful discussions were had. Three clinical 
cases presented by Kikonai town Hospital’s doctors were discussed. Clear and 
definitive suggestions were given by some specialists in SMU. But, there were some 
practical problems in used. At first, handling of software to be used was difficult for 
medical doctors to set up. Second, preparation for teleconference is tiresome because 
the input/output devices are not connected with the network and there are no electric 
records for patients. Ultimately, 128 kbps bandwidth was not enough to do an 
interactive teleconference using shared whiteboard displaying medical images[16]. 
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Fig. 4. Effects of regional IX in Hokkaido. IX reduced hop counts to destination site 

3.2   MAN(Metropolitan Area Network: Gigabit Network with 120 km) (From 
2001 to 2002) 

In this stage, the available bandwidth became 15 times wider than was available in the 
previous stage and thus many interactive communications could be performed more 
comfortably. An interactive clinical conference between SMU and Mikasa City 
hospital was held using Medasis DxMM, e-Watch and IP phone. Many doctors 
participating in this conference admired this system’s audio and image quality, and in 
particular they liked the DxMM device for sharing medical images. In the 
rehabilitation conference between SMU and Akabira City Hospital, we used e-watch 
and IP phone. On this occasion, we sent a video image from Akabira (patient side) to 
SMU (consultant) and because this transmission used up almost the whole bandwidth 
(1.5 Mbps), we could not send a video images of the consultant. In this way, we were 
able to transmit the patient’s video image smoothly enough to make a diagnosis. Also 
we could transmit MRI or CT image with e-watch by taking images of these films on 
the view box, and these images were enough to use as reference images. This system 
was regarded as practical enough to use in clinical situations, but participating 
medical staff in Akabira Hospital had complaints about being unable to see images of 
consultants. Rural areas are lacking specialists such as dermatologists, 
ophthalmologists, clinical pathologists, gene therapists or genetic counselors and 
radiologists. Our projects were designed to assist with diagnoses including remote 
diagnoses in these rural areas and to create consulting systems to support various 
fields via tele-dermatology, tele-fundus examination, tele-pathology, tele-gene 
diagnosis and DICOM transmission system.    All of these were performed almost 
perfectly, especially DICOM transfer system which is still used today, because 
Mikasa City Hospital has PACS and can transmit DICOM images automatically, 
seamlessly and no extra work is required of medical staff. Unfortunately, other 
systems were not established on a permanent basis, because of difficulties of 
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preparation and low cost-benefit ratio. Because many facilities was participating in 
and preparing for the second phase (using Internet), we encrypted the transmission by 
IPsec (using NetScreen). Nonetheless, all the above projects were performed 
smoothly. In the first phase, because MLIT’s optical fibers were used as the backbone 
and we only paid the fee for renting switches. However, due to the fact that the 
connection point was limited to MLIT road offices, the connection fee for access lines 
between the backbone and the various facilities was very expensive and no other, 
cheaper services for access line was available in the rural area. In the second phase, 
we used ADSL line or Optical fibers without support for steady bandwidth as access 
lines to the Internet, and security was controlled via the Internet connection by using 
IPsec. We could perform the above medical applications achieving the same quality 
as in first phase and no problems were encountered.   

 

Fig. 5. Images of experiments A: Clinical teleconference with DxMM. B: tele-rehabilitation 
conference with e-Watch and IP phone.  C: tele-rehabilitation conference with DVTS. D: Home 
medical care with IPv6 bio sensor. E. Live of neurosurgical microscopic operation with DVTS. 
F. Tele-lecture on “Health behavior theory” with DVTS. G: Teleconference on bronchoscope 
image with DVTS, DxMM and Polycom. H: Tele-dermatology with HIROX camera and DVTS 
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3.3   IPv6 Network (From 2002 to 2003) 

In this stage, we constructed an IPv6 native network with HOTnet IPv6 L3 service. 
We assigned IPv6 addresses according to the Topological Addressing Policy.  This 
policy is an epoch-making concept for assigning IPv6 addresses. In this policy, we 
tried to divide Japan to 8 areas and to assign IPv6 addresses according to geographical 
location. Additionally, flags were embedded to represent medical emergency capacity 
in IPv6 addresses.  This policy will be useful for constructing regional IX, especially, 
MDX (Medical internet exchange) and “Medical-Care Initiatives (SDMCI)".  In this 
stage, we performed huge data transmission using bidirectional DVTS (total 70 
Mbps) and tested performance limitations of the network devices. We had to tune all 
intermediary switches ports’ link speed and duplex mode fixing 100 full mode.  In 
this condition, we successfully transmitted DV data from neurosurgical operation, 
bronchoscope conference, rehabilitation conference and tele-lecture on “Health 
Behavior Theory”, successfully. DVTS had only a 200 msec delay, and that suggested 
the possibility of using it practically for real time guidance in neurosurgical 
operations.   In conference and tele-lecture, we could emulate real conferences and 
lectures almost perfectly.  Home medical care was also performed successfully, but 
data transmissions from micronode or bio-sensor and communications by IP TV 
phone were not established on a permanent basis.  Within the experimental period, the 
patient-registration systems contained data on about 30 patients, and these projects 
have to be continued in years to come. Fortunately, these systems do not require a 
wide band network and it is possible to continue using them using low-cost network 
connections. DICOM transmission and tele-fundus examination may represent model 
methods for cooperation between hospitals and clinics. Considered as a whole, the 
projects including caring for handicapped children and the Virtual Medical Museum, 
represent a model of medical support for the whole community through use of 
information technologies.   

4   Discussion 

We successfully performed experiments on transferring medical information and 
constructing an experimental “Hokkaido Wide Area Medical Network Systems”. The 
information infrastructure in rural areas of Hokkaido Island has improved 
dramatically since we started this project, but the digital divide between rural and 
urban areas still persists. We speculate that public support is required to resolve these 
problems and to promote the IT infrastructure in rural areas. It is important to keep 
security in medical information systems, and many people mentioned “network 
security”. But to maintain total security, we have to pay attention not only to the 
information system but also the physical situation, for example, monitoring who is 
entering and leaving the computer room. This standpoint is absolutely lacking in the 
perspective of many people involved in medical information systems. Furthermore, 
we tend to talk about real time clinical teleconference and its telemedicine 
applications as through it were completely new, but many systems previously existed 
for this purpose are simply not utilized effectively. From now, we have to plan the 
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projects on the basis of user needs, which are not necessarily direct medical support 
such as teleconference or tele-diagnosis, but may be indirect support such as 
improvement of provision of information or educational environment.  

We are implementing tele-lecture, tele-radiology and tele-clinico-pathological 
conferences (CPC) with CUG (Closed Users Group) lines on the basis of the results 
of the experiments and discussion above. Through our work and studies outlined 
above, we have created the idea of, "Strategic Defensive Medical-Care Initiatives 
(SDMCI)" for health promotion in the forthcoming highly advanced aging society.  
Multi-lateral preparations for the SDMCI programs are on going. 
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Abstract. In this paper, a fast implementation of JPEG is discussed
and its application to multimedia service is presented for mobile wireless
internet. A fast JPEG player is developed based on several fast algo-
rithms for wireless handset. In the color transformation, RCT is adopted
instead of ICT for JPEG source. For the most time-consuming DCT part,
the binDCT can reduce the decoding time. In upsampling and RGB con-
version, the transformation from Y CbCr to RGB 16 bit is made at one
time. In some parts, assembly language is applied for high-speed. Also,
an implementation of multimedia in wireless handset is described using
MJPEG (Motion JPEG) and QCELP(Qualcomm Code Excited Linear
Prediction Coding). MJPEG and QCELP are used for video and sound,
which are synchronized in handset. For the play of MJPEG, the decoder
is implemented as a SW upon the MSM 5500 baseband chip using the fast
JPEG decoder. For the play of QCELP, the embedded QCELP player
in handset is used. The implemented multimedia player has a fast speed
preserving the image quality.

1 Introduction

The development of wireless network and wireless handset makes it possible to
implement various multimedia solutions in handset. 3GPP and 3GPP2 make a
standard of multimedia codecs and recommend the service providers to apply
them. However, several limitations of wireless handset make it difficult to utilize
the multimedia codecs. In addition, the characteristics of multimedia in wireless
handsets are different from those in PC. Main characteristics of handset can
be summarized as low processing power, limited memory, and narrow network
bandwidth, which should be considered in the wireless handset services.
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Especially, in wireless handset, the speed of codec must be fast and the com-
pressed size must be small. Nowadays, one of the most popular multimedia codec
is MPEG. However, DSP chip is essential since it is difficult to implement MPEG
as a SW in wireless handset. In this paper, an implementation of a multimedia
using QCELP [6] and MJPEG is presented. MJPEG extends JPEG [1] by sup-
porting videos and each frame in the video is stored with the JPEG format. For
the play of MJPEG, it is required to implement fast JPEG decoder. QCELP is a
vocoder which is widely used for a voice call in CDMA network. It is embedded
in CDMA handset where playing sound is possible using QCELP if API’s are
provided to application. One can implement a multimedia using QCELP and
MJPEG without any HW. In this paper, the multimedia player is ported on
BREW environment [8] in a CDMA handset with MSM 5500 baseband chipset.
The fast JPEG decoder is developed using IJG open source [4]. QCELP player
is made out using KTF extension in BREW. Comparing with the fast QCELP
API which is processed on DSP, JPEG is implemented as a SW and can be slow.

In this paper, fast JPEG player is developed based on several fast algorithms
considering the characteristics of wireless handset. In some time-consuming parts,
assembly language is used for high speed. The implemented codec has a high
speed preserving the image quality and it makes wireless multimedia service
possible in wireless handset. It has a performance of 4-5 frames per second for
128×96 images and similar quality comparing to conventional JPEG player.
Also, if the well-known R-D optimization scheme [9] or its variation for high
speed [10] are used, the proposed codec can have more improved performance.
An implementation of a multimedia using QCELP and MJPEG is presented us-
ing the proposed codec. The remainder of this paper is organized as follows. In
Section 2, the MJPEG and QCELP are briefly summarized. Also the test envi-
ronment is described. In Section 3, the fast implementation methods of JPEG
decoder are presented. In Section 4, implementation results are presented and
the conclusion follows in Section 5.

2 MJPEG, QCELP and System Settings

The methods for porting multimedia player in handset can be divided into 3
categories. The first one is using SW player that runs over baseband chipset.
It is used for low end handset or usual handset. The next one is using ASIC
chip. Some JPEG players in camera module or some midi players are applied
as a HW ASIC chip. The last one is using application CPU and DSP. The
multimedia solutions like MPEG or 3D are developed on those environments.
It should be noted that if there is another HW chipset, the handset becomes
expensive. In this paper, the player is ported on the baseband chipset for all of
the handsets. Baseband chipset mainly performs the wireless communications.
Full use of the baseband chipset cannot be achieved for the application such
as multimedia player. If the player needs to be implemented on the baseband
chipset, fast player is essential. The fast player proposed in this paper also can
be used in ASIC or DSP. In mobile multimedia services, the handset must have
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functions of decoder or player. The encoder may be in PC, server or handset.
In some services such as MMS, the encoder is in handset. However in most of
services, the contents are encoded in PC or server and played in handset. In this
paper, we propose a design for encoder and decoder. But the implementation in
handset is done only for the decoder part.

2.1 MJPEG

MJPEG is a video format extending JPEG [1]. It has only intraframe coding
JPEG without interframe coding. Thus the code structure is very simple, and it
is easier to port the decoder than MPEG decoder. Fast implementation of JPEG
is needed for fast MJPEG player. JPEG decoder can be divided into several parts
such as entropy coding, dequantization, IDCT and color space transformation.
It is important to optimize each part for fast decoder. Especially, the IDCT
part is most time-consuming and the display part for handset LCD is also time-
consuming.

In this paper, IJG open source is used for the JPEG decoder. Fast JPEG de-
coder is developed on BREW and MJPEG decoder is implemented with QCELP
player.

Table 1. Test environment

Settings

Network CDMA 1x EVDO
Baseband Chipset MSM 5500 (ARM 7 core)
Image MJPEG
Sound QCELP
Image size 128×96
LCD size 128×160
LCD bit depth 16 bit
Memory size 1M bytes
Heap memory size 200k bytes
Porting environment Qualcomm BREW
Target FPS 3-5 fps

2.2 QCELP

For the voice communication, vocoder is developed and used in handset. In
CDMA, there are two vocoders, EVRC and QCELP [6]. QCELP is one of the
CELP vocoder developed by Qualcomm. QCELP 8 kbps and QCELP 13 kbps are
used respectively. QCELP 13 kbps is generally used for the voice quality. QCELP
uses 20 ms as the data frame size. Each frame may be encoded at one of four
different data rates: full rate, 1/2 rate, 1/4 rate, and 1/8 rate and variable rate
is also supported. Vocoder is essential for the voice communication. For the high
compression, complex algorithms are used in vocoder and it is implemented on
DSP. If the vocoder API’s are provided for applications, one can play the vocoder
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data. Since QCELP uses 20ms as the data frame size, it is good to streaming or
synchronization. In this paper, the QCELP player is implemented using QCELP
extension API’s over the BREW environment. QCELP is played on DSP and the
decoder speed is very fast. So, for the implementation of MJPEG and QCELP,
it is important to implement fast JPEG decoder.

2.3 System Settings

CDMA handset with MSM 5500 is used in this paper. MSM 5500 has ARM
7 core and the CPU clock is up to about 40 MHz. The multimedia player is
developed and runs over BREW platform. LCD size is 128×160 and the bit
depth of LCD is 16 bit. Target speed of JPEG is about 3-5 fps. Table 1 shows
the system settings in this paper.

3 Fast Implementation of JPEG

3.1 JPEG Porting in Handset Using IJG Source

The JPEG can be easily ported using IJG open source. Actually, the decoding
time depends on CPU speed, the memory access time or other environment. In
our porting of IJG JPEG decoder based on the system setting of Table 1, it
takes about 300 ms to decode 1 frame whose size is 128×96. To implement fast
decoder, the analysis of decoding time is shown in Table 2. Table 2 shows the
time ratio required for IJG JPEG decoding in handset with MSM 5500. In this
test, quality factor is set to 75 and Y : Cb : Cr is set to 4 : 2 : 0. As shown in
Table 2, the portion of IDCT is about 30 %.

3.2 Main Direction of Codec Design

As discussed before, the fast decoder with preserving image quality is required
for wireless handset. Several parts in Table 2 are implemented by use of fast
algorithms. In the color transformation, RCT is adopted instead of ICT. For
the most time-consuming DCT part, binDCT can reduce the decoding time. In
upsampling and RGB conversion, the transformation from Y CbCr to RGB 16
bit is made at one time. In some parts, assembly language is applied.

3.3 IDCT Part

DCT has been adopted in many standards such as JPEG, MPEG and H. 26x.
Though DCT is good for compression, it requires a great amount of computation.
Thus various fast algorithms have been proposed. Especially, Arai et. al. [5]
have proposed the fast algorithm for DCT, which is adopted in IJG JPEG open
source. In ARM [7], multiplication processing time is 4 times larger than that
of addition (multiplication 8 clock, addition 2 clock, shift 2 clock ). If we use
multiplierless fast algorithms, the decoding time can be reduced. Recently, Liang
and Tran [2] have proposed fast multiplierless DCT algorithms. The proposed
DCT algorithm, binDCT, approximates the DCT with shift and addition using
lifting structure. There is a tradeoff between image quality and speed for the
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Table 2. Ratio of required time in JPEG decoding

Part Time(ms) Ratio(%)

IDCT 84 29

Decoding MCU 58 20

Upsampling and RGB conversion 84 29

The rest 64 22

Total 290 100

Table 3. Forward and inverse transform matrix of binDCT C7

1 1 1 1 1 1 1 1

15/16 101/128 35/64 1/4 -1/4 -35/64 -101/128 -15/16

3/4 1/2 -1/2 -3/4 -3/4 -1/2 1/2 3/4

1/2 3/32 -11/16 -1/2 1/2 11/16 -3/32 -1/2

1/2 -1/2 -1/2 1/2 1/2 -1/2 -1/2 1/2

1 -23/16 -1/8 1 -1 1/8 23/16 -1

1/2 -1 1 -1/2 -1/2 1 -1 1/2

1/4 -21/32 13/16 -1 1 -13/16 21/32 -1/4

1/2 1 1 1 1 1/2 1/2 1/4

1/2 13/16 1/2 1/8 -1 -11/16 -3/4 -35/64

1/2 21/32 -1/2 -23/16 -1 -3/32 3/4 101/128

1/2 1/4 -1 -1 1 1/2 -1/2 -15/16

1/2 -1/4 -1 1 1 -1/2 -1/2 15/16

1/2 -21/32 -1/2 23/16 -1 3/32 3/4 -101/128

1/2 -13/16 1/2 -1/8 -1 11/16 -3/4 35/64

1/2 -1 1 -1 1 -1/2 1/2 -1/4

approximation. Through several tests from binDCT C1 to binDCT C9, we select
binDCT C7 for this implementation. binDCT C7 has 9 shifts and 28 additions
preserving coding gain. Table 3 shows the transform matrices of binDCT C7.

3.4 Color Transformation

In JPEG, color space conversion transforms RGB pixels into Y CbCr. In IJG
source [4], ICT (Irreversible Component Transformation) has been implemented.
The forward ICT is defined as

Y = 0.229R + 0.587G + 0.114B,

Cb = −0.16875R − 0.33126G + 0.5B, (1)
Cr = 0.5R − 0.41869G − 0.0813B

There is another transformation called RCT (Reversible Component Trans-
formation) [3]. RCT approximates the ICT and the implementation can be done
using only shift and addition. The forward and inverse RCT is defined as
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Fig. 1. LCD mapping

Fig. 2. Test images

Y ′ = 0.25R + 0.5G + 0.5B,

Cr
′ = R − G, (2)

Cb
′ = B − G

G = Y ′ − 0.25Cb
′ − 0.25Cr

′

R = Cr
′ + G (3)

B = Cb
′ + G

Using RCT, the color transformation can be made faster than ICT.
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3.5 LCD Mapping

The test handset has 16 bit LCD. Many handsets have 16 bit LCD since it is
easier to handle the memory structure with 2 bytes. In JPEG, 24 bit display is
supported. When using 24 bit in handset, the decoder consumes 2 times bigger
memory than 16 bit LCD. As image quality degradation in 16 bit is not so big,
16 bit LCD is widely applied. The LCD in test handset has 5, 6 and 5 bits
for RGB respectively. In JPEG decoding and display, color transform should
be made from Y CbCr 24 bit to RGB 24 bit and next RGB 24 bit should be
converted to 16 bit as in Fig. 2. These all processes are also time-consuming.
In this paper, the whole transformation is made at once by one function. As a
result, the decoding time can be reduced.

4 Implementation Results

4.1 JPEG Decoder

Table 4 shows the decoding time of the proposed implementation with C in each
part. Comparing to Table 2, the decoding time is 25 % faster than that of Table
2. The run-time memory size required for the codec is smaller than 80K bytes
(25K bytes for the coder and 42K bytes for input and output buffer). The coder
size is about 42K bytes in case of C implementation and is about 41K bytes if
some parts are implemented using assembly.

If assembly language is applied for certain parts, the decoding time can be
faster. It can be seen in Table 4. IDCT, upsampling and RGB transformation
is programmed with assembly. As in Table 4, the total decoding time is 40 %
faster than the original IJG source porting. Using this implementation JPEG
can be decoded with the speed 4-5 fps. In this paper, Decoding MCU parts has
not been changed. If some algorithms such as [11] are applied, better results may
be achieved.

To check the image quality and size, we use the images in Fig. 2 with size
128×128. Table 5 shows the image quality and bpp (bit per pixel) for IJG
source and the proposed method. The quality is measured by PSNR such as
PSNR(dB) = 10 log10

2552

σ2 , where σ2 = 1
3N

∑N
n=1{(Ra − Rb)2 + (Ga − Gb)2 +

(Ba − Bb)2}.

Table 4. Decoding time with the proposed implementation with C and assembly

With C With C and assembly

Part Time(ms) Ratio(%) Time(ms) Ratio(%)

IDCT 66 30 41 23

Decoding MCU 77 36 77 42

Upsampling and RGB conversion 38 18 28 16

The rest 34 16 34 19

Total 215 100 181 100
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Table 5. Image quality and size (for 128×128)

IJG source Proposed method

Test image Quality(dB) bpp Quality(dB) bpp

Image 1 21.40 0.0617 21.77 0.0607

Image 2 25.59 0.0303 25.52 0.0294

Image 3 23.07 0.0510 23.20 0.0502

Image 4 25.73 0.0553 25.73 0.0548

Fig. 3. The Multimedia Encoder

Fig. 4. Structure of the Multimedia player

Image size in the proposed method is slightly smaller than that of IJG. In
image quality, there are no significant differences. It should be noted that the
decoder has a fast speed preserving the image quality and size.
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4.2 Performance Improvement of the Designed Codec

R-D optimization [9] is an algorithm to optimize rate-quality tradeoffs in an
image-specific way. If this scheme is adopted for the proposed codec, more im-
provement in image quality and rate can be obtained. Generally, it takes too
much time to calculate optimized quantization table. In some applications of
wireless handset, the contents is made beforehand and downloaded afterwards.
In this case, R-D optimization can be utilized as it is acceptable to take more
time for encoding.

If the fast encoding is essential and the images have similar characteristics,
the quantization table design technique in [10] can be adopted.

In [10], only photos with face are considered. For these images, the filesize
of the images is 10%–20% smaller than that of JPEG, preserving similar image
quality.

4.3 MJPEG and QCELP

Fig. 3 and Fig. 4 show the encoder and the total structure of the multimedia
player, respectively. MJPEG player works on BREW with C code or assembly
code. QCELP player use the QCELP API. QCELP is played over DSP and it
does not affect JPEG decoding too much. Syncronization of sound and image is
done by dividing the QCELP data based on the data rate. In this implementa-
tion, JPEG decoding and display time is smaller than 200 ms. It is possible to
display the video with 4-5 fps. For 3 fps, total file size is about 300-400K bytes
with JPEG (quality 75) and QCELP (full rate) for 1 minute.

5 Conclusion

In this paper, a multimedia implementation has been discussed in wireless hand-
set using MJPEG and QCELP. MJPEG has been used for an image with QCELP
for a sound. Considering slow CPU in wireless handset, fast player has been
developed. For each part of JPEG decoder, fast algorithms have been adopted.
Some parts have been implemented using assembly code. In color transformation,
RCT has been adopted instead of ICT in JPEG source. In most time-consuming
DCT part, the decoding time has been reduced using binDCT. In upsampling
and RGB conversion, the transformation from Y CbCr to RGB 16 bit has been
made at once. This implementation has been made using CDMA handset with
the CPU MSM5500 and 16 bit LCD size. The implemented multimedia has a
performance of 4-5 frames per second for 128×96 images. The designed decoder
for JPEG has fast speed while preserving good image quality similar to JPEG.
The performance of proposed design can be improved using R-D optimization
or similar quantization design technique.
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Abstract. As face recognition algorithms move from research labs to
real world product, power consumption and cost become critical issues,
and DSP-based implementations become more attractive. Also, “real-
time” automatic personal identification system should meet the conflict-
ing dual requirements of accuracy and response time. In addition, it also
should be user-friendly. This paper proposes a method of face recognition
by the LDA Algorithm with the facial feature extracted by chrominance
component in color images. We designed a face recognition system based
on a DSP. At first, we apply a lighting compensation algorithm with
contrast-limited adaptive histogram equalization to the input image ac-
cording to the variation of light condition. While we project the face
image from the original vector space to a face subspace via PCA , we
use the LDA to obtain the best linear classifier. The experimental results
with real-time input video show that the algorithm has a pretty good
performance on a DSP-based face recognition system. And then, we es-
timate the Euclidian distances between the input image’s feature vector
and trained image’s feature vector.

1 Introduction

Machine face recognition is a research field of fast increasing interest [1]. The
strong need for user-friendly systems that can secure our assets and protect our
privacy without losing our identity in a sea of numbers is obvious. At present,
one needs a personal identification number (PIN) to get cash from an ATM, a
password for a computer, a dozen others to access the internet, and so on [2] [3].
Although extremely reliable methods of biometric personal identification exist,
e.g., fingerprint analysis and retinal or iris scans, these methods rely on the
cooperation of the participants, whereas a personal identification system based
on analysis of frontal or profile images of the face is often effective without
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Still image

Face detection

Feature localization
(for registration)

Face normalization

Face image in
normalized frame

Face classification

Recognition result

(a)

Face normalization

Face image in
normalized frame

Face classification

Recognition result

Video sequence

Face and feature
detection and tracking

(b)

Fig. 1. Two approaches to face recognition: (a) Face recognition from still images (b)
Face recognition from video

the participant’s cooperation or knowledge [4] [5]. Phillips [6] described in the
advantages/disadvantages of different biometrics.

We implemented a fully automatic DSP-based face recognition system that
works on video [7]. Our implementation follows the block diagram shown in Fig.
1(b). Our system consists of a face detection and tracking block, an skin tone
extract block, a face normalization block, and face classification blocks.

2 Face Detection System

Face detection algorithms have primary factors that decrease a detection ratio:
variation by lighting effect, location and rotation, distance of object, complex
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(a) (b) (c)

Fig. 2. The Y CbCr color space and the skin tone color model (red dots represent skin
color samples): (a) 2D projection in the CbCr subspace (b) 2D projection in the Y Cb
subspace (c) 2D projection in the Y Cr subspace

background. Due to variations in illumination, background, visual angle and
facial expressions, the problem of machine face detection is complex.

An overview of our face detection algorithm contains two major modules: 1)
face segmentation for finding face candidates and 2) facial feature extraction for
verifying detected face candidates. Our approach for face localization is based on
the observation that human faces are characterized by their oval shape and skin
color, also in the case of varying light conditions. Therefore, we locate face-like
regions on the base of shape and color information. We employ the Y CbCr color
space by using the RGB to Y CbCr transformation. We extract facial features
based on the observation that eyes and mouth differ from the rest of the face in
chrominance because of their conflictive response to Cb, Cr.

We adopt the Y CbCr space since it is perceptually uniform, is widely used
in video compression standards, and it is similar to the TSL(Tint-saturation-
luminance) space in terms of the separation of luminance and chrominance as
well as the compactness of the skin cluster. Many research studies assume that
the chrominance components of the skin-tone color are independent of the lumi-
nance component [8] [9].

However, in practice, the skin-tone color is nonlinearly dependent on lumi-
nance. We demonstrate the luminance dependency of skin-tone color in different
color spaces in Fig. 2, based on skin patches collected from IMDB [10] in the
Intelligent Multimedia Laboratory image database. These pixels from an elon-
gated cluster that shrinks at high and low luminance in the Y CbCr space are
shown in Fig. 2(b) and Fig. 2(c). Detecting skin tone based on the cluster of
training samples in the CbCr subspace is shown in Fig. 2(a).

3 Face Region Segmentation

Region labeling uses two different process. One is region growing algorithm using
seed point extraction and another one is flood fill operation [11]. The other
method is shown Fig. 3(b).

We choose face candidate region that has a suitable distribution of pixel.
Result is shown Fig. 3(c).



On a Video Surveillance System with a DSP by the LDA Algorithm 203

(a) (b) (c)

Fig. 3. Connected component labeling: (a) Segmented image (b) Labeled image (c)
Facial candidate region

4 Linear Discriminant Analysis

Linear discriminant analysis (LDA) easily handles the case where the within-
class frequencies are un equal and their performances has been examined on
test data generated randomly. This method maximizes the ratio of between-
class variance to the within-class variance in any particular data set thereby
guaranteeing maximal separability [12] [13].

The LDA for data classification is applied to classification problem in speech
recognition and face recognition. We implement an algorithm for LDA in hopes
of providing better classification. The prime difference between LDA and PCA
is that PCA does more of feature representation and LDA does data classifi-
cation. In PCA, the shape and location of the original data sets change when

1
S

2
S

B
S

ω1

ω2

PCA

LDA

Fig. 4. A comparison of PCA and Fisher’s linear discriminant (FLD) for a two class
problem
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Fig. 5. Distribution of facial features: (a) feature space by PCA method (b) feature
space by LDA method

transformed to a different space whereas LDA doesn’t change the location but
only tries to provide more class separability and draw a decision region between
the given classes. This method also helps to better understand the distribution
of the feature data. Figure 4 will be used as an example to explain and illustrate
the theory of LDA.

5 Experimental Result

We use the response to a chrominance component in order to find eye and mouth.
In a general, images like digital photos have problems (e.g., complex background,
variation of lighting condition). Thus it is difficult to determine skin-tone’s spe-
cial features and to find location of eye and mouth. Nevertheless we can make
to efficiency algorithm that robustness to variation lighting condition to use
chrominance component in Y CbCr color space. Also we can remove a fragment
regions by using morphological process and connected component labeling op-
eration. We find eye and mouth location use vertical and horizontal projection.
This method is useful and shows that operation speed is fast.

Fig. 6 demonstrates that our face detection algorithm can successfully detect
facial candidate region. The face detections and recognitions on the POSTECH
image database [10] are presented in Fig. 7. The POSTECH image database
contains 951 images, each of size 255×255 pixels. Lighting conditions (including
overhead light and side lights) change from one image to another.

This system can detect a face and recognize a person at 10 fps. This speed
is measured from user-input to final stage with the result being dependent on
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(a)

(b)

Fig. 6. Some face and facial component extraction: (a) Male (b) Female

the number of objects in an image. The system captures a frame through IDK,
preprocessed it, detects a face, extracts feature vectors and identifies a person.

6 Conclusion

Our face detection method detects skin regions over the entire image, and then
generates face candidates based on the spatial spatial arrangement of these skin
patches. Our algorithm constructs maps of eye and mouth to detect the eyes,
mouth, and face region. Detection results on several photo collections are shown
in Fig. 6. The PCA and LDA method presented here is a linear pattern recogni-
tion method. Compared with nonlinear models, a linear model is rather robust
against noise and most likely will not over-fit. Although it is shown that distri-
bution of face patterns is complex in most cases, linear methods are still able to
provide cost effective solutions. Fig. 7 shows that he effectiveness of the proposed
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Fig. 7. Result of recognition experiments

method is demonstrated through experimentation by using the POSTECH face
database. Especially, the results of several experiments in real life show that the
system works well and is applicable to real-time tasks. In spite of the worst case,
the complete system requires only about 100 ms per a frame. The experimen-
tal performance is achieved through a careful system design of both software
and hardware for the possibility of various applications. It is a future work to
make the training stage faster or to make code optimize for efficiency vectors
calculation and face recognition. Also hardware integration may be considered
for faster system.
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Abstract. Molecular Modeling is based on analysis of three dimensional struc-
tures of molecules. It can be used in developing new materials, new drugs, and 
environmental catalyzers. We propose a molecular modeling system based on 
web services. It visualizes three dimensional models of molecules and allows 
scientists observe and manipulate the molecular models directly through the 
web. Scientists can examine, magnify, translate, rotate, combine and split the 
three dimensional molecular models. The real-time simulations are executed in 
order to validate the operations. We developed a distributed processing system 
for the real-time simulation. The proposed communication scheme reduces data 
traffics in the distributed processing system. The new job scheduling algorithm 
enhances the performance of the system. Therefore, the real-time simulation for 
molecular modeling can be exercised through the web. For the experiments, 
HIV-1 (Human Immunodeficiency Virus) was selected as a receptor and fifteen 
candidate materials were used as ligands. An experiment of measuring perform-
ance of the system showed that the proposed system was good enough to be 
used in molecular modeling on the web. 

1   Introduction 

Molecular modeling is based on analysis of three dimensional structures of molecules. 
It can be used in developing new materials, new drugs, and environmental catalyzers. 
Scientists use character strings in order to symbolize molecules in molecular model-
ing. The character strings are translated into three dimensional structures of mole-
cules. Then, scientists examine such three dimensional structures in terms of their 
shapes, features, and their stability. They perform a docking procedure through which 
a receptor combines with a ligand at a special position called an active site1. A real-
time simulation is required, Since it can computationally prove or disprove if such a 
chemical operation is val id. The simulation is basically calculating energy minimiza-
tion equations[1,2].  

                                                           
* Corresponding author. 
1 The term “receptor” is used to describe any molecule which interacts with and subsequently 

holds onto some other molecule. The receptor is the “hand” and the object held by the “hand” 
is commonly named, the ligand. 
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There have been many researches and tools for molecular modeling. Scientists can 
access some of the tools through the web. Most of them focus on visualizing struc-
tures of molecules in three dimensions. However, molecular modeling procedures 
require scientists to examine and manipulate three dimensional models of molecules. 
During a docking procedure, for example, the shapes of a receptor and a ligand should 
be visually represented, carefully examined and interactively manipulated by scien-
tists. Since three dimensional structures of most molecular models look quite similar, 
it is very difficult for scientists to differentiate the structures. It follows that scientists 
should be able to manipulate three dimensional models in order to examine different 
views of the models. For example, operations of translation, rotation, magnification, 
selection, split, etc. can be exercised to examine different views of three dimensional 
models. However, the current web based modeling tools do not provide direct ma-
nipulation methods for the operations. That is, scientists must use a set of commands 
to manipulate the models by typing commands using a keyboard. Experiences demon-
strate that such command based operations require more time and efforts than direct 
manipulation of models. Therefore, more convenient and more intuitive methods of 
manipulation must be developed.  

It is required to execute real-time simulations during molecular modeling. Since 
the size of molecules is large and their structures are complicated, the computations 
require huge computing power. Super computers must be helpful. However, many 
scientists cannot afford to use them. As computer technologies develop, a high per-
formance computing system can be implemented using a set of personal computers.  

We develop a distributed computing system for real-time simulation which can be 
accessed through web services via the Internet. Scientists can use the system as a real-
time simulation tool for molecular modeling. Also, the proposed system visualizes 
three dimensional molecular models through the web and provides a direct manipula-
tion method of the molecular models. 

2   Related Works 

RASMOL[3]is a molecular modeling tool and mainly visualizes three dimensional 
structures of molecular models. It is widely used, because it provides fast and simple 
ways of examining three dimensional structures of molecules through visualization. 
But it does not provide direct manipulation methods of molecular structures. No real-
time simulation function is provided by RASMOL, either. Scientists use character 
strings in order to symbolize molecules in molecular modeling. The character strings 
are translated into three dimensional structures of molecules.  

MDL enhanced RASMOL and developed Chime which is a plug-in for a web 
browser and enabled three dimensional structures of molecules to be visualized 
through the web. Chime has its own script language and its users issue a command to 
view three dimensional structures and manipulate the visualized models. This feature 
makes the Chime plug-in lighter and more portable. Also, it could be useful for ex-
perts. However, such a text based manipulation method is not helpful for general 
users. If direct manipulation methods were added, users of the tool could be more 
productive and more satisfied. 
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Protein Explorer, Noncovalent Bond Finder, DNA Structure, MHC, Identifying 
Spectral, and Modes are web based tools for molecular modeling and they use the 
Chime plug-in. Protein Explorer is the most popular and widely used tool among 
them. Protein Explorer[4] has various functions such as presents chemical information 
of a molecule, displays three dimensional structures of a molecule. Since it can dis-
play only one molecular structure at a given time, we cannot visually compare several 
molecules through the window. It follows that a docking procedure of merging a 
receptor and a ligand cannot be displayed on the window. Since it does not have a 
simulation capability, we cannot complete a molecular modeling procedure such as a 
docking procedure using Protein Explorer. We probably need Insight II [5] which was 
commercialized by Accelys. Unfortunately, Insight II is not accessible on the web. 

As we summarize in Table 1, the tools have different features. Since we would like 
to develop a molecular modeling system which is affordable and accessible, we pro-
pose a web service based system and call it MMWeb. It offers new features such as 
direct manipulation, distributed processing and web service. 

Table 1. Comparison of features of tools for molecular modeling 

 

3   System 

3.1   Overview 

We propose a system of molecular modeling using the web service as shown in Fig-
ure 1. The molecular modeling system based on the web (called MMWeb) consists of 
clients, a server and a database. The client is a web browser for scientists. The server 
performs real-time simulations of molecular modeling. The client accesses the server 
through web services. The database stores and manages files and information about 
molecules. 

The client (Web Browser) has four components. File Manager reads data about 
molecules from PDB (Protein Data Base) files/Database and exercises parsing the 
data. Operation Manager arranges the parsed data in order to compute energy equa-
tions. The results are arranged to be properly displayed by Rendering Engine which 
visualizes three dimensional models of molecules using graphical libraries like 
OpenGL. Various rendering algorithms are implemented. Computing Engine com-
putes energy equations which are essential in the simulation. 
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Fig. 1. System Overview 

The Job Service Distributed Servers communicate with the clients (Web Browser) 
through Computing Engines in a form of Web Services. They perform real-time simu-
lations of molecular modeling. The computations are basically minimization of en-
ergy for molecules. Job Manager creates jobs for energy minimization and delivers 
them to the distributed servers. PDB files and information about molecules are loaded 
from the database to the servers. The simulation results are sent to the client through 
web services. 

3.2   Web Browser – The Client 

We developed Web Browser using OpenGL[6]. The Chime plug-in was not used 
because we needed to support loading multiple molecular models, docking proce-
dures, bonding and non-bonding procedures, etc. 

 

Fig. 2. Web Browser sends information of transformation to the servers and receives simulation 
results through Web Service 
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As shown in Figure 2, the client (Web Browser) displays three dimensional struc-
tures of molecular models and allows scientists manipulate the models in interactive 
and intuitive ways using a mouse[7]. This feature makes the browser more usable 
than the Chime based browsers which use script language commands to manipulate 
the models. When the positions and the orientations of the models change, a matrix of 
transformation is sent to Web Service. The matrix becomes an input for real-time 
simulations. The web service supplies the matrix to the servers each of which has 
loaded data of molecules from the database and executes computations of energy 
minimization using the matrix. 

3.3   Distributed Processing System 

MMWeb requires a high performance computing system in order to exercise real-time 
simulations. We developed a distributed processing system[8,9]. 

 

Fig. 3. A distributed processing system 

Web Service(  in Fig. 3) is a gateway which transfers information from the client 
(Web Browser) to Job Servers (  in Fig. 3) and returns the simulation results from 
the servers to the client.  The information from the clients includes a transformation 
matrix of molecular models, and information about a receptor and a ligand. SOAP 
(Simple Object Access Protocol) is used for the communication. 

Job Manager (  in Fig. 3) is a master server and manages the distributed comput-
ing resources. It receives information from the Web Service component and searches 
a proper job from lookup tables (Job Table Search in Fig. 3). Then, it partitions the 
job found in the table into jobs which can be executed by the servers. Job Manager 
also contextualizes the jobs. The procedure aims to store information of processing 
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resources into each job. That is, Job Contextualizer assigns status of processing re-
sources for each job. Context Scheduler (  in Fig. 3) performs job scheduling tasks. 
There are many jobs from multiple clients. A job of a user is partitioned and contex-
tualized. Then, the contextualized jobs are stored in Context Queue. Context Sched-
uler allocates a thread for each job depending on its scheduling policy. The contextu-
alized jobs (  in Fig. 3) are sent to Job Servers (  in Fig. 3). After the computa-
tions, the results from the servers are sent back to the client through Web Service. 

Context Transition means state transition of contexts while they are processed as 
shown in Fig. 4-(a). The context, C1, in Ready Hash Table is allocated to a resource 
and stored into Running Hash Table. The context, C2, in Running Hash Table com-
pletes its tasks and goes into Done Hash Table. The context, C3, in Done Hash Table 
is finished. The Contexts, C4,…, Cn, in Ready Hash Table are waiting for their corre-
sponding resources. When all contexts are processed as shown in Fig. 4-(b), they are 
merged and sent back to the client. 

 

Fig. 4. (a) State Transition of Contexts. (b) Merge the processed Contexts 

 

Fig. 5. The status of a resources denotes information about a resource for processing contextu-
alized jobs 

As shown in Fig. 5, Resource Status represents the status of resources of the serv-
ers and shows whether the resources are available for processing contextualized jobs. 
Context Scheduler periodically asks Job Server for the status of resources of the 
server. Then, the server sends a list of status of its resources. The scheduler examines 
the list and allocates an available resource to a job selected from Context Queue. 
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4   Experiments 

In these experiments, we check (i) if MMWeb computes reliable values after simula-
tion, (ii) if MMWeb performs fast enough to exercise real-time simulations. We exer-
cised a docking procedure. HIV-1 (Human Immunodeficiency Virus)[10,11,12] was 
selected as a receptor. Fifteen materials related to reproduction of HIV-1 were chosen 
as ligands.  

Table 2. Simulated values of energy calculation using Insight II and MMWeb 

 

 

Fig. 6. Energy values of fifteen ligands 
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First, we checked the reliability of the simulation values. That is, the values of 
computing energy equations for binding the fifteen ligands with the receptor were 
calculated. We compared MMWeb with Insight II which is the most popular tool of 
molecular modeling. RMSD(Root Mean Squared Deviation) is used as a measure for 
the reliability. Table 2 and Fig. 6 compare energy values of fifteen ligands which are 
simulated using Insight II and MMWeb. The results show that there are no significant 
differences between the values of computing energy equations using Insight II and 
those using MMWeb. Therefore, the results of docking procedures using the two tools 
would not be significantly different. 

Secondly, we measured processing times of simulations with a distributed process-
ing system. We compared processing times with respect to different sized receptors, 
different number of computers for the distributed system, and different number of 
threads per computer. We used receptors of 3000 atoms, 6000 atoms and 12000 at-
oms. The ligand had 100 atoms. The numbers of computers were one, two, and four in 
 

Table 3. Processing times were measured with different receptor sizes vs. Number of 
computers of the distributed processing system 

 

 

Fig. 7. Average processing times of the distributed system with different numbers of computers 
and atoms in a molecule 
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the distributed system. The numbers of threads were one, two, and four. For each 
receptor, a computation of energy equations was executed five times. The results are 
summarized in Table 3. 

Notice that there is a 0.5 second difference between the case with one computer 
and the case with four computers in their processing times, when the number of atoms 
was 3000 in the receptor as shown Table 2. The difference becomes 2 seconds when 
the number of atoms was 12000. It means that the processing time reduces faster as 
the number of computer increases when the number of atoms in a molecule is large. 
Fig. 7 graphically shows the fact. 

5   Concluding Remarks 

In this paper, we proposed a web service based molecular modeling system. Our mo-
tivations are 1) to provide a molecular modeling system accessible through the web, 
2) to offer direct manipulation methods of molecular models rather than command-
based manipulation methods, 3) to develop an affordable high-performance 
computing system for real-time simulation of molecular modeling. The key features 
of the system are three dimensional visualization and direct manipulation of 
molecular models, and real-time simulations. A distributed processing system was 
developed for the simulations. We executed experiments to validate the simulation 
results and to evaluate the performances of the system.  

As a future work, we would like to enhance the proposed system in terms of its in-
teraction methods with scientists. More natural and convenient ways of interacting 
between the scientists and the system should be researched in order to improve the 
productivity of the scientists. Secondly, the computing power of the system should be 
improved. Since the simulation requires high performance computing, we plan to 
develop faster and more powerful computing system. Thirdly, we are focusing on 
developing a new algorithm for a docking procedure. The algorithm for calculating 
the energy equations is expected to be enhanced.  
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Abstract. Deciding the relevance of Web pages to a query or a topic is very 
important in serving Web users. For clustering and classifying Web pages the 
similar decisions need to be made. Most of work usually uses positively related 
terms in one form or another. Once a topic is given or focused, we suggest us-
ing negative terms to the topic for the relevance decision. A method to generate 
negative terms automatically by using DMOZ, Google and WordNet, is dis-
cussed, and formulas to decide the relevance using the negative terms are also 
given in this paper. Experiments convince us of the usefulness of the negative 
terms against the topic. This work also helps to solve the polysemy problem. 
Since generating negative terms to any topic is automatic, this work may help 
many studies for the service improvement in the Web. 

1   Introduction 

Since the Web has increased very rapidly and provides the abundance of information 
in every field, it becomes very popular to everyone who can access it. However it 
does not mean that everyone uses it very conveniently and efficiently. We may have 
hard time to find what we are looking for, because there are not only relevant infor-
mation  sources but also irrelevant ones as search results. The word sense ambiguity 
or polysemy problem may cause general search engines to provide us with too many 
irrelevant information sources as well as relevant ones.  

There are several types of Web sites and pages such as general search engines,  
portal sites, private or public organization Web sites, and personal Web pages. We 
can address a topic issue regardless of types, because most pages of all types have 
information related to a topic or a set of several topics. For instance, a Web site or a 
page may have information about biology and/or weather, whereas another one may 
be related to culture and/or education. Therefore, we may need to do topic-related 
research. 

There are many studies to classify or cluster a set of documents into subsets of 
documents where each subset has a common topic. Association rules, K-means meth-
ods, decision trees, Bayesian networks, LSA(Latent Semantic Analysis), and varia-
tions of these methods have been studied for topical classification or clustering. For 
the Web, we need to consider the incremental environment. Web crawlers or Web 
robots of search engines or portal sites navigate the Web and need to continuously 
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find new Web pages, classify them, and update the old page information when neces-
sary. They may need to decide which topic(s) new pages are mostly related to. The 
topical Web crawling research has been done in [6, 11, 12, 14]. A topic or topics are 
decided first and then finding relevant pages is done in the topical Web crawling 
research. No matter what approaches are used, we need to evaluate the relevance of 
Web pages to a topic or topics. [1] and [7] used terms and link information for the 
relevance decision. [9] focused only link information. 

In order to select pages relevant to a single keyword or a set of keywords, the ex-
tension possibly with weights is used so that the keyword(s) and the extension words 
cause relevant pages to get higher relevance scores than before the extension[2, 8, 
13]. Irrelevant pages have no score change in most cases, since the extension words 
may not appear in irrelevant pages. As relevant ones get higher scores by the exten-
sion, it may be reasonable for irrelevant pages to get lower scores by the extension. It 
is obvious that the positively relevant words, called positive terms, used in the exten-
sion are related to a keyword or a topic. In the same sense, we believe it is possible 
for the extension words to include terms, called negative terms, by which irrelevant 
pages get lower relevance scores than before the extension.  

As a test bed, we choose one topic, ‘Mammal’ in DMOZ of the Open Directory 
Project[15]. Since DMOZ is less commercial, “open resources”, and maintained by 
several thousands of reasonably-qualified volunteer editors, we prefer to use it as 
sources of well classified Web information. When the word ‘tiger’ is given to a gen-
eral search engine, the result has not only pages having information of animal ‘tiger’ 
but also pages of ‘Tiger Woods’ or some manufacturing company names. Once the 
topic Mammal is given, golf or companies having no relation with the topic must stay 
out of the topic scope, and commonly used words except ‘tiger’ in those pages can be 
negative terms. Examples of negative terms are ‘golf’, ‘swing’, ‘score’, ‘cost’, 
‘productivity’, ‘price’, ‘sale’, etc. 

We present a method automatically deriving a set of negative terms to a topic by 
using Google[16], DMOZ and WordNet[17], and show the result of relevance evalua-
tion of using negative terms as well as positive terms. Although we show the result 
with the topic Mammal, the method can be used for any topic. The importance of 
using negative terms has been studied in several studies. [5] showed that negative 
terms can be used for better correctness of document relevance than positive terms. 
[3] showed a method to cluster positive and negative terms by using LSA. A method 
to classify positive terms and negative terms based on the contribution of document 
similarity given keywords, was developed in [4]. However, a method similar to ours 
was not studied. 

2   Automatic Generation of Negative Terms 

We present in this section how to decide automatically negative term sets. Words in 
the topic Mammal are used to get many Web pages both from DMOZ and from 
Google, and we get the difference of (term, term-frequency) between the pages from 
DMOZ and the pages from Google. Based on WordNet, several functions and thresh-
old values are defined to get negative term sets. Test results are also shown. 
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2.1   Web Pages from DMOZ and Google 

We select 29 keywords like bats, dogs, cats, tigers and whales among 86 words from 
the page for mammal in DMOZ[15]. The number of links that each keyword has var-
ies from a few to several dozens. We follow the links and preprocess the pages. The 
preprocessing includes removing HTML tags, stemming, stopping, and selecting only 
correct English nouns. A set of pairs of a term and term frequency, (t, tf), is the result 
of preprocessing a page. We do not consider strings of two or more words. In other 
words, no collocation in WordNet is considered. The total number of pairs, i.e. the 
number of collected terms in all pages from DMOZ, is 5,305, and the total number of 
term frequency is 53,832.  

We give the same 29 keywords to Google and gather top 100 links from each, and 
approximately 2900 pages are visited and preprocessed as done in the DMOZ case. 
The total number of pairs is 17,264 and the total number of term frequency is 
588,819. Table 1 shows a set of terms with high frequency in DMOZ and Google. 
Although we use the same keywords, the high frequency terms are different. The 
parentheses in the table are used to show original full words which are modified by 
stemming. 

Table 1. Several high frequency terms from DMOZ and Google 

DMOZ Google 

Term Frequency Term Frequency 

Cat 2393 Hors(e) 717 

Time 2305 Bat 457 

Inform(ation) 2212 Speci(ness) 392 

Lion 1975 Anim(al) 353 

Hors(e) 1959 Hyena 346 

Anim(al) 1944 Femal(e) 290 

Link 1894 Eleph(ant) 273 

Dog 1817 Pig 266 

2.2   Using WordNet  

After we collect a set of (t, tf) from DMOZ, we record each term frequency on corre-
sponding words in synsets in WordNet, called WordNetDMOZ. We get WordNetGoogle in 
the same way. And then we make WordNettf-diff to show the term frequency difference 
between WordNetDMOZ and WordNetGoogle after the adjustment so that the total num-
bers of term frequencies are almost the same for both cases, i.e. WordNettf-diff = Word-
NetGoogle  - floor((588,819/53,832) * WordNetDMOZ). 

Nouns in WordNet have a hierarchy based on the hypernymy/hyponymy relation 
between synsets. There are 40269 words (78904 words – 38635 collocations) in 
WordNet, since we do not consider collocations in WordNet in this research as men-
tioned earlier. It is obvious that WordNettf-diff has the same noun hierarchy of Word-
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Net except collocations and their synsets. We here introduce additional terms and 
notations related to WordNettf-diff.. 

 

A terminal synset : A synset having no hyponym (subordinate) 
A subgraph of a synset : it consists of 

1) the synset itself 
2) if it is not a terminal synset,  

i. all its hyponym synsets and hypernym-hyponym relations 
ii. all subgraphs of each hyponym synset  

#S(s1) : Number of all synsets in a subgraph of synset s1 
#W(s1) : Number of words of all synsets in a subgraph of synset s1 
Depth(s1) : Maximum depth (maximum number of consequent hyponym  

relations from s1 to any terminal synset) of a subgraph of synset s1 
Total_tf(s1) : Sum of all term frequencies in a subgraph of synset s1 

Avg_tf(s1) : 
)1(#

)1(_

sW

stfTotal
 

Stand_dev(s1) : 
)1(#

))1(_1___( 2

sW

stfAvg  sinword_ eachof_tf -
 

2.3   Finding Negative Topics 

WordNettf-diff has many words whose frequency difference is positive as well as many 
words whose frequency difference is negative. Positive frequency-difference words 
can be ones which appear many times in pages from Google and appear much less in 
pages from DMOZ. It means that Google provides pages irrelevant to the topic 
mammal in spite of using the same keywords. Those irrelevant topics can be sports, 
electronic companies, or some products like furniture. Similarly, negative frequency-
difference words can be words which appear many times in pages from DMOZ and 
appear much less in pages from Google. It means that Google does not provide rele-
vant pages which are provided by DMOZ. We concentrate on the negative terms 
against the topic, i.e. positive frequency-difference words in WordNettf-diff, in this 
study. Since WordNettf-diff = WordNetGoogle  - floor((588,819/53,832) * WordNetDMOZ) 
is used, positive frequency-difference words are negative terms against the topic. 

Remember that we use only dozens of words and information from Web pages hav-
ing those words. Since they are only a small portion of information of a topic, we 
want to find groups, i.e. topics, in reasonable size to which those positive frequency-
difference words belong. A group in reasonable size  can be a topic. Examples may be 
‘Sports’, ‘Furniture’, ‘Device’, etc. The topics can be the ones in which one or more 
polysemous words are used with the topic ‘Mammal’. If we identify those irrelevant 
groups or topics, many words in the topics can be used to reject pages having those 
words. It means we can use those words as negative terms against the topic ‘Mam-
mal’. We now need to define some measures to identify those topics, i.e. subgraphs of 
synsets in WordNet. Unique-beginner mentioned below is the noun synset with no 
superordinate, i.e. the root ‘Entity’ of WordNet. 
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1 is used to find a subgraph s1 of WordNettf-diff in which the ratio of the total fre-
quency of s1 with respect to the maximum frequency of the whole WordNettf-diff is 
greater than a certain value. It means that the words in the subgraph s1 need to appear 
at least with a certain frequency ratio. However, if a synset s1 is located near to the 
unique beginner of WordNet, Total_tf(s1) may be big enough to be greater than 1. 
Although the ratio of Total_tf(s1) is greater than 1, if there are too many words in the 
subgraph s1, most of the words may appear less frequently than the average. We want 
to identify a concentrated subgraph in which many words appear more frequently than 
others in outside. Therefore we use 2 so that we find such subgraphs in which Avg_tf 
is greater than some value, and we can say that those groups are negative topics 
against the given topic where polysemous words are used in common. 

Although 1 and 2 are satisfied by a subgraph(s1), a subpart s2 of s1 may have 
words appearing very frequently and the rest subpart of s1 may have words appearing 
much less frequently. It is unbalanced in terms of frequency. In this case, the sub- 
 

Table 2. A part of possible negative topics when (( 1 = 0.015),( 2 = 0.0085),( 3 = 30),( 4 = 30), 
( 5 = 30)) is used 

Hypernym Synset WordNettf-diff  

Device memory device, storage device 2854 

Creation product, production 7858 

Part, portion Component, constituent, element 3546 

Means Medium(2) 2725 

instrumentality, instrumentation Means 2725 

work, piece of work Publication 4926 

Product, production work, piece of work 5018 

Equipment electronic equipment 1753 

State(2), province American state 3290 

Publication Book 2217 

Device Conductor 1255 

Leader head, chief, top dog 1313 

Device Electronic device 1797 

Point position, place(6) 1681 

artifact, artifact Article 2280 

Instrumentality, instrumentation System 3439 

Ware Tableware 1744 
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graph s1 may not be a proper negative topic, but the subgraph s2 may be. 3  is used to 
decide a topic at a reasonable level in a sense that each words, not a part of words in a 
subgraph, contributes to be in a negative topic group.  

Possible negative topic groups can be too small since 2 and 3 require the 
concentration of a subgraph. Even if 1 is used, the groups may still be too small in a 
special case. Since we want to find topics comparable to the given topic, or topics are 
generally used in our society, each negative topic needs to have a certain amount of 
synsets and words. Therefore, 4 and 5  are used to guarantee the certain size of a 
subgraph. We show a part of subgraphs which we use in this study with a set of 
threshold values 

3   Evaluating Web Page Relevance with Negative Terms 

A function to decide the relevance of a Web page to the topic ‘Mammal’ in this re-
search is supposed to use negative terms mentioned in the previous section. We pro-
pose a method to get the proper relevance evaluation function using manually classi-
fied data. Then the test results using the function are given in this section. 

3.1   Data Sets 

Since we use a topic-relevant positive term set discussed in the following subsection 
and a negative term set generated automatically as mentioned in Section 2, we need to 
derive a relevance evaluation formula using two sets associated with weights. When 
the value of the relevance evaluation function of a Web page is greater than some 
threshold value, the page is decided to be relevant to the topic. In order to derive the 
formula, we need a set of pre-classified Web pages by men. A few of 29 keywords 
used in section 2 and several different keywords are used to collect a set of Web 
pages for the test. 713 Web pages, called Set W, are collected and 209, called Set Mrel, 
out of 713 Web pages are manually classified as relevant ones and 514 Web pages, 
called Set Mirr, are manually classified as irrelevant ones.  

As usual, stemming and removal of stopping words are done and only legal words 
in dictionary are collected. In addition, we use a weighting strategy for words between 
certain HTML tags [10]. For instance, the frequency of words in a title tag is in-
creased 14 times. It means that words in certain tags are more meaningful usually than 
others. 

3.2   Positive Terms 

Although we get a positive term set of subgraphs in which many words are related to 
or used in common with the topic Mammal, we do not use the positive term set in this 
paper, because we want to focus only on the effect of negative terms to a topic. In-
stead, we use as positive terms i) all words in the subgraph Mammal in WordNet, ii) 
attributes used for mammal like length, weight, size, etc, and iii) attribute value units 
like km, m, cm, mm, gram, g, kg, etc. Appearance of the words in the positive term 
set increases the relevance of a Web page. We used the same positive set in the previ-
ous research[10] in which we tried to find what term set is proper as a positive term 
set  for the topic. 
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3.3   Negative Terms 

As mentioned in Section 2., a set of subgraphs are automatically derived by using 
Google, DMOZ, and several measures. Depending on several threshold values, the set 
of subgraphs varies. We use the subgraphs in Table 2 in this research. Of course, 
appearance of the words in the negative term set decreases the relevance of a Web 
page. 

3.4   Formulas for Relevance Evaluation 

Since we have the positive term set and the negative term set, we need to formulate a 
relevance evaluation function of a Web page using two sets with weights. As men-
tioned earlier, a Web page turns into a set of pairs (t, tf). The term t in (t, tf) can be 
positive, negative, or nothing. 

 

Rel(page)= )  /  (*    )  /  (* maxmax tftfWntftfWp vu −  (1) 

tfu : Frequency of a positive term tu in a page  
tfv : Frequency of a negative term tv in a page 

tfmax : Max tf in a page 
wp : Weight for positive terms 
wn : Weight for negative terms 

Rel(page) >= θ : a page relevant to a topic, o/w irrelevant. (2) 

| Mrel  Frel |  Mrel | Mirr  Firr |  Mirr  (3) 

| Mrel  Frel |  Mrel | Mirr  Firr |  Mirr     (4) 

Mrel : A set of relevant Web pages classified manually 
Mirr : A set of irrelevant Web pages classified manually 
Frel : A set of relevant Web pages classified by the formula 
Firr : A set of irrelevant Web pages classified by the formula 

 
The relevance classification of Web pages in our system is desired to be the same 

as that of manual classification by men as much as possible. In other words, we want 
that the intersection of Frel  and Mrel  is as large as possible and that of Firr and Mirr is 
also as large as possible. If it becomes true, using negative terms is very effective in 
the topic-relevance classification, and the automatic generation of negative terms 
against a topic is very valuable. What we need to decide now is the weights wp and wn 
, and the threshold value θ used in deciding the relevance so that Formula 3 gets a 
high value near to the maximum value 2, or Formula 4 gets a high value near to the 
maximum value 1. 

Whereas W, Mrel,  and Mirr are given as mentioned in Section 3.1, Frel and Firr need 
to be decided by Formula 1 and 2. Since two weights and the threshold are not de-
cided at this point, we use the ratio of two weights in order to reduce the number of 
unknown values with the constraint that the sum is 1. Now in Figure 1, the ratio and  
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Fig. 1. Value change of Formula 4 with respect to wp/wn and θ values 

the threshold are on X and Y axis, respectively, and the result of Formula 4 is on Z 
axis. There is a peak where Formula 4 gets the highest value which is approximately 
0.5. Our final decision is wp = 0.3077, wn = 0.6922, and θ = 0.870. We get the almost 
same result by using Formula 3. With these values and test data sets, the precision of 
Formula 2 can be approximately 71%. 

3.5   Evaluation 

In order to confirm the usefulness of using negative terms and the formulas, we get 
more data about mammal from Altavista, Yahoo, and Google and check the result of 
relevance classification. We collect about 3000 Web pages from the search engines 
and classify them manually, and let the system do its own work. The precision of all 
search engines is approximately 0.23. The precision of relevant pages of our system, 
i.e. | Mrel  Frel |  Mrel is 0.67 and that of irrelevant pages is 0.90. The result 
using only positive terms is also worse than this. Once a topic is focused, this result 
says using negative terms can do better service. We cannot say that ours is much 
better than search engines or other methods, because we use positive and negative 
terms along with a keyword whereas they use only keywords or positively extended 
keywords. There is none directly comparable with our method at the moment. 
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4   Conclusions 

The more the Web grows, the more Web users use it and request better services. 
Keyword service and directory service are provided to users. Clustering and classifi-
cation of Web pages have been studied for several reasons, and the relevance of a 
Web page to a topic and the similarity of Web pages should be decided correctly and 
efficiently as much as possible. Hence it becomes very important to decide the rele-
vance of Web pages to a query or a topic in serving Web users.  

A keyword is extended in several studies in order to select pages related to it. This 
can cause relevant pages to get higher relevance scores than before the extension. 
However, there is no action taken for irrelevant pages to get lower relevance scores. 
We suggest using negative terms as well as positive terms to a topic. 

The topic Mammal has been chosen in this study. We first present a method auto-
matically deriving a set of negative terms to the topic by using Google, DMOZ and 
WordNet. 29 words in the topic Mammal are used to get many Web pages both from 
DMOZ and from Google, and we get the difference of (t, tf) between the pages from 
DMOZ and those from Google. Based on WordNet, several functions and threshold 
values are defined to get negative term sets. Reasonable results are shown. 

We then present several formulas for the relevance evaluation, and show the result 
of relevance evaluation of using negative terms. The results show the usefulness of 
negative terms. Although the reasonable comparison cannot be made, we compare the 
results of our method with other search engines. Since generating negative terms to 
any topic is automatic and our method is not restricted to the topic ‘Mammal’, this 
work may help many studies for the service improvement in the Web.  

The positive terms as well as the negative terms can be automatically generated. 
We did not study the effect of automatically generated positive terms in the current 
research. Using positive terms generated automatically and the comparison between 
this and the current positive terms, which are selected by domain heuristics, will be 
studied. Meta data and link information in Web pages may need to be considered in 
the near future. 
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Abstract. Syntactically different URLs could represent the same web page on 
the World Wide Web, and duplicate representation for web pages causes web 
applications to handle a large amount of same web pages unnecessarily.  In the 
standard communities, there are on-going efforts to define the URL 
normalization that helps eliminate duplicate URLs. On the other hand, there are 
research efforts to extend the standard URL normalization methods to reduce 
false negatives further while allowing false positives on a limited level. This 
paper presents a method that evaluates the effectiveness of a URL 
normalization method in terms of page loss/gain/change and the URL reduction. 
Over 94 million URLs were extracted from web pages for our experiment and 
interesting statistical results are reported in this paper. 

1   Introduction 

A Uniform Resource Locator (URL) is a string that represents a web resource (here, a 
web page). Given a URL, we can identify a corresponding web page on the World 
Wide Web (WWW). If more than two URLs locate the same web page on the WWW, 
we call them equivalent URLs in this paper. 

One of the most common operations on URLs is simple comparison to determine if 
the two URLs are equivalent without using the URLs to access their web pages. For 
example, a web crawler [1][2][3][4] encounters millions of URLs during its collection 
of web pages on the WWW, and it needs to determine if a newly found URL is 
equivalent to any previously crawled URLs to avoid requesting the same page 
repeatedly. The inability to recognize two equivalent URLs as being equivalent gives 
rise to a large amount of processing overhead; a web crawler requests, downloads, 
and stores the same page repeatedly, consuming unnecessary network bandwidth, disk 
I/Os, disk space, and so on. 

It is possible to determine that two URLs are equivalent, but it is never possible to 
be sure that two URLs represent different web pages. For example, an owner of two 
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different domain names could decide to serve the same resource from both, resulting 
in two different URLs. The term “false negative” is used to refer determining 
equivalent URLs not to be equivalent (hence not being able to transform equivalent 
URLs into a syntactically identical string). The term “false positive” is used to refer 
determining non-equivalent URLs to be equivalent. Even though any URL 
normalization methods are subject to causing occurrences of false negatives, we 
would like to have URL normalization methods that transform equivalent URLs into 
an identical string as many as possible (i.e., reducing the occurrences of false 
negatives as few as possible). 

In the standard body [5], there are on-going efforts to define URL normalizations 
that transform syntactically different but equivalent URLs into a syntactically 
identical string. Burners-Lee et al. defined the three types of URL normalizations, 
namely the syntax-based normalization, the scheme-based normalization, and the 
protocol-based normalization. The first two types of normalizations reduce false 
negatives while strictly avoiding false positives (they never transform non-equivalent 
URLs into a syntactically identical string). 

Lee and Kim [6] argued the necessity of extending the standard normalization 
methods and explored the probability of extending normalization methods beyond the 
standard normalizations. They noticed that the standard community does not give 
specific methods for the protocol-based normalization. They presented four types of 
extended normalization methods. Discussed are changing letters in the path 
component into the lower-case letters or into the upper-case letters, attaching and 
eliminating the “www” prefix to URLs with and without the prefix in the host 
component, eliminating the last slash symbol from URLs whose path component is 
not the slash symbol, eliminating default page names in the path component. 

Once a URL normalization method is developed, we need to evaluate the 
effectiveness of an URL normalization method in a systematic way. This paper 
presents a scheme to evaluate the effectiveness of URL normalization methods in 
terms of two aspects (URL reduction rate and web page loss/gain/change rate). A 
normalization method may allow false positives to occur, and in these cases we may 
lose, gain, or change web pages unintentionally. The evident advantage of an 
extended URL normalization method is to reduce the number of total URLs in 
operation, which would mean, for example, the number of page requests for web 
crawlers. 

An experiment on the effectiveness of extended normalization methods has been 
carried out. The evaluation was done over 94 million URLs, which were extracted 
from the 20,799 web sites in Korea. We applied the standard and extended URL 
normalization methods to the URLs, requested web pages with the normalized URLs, 
and compared the download results before and after each normalization method. We 
evaluated the effects of the normalizations on the basis of the metrics we propose. Our 
work can help developers select which normalizations should be used for their 
applications. 

Our paper is organized as follows. In section 2, the standard URL normalizations 
and the extended normalizations are discussed. In section 3, we propose the metrics 
for evaluating the effectiveness of URL normalizations. Section 4 presents the 
experimental results. Section 5 contains the closing remarks. 
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2   URL Normalizations 

A URL is composed of five components: the scheme, authority, path, query, and 
fragment components. Fig. 1 shows all the components of a URL.  

 

Fig. 1. URL Example 

The scheme component contains a protocol (here, Hypertext Transfer Protocol) 
that is used for communicating between a web server and a client. The authority 
component has three subcomponents: user information, host, and port. The user 
information may consist of a user name and, optionally, scheme-specific information 
about how to gain authorization to access the resource. The user information, if 
present, is followed by a commercial at-sign (“@”) that delimits it from the host. The 
host component contains the location of a web server. The location can be described 
as either a domain name or IP (Internet Protocol) address. A port number can be 
specified in the component. The colon symbol (“:”) should be prefixed prior to the 
port number. For instance, the port number of the example URL is 8042. 

The path component contains directories, including a web page and a file name of 
the page. The query component contains parameter names and values that may be 
supplied to web applications. The query string starts with the question mark symbol 
(“?”). A parameter name and a parameter value are separated by the equals symbol 
(“=”). For instance, in Fig. 1, the value of the “name” parameter is “ferret”. The 
fragment component is used for indicating a particular part of a document. The 
fragment string starts with the sharp symbol (“#”).  For instance, the example URL 
denotes a particular part (here, “nose”) on the “there” page. 

A percent-encoding mechanism is used to represent a data octet in a URL 
component when that octet’s corresponding character is outside the allowed set or is 
being used as a delimiter of, or within, the component. A percent-encoded octet is 
encoded as a character triplet, consisting of the percent character “%” followed by the 
two hexadecimal digits representing that octet’s numeric value. For example, “%20” 
is the percent-encoding for the binary octet “00100000”, which corresponds to the 
space character in US-ASCII. 

2.1   Standard URL Normalizations 

The URL normalization is a process that transforms a URL into a canonical form. 
During the URL normalization, syntactically different URLs that are equivalent 
should be transformed into a syntactically identical URL (simply the same URL 
string), and URLs that are not equivalent should not be transformed into a 
syntactically identical URL. The standard document [5] describes three types of 
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standard URL normalizations: syntax-based normalization, scheme-based 
normalization, and protocol-based normalization. 

The syntax-based normalization uses logic based on the URL definitions. First, the 
normalization transforms all characters within the triplet into upper-case letters for the 
digits A-F, and transforms characters in the scheme and host components into lower-
case letters. For example, “HTTP://EXAMPLE.com” is transformed into 
“http://example.com/”. Second, all unreserved characters (i.e., uppercase and 
lowercase letters, decimal digits, hyphens, periods, underscores, and tildes) should be 
decoded. For example, “http://example.com/%7Esmith” is transform into 
“http://example.com/~smith”. Third, the path segment “.” and “..” are removed 
appropriately. For example, “http://example.com/a/b/./../c.htm” is normalized into 
“http://example.com/a/c.htm”. 

The URL normalization may use scheme-specific rules (we consider the “http” 
scheme in this paper). First, the default port number (i.e., 80 for the “http” scheme) is 
truncated from the URL, since two URLs with or without the default port number 
represent the same page. For example, “http://example.com:80/” is normalized into 
“http://example.com/”. Second, if a path string is null, then the path string is 
transformed into “/”. For example, “http://example.com” is transformed into 
“http://example.com/”. Third, the fragment in the URL is truncated. For example, 
“http://example.com/list.htm#chap1” is transformed into “http://example.com/list.htm”. 

The protocol-based normalization is only appropriate when equivalence is clearly 
indicated by both the result of accessing the resources and the common conventions 
of their scheme's dereference algorithm (in this case, use of redirection by HTTP 
origin servers to avoid problems with relative references). For example, 
“http://example.com/a/b” (if the path segment “b” represents a directory) is very 
likely to be redirected into “http://example.com/a/b/”. 

2.2   Extended URL Normalizations 

One striking feature of standard URL normalizations is that no false positive is 
allowed during the normalization process. The benefits of this feature is that the 
standard normalizations always transform equivalent, yet syntactically different, 
URLs into a syntactically identical URL. The downside is that this strict policy often 
results in high possibility of false negatives (in other words, not being able to 
transform equivalent URLs into a syntactically identical string). In web applications 
(such as web crawlers) that handle a huge number of URLs, reducing the possibility 
of false negatives implies reduction of URLs that need to be considered.  Such 
reduction can save a lot of processing efforts that would be repeated otherwise. 

For example, consider the two URLs: u1 (http://www.acm.org/) and u2 
(http://www.acm.org/index.html). u1 requests a default page in the root directory, and 
u2 explicitly expresses the default page in the URL string. In reality, any file name 
could be designated as a default page. However, we may take a chance to assume that 
the default page of the directory is “index.html”, so we drop off the specification of 
the default page. A possible extended normalization method could eliminate 
“index.html” in the URL path.  Similarly another extended normalization method 
could be to eliminate “default.htm” in the URL path, since “default.htm” is also a 
popular default file name. The idea behind the extended normalizations is that we 
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want to significantly reduce the possibility of false negatives while allowing false 
positives on a limited level. 

One can conceive many extended normalization methods. Enumerating a number 
of extended normalization methods is indeed simple. A person with average web 
developing experiences can list several extended normalization methods without 
difficulty. The important thing is how to evaluate the effectiveness of an extended 
normalization method precisely. The evaluation methods allow us to choose good 
extended normalization methods that can be used in practice. 

3   Evaluation of a URL Normalization Method 

This section presents how to evaluate the effectiveness of a URL normalization 
method. The effectiveness of the normalization is analyzed in two different points of 
view: how much URLs are reduced due to true positives and how many pages are 
lost, gained, or changed due to false positives. 

Suppose we transform a given URL u1 in the original form into a URL u2 in a 
canonical form. Also suppose that the u1 and u2 locate web pages p1 and p2 on the 
web, respectively. There are totally ten cases to consider, depending on existence of 
p1 and p2, whether u2 is already known to us, and whether p1 and p2 are of the same 
page.  All the above discussions are summarized in the table 1. 

(1) Page p1 exists on the web 

(A) Page p2 does not exist on the web (case 4 and case 9): This case implies that 
the normalization method incorrectly transformed u1 into u2 (false positive 
takes place). As a result, we lose one page p1 on a crawling process. 

(B) Page p2 exists on the web, and p1 and p2 are of the same page (case 1 and 
case 6): This case implies that the normalization method works well (no false 
positive). By transforming u1 to u2, we can save one page request (without the 
normalization, we would make two page requests with u1 and u2) 

(C) Page p2 exists on the web, and p1 and p2 are not of the same page: This case 
implies that false positive takes place. Due to the incorrect normalization 
method, we lose one page (here, p1). There are two sub-cases. If u2 is not 
known beforehand (i.e., u2 is new, as shown case 7), then we can gain a new 
page p2 by accessing u2 even though p2 is not the same as p1. If u2 is 
already known to us (i.e., u1 is transformed to one of URLs we know of, as 
shown case 2), the pure effect of the normalization is that we lose one page 
regardless of availability of p2 on the web. 

(2) Page p1 does not exist on the web 

(A) URL u2 is already known to us (i.e. u2 is in a database of URLs): In this 
case, we do not lose any web pages. In addition, we can reduce the number 
of page requests by one, because page request with u2 is subject to 
execution anyway. These are denoted by case 3 and case 5. 

(B) URL u2 is not known to us (i.e. u2 is not in a database of URLs): In this 
case, there are two sub-cases.  If p2 exists on the web (case 8), we can gain 
one web page. If p2 does not exist on the web (case 10), we lose nothing 
anyway. In both sub-cases, the number of  page  requests  remains unchanged 
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Table 1. Effects of a normalization method 

                      u1 (given) 
u2 (normalized) 

Page exists Page not exists 

Identical Non-loss (1) 
Page exists 

Different Loss (2) 
Non-loss (3)  u2 in 

databases 
Page not exists Loss (4) Non-loss (5) 

Identical Non-loss (6) 
Page exists 

Different 
Change (7)  

(= loss+gain) 

Gain (8) 
u2 not 
in 

databases 

Page not exists Loss (9) Non-loss (10) 

Due to a normalization method, we can lose a web page (cases 2, 4 and 9), gain a 
web page (case 8) or get a different web page (case 7).  In case 7, we miss the 
intended page due to the normalization, but we able to get a new page instead.  
Negative false takes place in cases 2, 4, 7, 8, and 9.  In other cases, the normalization 
method does not lose intended pages at all, leaving a possibility of reducing the 
number of URLs. 

The effectiveness of the URL normalizations is two-fold.  First, by transforming 
URLs into a canonical form of URLs, we can significantly reduce the number of 
URLs in operation.  Second, in the course of URL normalization, we may lose (or 
gain) pages that should be crawled (or not be crawled, respectively).  For evaluating 
the effectiveness of the URL normalization, we propose a number of metrics that 
shows the effectiveness of a normalization method.  Let N be the total number of 
URLs that are considered. 

 Page loss rate = the total number of lost pages / N 
 Page gain rate = the total number of gain pages / N 
 Page change rate = the total number of change pages / N 
 Page non-loss rate = the total number of non-lost pages / N 

Note that the sum of all the four rates is always 1.  Regarding reduction of URLs, 
we define the URL reduction rate as below: 

 URL reduction rate = 1 – (the unique number of URLs after normalization / 
the unique number of URLs before normalization) 

For example, if we normalize 100 distinct URLs into 90 distinct URLs, we say that 
the URL reduction rate is 0.1 (1 – 90/100, or 10%).  A good normalization method 
should exhibit a high value of URL reduction rate, and low values of page 
loss/gain/change. 



234 S.H. Lee, S.J. Kim, and H.S. Jeong 

 

4   Empirical Evaluation 

In this section, we introduce the five extended normalization methods (i.e., EN1, 
EN2, ..., EN5), apply those methods into real URLs,  and evaluate the methods with 
our metrics. The extended normalizations reduce false negatives more strictly at the 
cost of allowing false positives than the standard normalizations do. 

The path component of a URL is case-sensitive in principle. However, in a web 
server working on the Windows operating system, URLs representing the same 
resource can be composed with various combinations of the upper-case and lower-
case letters. This is why the file systems (such as FAT, FAT32, and NTFS), which the 
Windows operating system use, manage names of directories and files in a case-
insensitive fashion. For instance, “http://www.nasdaq.com/asp/ownership.asp” and 
“http://www.nasdaq.com/ASP/ownership.asp” are equivalent. Let us suppose that 
there is a URL composed of upper-case and lower-case letters. If we assume that the 
URL is used to access a web page in case-insensitive file system, then we can 
consider the following extended normalization. 

- EN 1:  Change letters in the path component into the lower-case letters 

We consider the last slash symbol at the non-empty path component of URL. A 
URL with the last slash symbol represents a directory. When sending web servers 
such URL, web clients get either a default page in the requested directory or a 
temporarily created page showing all files in the directory. Users requesting a 
directory often omit specifying the last slash symbol in a URL. What really happens 
in this case is that web servers are likely to redirect the URL into a URL including the 
last slash symbol. For instance, “http://acm.org/pubs” is redirected into 
“http://acm.org/pubs/”. We can consider the following normalization. 

- EN 2: A URL with the last slash symbol is transformed into a URL without the 
last slash symbol 

A default page is a file to look for, when a client requests a directory. The default 
page can be specified in a URL. For instance, “http://www.acm.org/” and 
“http://www.acm.org/index.htm” represent the same page on the site (acm.org), which 
sets the designation of a default page as “index.htm”. In reality, any file name could 
be designated as a default page. It is reported [7] that only two web servers (the 
Apache web server, the MS IIS web server) comprise over 85% of all the installed 
web servers in the world. The default pages of those web servers are “index.htm”, 
“index.html”, or “default.htm”, when they are installed by default.  We consider the 
three file names, i.e., “index.htm”, “index.html”, and “default.htm”, as default pages 
in our experiment. We consider the following three normalizations. 

- EN 3:  Eliminate the default file name “index.htm” in the path component 
- EN 4:  Eliminate the default file name “index.html” in the path component 
- EN 5:  Eliminate the default file name “default.htm” in the path component 

Our experiment is organized of the following six steps. First, the robot [3] 
collected web pages. Second, we extracted raw URLs (URL strings as found) from 
the collected web pages. Third, we eliminated duplicate URLs with simple string 
comparison operations to get a set of URLs that are subject to be normalized. This 
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step is simply to get a set of URLs that are syntactically different with each other, 
irrespective of URL normalizations. Fourth, we applied the syntax-based 
normalization and the scheme-based normalization of the standard URL 
normalizations to the set of URLs obtained in the third step. We call the URLs 
obtained during this step RFC-normalized URLs. Fifth, the five extended 
normalizations (will be described later in this section) are applied to the RFC-
normalized URLs.  Sixth, with the RFC-normalized URLs we requested web pages.  
Also we requested pages with URLs we obtained during the extended normalizations. 

We randomly selected 20,799 Korean sites. The web robot collected 748,632 web 
pages from the sites in November 2004. The robot was allowed to crawl a maximum 
of 3,000 pages for each site. We got 94 million raw URLs from the collected pages. 
We eliminated duplicate URLs without any URL normalization (only with simple 
string comparison) as follows. We eliminated duplicates of syntactically identical, 
raw URLs that are found on the same web page, that start the slash symbol (it means 
that these URLs are expressed as an absolute path) and are found on the same site, or 
that start with the “http:” prefix. After the third step, we got 24.7 million URLs. 

Next, we eliminated duplicate URLs with the standard URL normalization: the 
syntax-based normalization and the scheme-based normalization. In our experiment, 
transforming a relative URL, in which some components of a URL are omitted, into 
an absolute URL is regarded as one part of the standard URL normalization. After 
raw URLs are transformed into RFC-normalized URLs, we eliminated duplicate 
URLs with the string comparison method. Finally, we got 4,337,220 unique RFC-
normalized URLs. 

We need to say which URLs are used for showing the effectiveness of the extended 
URL normalizations. We included the RFC-normalized URLs belonging to the 
20,799 sites in our experiment. Also, we excluded the RFC-normalized URLs 
including the question mark symbol. The reason is that those URLs usually represent 
dynamic pages that are generated differently whenever the pages are referred to.  
Dynamic pages make our experiment difficult to handle, because we cannot be sure 
that an extended normalization produces a wrong URL even though both the contents 
before and after an extended normalization are different. Totally, 1,588,021 RFC-
normalized URLs were used for evaluating the effectiveness of the extended URL 
normalizations. 

Table 2. Number of unique URLs before and after each of the extended normalizations 

Normalizations 
Unique URLs

before 
normalization 

Unique URLs
after 

normalization 

URL reduction 
rate 

EN1 302,902 280,399 7.43% 
EN2 36,539 29,701 18.71% 
EN3 3,761 3,164 15.87% 
EN4 105,118 102,394 2.59% 
EN5 120 110 8.33% 
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Table 2 shows how many RFC-normalized URLs participated in each of the 
normalization methods and how many URLs are reduced by each extended 
normalizations. EN1 is applied to 302,902 URLs containing more than one upper-case 
letter. After EN1 was applied, 7.43% of the URLs were removed. EN2 eliminated the 
last slash symbols in 36,539 URLs. 18.71% of the applied URLs were removed.  
EN3, EN4, and EN5 removed 15.87%, 2.59%, and 8.3% of the applied URLs, 
respectively. 

Fig. 2 shows how much percents of the applied URLs caused page non-loss, loss, 
gain, and change. The page non-loss means that false positives do not happen in an 
extended normalization. The page loss, gain, and change mean that false positives 
happened. 97% of the URLs to which EN4 was applied were transformed without 
false positives. In the EN4, only a small number of the URLs (3%) caused false 
positives. 12% of the URLs to which EN3 were applied caused false positives. 

 

Fig. 2. Percent of page non-loss, loss, gain, and change 

 

Fig. 3. Effectiveness of normalization methods
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Fig. 3 shows the summarized results. In EN1, EN2, and EN5, the page loss rates 
are more than 10%, which means that the normalizations often transform some correct 
URLs into wrong URLs. The page gain rates of all of the normalizations are less than 
one or two percent. The extended normalization methods did not likely to get new 
pages accidentally. The page change rates were less than 5%. The URL reduction 
rates ranged from 3% to 19%.  This figure precisely shows how many URL requests 
we can reduce at the cost of false positives. 

5   Conclusions and Future Works 

In this paper, we have proposed a number of evaluation metrics: the loss rate, the gain 
rate, the change rate, and the URL reduction rate. The metrics are used to evaluate a 
URL normalization method, which can be applied in real-world web applications. 
With the metrics proposed, we have analyzed the effectiveness of the illustrative 
extended normalization methods. Some method exhibits acceptable performance rates 
good enough to be applied in real applications. 

The contributions of this paper are to present an analytic way to evaluate the 
effectiveness of a URL normalization method. In practice, URL normalization 
methods have been treated heuristically so far in that each normalization method is 
primarily devised on a basis of developer experiences. We need to have a systematic 
way to evaluate each URL normalization method. We believe that our research would 
pave the way to development of efficient web applications. 

Dynamic pages were troublesome in our experiment. Even though both the 
contents before and after applying an extended URL normalization are different, we 
cannot be sure that the extended normalization produces a wrong URL. To conduct a 
stable experiment, we had to use static URLs only. How to determine page updates 
effectively remains as future work. 
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Abstract. Due to the dramatic increasing of information on the Web,
text categorization becomes a useful tool to organize the information.
Traditional text categorization problem uses a training set from online
sources with pre-defined class labels for text documents. Typically a large
amount of online training news should be provided in order to learn a
satisfactory categorization scheme. We investigate an innovative way to
alleviate the problem. For each category, only a small amount of positive
training examples for a set of the major concepts associated with the
category are needed. We develop a technique which makes use of unla-
beled documents since those documents can be easily collected, such as
online news from the Web. Our technique exploits the inherent structure
in the set of positive training documents guided by the provided con-
cepts of the category. An algorithm for training document adaptation
is developed for automatically seeking representative training examples
from the unlabeled data collected from the new online source. Some pre-
liminary experiments on real-world news collection have been conducted
to demonstrate the effectiveness of our approach.

1 Introduction

Automatic text categorization (TC) has been an active research area and it has a
large number of applications. It is different from search engines, like Yahoo! The
functionality of search engines is to collect the target information for Internet
user efficiently and accurately. Instead of forming a query by several keywords,
the query for TC problem will be a full document. Based on the query, search
engines find out all documents with exact keyword matching. Meanwhile TC
systems identify a class label to the full document and relax the constraint of
exact matching. Labeling the unseen documents organizes the main idea for the
document group with the same class label.
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The traditonal TC problem relies on a reasonable amount of documents for
training the classifiers [6, 8]. Typically, the set of training documents contains
both positive and negative training examples. In some practical situations, a
small amount of positive sample documents is available for each category. Be-
sides, there is some information regarding the set of major concepts associated
with the category [7]. Sometimes we can get those concepts by automated sum-
maries [5]. However, the concept labels for each positive sample document are
not known. The documents in such a new collection are unlabeled. For exam-
ple, a user may already have a small amount of previously collected news about
“Election”. This category “Election” consists of news about different kinds of
election events such as election preparation, candidate campaign, voter turnout,
and so on. Given another new, different online news source, this user needs an au-
tomatic categorization system which can categorize news stories about election.
Typically it is easy to collect a relatively large volume of unlabeled documents
from this new source.

This TC problem setting is different from traditional problems. In essence,
if we consider a particular category K, only positive training examples while no
negative training examples are given. Note that examples from other categories
(not K) cannot be reliably served as negative examples for K since these docu-
ments are only labeled as positive examples for the corresponding categories (not
K) and their membership for K is unknown. This categorisation problem can be
regarded as a kind of semi-supervised learning. Traditional text categorization
learning techniques are not suitable for this semi-supervised setting since the
success of traditional TC classifier is based on the reliable positive and negative
examples.

We propose a technique called Example Adaptation for Text categorization
(EAT). The technique is able to exploit the available positive examples and the
information about the major concepts associated with the category. It seeks
reliable positive examples from the unlabeled data collected from the new target
online source. The goal is to learn a categorization scheme which can classify
documents coming from this new source.

Our approach will identify more positive examples from the unlabeled docu-
ments first in order to build a more accurate classifier. Users only need to provide
a small amount of representing examples for each concepts. It is also quite com-
mon that the user has a brief idea of what kinds of concepts are covered for the
category. The concepts are not necessarily complete or exhaustive. We call these
concepts as “Topic Descriptions”. For example, a category about “Election” may
be associated with concepts such as “Political Campaign”, “Voters’ Turnout”,
etc. One issue is how to utilize this information to improve the categorization
performance. Given the new, different online news source, it is common that a
relatively large set of unlabeled documents can be easily obtained. Therefore,
another issue is how the unlabeled data can be utilized so that a new classifier
suitable for the new source can be effectively learned.

Our approach is quite different with relevance feedback and adaptive filtering
[9, 10]. The purpose of EAT is to autoamtically boost the discriminative power
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of classifier whereas the other two tasks are learning the behaviours of users by
their relevance judgement. Moreover, pseudo relevance feedback does not make
use of inherent structure for category while EAT does.

2 Related Work

There have been some previous works focusing on TC problems for which only a
small amount of labeled examples are needed [2, 12]. These methods can exploit
the information found in the unlabeled data, but they still require some nega-
tive examples. Some recent approaches attempted to tackle this kind of semi-
supervised text categorization problems mentioned above. Blum and Mitchell
[1] proposed a Co-Training methodology to extract the class information given a
large set of unlabeled examples and a small set of labeled one. Nigam et al. [14]
applies EM algorithm to calculate the probabilistically-weighted mixture compo-
nents for the labeled documents. Each components can be treated as sub-classes.
However, there is no clear definition on the mixture components since EM is an
unsupervised learning process. Both positive and negative examples are used
in the above algorithm. Besides the above, there are some state-of-the-art algo-
rithms using positive labeled examples only. Yu. et al. [16] proposed an approach
called PEBL which employs Support Vector Machines (SVM) for building a clas-
sifier for Web pages. PEBL is, unfortunately, sensitive to the number of positive
examples. Small number of positive examples will seriously affect PEBL perfor-
mance since noise may be dominant. Li and Liu [11] proposed a technique based
on Rocchio algorithm and SVM. These two approaches share a common idea of
automatically identifying good negative training examples from the unlabeled
data and then learning a classifier. Liu et al. [13] have shown that identifying
negative examples from unlabeled set helps to build a more accurate classifier.
Different from their works, our approach identifies potentially positive examples
from the unlabeled documents. We have conducted a preliminary experiment on
a real-world online news corpus composed news from different sources. The ex-
perimental results illustrate that our proposed solution can significantly enhance
the performance.

3 Background and Motivation

Conceptually, a separate binary classifier can be learned for each category. After
the classifiers for all categories have been learned, they can be combined to
conduct m-ary categorization task. Generally, it is allowed to assign more than
one categories for a document.

Consider a particular category K, the categorization problem can be for-
mulated as binary classification where the goal is to decide whether a docu-
ment belongs to K. Some of positive training examples and a set of major con-
cepts for the category K are available. Typically, there should be some positive
training examples associated with each concept. It is also possible that some
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positive training examples are not associated with any concepts. For example,
the category “Election” may be associated with the concepts such as “political
campaign”, “election day coverage”, “inauguration”, “voter turnouts”, “election
results”, “protest”, “reaction”, “candidate intention”, and “nomination”. A pos-
itive training example may belong to some of these given concepts or may not
belong to any given concepts. This concept membership information is, how-
ever, generally not given or labeled. From a new target document source which
is different from where the training example originates, a collection of unlabeled
documents is available. In practice, this kind of unlabeled documents can be
easily obtained. Thus the size of the unlabeled document set is usually relatively
large. The goal is to build a good classifier for this target document source.

The basic idea of our proposed approach EAT is to automatically seek poten-
tially positive training examples from the unlabeled document set. The rationale
is that representative training examples extracted from the target document
source can greatly improve the classifier construction. This capability can be
viewed as a kind of training example adaptation. In the classification process,
the quality of positive examples is extremely crucial. Poor quality of the posi-
tive examples will greatly degrade the performance, especially when the original
training set is relatively small.

A major component in EAT is to identify positive examples based on the
existing labeled positive examples and the information of the concepts of the
category. Our technique attempts to exploit the inherent structure of the existing
set of positive examples guided by the related concepts of the category. As a
preliminary study, we investigate a clustering model taking into account the
category concepts. Then a positive example seeking algorithm from unlabeled
data is developed. Finally a set of classifiers which base on different number of
positive exmaples extracted will be built iteratively until we can select a good
classifier from the set.

4 The Proposed Approach

This section describes a new approach for semi-supervised online news classifi-
cation, which consists of two steps : (1) extracting a set of potentially positive
examples from the unlabeled set, (2) generating a set of classifiers iteratively
with increasing the number of positve examples until the classifier reaches its
local maximum accuracy level. The first subsection shows how EAT extracts
positive examples and the second subsection explains how EAT automatically
determines the number of positive examples that should be extracted.

4.1 Example Adaption for Text Categorization

This method processes on each category separately. Consider a particular cat-
egory K, there is a set of concepts related to the category. The first step is to
manually identify a sample document for each concept from the pool of posi-
tive training documents. This only imposes a very small amount of manual effort
which can be easily done in practice. The next step is to make use of an unsuper-
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vised learning algorithm to cluster the whole pool of positive training documents.
The final step is to identify a good classifier for new online source. The clustering
process will also take into account of the sample document in each concept. The
unsupervised learning is derived from a nearest neighbor clustering. The details
of the unsupervised learning algorithm are given as follows:

1. Let ϕ be a set of clusters found and it is initialized to {ϕ1, . . . , ϕk} where
ϕi denotes the centroid of the initial cluster formed by the seed document.

2. Let tj be the term weight calculated by td-idf weighting scheme. For each
document D from the positive training document set, calculate the Euclidean
distance di between D and the centroid ϕi of each cluster

di =
√∑

j

(W (D, tj) − W (ϕi, tj))2 (1)

where W (D, tj) and W (ϕi, tj) are the normalized feature weight of tj for
document D and centroid ϕi respectively.
(a) For any cluster ϕi, if the Euclidean distance di is less than a threshold

λ, D will be assigned to that cluster.
(b) If D cannot be assigned to any cluster, it will be the initial seed for a

new cluster.

After the clustering process, those clusters containing more than τ documents
are considered as informative clusters.

Next, we develop a positive example seeking algorithm which processes each
informative cluster one by one. Consider a particular informative cluster P . Let
U be a set of unlabeled documents collected from the target source. The positive
example seeking algorithm is presented below.

1. Initially, let all documents in U be negative examples and those in the infor-
mative cluster P be positive examples. Let Pi be a document in P and the
normalized weight of a term tk in Pi be W (Pi, tk). Let Uj be a document in
U . The normalized weight of a term tk in Uj is W (Uj , tk).

2. Let the set of newly sought positive example set be M which is initialized
to empty.

3. Two concept vectors, Q and N , corresponding to positive and negative con-
cepts respectively, are learned by Rocchio algorithm as follows:
(a) For each feature tk, we define

θ =
∑
Pi∀P

W (Pi, tk) and φ =
∑

Uj∀U

W (Uj , tk) (2)

(b) Calculate the positive concept vector:

W (Q, tk) =
1
|P |αθ − 1

|U |βφ (3)
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(c) Calculate the negative concept vector:

W (N, tk) =
1
|U |αφ − 1

|P |βθ (4)

where W (Q, tk) and W (N, tk) are the feature scores in the positive and
negative concept vectors respectively. α and β are the Rocchio classifier
parameters controlling the weighting of positive and negative concept
vectors.

4. For each unlabeled document Uj ,
(a) Calculate the similarity score ΔQ(Uj) of Uj to the positive concept vector

as follows:
ΔQ(Uj) =

∑
k

W (Q, tk)W (Uj , tk) (5)

(b) Similarly we calculate the similarity score ΔN (Uj) of Uj to the negative
concept vector as follows:

ΔN (Uj) =
∑

k

W (N, tk)W (Uj , tk) (6)

(c) Set δ = ΔQ(Uj)−ΔN (Uj) and get its normalized value δnorm = δ/(δmax-
δmin) . If δnorm is larger than a threshold η and Uj is not in M , then
move Uj into M .

The above steps are repeated for each informative cluster. After all the newly
sought positive examples are found, they are merged together as well as the
original positive examples to form the final set of positive example training set.

4.2 Classifier Construction

The next step is to determine the number of potentially positive exmaples to be
extracted. Cohen et la. [3] showed that extracting more labeled examples may
suffer a performance degradation. But this problem can be solved if the number
of unlabeled examples is appropriately controlled. We propose a methodology to
identify a good categorization scheme from a set of classifiers trained by different
number of potentially positive examples.

The final classifier is constructed by running a particular categorization scheme
iteratively with different size of Zk, which is the set of original positive exam-
ples plus extracted positive examples. The algorithm for classifier construction
is given in Figure 1.

The score δnorm is in the interval [0,1] since it is normalized. Decreasing η by
a small constant , the number of document in Mn keeps increasing. To facilitate
the classifier construction process, we introduce a parameter ε and make sure
that a signifcant number of unlabeled examples is added to Mn. For building
classifers Sn, we let Zn be the positive training set and those labeled documents
which is not in category K (non-K class) be negative training set. Based on the
accuracy of Sn, the algorithm will automatically select the best classifier with
local maximum accuracy.
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————————————————————————————————-

Input: Set n = 1 , η = 1.0
M0 = a empty set of potentially positive labeled exmaples
S0 = a classifier built by P as positive set and non-K class

documents as negative one
R0 = accuracy of S0 on P

1. Initialise Rmax = R0

2. Loop
3. Loop
4. decrement η by a small constant
5. apply EAT to obtain Mn

6. Until |Mn| - |Mn−1| ≥ ε
7. Zn = P

⋃
Mn

8. use Zn as positive set and non-K class documents as
negative set to build classifier Sn

9. Rn = accuracy of Sn on P
10. if ( Rn ≥ Rmax )

Rmax = Rn

11. increment n by 1
12. Until Rn−1 < Rmax

————————————————————————————————-

Fig. 1. The outline of classifier construction method

The idea of this classifer construction method is to select a well-performed
classifier automatically. Docuemnt Uj which has higher score δnorm in the infor-
mative clusters Pi will be used to build the classifier first. The algorithm will
continue until it finds a good classifier achieving the local maximum accuracy.
The accuracy of Sn should keep increasing until the classifiers are biased to the
noise.

5 Experimental Results

We have conducted some experiments on a real-world news collection extracted
from the Topic Detection and Tracking (TDT) evaluation project. It contains
news stories from different sources. We extracted English news stories labeled
with some broad categories in our experiments. The number of stories in the
training set is 28,806.

We investigate the binary classification of four categories, namely, “Elec-
tion”, “Accidents”, “Legal/Criminal Cases”, and “Sports”. The numbers of cor-
responding positive examples are 130, 96, 182, and 528 respectively and the
remaining stories are treated as unlabeled documents. The concepts associ-
ated with the categories “Election” , “Accident”, “Legal/Criminal” and “Sports
News” are shown in Table 1. The total number of new source documents is 1,267,
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Table 1. The Topic Description for Different Categories

Category Topic Description

Election “political campaign”, “election day coverage”, “inauguration”, “voter
turnouts”, “election results”, “protest”, “reaction”, “candidate inten-
tion”, “nomination”

Accident “accident description”, “death tolls and injuries”, “economics losses”,
“compensation for accident”, “investigation”, “legal proceeding”

Legal / Criminal Cases “case description”, “arrest”, “investigation”, “legal proceeding”, “ver-
dicts and sentencing”, “law making process”

Sports “preparation of competition”, “game description”, “result announce-
ment”, “player injury”, “retirement”

Table 2. The categorization performance, measured by F-measure, of EAT and other

methods

Category Original number of positive exam-
ples

Baseline EAT Roc-SVM

Election 130 0.547 0.824 0.7

Accident 96 0.698 0.698 0.866

Legal / Criminal Cases 182 0.788 0.852 0.855

Sports 528 0.726 0.842 0.773

Macro-Average 0.690 0.804 0.797

which are inside TDT3 corpus. The vocabulary size of the whole document col-
lection is 19,513.

The data pre-processing steps involved stopword removal and stemming. In-
formation gain [15] was used for feature selection. For the algorithm used for
learning a classifier, we employed Support Vector Machine (SVM) [4] with lin-
ear kernel. We reserved 20% of training documents as the tuning set in order
to select automatically suitable parameter values. F-measure evaluation metric
which considers both recall and precision is used for measuring the performance.

The performance of our proposed EAT method is shown in Table 2. We
also present the performance of a baseline method commonly used in traditional
methods. “EAT” stands for using our approach to extract positive examples and
selecting a representative classifier. For the traditional classifier building process,
we simply treats those documents labeled to other categories as negative exam-
ples. The parameter settings are distance threshold λ is 1.0; minimum number of
document in cluster τ is 10 and ε is 10 for classifier selection. “Roc-SVM” stands
for the algorithm for extracting negative examples, which is proposed by Li and
Liu [11]. From the result, we observe that collecting more representative positive
examples from the unlabeled document set generally improves the categorization
performance. Although the classifiers cannot obtain global optimal accuracy on
P , the performance can reach a satisfactory level of 27.7% at category “Elec-
tion”. For category “Election”, automatically seeking 260 more positive docu-
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ments improves the F-measrue by 27.7%. For category “Legal/Criminal Cases”,
automatically seeking 105 more positive documents improves the F-measure by
6.4%. For category “Sport News”, automatically seeking 132 more positive docu-
ments improves the F-measure by 11.6%. Comparing with baseline, EAT obtains
a great improvement on SVM model. The reason is that EAT performs well for
the sparse distribution over the categroy K document space. Extracting more
positive examples boosts those weak classifiers by improving the compactness
of the document space. Moreover, EAT obtains higher F-measure scores than
Roc-SVM on most of the categories and the overall average performance.

6 Conclusions and Future Work

This paper presents a novel approach for solving a non-traditional text catego-
rization problem. In this problem setting, only positive examples are available.
Besides, some information about the major concepts of a category is given. The
goal is to learn a new classifier to conduct categorization for a new different
source. It also makes use of the unlabeled documents easily collected from the
new source. The idea of our approach is to exploit the inherent structure of the
positive training document set. Then we develop an algorithm for adapting the
training set by automatically seeking useful positive document examples from
the unlabeled data. The experimental results show that our proposed approach
can improve the categorization performance.

In the future, we intend to further investigate several directions. The first di-
rection is to develop a sophisticated approach for learning the inherent structure
of the existing set of positive examples guided by the related concepts of the
category. The second direction is to develop a more formal mechanism to tackle
this semi-supervised learning problem.
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Abstract. This paper presents an efficient method to generate teacher’s 
guidance and presentation materials for mathematical education, espe-
cially for solving simultaneous equations. Using XSL translations on 
presentation templates named the guidance plans and incorporating the 
output of a mathematical symbolic processor such as Maple, the presen-
tation materials can be dynamically generated. 

1   Introduction 

Today, Web-based courseware is widely used in the field of education. However, 
teachers face a cost problem when developing Web-based learning materials. It takes 
much time, practice, and devotion to design and develop the learning materials. Our 
research target is the automation of interactive Web-based courseware for mathemati-
cal education, especially for economical mathematics education. The generated 
courseware must be of the same high quality as the teaching of the teacher best suited 
to instruct each student. Furthermore, development costs should be low and develop-
ment time short. To meet these requirements, we have introduced XML1 technologies 
and mathematical symbolic processors to develop Web-based courseware. Using XSL 
translations on presentation templates named the guidance plans and incorporating the 
output of a mathematical symbolic processor, the presentation materials can be 
dynamically generated. 

In general, the advantages of automatic updates using XML and XSLT are their 
low cost and speedy turnaround time. Meanwhile, their disadvantage is that they pro-
duce Web pages of uniform appearance whose content, layout and generated dia-
logues can thus be tedious for the viewer. To solve the problems, we have introduced 
a metadata framework for learning material generations. First we define the metadata 
for important concepts in the given mathematical word problem. From the metadata, 
our developed courseware automation system named e-Math Interaction Agent gener-
ates various kinds of learning materials. The formats of the generated presentation 
materials include (1) In words explanations by a virtual teacher, (2) Visual materials, 
such as graphs and animations, (3) Mathematical symbolic equations, and, (4) Con-
crete values after mathematical computations. In the generated courseware, the virtual 
teacher explains in words economical and mathematical relationships between data 
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repeatedly and in various ways until students can understand them. In addition, many 
graphs can be automated so that students can see the relationships visually from vari-
ous angles.  

The paper describes automatic generation of Web-based courseware for teaching 
simultaneous equations. Especially, we shall focus on the following three kinds of 
simultaneous equations: (1) national income determination problems, (2) supply and 
demand problems, and (3) crane-turtle problems. In the next section, a system model 
of our proposed courseware generation will be described. In Section 3, the generation 
processes are explained using the national income determination problem as the sam-
ple problem. In Section 4, we shall show the same solution plan can be shared for 
generation of the supply and demand problems and the crane-turtle problems. The 
existing related work will be described in Section 5. Discussions and conclusions are 
given in the last section. 

2   Automatic Generation Process Model 

In the section, we shall explain our proposed model of the automatic generation proc-
esses2. The input file is the definition data of a mathematical word problem. These 
data consist of “What is the given data?” “What is the given condition?” “What is the 
unknown data?” and “What do you want to seek?” We call the definition data file a 
‘metalevel description file’. In the following section, a sample of the metalevel de-
scription file will be shown. All a human teacher has to do there to generate his/her 
learning materials is just only to write this metalevel description file. All the left proc-
esses can be executed automatically by our system e-Math Interaction Agent. 

The important parts of this model are (1) solution plan, and (2) guidance plan.  The 
solution plan is a definition of the mathematical (logical) solution plan and describes 
how to mathematically solve the given problem. The guidance plan is a definition of 
the presentation templates and defines what a virtual teacher dialogues with a student 
and how the virtual teacher guides a student using various kinds of presentation mate-
rials. These two kinds of plans must be defined in advance by a “system supervisor” 
who is both a computer expert and a mathematical teaching specialist well-versed in 
solving the problems and teaching them to students. The “system supervisor” at first 
classifies a set of similar problems as being of the same problem type. Problems of 
the same type can share the same solution plan. The solution plan is defined for the 
problem type, not for each problem, at a metalevel using metadata of the concepts. 
The same are the guidance plans as the solution plans. 

So far we have already defined the following two problem types: (a) optimization 
of single variable functions and (b) solving simultaneous equations. Concerning the 
optimization problems, the application fields include optimization problems for busi-
ness, in economics, in life science, and in social science, and high school students’ 
geometrical optimization problems. We have reported our system can successfully 
automate the learning materials for these wide application fields3. In this paper, we 
shall focus on the (b) solving simultaneous equations. This application range is much 
broader than that of the optimization, because every “find-to-a-solution” type math 
problem belongs to this problem type.  
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In our approach, we define the term “concept” to be some important concepts ap-
peared in the given mathematical word problem. The concept is the metadata and 
defined for the problem type to express the contents of the mathematical word prob-
lems. Thus, a concept has some mathematical/economical semantics. Each concept 
can be seen from the following three different angles: 

(1) Economical concept: for example, revenue, cost, profit, investment, demand, its 
total, average, and marginal. 

(2) Mathematical concept: for example, solution, cross point, stationary point (max, 
min, or inflection), the first-order partial derivative, multiplier, domain/range of 
a function. 

(3) The word problem context related concept: for example, a set of equations, the 
main equilibrium equation, unknown variable, the equilibrium value, effect of 
the variable xxx. 

Our courseware automation system “e-Math Interaction Agent”4 has the following 
new features: 

(1) Definition of a solution plan and a guidance plan by Document Type Definition 
(DTD) documents, using semantic metadata called concepts. 

(2) Breakdown of the generation process into the generation of mathematical con-
tents and that of presentation materials. 

The guidance plan has been separated from the solution plan as a presentation tem-
plate on a presentation layer. The advantages of such a layer division are: (a) In-
creased flexibility of presentation formats for the same mathematical solution plan, 
and (b) Increased reusability of a solution plan at the mathematical concept level. 

3   Generation Processes 

In this section, we shall explain the generation processes in our proposed method. As 
a problem type for solving simultaneous equations, we have defined ‘equilibrium’ 
problem type. In this problem type, the equilibrium level of the unknown variable is 
finally calculated under the condition of the main equilibrium equation. For example, 
an equation total-supply = total-demand is the main equilibrium equation. Thus, we 
defined the following key concepts for the problem type: (1) the unknown variable, 
(2) the left part of the main equilibrium equation, and (3) the right part of the main 
equilibrium equation. The application field of this problem type is broad. For exam-
ple, there are lots of economical supply and demand problems that belong to this 
problem type where the main equilibrium equation is supply = demand. Another 
example is a national income determination problem where the main equilibrium 
equation concerning the nation is total-supply = total-demand. In this section, we use 
a simple two-sector model (Yd=C+I ) national income determination problem as an 
example problem4.  

First, we shall explain the generation processes of mathematical contents. As 
shown in Figure 1, the input file to the system is a metalevel-description file (See 
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Figure 2). In the ‘equilibrium’ problem type, the equilibrium level of the unknown 
variable is finally calculated. 

Fig. 1. Generation processes of mathematical contents 

<!-- Metalevel-Description File  for an "Equilibrium" Type Problem --> 
<!-- equilibrium(var, eq)     --> 
<!--  var: equilibrium variable (ex. Y)  --> 
<!--  eq:  main equilibrium equation   --> 
<!--      (ex. "Ys(Y)=Yd(Y)")   --> 
title: problem 1-a 
problem-words: &problem1-a.txt 
data: national income, Y, , Y>0 
data: total supply, Ys, , Ys>0 
data: total demand, Yd, , Yd>0 
data: consumption, C, C=0.8*Y+100 
data: investment, I, I=50 
relationship: Ys=Y, Yd=C+I 
find: equilibrium(Y, Ys=Yd) 

Fig. 2. A sample metalevel-description file 

Thus, the key concepts are: (1) the unknown variable, (2) the left part of the main 
equilibrium equation, and (3) the right part of the main equilibrium equation. These 
three concepts are represented by the concept names (a) equilibrium, (b) balance-left, 
and (3) balance-right, in the solution plan (See Figure 3). Then, the content generator 
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generates a new set of content values by calculating the given functions, such as 
‘solve’ and ‘split-eqs,’ using the mathematical symbolic processor Maple6 . The de-
fined function ‘solve’ is used to solve the given simultaneous equations. 

<!-- Solution Plan for "Equilibrium"  Type Problems --> 
<!-- solve(eqs, var[, param])    --> 
<!--  eqs:  a set of equations to be solved  --> 
<!--  var:  an unknown variable   --> 
<!--  param: a parameter of the unknown   --> 
<!ENTITY all-eqs.eq 'relationships.eq, given-eqs.eq'> 
<!ENTITY left-sided-eqs.eq  split-eqs(all-eqs.eq, balance-left.var )>  
<!ENTITY right-sided-eqs.eq  split-eqs(all-eqs.eq, balance-right.var )> 
<!ENTITY left-sided-eq.eq  solve(left-sided-eqs.eq,balance-eft.var,equilibrium.var)>  
<!ENTITY right-sided-eq.eq     solve(right-sided-eqs.eq,balance-right.var,equilibrium.var)> 
<!ENTITY balance-eq.eq  'balance-left.var=balance-right.var'>  
<!ENTITY equilibrium.value  solve('all-eqs.eq, balance-eq.eq', equilibrium.var)> 

Fig. 3. A solution plan for problem type ‘equilibrium’ 

<!ENTITY problem-type  "equilibrium"> 
<!ENTITY problem-words  &problem1-a.txt> 
<!ENTITY given-eqs.eq  "C=0.8*Y+100, I=50"> 
<!ENTITY relationships.eq  "Ys=Y, Yd=C+I"> 
<!ENTITY equilibrium.id  "national income"> 
<!ENTITY equilibrium.var  "Y"> 
<!ENTITY balance-left.id  "total supply"> 
<!ENTITY balance-left.var  "Ys"> 
  ………………………….. 
<!ENTITY all-eqs.eq  “Ys=Y, Yd=C+I, C=0.8*Y+100, I=50”> 
<!ENTITY left-sided-eqs.eq  “Ys=Y”> 
<!ENTITY right-sided-eqs.eq  “Yd=C+I, C=0.8*Y+100, I=50”> 
<!ENTITY left-sided-eq.eq  “Ys=Y”> 
<!ENTITY right-sided-eq.eq “Yd=0.8*Y+150”> 
<!ENTITY balance-eq.eq “Ys=Yd”> 
<!ENTITY equilibrium.value  “750”> 

Fig. 4. Generated ENTITY definitions for the mathematical contents 

Finally, the DTD translator embeds the calculated values and equations to the 
ENTITY definition parts of the given data. For example, the calculated equilibrium 
level of the unknown variable 750 is embedded there, as shown in Figure 4. 

Next the process of creating presentation materials is explained. The materials to be 
generated are XML files, graph files named Maplets, and equation image files, such 
as ‘jpeg’ files. The generated file names are embedded as the return values of the file 
generation functions such as ‘makeCrossGraph’ to the guidance plan (See Figure 5). 
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<!-- Guidance Plan for "Equilibrium" Type Problems --> 
<!-- Page # 5, Black Board Window   --> 
<!ELEMENT  blackboard(statement, relationship, balance)> 
<!ELEMENT  statement  item> 
<!ELEMENT  item (#PCDATA)> 
 .... 
<!ENTITY _item ‘Find the equilibrium point between balance-eq.eq’>  
<!ENTITY _variable  ‘balance-left.id balance-left.var -related equations’> 
<!-- String "$eq$" is translated to the equation image file name -->  
<!-- makeCrossGraph(x, y1, y2, y1(x), y2(x))  --> 
<!--     x:  a variable of the horizontal axis   --> 
<!--       y1, y2:  two variables of the vertical axis  --> 
<!--       y1(x), y2(x): two functions to be drawn  --> 
<!ENTITY  _url   

makeCrossGraph(equilibrium.var, balance-left.var, balance-right.var, bal-
ance-left.eq, balance-right.eq)> 

<blackboard> 
  <statement> 
    <item>_item</item> 
  <relationship> 
    <variable>_variable</variable> 
    <equation> 
      <image><src>$left-sided-eq.eq$</src> 
      <alt>left-sided-eq.eq</alt> 
    </equation> 
    .......................... 
  <balance> 
    <button><name>graph</name> 
       <url>_url</url> 
    ............................ 
</blackboard> 

Fig. 5. A guidance plan for problem type ‘equilibrium’ 

Finally the Web page generator combines the various kinds of materials to generate 
the final XML files. The XML files are displayed through a XSLT stylesheet on a 
Web browser. 

4   Sample Courseware 

We shall show in the section that our e-Math  Interaction Agent can generate learning 
materials for the supply and demand problems and the early Japanese solution method 
of crane-turtle problems with the same solution/guidance plans of the ‘equilibrium’ 
problem type.  
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4.1   Supply and Demand Problem 

In this section, we present sample learning materials for a supply and demand prob-
lem. Let us first outline the sample problem. When we teach a supply and demand 
problem, we begin by describing how to set up a simple model of the economic model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. A sample supply and demand problem 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. A metalevel description file of the supply and demand problem in Figure 6 

as a set of simultaneous equations. In terms of the process, it is important to make 
students to understand the problem, namely, “what are the given data, what is the 
unknown, and what are the relationships between data?” The teacher must repeatedly 
explain the economic model in various ways until the student can identify the follow-
ing things: (a) the endogenous and exdogenous variables in the economic model, and 
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(b) the linear/non-linear demand and supply function. A supply and demand problem 
with non-linear simultaneous equations is used as the example here (See Figure 6). 
The solution/guidance plans are those for the ‘equilibrium’ problem type that have 
been already defined in Figures 3 and 5 in the previous section. The metalevel de-
scription file of this supply and demand problem is shown in Figure 7.  

In addition, we would like to explain to students the effect of an increase in the 
other variables on the equilibrium level of P (market price) and Q (quantity). For 
example, suppose that the given problem is “What is the effect of an increase in tax T 
on the equilibrium level of market price P?” To explain this effect problem, a new 
problem type ‘effectOfVariance’ is defined and new solution/guidance plans for the 
problem type are also defined and stored in system databases in the same manner as 
the ‘equilibrium’ problem type.  

Fig. 8. The automated Web page on which a virtual teacher explains the effect of an increase in 
T on P 

The generated Web page on which a virtual teacher explains the effect of an increase 
in T on P is shown in Figure 8. The key part of the problem is mathematical function 
shifts. On the page shown in Figure 8, the three graphs are displayed when the student 
clicks on the “graph” button. Students can interact with the 3D graph by moving their 
viewpoints. The two contour lines correspond to the conditions T=0 and T=5 on the 
function Qs=Qs(P, T). The students can move his/her viewpoints interactively to map 
the contour lines to a 2D plane of Qs-P. Visual and interactive explanations of the 
changed value effect help students understand the relationships visually. To explain the 
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effect of the other variable, 
mathematical differentiation 
and partial differentiation are 
useful. Because our system 
can invoke Maple, the system 
can calculate the difference 
values both by symbols and 
concrete values. In the gener-
ated animation page, the 
virtual teacher explains how 
to spread the effect of the 
starting variable (T) to the 
unknown variable (P), using 
the concrete differential 
values (See Figure 9). 

4.2   Japanese Solution Method of Crane-Turtle Problems 

The crane-turtle method is an early Japanese calculus method focusing on the differ-
ence between the numbers of legs possessed by each creature: a crane has two legs 
and a turtle has four. The given data are the total number of given cranes and turtles 
and the total number of legs of the given cranes and turtles. The unknown variable is 
the number of turtles or the number of cranes. There are two solution methods for this 
kind of problems: (1) this early Japanese method, and (2) the simultaneous equation 
method. The former method supposes firstly that all creatures are cranes if the un-
known variable is the number of turtles. It then calculates the difference of the total 
number of crane legs and the given number of legs. Lastly, it divides the difference by 
two. This two is the difference of the number of legs between a turtle and a crane. On 
the other hand, in the latter (2) normal simultaneous equation methods, the following 
equation is set up where “x” represents the number of turtles: 

    4* x + 2*( [the total number of creatures] – x) = [the given number of total legs]. 

We generate the learning materials for crane-turtle problems by these two solution 
methods. Figure 10 shows the learning materials by the early Japanese calculus 
method of the problem. It is easier to solve the problem using this early Japanese 
method than by using simultaneous equation methods. The defined concepts in the 
Japanese method are (1) the number of legs if all are cranes (‘A’), (2) the difference of 
the number of legs between a turtle and a crane (‘d’). The following given data are 
also defined as concepts: (3) the number of legs a crane /turtle has (2 or 4), (4) the 
total number of given cranes and turtles (‘H’), and (5) the total number of legs of the 
given cranes and turtles (‘L’). The value of variable ‘A’ is calculated by A=2*H. 

As shown here, our proposed courseware definition method can also be  
applied to non-simultaneous equation-based solution processes, such as early Asian 

Fig. 9. The generated animation page that illustrates how to spread 
the effect of the starting variable to the unknown variable 
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Fig. 10. The generated Web page for the crane-turtle problem by the 
Japanese early method 

calculus methods as far 
as the problem is not a 
proof type math pro- 
blem. Various interesting 
solution plans other than 
sets of simultaneous 
equations can be used to 
solve a mathematical 
word problem. We 
would like to also 
implement such a 
traditional Japanese 
solution plan in our  
e-Math system. 

We showed that our  
e-Math Interaction Agent 
can generate learning 
materials for the three 
kinds of problems that 
are a national income 
determination problem, a 

supply and demand problem, and an early Japanese solution method of crane-turtle 
problems with the same solution/guidance plan of the ‘equilibrium’ problem type. As 
the examples show, this solution plan/guidance plan is applicable to many types of 
simultaneous equation problems. 

5   Related Work 

In the section, we discuss work related to mathematical documentation, in particular, 
OMDoc and OpenMath, in order to clarify the difference between the research goal of 
this work and our own. OpenMath is a standard for representing mathematical objects 
with their semantics, allowing the exchange of these objects between computer pro-
grams, storage in databases, or publication on the Web6, 7. OpenMath has a strong 
relationship to the MathML recommendation from the Worldwide Web Consortium1. 
MathML deals principally with the presentation of mathematical objects, while 
OpenMath is solely concerned with their semantic meaning or content. Although 
MathML facilities for dealing with content are somewhat limited, they allow semantic 
information encoded in OpenMath to be embedded inside a MathML structure. Thus, 
the two technologies may be seen as very complementary6. Content Dictionaries 
(CDs) in OpenMath are used to assign informal and formal semantics to all symbols 
used in OpenMath objects. They define the symbols used to represent concepts arising 
in a particular area of mathematics. For example, differentiation and integration sym-
bols are contributed as the CD symbols, as follows (See  http://www.openmath.org/ 
cocoon/openmath/cdfiles2/cd/):  
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nthdiff: the nth-iterated ordinary differentiation of a unary function. 
partialdiff: partial differentiation of a function of more than one variable. 
int: integration of unary functions. 
defint: definite integration of unary functions.  

As the above CD examples show, CDs provide definitions of mathematical formulas, 
not mathematical procedures (algorithms). As Kohlhase described, CDs are largely 
informal because the OpenMath framework offers no support for ensuring their con-
sistency, conciseness, or manipulation9. In addition, OpenMath has no means of struc-
turing the content of a mathematical document by dividing it into logical units, such 
as “definition,” “theorem,” and “proof”10. 

OMDoc is an extension of the OpenMath and MathML standards. It extends these 
formats using markup for the document and theory levels of mathematical documents 
so that the document author can specify them and the consumer (an OMDoc reader or 
a mathematical software system) can take advantage of them11. For example, OMDoc 
offers the following elements: 

Metadata: in Dublin Core and other formats, such as RDF. 
Statements: namely, definitions, theorems, axioms, examples, et cetera. 
Proofs: structured from hypotheses, conclusions, methods et cetera. 

In terms of education systems, the interesting OMDoc modules are as follows: 

Presentation: OMDoc allows the user to specify notations for content mathe-
matical objects using XSLT. 
Applet: programs that can be executed in some way in a web browser during 
manipulation. The applet is called an “omlet” in OMDoc. 
Exercise/Quiz: to make OMDoc a viable format for educational and course 
materials.  

As shown here, one extension of OMDoc is used to transform an OMDoc document 
into interactive courseware. These extensions have been developed by certain pro-
jects. MBASE is an open mathematical knowledge base founded on OMDoc12, 13. 
ActiveMath, which is a web-based learning system, also uses OMDoc format and can 
dynamically generate interactive mathematical courseware14, 15. However, OMDoc 
elements, such as “theorem,” “example” and “proof” correspond to grammatical ob-
jects, not content objects. 

Our target is metadata even higher than the targets of OMDoc. Our defined concept 
expresses semantics for the given word problem. For example, the given number of the 
total creatures is defined as a concept in the crane-turtle problem. Therefore we can say 
that our defined concepts correspond to semantics in a still higher application layer. 

6   Conclusions 

In this paper, we have explained our developed automatic courseware generation sys-
tem named e-Math Interaction Agent, especially its functions of creating learning ma-
terials to teach simultaneous equations. We showed that our e-Math Interaction Agent 
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can successfully generate learning materials for the following kinds of simultaneous 
equation solving problems with the same solution/guidance plan: they are (1) national 
income determination problems, (2) supply and demand problems, and (3) an early 
Japanese solution method of crane-turtle problems. As the examples show, this solu-
tion plan and the guidance plan are applicable to many types of simultaneous equation 
problems and are helpful for mathematical teachers to develop their learning materials. 
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Abstract. The Internet is changing the economy, the society and the culture. 
But an inequality in access to information exits and is creating an information 
digital divide. This article describes the ODISEAME project as an effort to ex-
tend the use of the Internet to several very different countries of the Euro-
Mediterranean area. One of the main achievements of the project is to share and 
transfer technology and knowledge, with the aim of reducing the existing barri-
ers for digital inclusion. ODISEAME is an intercultural and multilingual pro-
ject, which is focused on the application of Information and Communication 
Technologies to the learning process in the context of University Education. 
The article firstly examines the barriers of digital inclusion: cost of infrastruc-
ture and lack of contents in the mother tongue. It then describes the 
ODISEAME project and the e-learning experiences, before discussing how the 
project promotes digital inclusion. 

1   Introduction 

The Information Society is a rapidly changing social environment. On the one hand, 
Information and Communication Technologies (ICTs) have changed the way people 
work, live and learn. On the other hand, globalization of the economy reflects this 
change: markets expand as fast as barriers disappear and, consequently, competition 
at all levels and within all fields is continuously increasing. In this changing environ-
ment, tele-learning is an appealing and ideal solution to new training needs. 

Besides, the dialogue among cultures and the exchange of scientific and techno-
logical knowledge is an essential factor in bringing people closer. ICTs can play an 
important role in this process and promote the collaboration among institutions in 
different countries, developing the dissemination of new technologies and contribut-
ing to improved integration of all countries into the Information Society environment. 

In the Euro-Mediterranean area several countries (countries from the European Un-
ion and MEDA countries1) are making an effort in order to get that dialogue, partici-
                                                           
1 MEDA countries are those which belong to the Mediterranean coast and are not member 

states of the European Union: Algeria, Egypt, Israel, Jordan, Lebanon, Morocco, Syria, Pales-
tine, Tunisia and Turkey. 
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pating in pilot projects of application of ICTs in priority sectors like education. 
ODISEAME (Open Distance Inter-university Synergies between Europe, Africa and 
Middle East) is an interdisciplinary, intercultural and multilingual project, which is 
focused on the application of ICTs to the learning process in the context of University 
Education. 

This article describes the ODISEAME project as an effort to extend the use of the 
Internet, and technologies, services and applications related to it, to several very dif-
ferent countries. One of the main achievements of the project is to share and transfer 
technology and knowledge, with the aim of reducing the existing barriers for digital 
inclusion. 

The article firstly examines the barriers of digital inclusion. It then describes the 
ODISEAME project and the e-learning experiences, before discussing how the project 
promotes digital inclusion. 

2   Digital Inclusion  

One of the main objectives of the European Union (EU) and other policy organiza-
tions is the digital inclusion or not exclusion of neither groups nor countries in the use 
of new technologies. Digital inclusion could probably prevent further social exclusion 
[1], which is owing to unemployment, low income, low educational attainment or lack 
of access to essential services. 

 

Fig. 1. Internet penetration in MEDA countries vs. European Union countries: percentage over 
the total population in December 2004. Source: own elaboration with Internet World Stats 
data(http://www.internetworldstats.com) 

It is clear that digital divide exists between citizens of the EU Member States and 
those of most MEDA countries. MEDA countries are clearly under-equipped com-
pared to their neighbors in the European Union and their network infrastructure is 
inadequate, although there is an exception in Israel. Computers are a rare resource in 
most settings and the costs of an adequate system for the Internet access are out of the 
purchasing power of the individuals. As a consequence, the percentage of population 
connected to the Internet in these countries is much lower than in Europe as it is 
shown in Fig. 1. However, although the Internet penetration is low, fortunately the use 
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from 2000 to 2004 in those countries has increased substantially; for example, Algeria 
and Morocco have had a growth in the use of 900 percent and 700 percent respec-
tively. 

Besides, while the Internet penetration continues growing, certain segments of the 
population are being left behind: the disabled, women and those living in rural areas 
[1]. 

When explaining the low Internet penetration and the lack of digital inclusion in 
big populations like the Arab world, there are two reasons that seem to be the most 
important ones [2] [3]:  

• High cost of infrastructure (hardware and Internet access). 
• Few or lack of contents and web sites in the mother tongue. 

2.1   The Economical and Technological Barrier  

The MEDA region, as a whole, has made progress in the access to and use of ICTs. 
However, the infrastructure to access the Internet is still inadequate. With a number of 
telephones per inhabitant below 10 percent in most countries [3], the MEDA countries 
are clearly under-equipped. The need for investment has become even more critical 
by the fact that, in many cases, ageing equipment must be replaced.  

Rapid growth in mobile phones has compensated for the relative underequipment 
in fixed lines but has, at the same time, slowed the establishment of the infrastructure 
needed for the Internet [3]. Internet access is related to the availability and cost of 
fixed phone lines, since most technologies for accessing the Internet are based on the 
PSTN (Public Switched Telephone Network). Wireless technologies are more expen-
sive, and the entry barrier is therefore higher. In addition to the cost of communica-
tions and of purchasing a computer, subscribing to a service provider is the main 
impediment today. So, the Internet is beyond the financial means of an important part 
of the population in most of the MEDA countries where the GDP (Gross Domestic 
Product) per capita is less than $ 4,500. 

But the technological and economical barrier is not the only drawback for these 
countries. While Gulf State countries possess the financial strength and state-of-the-
art information technologies, the number of Internet users is growing more slowly 
than in some countries with far less economic capacities [3] [4]. 

2.2   The Language Barrier in the Internet 

One of the most obvious obstacles to the universal access to the Internet in the Arab 
world is the fact that the Internet has been an English-dominated medium. Many of 
the MEDA countries share a common language, Arabic. As it is shown in Fig. 2, 
although Arabic is one of the most widely spoken languages in the world, only two 
per cent of the Arabic-speaking population is connected to the Internet. The domi-
nance of the English language has hindered the penetration of the Internet into schools 
and homes, which reinforces the opinion that it is not designed by or for Arabic-
speaking cultures, whereas, from a technical standpoint, the use of Arabic presents no 
major impediment.  

Within that 2 % of Arabic users that are on-line, most of them are young, highly 
educated and have a good command of English [5]. 
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Fig. 2. Internet penetration by languages (native speakers), September 2004. Source: own 
elaboration with Global Reach data (http://www.global-reach.biz) 

Likewise, many Asian countries are at a disadvantage in the use of the Internet and 
the access to western websites, because of the different characters of their writing. 
Moreover the command of English is also an unfinished business there [6]. This gap 
means a worse penetration of Internet services like e-learning, strongly based on the 
contents. However, the language is not an obstacle when using communication ser-
vices like videoconference, chat or e-mail, which are extensively used and growing. 
This is the reason why some researchers think that connectivity to the Internet does 
not depend on proficiency in English, because these services are language independ-
ent [7] [8]. 

However, when thinking about contents, with few web-pages in Arabic and more 
than 80 % in English, the command of this language seems fundamental to increase 
the Internet use rates in these countries. The most favourable research estimate that 
the Arab world will take at least one decade to access advantages of ICTs in a wide-
spread way [2]. 

The ODISEAME project is one of the attempts to improve that situation, through 
multilingual e-learning experiences. 

3   ODISEAME: An E-Learning Project 

The popularity of the World Wide Web and its development has enabled the creation 
and implementation of Web-based learning. The evolving new generation of educa-
tion environment leads to a revolution in traditional teaching methods.  

E-learning can be a priority for some regions. For example, the region of Castilla y 
León, in Spain, is a rural, vast and sparsely populated region, with a lot of small 
towns and villages. So, the sparse population lives far from traditional education cen-
tres. Some students decide to change residence and others go every day to another 
town to attend the courses. Education independent from space is critical in this case 
and that independence can be provided by e-learning. 
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3.1   Objectives and Description 

The ODISEAME project (http://www.odiseame.org) is funded by the European Union 
(EUMEDIS initiative). Its main goal is to carry out several multilingual and multidis-
ciplinary virtual learning experiences in an efficient way, using a web-based multilin-
gual virtual space for collaborative learning focused on higher education.  

The project is coordinated by CEDETEL (Centro para el Desarrollo de las 
Telecomunicaciones de Castilla y León) and other 14 institutions from Europe and 
MEDA countries are involved as partners: University of Salamanca (Spain), Univer-
sity of Granada (Spain), Fachhochschule für Technik und Wirtschaft (Germany), 
Islamic University of Gaza (Palestinian Authority), University of Jordan (Jordan), 
Institut Supérieur de Gestion et de Planification (Algeria), University of Malta 
(Malta), Anadolu University (Turkey), University of Cyprus (Cyprus), Institute 
Agronomique et Vétérinaire Hassan II (Morocco), Hebrew University of Jerusalem 
(Israel), Jordan University of Science and Technology (Jordan), Frederick Institute of 
Technology (Cyprus) and University of Valladolid (Spain). 

The base of this project is an interdisciplinary research on the application of the 
ICTs to the different aspects of the learning process, including the delivery of con-
tents, its creation, and the interaction of students and teachers. This has been a shared 
research with the involvement of students, teachers, contents providers, service pro-
viders, pedagogues, technicians, etc. Other aspects that have been present in the 
whole project are the intercultural and multilingual ones, especially in the virtual 
learning experiences that are being shared by students and teachers from the different 
countries of the partner institutions. 

The project started in September of 2002 and it will finish in December of 2005. It 
started with the analysis of the current situation of the participants, taking into ac-
count their available network infrastructure as well as general aspects of the partici-
pating institutions. This analysis was the base for a number of recommendations about 
the development of the distance learning experiences, the type of communication 
(synchronous or asynchronous) and the kind of contents (text, voice, image, video, 
etc) to be exchanged [9]. The analysis was followed by the design and implementa-
tion of a multilingual virtual learning space and the design of several training  
modules. 

3.2   The E-Learning Platform 

The contents of the training modules have been integrated into a collaborative e-
learning space. The platform focuses on providing university teachers with the flexi-
bility they need to organize the learning process in the more adequate way for them. 
As a consequence, both synchronous and asynchronous communications are possible. 
Asynchronous communication provides freedom from the constraints of time and 
place and it involves more reflective thinking [10]. The synchronous contact when 
provided by videoconference provides a human face and dimension to the distance 
communication, which is so important in an educational environment [11].  

Thereby, a tool called Conference Centre is available; teachers can offer live and 
recorded conferences. An area for exchange of documents is also provided as well as 
a Content Generator that enables the teacher to generate his own didactic units.  



 Intercultural and Multilingual E-Learning to Bridge the Digital Divide 265 

 

Finally, tools for Assessment and Tracking of the student allow teachers to create 
assessment and self-assessment tests. 

3.3   Beta-Test Training 

At the end of the first year of the project each partner had to select the courses for the 
virtual learning experiences and design them taking as a basis the analysis of situation 
previously done. In the particular case of the University of Valladolid the courses 
selected were the following: “TCP/IP”, “Internetworking Devices”, “IPv6 Protocol” 
and “E-Spanish Interactive”. For each course we initially gave a general description 
with objectives, timing, assessment, language, etc. and later a more detailed descrip-
tion with contents, format, development and so on would also be done. It is important 
to point out that all this process was accomplished taking always into account the 
particular distance learning context instead the traditional one, since the most impor-
tant point when designing any learning process is to identify students’ needs and the 
focus should be always on the learner. All the training modules were evaluated by an 
interdisciplinary group of experts so that the final versions were done based on their 
changes and suggestions. 

The training modules were implemented and integrated in the virtual learning 
space before some beta-test training experiences. The beta-test training experiences 
aimed at evaluating the courses implemented and improving them according to the 
changes suggested by teachers and students who participated in them. A questionnaire 
was used in order to pick up the suggestions and evaluation results. For each course, 
at least two students and two teachers took part in the beta-test experiences, checked 
the electronic contents and filled in the questionnaire. The most important conclusions 
for the courses of the University of Valladolid drawn from the above evaluation were: 

− The courses are well structured and designed. So, we can conclude that the meth-
odology used is suitable for this kind of learning. 

− Users have valued the interactivity as one of the most positive points. 
− It is useful to divide the self-assessment tests in several difficulty levels. 
− The combination of different media and methods has turned out to be a suitable 

way to stimulate students. 
− Real-time reviews are very useful for students. 
− Students have been more critical regarding the quality of contents than teachers. It 

is important to point that problems with the educational material can be overcome 
only by enhancing student-tutor communication and by improving communication 
means and frequency of communication [12]. 

Once the collaborative virtual learning space and the training modules are ready, 
several pilot experiences should take place within ODISEAME. These pilot experi-
ences would consist of a number of intercultural virtual learning experiences. 

4   Intercultural and Multilingual Learning Experiences 

The development and evaluation of the learning experiences is taking place during 
2005. The learning experiences, in English and in the mother tongue of the partners, 
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count on the participation of students and teachers from more than one partner institu-
tion. 

In order to evaluate these experiences, the quality of the e-learning service is being 
monitored and, at the end, the participants will fill in a questionnaire to measure their 
satisfaction with the service as well as with the experience in general. In this study, 
we are taking into account both pedagogical and technical aspects. The objective of 
these mixed training experiences is not only to learn how to teach or how to learn in a 
virtual space, or to acquire some new knowledge, but also to live an intercultural and 
multilingual experience with a view that will help to establish stronger ties among the 
partner institutions in the format of teachers and students exchanges, shared research 
projects, etc.  

5   Benefits and Results 

The most interesting results of the ODISEAME project could be summarized as fol-
lows: 

• A multilingual virtual learning space.  
• Several higher education courses for virtual learning.  
• A handbook about how to design and implement virtual learning experiences.  
• A book describing the experience accumulated during the intercultural tele-

learning experiences.  
• A group of teachers and students all over Europe and the Mediterranean border 

with the ability to successfully carry out intercultural virtual learning experiences.  
• A demo effect for the rest of students and teachers of the partner institutions who 

do not take part in the virtual learning experiences. 

Next, the most important benefits in order to bridge the digital divide are going to 
be discussed. 

5.1   Flexibility of E-Learning 

The main strength of virtual learning is flexibility, since it makes the learning process 
independent from space and time. Flexibility provides a whole range of options. By 
not requiring the student to be physically present at the same location and during the 
same time as the instructor, virtual learning takes advantage of the information age 
and overcome the obstacles posed by societal changes. 

One example of this flexibility, related to physical distance problems, is the case of 
the Islamic University of Gaza which is offering the developed courses at its three 
campuses synchronously through the e-learning platform. This allows students to get 
lectures within their areas without having to travel to the main campus. 

Another example of the importance and use of e-learning within the University 
community in order to provide universal access to University degree education has 
been the one of Cyprus. In Cyprus there are 4 major cities (Nicosia, Limassol, Lar-
naca, and Paphos). All the universities offering accrediting bachelor degrees are lo-
cated in Nicosia.  Two colleges in Limassol offer accredited diplomas. Students in 
Larnaca can choose to attend schools in Nicosia (45 minutes away by car) without 
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having to rent an apartment in Nicosia. Therefore the cost of living of students from 
Larnaca is negligible. However, students in Limassol and Paphos have to move to 
Nicosia and thus their cost of education is higher (around $ 6,000 per year are needed 
just for rent). Hence, for students from Limassol and Paphos the concept of e-learning 
could be a great opportunity. 

Besides, the project has proved that e-learning is very suitable for people who have 
not the time to enter full higher education. So, e-learning facilitates the education for 
a growing heterogeneity of pupils and especially for students who may have been 
excluded from traditional learning due to different reasons (time, physical distance, 
cultural or economic barriers, etc). This feature makes virtual learning suitable for a 
lot of sectors of the society such as people living in rural areas, people with physical 
disabilities, people lacking time as workers and housewives, etc. 

5.2   Transfer of Knowledge and Technology 

It is known that some of the barriers of digital inclusion are the different levels of 
knowledge and technology. ODISEAME project has had a strong component in trans-
fer of knowledge, know-how and technology. 

The contents have been designed by interdisciplinary workgroups of different spe-
cialists including pedagogues and psychologists, telecommunication and computing 
engineers, graphical designers and experts on the contents to be delivered. The part-
ners with no previous experience in the design of virtual learning projects have been 
assisted by the experienced partners, like University of Valladolid, in relation to, for 
example, adapting contents for the available infrastructure. 

The project is also a clear example of an international technology transfer from 
European Union countries to their MEDA counterparts. Moreover, the technical 
courses, open to students from all the countries, and the use of an e-learning platform, 
involves a training in ICTs, that can improve the technological level of those coun-
tries. 

However, an important barrier is that most of the territory of these countries is a 
desert, and people who live there have no access to computer equipment. Moreover, 
connection to the Internet in these regions is practically impossible or shows great 
difficulties. For example, it is being difficult for veterinary practitioners in remote 
areas to attend the courses of the Institute Agronomique et Vétérinaire Hassan II, 
because they do not have access to the Web is these areas. Some measures have al-
ready been taken to overcome these barriers. For example the EUMEDconnect project 
(http://www.eumedconnect.net/) is being developed to improve the network connec-
tion between the European Union and the MEDA countries. 

5.3   The International and Multilingual View 

Internet is a global means, which demands global software, so internationalization 
plays more and more a fundamental role in the construction of applications for the 
network. Besides, some experiences have shown that writing for an international 
audience improves the usability of a site [13]. 

One of the main aims of the development of the e-learning platform was that each 
partner could visualize the courses in their mother tongue. So, a multilingual and 
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multi-skin platform has been developed. Internationalization allows users to see the 
tool taking into account their preferences (language and appearance). The platform is 
currently available in the following languages: Arabic, English, French, German, 
Greek, Spanish and Turkish, and it will shortly be also available in Hebrew. As this 
platform has been designed taking into account its multilingual nature as essential 
from the beginning, it is easily adaptable to other languages. 

As it has been said, the courses should be imparted in English and in the mother 
tongue of the partners. However, in a number of partner institutions, such as the Is-
lamic University of Gaza, the regular courses are given in English and not in the 
mother tongue. This happens especially with the technical courses, where the termi-
nology, references and bibliography are usually in English. Some other partners have 
set out the same situation previously, for example, the University of Jordan, whose 
course is only given in English within its institution, although a translated version into 
Arabic is also available for this project. Nevertheless, all the non-technical courses 
(and some technical too) are being imparted in the mother tongue. 

6   Conclusions and Outlook 

This paper has presented the ODISEAME project as an effort to combat the low 
Internet penetration in some MEDA countries. The high cost of infrastructure (hard-
ware and Internet access) and lack of contents in the mother tongue seem to be impor-
tant points for digital inclusion in big populations like the Arab world. 

An intercultural and multilingual e-learning platform based on Web has been suc-
cessfully used for delivering higher-education courses with students and teachers 
from countries as diverse as Cyprus, Egypt, Israel, Germany or Spain. 

It has been shown that the ODISEAME is contributing to the development attempts 
of Mediterranean countries and to the integration process of MEDA countries with the 
European Union and is providing important benefits in order to bridge the digital 
divide. 

It is expected that the final evaluation of the whole project will provide interesting 
knowledge and experience to all the participants. The objective of these mixed train-
ing experiences is not only to acquire some new knowledge, new technologies or 
skills in e-learning, but also to live an intercultural experience and, as a consequence, 
become more tolerant and establish ties among the different countries and cultures. 
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Abstract. A dramatic increase in the development of technology-based teach-
ing and learning has been witnessed in the past decade.  Many universities and 
corporations have started to rethink the design and implementation of learning 
systems. In particular, these systems do not have powerful multimedia retrieval 
features for responding to student enquiries based on individual students’ back-
ground and interests. In this paper, we present a SMIL-based approach to man-
age text, graphics, audios, and videos for incorporating computer games on per-
sonalized media-based course materials to satisfy the needs of individual 
students. In particular, we incorporate computer games in the personalized 
course materials so as to further promote learning interest, motivate thinking, 
and retain students learning on the Internet. The facilities and capabilities of 
user profiles, XML, game engine, and SMIL are incorporated and utilized in a 
prototype system that has been presented by RealOne on the PC platform.    

1   Introduction 

Life-long learning is encouraged to enhance the personal abilities to cope with the 
new challenges. To meet with the increasing trend of learning demand, a dramatic in-
crease in the development of technology-based teaching and learning has been wit-
nessed in the past decade. Many universities and corporations have started to rethink 
the design and implementation of learning systems [10, 12]. 

Among the multimedia-based projects for eLearning, Classroom 2000 [1] is de-
signed to automate the authoring of multimedia documents from live events. The re-
searchers have outfitted a classroom at Georgia Institute of Technology with elec-
tronic whiteboards, cameras, and other data collection devices that collect data during 
the lecture, and combined these facilities to create a multimedia document to describe 
the class activities.  Cornell Lecture Browser from Cornell University [2] captures a 
structured environment (a university lecture). It automatically produces a document 
that contains synchronized and edited audios, videos, images and text, so as to syn-
chronize the video footage in the live classroom with pre-recorded slides used in the 
class. MANIC, from University of Massachusetts [3], discusses the ways of effec-
tively utilizing WWW-based, stored materials and presentation paradigms. It proposes 
that students should be given the opportunity to browse the materials, stopping and 
starting the audio at their own pace. 
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Although online course materials have many advantages over traditional textbooks 
and lecture notes, they still have a number of generic deficiencies as follows: 

• Distribution of media-based course materials on the Internet is comparatively slow. 
• Development of course materials does not cater for individual student’s needs. 
• Pre-programming for combination of text and multimedia in a presentation is re-

quired. 

Currently, a high student dropout rate and low satisfaction with the learning proc-
esses remain to be the drawbacks. Not surprisingly, failing to consider students’ at-
tributes and instructional strategies seems to cause ineffectiveness even with the tech-
nologically advanced e-Learning system being developed. To make eLearning more 
attractive and retain students learning on the Internet, the introduction and incorpora-
tion of computer games is one possible solution. Research in education and psychol-
ogy has shown that play is an important part of the human social, psychological and 
mental development cycle as well as a powerful mediator for learning throughout a 
person's life [15, 16]. Individual gaming can promote thinking, reflecting, and creativ-
ity. Collaborative gaming allows players to interact, have sense of belonging, and be-
come part of a group that shares similar concerns, interests and goals [15]. In response 
to the above-mentioned issues in the technology-based learning, we have engaged in 
developing a Personalized eLearning System (Peels) over the last few years [4, 6].  

1.1   Paper Objective and Organization 

To easily manage, store and retrieve course materials and generate media-based 
course materials that are interoperable, we propose an innovative mechanism that in-
corporates user profile, dynamic conceptual network, game engine, and SMIL-based 
wrapper to manipulate course materials. Through designing the conceptual frame-
work and algorithms, we aim to address the following main topic in this paper: How 
to effectively distribute the personalized multimedia course materials incorporating 
games to serve individual student needs and interests?  

The rest of this paper is organized as follows. Section 2 reviews relevant work to 
this research. Section 3 presents in detail the specific features of the proposed frame-
work and algorithms. Finally, Section 4 concludes this paper and makes suggestions 
for further research. 

2   Background of Research 

To address the problem of slow access to the online course materials on the Internet, 
decentralizing approach for the multimedia application [13, 14] is a possible solution. 
In particular, the overall course materials management in Peels is centrally controlled 
and the course materials (e.g., text, graphics, audios, and videos) are distributed di-
rectly to individual students on demand [5, 11]. To advocate the concept of distributed 
course materials, standardized methodologies and languages for annotation of hyper-
media information are required. The following are such technologies employed by 
Peels. 
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XML (Extensible Markup Language) is designed for content publishing on the 
Internet. The ambition of XML provides some advantages that are not available in 
HTML, such as DTD (Document Type Definition). XML is adopted for storing the 
course materials in the server-side of our proposed Peels. To make it successful, stan-
dardization for course materials development becomes a critical factor.  

In order to encourage the standardization and interoperating course materials, a 
common standard is required in building the eLearning course materials. One possi-
bility is the IEEE’s Standard for Learning Object Metadata (LOM) [7] that describes 
data structures for providing interoperability content. In the course materials devel-
opment, XML metadata has become the de-facto standard for indexing, defining and 
searching learning objects and all of the repositories mentioned above use metadata 
standards developed under LOM. 

Audio

Video

Third Page Second Page First Page

T0T1T2

a) Text-based presentation

b) Multimedia-based presentation 

Text

T1  

Fig. 1. Presentation layout 

Through SMIL (Synchronized Multimedia Integration Language), multimedia data 
can be played on the Internet in a synchronized manner. One important reason for de-
veloping SMIL-based course materials presentation is that the needs for the multime-
dia spatial layout model are different from those of the text-based documents. As 
shown in Figure 1(a), the layout of text-based documents (e.g. HTML) is based on 
one-dimensional text-flow. The transformation from one to two dimensions is typi-
cally through scrolling. In Figure 1(b), multimedia spatial layout is inherently two 
dimensional with little or no transformation from the document structure to the final 
display space. It helps students to manage the text and multimedia presentation simul-
taneously and simulates the classroom environment.  

In (e-)education, games have become an important tool for learning and teaching. 
The rationale for using games is that they help create a classroom atmosphere in 
which students at various levels of ability can collaborate in order to promote interest, 
enhance critical thinking and decision-making skills, and help remember information 
[15][17].  

3   Media-Based Course Materials Generation Mechanism  

Figure 2 shows the overall mechanism for course materials generation. The major 
components include the Dynamic Conceptual Network (DCN), Analytic Hierarchy 
Process (AHP), Game Engine, and SMIL Wrapper. 
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Fig. 2. Overall mechanism for course materials generation 

Basically, the Dynamic Conceptual Network (DCN) [4] is to manage course mate-
rials by a hierarchical tree and to generate the personalized course materials through 
some pre-defined rules and mechanism. As for Knowledge Domain, it is the primary 
repository for all course materials and multimedia lessons. The relevant course mate-
rials are extracted from the Knowledge Domain in providing a suitable lesson to the 
students. The retrieval operation is based on the index server to locate the expected 
multimedia lessons/course materials for a given lesson. 

To provide the best course materials to individual student, Analytic Hierarchy 
Process (AHP) [9] is used as the selection mechanism based on student profiles, 
which are the primary storage for all student-specific information such as study his-
tory, personal information, and study status. They provide relevant information for 
determining the related concepts for a lesson. Normally, a user profile can provide the 
latest student’s information on demand.  

To implement the interactive learning environment, the media-based course mate-
rials and selected computer game(s) are distributed by the SMIL wrapper. The func-
tions of the SMIL wrapper are to manage all the provided course materials from AHP 
[9], and to identify the most suitable SMIL presentation template for generating the 
multimedia presentation as well as associated game(s) to individual students. The de-
tailed mechanisms for each component are discussed next. 

3.1   Dynamic Conceptual Network 

Definition: The Dynamic Conceptual Network (DCN) is a hierarchical tree to de-
velop dependent-relationships among learning concepts. Each learning concept is 
stored as a concept node (Figure 3(a)) of the dynamic conceptual network.   

 
 
 
 
 
 
 
 

Fig. 3. Dynamic conceptual network 
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As depicted in Figure 3(b), the DCN is composed of concept nodes. Each concept 
node has a unique identity for easy reference. As shown in Figure 3(a), a concept 
node includes contents, tasks, and attributes. The contents are represented by text, 
graphs, audios, and videos. Tasks include self-test questions and exercises. In order to 
provide facilities for building up the relationships among the concept nodes, three at-
tributes are defined in each concept node: parent-child relations, relevance of learn-
ing objectives, and level of difficulty. The semantics of each attribute are explained as 
follows.  

• Parent-child Relations. These inter-concept links are for building up the dynamic 
conceptual network. Each relation contains a parent link and child link, which re-
fer to the identities of the other concept nodes.  

• Relevance of Learning Objectives. This is the information for identifying the 
relevant concepts of a particular learning objective.   

• Level of Difficulty. As a means to serve the concept of personalization, this at-
tribute is a parameter to determine whether the course materials are suitable for a 
targeted student group.  

 
 
 
 
 

Fig. 4. Inter-concept-node relationships 

Based on the above attributes, we now explain the process of concept node map-
ping for generation of the DCN. Figure 4 shows three possible scenarios among the 
concept nodes, i.e., no relationship between concepts, concepts A and B have a rela-
tionship on an equal level (level of difficulty), and concepts A and B have a relation-
ship and concept B is based on concept A. A rule-based mechanism [8] is employed 
for the concept node mapping according to the following rules. 

• Rule I: // Figure 4a shows that no relation exists between concepts A and B.  
IF <no equal of parent-child attributes for the concept nodes A and B> 

 THEN <No relation between A and B> 
• Rule II: // Figure 4b shows that concepts A and B are of a relationship on an 

equal level. 
IF <the parent links of concepts A and B in their parent-child attributes 

are of the same object reference> 
THEN <A and B are of the relation on an equal level> 

• Rule III: // Figure 4c shows that concepts A and B are of relationship and 
concept B is based on concept A. 

IF <the parent link of concept node B is of the same object reference as 
that of concept node A’s child link > 

THEN <A and B are of the parent-child relation; concept node A is the 
parent and concept node B is the child> 

 

Concept  
A Concept 

B

a ) :  No relationship 
between Concepts A and B

b): Concepts A and B with a 
relationship on an equal level

c): Concepts A and B with 
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Based on these mechanisms, the course materials can be built up by a hierarchical 
framework for manipulation. To implement the DCN, XML is adopted to construct 
the course materials. The detailed course materials development has been explained in 
[4]. The determination of the best-fit materials for a particular student through AHP 
will be explained in the following section. 

3.2   Analytic Hierarchy Process  

The Analytic Hierarchy Process (AHP), developed at the Wharton School of Business 
by Thomas Saaty [9], allows decision makers to model a complex problem in a hier-
archical structure showing the relationships of the goal, objectives (criteria), sub-
objectives, and alternatives. AHP is a decision-making method that helps find the 
candidate out of a set of alternatives to best satisfy a set of criteria. The criteria may 
be divided into sub-criteria and so on, thus forming a hierarchical criteria tree. Basi-
cally, the first step of AHP is to define the objective of the task and then select some 
criteria to judge the alternatives for achieving the objective.  

For illustration, we assume that the objective is to identify the best course materials 
for student A in a particular subject. The selected criteria to judge the alternatives 
(course materials) include related subject knowledge, current study workload, and 
learning initiative. This information can be extracted from the individual student pro-
files for evaluation [6]. The alternatives contain Course Materials A (CMA), Course 
Materials B (CMB), and Course Materials C (CMC). These course materials are 
stored in XML files through the DCN. 

CMA includes some revisions for the past learning concepts and additional exam-
ples / illustrations to explain the new learning concept. Meanwhile, the provided 
number of new learning concepts is less than the standard course materials (e.g., 
CMC) in order to fit for a student who needs more assistance. CMB includes some 
additional advanced topics and challenging exercises to cater for a student with good 
learning ability. CMC is a standard course material which is suitable for the middle-
level ability students. According to the profile of a student (say, student Tom) and 
Saaty’s scale of relative importance table (Table 1), the criteria matrix and alternative 
matrix are calculated, as shown in Tables 2 and 3, for judging the alternatives. 

Table 1. Saaty’s scale of relative importance [9] 

Comparative Importance Definition Explanation 

1 Equally important Two decision elements (e.g., indicators) equally 
influence the parent decision element. 

3 Moderately more 
important 

One decision element is moderately more influ-
ential than the other. 

5 Strongly more 
important 

One decision element has stronger influence 
than the other. 

7 Very strongly 
more important 

One decision element has significantly more in-
fluence over the other. 

9 Extremely more 
important 

The difference between influences of the two 
decision elements is extremely significant. 

2, 4, 6, 8 Intermediate 
judgment values 

Judgment values between equally, moderately, 
strongly, very strongly, and extremely. 



276 E.W.C. Leung et al. 

 

Table 2. Criteria matrix 

Selection criteria Selection criteria after normalization
Related subject 

knowledge
Current study 

workload
Learning 
initiative

Related 
subject 

Current study 
workload

Learning 
initiative

Average

Related subject 
knowledge

1 1/3 1/5 Related subject 
knowledge

0.111 0.063 0.138 0.104

Current study 
workload

3 1 1/4
Current study 

workload
0.333 0.188 0.172 0.231

Learning 
initiative

5 4 1
Learning 
initiative

0.556 0.750 0.690 0.665  
 
 

Table 3. Alternative matrix 
 

Related subject knowledge Related subject knowledge after normalization
CMA CMB CMC CMA CMB CMC Average

CMA 1 1/2 1/3 CMA 0.111 0.095 0.109 0.105
CMB 2 1 1/2 CMB 0.222 0.188 0.137 0.182
CMC 3 2 1 CMC 0.333 0.375 0.690 0.466

Current study workload Current study workload after normalization
CMA CMB CMC CMA CMB CMC Average

CMA 1 1/3 1/9 CMA 0.111 0.045 0.157 0.104
CMB 3 1 1/6 CMB 0.333 0.188 0.196 0.239
CMC 9 6 1 CMC 1.000 1.125 0.690 0.938

Learning initiative Learning initiative after normalization
CMA CMB CMC CMA CMB CMC Average

CMA 1 1/2 1/5 CMA 0.111 0.061 0.138 0.103
CMB 2 1 1/4 CMB 0.222 0.188 0.172 0.194
CMC 5 4 1 CMC 0.556 0.750 0.690 0.665  

 

By calculating priority weights for each matrix and linearly combining them, the 
following priority vector is developed: CMA is 0.363, CMB is 0.69, and CMC is 
0.498. Referring to the AHP’s definition, the alternative with the highest priority 
weight is the best choice. In result of this case, course material B is the best choice 
(for student Tom) with an overall priority weight of 0.69. Thus, course materials B 
should be provided for Tom. Once identified, the relevant course materials will be 
transferred to the SMIL wrapper (to be detailed in section 3.4) for composition and 
distribution to the student. 

3.3   Game Engine 

To simplify the program and improve real-time performance, existing game systems 
are primarily based on a full replication approach, i.e., the complete game content is 
installed at the player’s machine prior to game playing. However, as the content of a 
game is usually large in size (especially if it is 3D), such an approach generally im-
poses a long download time. In our system, computer games are managed by a game 
engine and distributed through the SMIL wrapper (ref. Figure 2). Instead of replicat-
ing the complete game content in the user machine, we progressively distribute the 
game content to the user machine according to the location of the user in the game 
scene. Our approach to game content delivery offers two major advantages. First, it 
requires a very short startup time. Second, it makes it possible to adjust the visual 
quality of the game, i.e., the amount of data needed to be transferred, according to the 
available network bandwidth and local memory of the user machine.  

Our game engine manages the game content in two levels, scene-level and model-
level. At scene-level, the game content is organized in a two-dimensional game space, 
where each game object in the space can be indexed and retrieved by its (x, y) coordi-
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nates. In addition, to model the visibility of a game object, we associate each object 
with an object scope, which is a circular region defining how far the object can be 
seen. At the model-level, different types of game objects, including deformable mod-
els, rigid models and texture images, are arranged into a unified data structure to sup-
port progressive transmission, i.e., they are arranged to be sent in parts, and the par-
tially received information may be incrementally refined to improve their semantic 
details or qualities at the user during visualization. 

To encode 3D game objects in a progressive format, each object U is represented 
as a tuple of a base record U0 and an ordered list P of progressive records {p1, p2, …, 
p|P|}. The base record U0 contains the minimal and most critical information for a 
game object U to be visualized by the user. By applying each progressive record pn, 
for 1  n  |P|, one by one onto U0 using the function (u, p), a series of representa-
tions of different levels of detail of U, {U0, U1, U2, …, U|U|}, are obtained, where Un = 

(Un-1, pn). Each Un in the series improves the quality or the detail of Un-1 with a fi-
nite amount and the final U|P| in the series is implicitly equivalent to U, i.e., U = U|P|. 
When transmitting a U to a user, we first transmit the base record U0. Such record 
may alert the user the existence of the object. Whenever it is necessary, the subse-
quent progressive records may be transmitted progressively to the user to enhance the 
quality or detail of the object. 

To perform content delivery, the game engine retrieves required game objects from 
the game database and determines their priorities and details for delivery to users, 
based on their relevancies to the users. However, due to network latency, when these 
objects are received by the user, it may already be too late for them to be useful. To 
resolve such a problem, we have developed a prioritized content delivery method. We 
model the interest of a user on certain game contents in the game scene by a viewer 
scope. Consequently, a game object is visible to a user only if its object scope over-
laps with the viewer scope of the user. A viewer scope consists of three regions, Q1, 
Q2 and Q3. Q1 collects the current visible game objects of the user, while Q2 collects 
the potentially visible game objects of the user. All objects within it are not immedi-
ately visible to the user but will become visible if the user simply moves forward or 
turns its head around in the game scene. Q3 collects the least important game objects 
of the user. Normally, it will take sometime before objects within Q3 become visible 
to the user. Hence, we would prefetch them to the user machine if extra network 
bandwidth is available. For content delivery, individual queues for regions Q1, Q2 
and Q3 are setup for each user. The priorities of the three queues for transmission are: 
Q1 > Q2 > Q3. Objects placed in a lower priority queue may be considered for deliv-
ery to the user only if all higher priority queues are empty. 

3.4   SMIL Wrapper and Its Implementation 

Referring to Figure 2, the SMIL wrapper is to coordinate the game engine, all the data 
sources (i.e., text, graphics, audios, and videos) from AHP, and the related SMIL-
based presentation template to generate the media-based course materials to individ-
ual student. As shown in Figure 5, the SMIL wrapper contains 4 layers: Presentation 
Layer (PL), Generation Layer (GL), Spatial Layer (SL), and Input Layer (IL). The 
abstraction of each layer is as follows. 
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Fig. 5. SMIL Wrapper 

Input Layer (IL). It is the input layer that communicates with Analytic Hierarchy 
Process (AHP) to get the course materials. The related parameters of each course mate-
rial will be captured and transferred to each of the upper layers for further processing. 

Spatial Layer (SL). To identify the sequence relationship among the course materi-
als in a synchronized presentation, it is required to extract the spatio-temporal pa-
rameters of each course material. The sequence relation between the text and videos 
in a presentation is an example. 

Generation Layer (GL). It is required to identify which SMIL template is fit for the 
presentation based on the timeline information from SL. The pre-defined SMIL tem-
plate is stored in a repository. Meanwhile, the SMIL template is required to update the 
presentation. For example, the seq tag and URL will be updated to capture both the 
sources of course materials and the presentation sequence, based on the timeline in-
formation and the parameters from the input layer. 

<smil>
  <head>
    <layout>
     <root-layout width=”900" height=”450"/>
     <region id=”videoregion” top=“5” width=”350" height=”350"/>
     <region id=”slideregion” top=“5” left=”355" width=”550" height=”420"/>
     <region id=”textregion” top=“355” width=”350" height=”65"/>
    </layout>
  </head>
 <body>
  <par>
     <video src=”firstvideo.rm“ region=”videoregion”/>
     <textstream src=”tutorial.rt“ region=”slideregion”/>
     <textstream src=”note.rt“ region=”textregion”/>
  </par>
 </body>
</smil>

Video region

Slide region

Text region

a) Presentation layout b) SMIL template  
Fig. 6. Sample of presentation template 

A sample presentation layout is shown in Figure 6(a). The presentation (screen) in-
cludes 3 regions, video, slide, and text. Video region is designed for video presenta-
tion, slide region is for displaying text-based course materials, and text region is for 
displaying the supplement information. In the SMIL template (Figure 6(b)), the media 
and synchronization information is defined in the body tag. The temporal structuring 
can be specified by seq and par tags. In this example, all media components are con-
tained in a par tag. Likewise, the media type and related URL are specified inside the 
temporal structuring tags. 

Presentation Layer (PL). It includes a presentation interface through which a student 
can input some parameters (e.g., course code, topic) to request the lesson content through 
HTTP on the Internet. If PL receives the related result, then it will deliver the media-
based course materials via the SMIL file which defines all the presentation schedule of 
each course material. Otherwise, the student is required to re-input the request. 
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In overall processing, PL receives a request from a student and transfers it to DCN for 
course materials generation. Then IL identifies the sources (course materials) to include 
in the presentation based on the result of AHP. Meanwhile, SL generates a presentation 
timeline to define the sequence of each course material based on each source’s parameter. 
Subsequently, GL identifies the most suitable SMIL template for this presentation based 
on the presentation timeline and the available SMIL presentation templates. According to 
the timeline and template, GL generates a SMIL file to present the course materials. Fi-
nally, PL distributes the media-based course materials to the student. 

Lecture 1 
Evolution of Project Management
Introduction 
Today, project managers play a key role in launching new 
products and managing for success. As leaders in the IT industry, 
project managers create strategies and orchestrate carefully 
designed action plans to complete projects successfully.

1) Industrial Revolution
2) Key People in Early Project Management
3) Necessary Skills
4) Personal Skills
5) Technical Skills
6) Management Skills
7) Key to a Successful Skills Management Endeavor
8) Other significant Events
9) Conclusions

Personalized eLearning System (Peels) 
CS6531: Introduction to Project Management

Play Game

Video Region Start Game

Text Region Slide Region  

Fig. 7. Sample screen of personalized course materials 

Based on the result from section 3.2, the media-based course materials are con-
structed as a SMIL file by the SMIL wrapper. A sample screen as shown in Figure 7 
is captured from the media-based presentation which is played by RealOne on the PC 
platform. This screen is in conformance with the template of three elements (video 
region, slide region, and text region) shown in Figure 6. In this example, course title 
information is displayed in the text region. The text-based learning materials are pro-
vided in the slide region. In order to enhance the learning effectiveness, the multime-
dia contents displayed in the video region are also incorporated to simulate the face-
to-face learning environment.  Finally, the user can click “play game” at any time, to 
invoke the underlying game engine to start a game which is either relevant or simula-
tive to the topic of the current course material.   

As an example, Figure 8 shows an online first person fighting game developed on 
the game engine. This game allows multiple players to navigate in a shared game 
scene to fight with each other and some automated opponents. By connecting to the 
game engine via the SMIL wrapper, an initial content package, which contains the 
geometry information of the objects surrounding the player, is transmitted to the 
player. After receiving the package, the player may start to play the game. Additional 
content is then progressively streamed to the player based on the location of the 
player in the game. 

Fig. 8. Screen shots of computer game 
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4   Conclusions and Future Research 

In this paper, we have presented a SMIL-based approach to manage multimedia data 
for course materials generation. Through the hybrid use of Dynamic Conceptual Net-
work, Analytic Hierarchy Process, user-profiles, XML, SMIL, and Java technologies, 
our personalized e-learning system (Peels) aims at generating personalized media 
contents and incorporating computer games to accommodate individual student needs 
and interests. Among the many desirable features offered by Peels, the following 
building blocks are particularly worth mentioning: 

• Dynamic Conceptual Network. It provides a hierarchical tree for developing the in-
ter-relations among individual course materials. Through the student user profile, 
the best course materials can be determined by the Analytic Hierarchy Process.  

• SMIL-based multimedia course materials incorporating games. Pertinent media-
based course materials incorporating computer games are retrieved and composed 
based on individual student’s expectation and learning goals, which support the 
ideas of personalization and interactive learning effectively. As a result, the attrac-
tion of the lessons can be increased and, thus, continuous learning on the Internet 
can be maintained more satisfactorily. 

Currently, the SMIL-based approach for distributing multimedia course materials 
and incorporating games is being incorporated into our Peels prototype system [6]. In 
our subsequent work, we plan to make our system Web-enabled so as to collect real 
user comments and perform user analysis on the Internet for consolidated research. 
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Abstract. A conference key distribution system is designed to establish
a common secret key so that a group of people are able to hold a confer-
ence securely. However, the existing conference distribution schemes do
not consider the situation that a user may be in a conference for only
a period of time. If a user resigned from this session and premeditat-
edly eavesdropped on data transmissions, he could then also decrypt the
data. Thus, all messages are likely to be compromised during the span
of the system. In this paper, we propose a new conference key distri-
bution scheme with re-keying protocol in which all conference keys in
a conference are different for each time period. Our goal is to minimize
the potential damages over a public network. Once the time period has
elapsed the participants in a conference cannot access any messages with
previously used common keys. Therefore, if a user resigns from a confer-
ence and premeditatedly eavesdrops on later messages, he cannot decrypt
the message with his old keys. Moreover, in our proposed scheme, we do
not require a chairman (or trusted center) and any interactive protocols
among all participants in order to construct the common conference key
for each time period. It can be easily implemented to a dynamic con-
ference key distribution system because other participants’ information
items of the system need not be immediately changed once a participant
is added or deleted.

1 Introduction

A conference key distribution system is designed to establish a secret key so that
a group of people are able to hold conference a securely. The conference key is a
common secret key in which one can encrypt and decrypt messages to commu-
nicate with others in the group. The first type of conference key protocol is that
a chairman selects a conference key and distributes the key to all participants
[1, 2, 3, 7]. The second type of conference key protocol is that all participants
together compute a common key without a chairman [5, 6, 8]. The latter one
is suitable for distributed environments. There have been many investigations
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done on conference key distribution systems. Most proposed schemes focus on
the privacy of conference keys and compute the conference keys efficiently. How-
ever, they do not consider the situation that a participant may be in a session
for only a period of time. If a participant resigned or left the conference and he
premeditatedly eavesdropped on data transmissions, he could then also decrypt
the data. Thus, all messages are likely to be compromised during the span of the
system. Therefore, it is unable to implement a dynamic conference key distribu-
tion system because the whole system has to be reestablished once a participant
addition or deletion occurs.

In this article, based on ElGamal’s [4] public key system, we propose a novel
conference key distribution system with re-keying (key updating) protocol in
which conference keys in a conference is different for each time period. It means
the common conference key is updated or re-keyed by all participants periodi-
cally. Our goal is to minimize the potential damages over a public network. Once
the time period has elapsed the participants in a conference cannot access any
data with previously used common keys. Therefore, as a user resigned or was
deleted from a conference and eavesdropped on later messages, he could not then
decrypt the message with old conference keys. The time is not necessarily a real
time. We actually divide the total time into t time periods, starting with l. Sup-
pose that a participant of the conference has an expiration time of w, then he
can compute the secret conference key f(z) if and only if the time period z ≤ w.
Once the time period z ≤ w elapses, he cannot decrypt any data to obtain any
useful messages. So, our conference key is constrained by the time period. Our
purpose is to protect future messages. To the best of our knowledge, all exist-
ing conference key distribution schemes need a chairman (or trusted center) or
several interactive communications in order to generate the common conference
key [1, 2, 3, 5, 6, 7, 8]. Thus, it will result in a further communication burden and
inconvenience. In our scheme, no chairman (or trusted center) or interactive pro-
tocol among participants is required to construct the common conference key for
each time period. Our proposed method has the following three properties.

1. Conference key generation and re-keying (key updating) algorithm are quite
simple.

2. It can be easily implemented to a dynamic conference key distribution sys-
tem because other participants’ information items need not be immediately
changed once a participant is added or deleted.

3. Assuming that a participant takes part in a conference with the expiration
time w, after the expiration time w, he does not have the ability to decrypt
the data with his old conference keys for any of the remaining (t−w) periods.

From the above properties, our system is more flexible and practical since it
takes into account that a person may be in a session for only a period of time.
For example, consider the application of key legal authorities, such as, some
CIA (Central Intelligence Agency) wants to read messages and then send the
messages to a particular user on a certain date. If a re-keying protocol( updated
daily ) with time-limited w is used, the appropriate conference key for up to
w desired days can be given to the CIA without fear that this will enable the
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CIA to read messages for other expired days. Moreover, in our method, one can
broadcast data so that only authorized participants with proper keys can decrypt
the data to obtain useful information. Broadcasting data can save quite a lot of
bandwidth over the point-to-point transmission. Hence, it is more suitable for
today’s computer environment.

Our proposal is organized as follows: In Section 2, we introduce the design
principles of our scheme and then propose our conference key distribution system
with re-keying protocol. The security and performance of the scheme is discussed
in Section 3. Finally, some conclusions are given in Section 4.

2 The Proposed Scheme

Our protocol uses the time-constrained to update or re-key a common confer-
ence key in a conference periodically. The time during the conference is divided
into t periods, numbered 1, 2, · · · , t. For simplicity, we let t be an integer, i.e.,
the system ends at time t. This maximum number of (expired) time period t
should not be considered as a limitation of the system. For example, if each
time period represents a month, then t = 12 denotes roughly one year. Let the
set U = {U1, U2, · · · , Un} be the initial participant set. The idea of our design
is to decompose the secret key function f(z) into n sub-functions fi(z) for any
period z, where 1 ≤ i ≤ n. Each participant Ui of U securely handles one
function fi(z), independently. The common conference key in the period of z is
f(z) =

∑
( i = 1)nfi(z), where i ≤ z ≤ t. Without a chairman or trusted center

to distribute the session key, each participant Ui broadcasts some messages so
that other legal participants of U can evaluate sub-key fi(z) in a secure compu-
tation for each time period of z and then those legal participants can prove the
validity of sub-key fi(z) without any interactive communication.

Now, we are going to propose a novel conference key distribution system with
re-keying protocol. The procedure of the scheme contains four phases: initial
computation phase, re-keying algorithm phase, sub-key computation and verifi-
cation phase, and conference key computation phase. First, the system chooses
a large prime number p such that p− 1 has a large prime factor q (q ≥ 2256 and
p ≥ 2512 ). Let g be a generator with order q in GF (p). Assume that the maxi-
mum number of time periods is t, starting at 1. Then, the system publishes p, q,
g, and t. Let U = {U1, U2, · · · , Un} be the set consisting of n participants in the
conference. Each Ui in U , selects a long-term secret key xi ∈ Zq and computes
the corresponding public key yi = gxi mod p. Then, we state the details of these
phases as follows:

Initial Computation Phase

Each participant Ui of U randomly generates a secret polynomial fi of degree t,
of the form

fi(x) = ai,0 + ai,1x + · · · + ai,tx
t mod q,
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for i = 1, 2, · · · , n, where ai,0, ai,1, · · · , ai,t are secretly random numbers. Then,
each Ui broadcasts ci,k = gai,k mod p for k = 0, 1, · · · , t.

Re-keying Algorithm Phase

Each Ui does the following steps to generate the z-th period sub-key:

1. Ui computes a sub-key fi(z) mod q for the period of z, where 1 ≤ z ≤ t.
2. According to ElGamal’s [4] public key cryptosystem, Ui selects a random

number ki ∈ Z∗
q , and computes ri = gki mod p. Then, he encrypts fi(z) to

other participants as follows:

si,j = fi(z) × yq−ki

j mod p ,

for j = 1, 2, · · · , n, and j �= i.
3. Finally, each Ui broadcasts (ri, si,1, si,2, · · · , si,i−1, si,i+1, · · · , si,n) to other

participants by authorized channels.

For the security, the random number ki cannot be reused in different period
z.

Sub-key Computation and Verification Phase

¿From the broadcasted si,j , the participant Uj of U uses his secret key xj to
recover any sub-key fi(z) modp in the period of z for i = 1, 2, · · · , n and i �= j.
To ensure the validity of sub-key fi(z), Uj checks the following equation:

gfi(z) =
t∏

k=0

(Ci,k)zk

mod p, (1)

where i = 1, 2, · · · , n and i �= j. If Equation 1 holds, then fi(z) is an accurate
sub-key from user in time period z.

gfi(z) = g
∑t

k=0
(ai,kzk) =

t∏
k=0

(gai,k)zk

=
t∏

k=0

(Ci,k)zk

mod p,

Conference Key Computation Phase

If all secret sub-keys fj(z)s’ are verified, then each Ui in U can compute the
common conference key f(z) for the period of z as

f(z) =
n∑

j=1

fj(z) mod q, (2)

where 1 ≤ z ≤ t.
From the above procedures, without a trusted center (or chairperson), the

proposed scheme can provide the non-interactive communication verifiable secret
sharing for each participant. Therefore, it could reduce a lot of communication
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costs for each participant to generate the common conference key at each time
period. The following theorem shows the correctness of our protocol.

Theorem 1: If all participants in a conference follow the protocol, then they
can obtain the common conference key f(z) =

∑n
j=1 fj(z) mod q for each period

z, where 1 ≤ z ≤ t.

Proof: Since each participant Ui of U randomly generates a secret polynomial
fi of degree t, of the form

fi(x) = ai,0 + ai,1x + · · · + ai,tx
t mod q,

for i = 1, 2, · · · , n, where ai,0, ai,1, · · · , ai,t are random numbers. Then, each
Ui (i = 1, 2, · · · , n) can compute his sub-key fi(z) mod q for each period z,
and broadcast (ri, si,1, si,2, · · · , si,i−1, si,i+1, · · · , si,n) to other participants in a
conference. Because si,j = fi(z) × yq−ki

j mod p and yq
j = (gxj )q = (gq)xj =

1 mod p, any participant Uj in U can use his secret key xj to decrypt all secret
sub-keys fi(z)’s for a period of z as follows:

fi(z) = si,j × r
xj

i mod p

= fi(z) × y
(q−ki)
j × r

xj

i mod p

= fi(z) × yq
j × y−ki

j × (gki)xj mod p

= fi(z) mod p

for i = 1, 2, · · · , n and i �= j. Hence, any participant of U can obtain the common
conference key f(z) =

∑n
j=1 nfj(z) mod q for each period of z, where 1 ≤ z ≤ t.

Hence, we have the theorem.
Furthermore, the proposed scheme can be easily implemented in a dynamic

conference distribution scheme because all information items from other partic-
ipants need not be immediately refreshed once the conference adds or deletes a
participant. We define the addition and deletion of participants as follows.

Adding a Participant

Suppose that a new person Un+1 joins to the existing participant set U =
{U1, U2, · · · , Un} at the time period b, where 1 < b ≤ t. First, Un+1 selects
a secret key xn+1 in Zq and computes the corresponding public key yn+1 =
gxn+1 mod p. Next, Ui+1 randomly generates a secret polynomial fn+1 of degree
t, of the form

fn+1(x) = an+1,0 + an+1,1x + · · · + an+1,tx
t mod q, (3)

where an+1,0,an+1,1,· · · , an+1,t are secretly random numbers. And Un+1 broad-
casts Cn+1,k = gan+1,k mod p for k = 0, 1, · · · , t. Then, all other participants’
information in the system stays the same. Hence, according to our re-keying
algorithm phase, each Ui of U ′ = {U1, U2, · · · , Un, Un+1} broadcasts (ri,si,1,
si,2, · · ·, si,i−1, si,i+1, · · ·, si,n, si,n+1) to other participants so that any partic-
ipant Ua of U ′ can recover and verify the validity of all sub-keys fj(v)’s, where
j = 1, 2, · · · , n, n + 1, then the new common conference key for period of v is
f(v) =

∑n+1
j=1 fj(v), where b ≤ v ≤ t.
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Deleting a Participant

To delete some person Uj in the existing participant set U = {U1, U2, · · · , Un}
from d-th period, where 1 < d ≤ t. At the beginning of the period d, the system
claims that Uj is deleted from a conference and then discards the secret data xj

and the public parameters yj and Cj,k = gaj,k mod p for k = 0, 1, · · · , t. Also,
other participants’ information in the system is not updated. Hence, according to
our re-keying algorithm phase, each Ui broadcasts (ri,si,1,si,2,· · · , si,i−1,si,i+1,
· · · , si,n) to other participants so that any participant Ua (a �= j) of U can
recover and verify the validity of all sub-keys fi(u)’s, where i = 1, 2, · · · , n and
i �= j; then the new common conference key for the period time u is f(u) =∑n

i=1,i �=j fi(u), where d ≤ u < t. In other words, any participant Ui in the new
set U ′′ = {U1, U2, · · · , Uj−1, Uj+1, · · · , Un} need not compute cipher si,j of fi(u)
for Uj from the d-th period.

It is obvious that the proposed scheme can easily add/ delete a participant
to/from the existing set U. It is more flexible for some practical applications.

3 Analysis of the Security and Performance

In this section, we discuss the security and the performance of the proposed
scheme.

3.1 Security Analysis

The security of our proposed method is founded in the difficulty of the discrete
logarithm problem. Hence, based on discrete logarithms, it is very difficult to
obtain any participant’s secret key xi from the corresponding public key yi =
gxi mod p. Thus, each participant’s private key xi can be kept secret and reused
during the span of the system. Similarly, in the initial computation phase, each
participant Ui of the set U = {U1, U2, · · · , Un} randomly generates a secret
polynomial fi of degree t, of the form

fi(x) = ai,0 + ai,1x + · · · + ai,tx
t mod q, (4)

for i = 1, 2, · · · , n, where ai,0, ai,1,· · · , ai,t are secretly random numbers. Then,
Ui broadcasts Ci,k = gai,k mod p for k = 0, 1, · · · , k. The security of ai,0, ai,1,
· · · , ai,t (i = 1, 2, · · · , n), are also based on the discrete logarithm. Therefore,
ai,0, ai,1, · · ·, ai,t (i = 1, 2, · · · , n) can be securely reused during all t periods.
Then, the conference key’s generation function f(x) =

∑n
i=1 fi(x) is a secret

polynomial function of degree t which is constructed by all participants.
On the other hand, in the z-th period, we have the common conference key

f(z) =
∑n

i=1 fi(z), where the sub-key fi(z) is computed by Ui. As shown in
the re-keying algorithm, each Ui uses ElGamal’s [4] public key cryptosystem to
generate the ciphertext si,j of fi(z) for each Uj by computing si,j = fi(z) ×
yq−ki

j mod p, where j = 1, 2, · · · , n (j �= i) and yj is Uj ’s public key. For the
security, the random number ki cannot be reused in different period z. Only the
legal participant Uj with his private key xj can decrypt the sub-key fi(z). Since
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Ci,k = gai,k mod p for k = 0, 1, · · · , t are public parameters, then any participant
can use the following equality to ensure the validity of the sub-key fi(z) without
any interactive communication:

gfi(z) =
t∏

k=0

(Ci,k)zk

mod p, (5)

where i = 1, 2, · · · , n and i �= j. Applying the above Equation 5 and ElGamal’s [4]
public key cryptosystem, without Uj ’s private key xj , anyone does not have the
ability to recover and certify the sub-key fi(z) for the period z, where 1 ≤ z ≤ t.
Therefore, the proposed protocol is secure against impersonators. Hence, only
legal participants in a conference can obtain the common session key f(z) =∑n

i=1 fi(z) mod q for any period of z, where 1 ≤ z ≤ t. For the security of the
proposed method, we consider some possible attacks.

1. Suppose that one conference key f(k) is compromised at time period k.
Without the polynomial f(x), it is very hard to derive even one additional
secret common conference key, because our scheme f(x) =

∑n
i=1 fi(x) is a

secret polynomial function of degree t. This enforces that the attacker needs
at least t+1 points (common conference keys) of (1, f(1)), (2, f(2)), · · ·, and
(t+1, f(t+1) to reconstruct the secret polynomial function f . In contrast, if
less than t + 1 secret conference keys are compromised, then the polynomial
f for the key-evolving cannot be uniquely determined. The conference key
updating function f is a perfect secure in a conference. In our proposal,
the total number of periods during the conference is t. Therefore, even if
t secret conference keys are compromised, the attacker cannot derive the
secret polynomial f . Without the conference key updating function f , one
cannot obtain any conference key for all different periods. Therefore, if some
conference key f(k) is compromised at time period k, it is very difficult for
the attacker to generate other periods of conference key.

2. Suppose that some sub-key fi(z) is compromised at time period z. Similar
to point 1, fi(x) is a secret polynomial function of degree t, which implies
that the attacker needs at least t + 1 points to reconstruct the secret poly-
nomial fi(x). In our scheme, the total number of periods in the conference
is t. Therefore, during all t periods, the attacker cannot derive any sub-key
generation function fi(x) in order to obtain other session sub-keys.

In addition, if some participant Uj leaves the participant set U = {U1,U2,
· · · , Un} at the beginning of period d, then according to our deletion protocol,
only the remaining participants can derive the sub-key to obtain the new com-
mon conference key of f(u) =

∑n
i=1,i �=j fi(u), where d ≤ u ≤ t. In this situation,

even if Uj tried to eavesdrop on data transmissions, he should not be able to
decrypt any data with his old conference keys for any of the remaining (t − d)
periods. Therefore, our scheme is secure even if a participant is deleted from the
existing participant set.
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3.2 Performances

So far, to the best of our knowledge, all existing conference key distribution
schemes need a chairman (trusted center) to distribute the common conference
key or several interactive communications are needed to generate the common
conference key [1, 2, 3, 5, 6, 7, 8]. Therefore, it will result in a further commu-
nication burden and inconvenience. Our proposal does not require a chairman
(trusted center) and any interactive protocols among participants to construct
the common conference key for each time period. With regard to the perfor-
mance of our scheme, given the public parameters, for every period of z, any
participant Ui in U = {U1, U2, · · · , Un} computes ri = gki mod p and then
generates ciphertext si,j of fi(z) by computing si,j = fi(z) × yq−ki

j mod p for
j = 1, 2, · · · , n, and j �= i, where yi is Uj ’s public key. Hence, any participant Ui

requires n modular exponentiation operations to compute and broadcast cipher-
text si,1, si,2, · · · , si,i−1, si,i+1, · · · , si,n of the sub-key fi(z) for other participants.
Next, any participant Uj (j �= i) in a conference with his secret key xj takes
one modular exponentiation operation to get the sub-key fi(z) by computing
fi(z) = si,j × r

xj

i mod p for i = 1, 2, · · · , n, and i �= j. Therefore, each par-
ticipant of U needs (n − 1) modular exponentiation operations to obtain the
common conference key f(z) =

∑n
i=1,i �=j fi(z) mod q for any period of z, where

1 ≤ z ≤ t. On the other hand, according to our re-keying algorithm, using the
public parameters given by the initial computation phase and Equation 1, only
the legal participant can authorize the value fi(z) by exactly computing from
Ui without any interactive communication for 1 ≤ z ≤ t. Therefore, it is very
convenient for any participant in a conference to verify the validity of those
sub-keys during all periods.

Since all public items of other participants in a conference need not be imme-
diately refreshed once a participant is added or deleted, the proposed scheme can
be easily implemented in a dynamic conference distribution scheme. However,
the above mentioned schemes [1, 2, 3, 5, 6, 7, 8] cannot be easily implemented in
a dynamic conference distribution system.

4 Conclusions

In this paper, we presented a novel conference key distribution scheme with
re-keying protocol to reduce the potential damages over a public network. The
important feature of our scheme is that our conference keys in a conference are
totally different for each time period. In our scheme, no chairman (or trusted
center) is required, all participants can construct the common conference key
without any interactive communication. In addition, the proposed scheme has
the following properties.

1. Conference key generation and re-keying (key updating) algorithm are quite
simple.

2. It can be easily implemented to a dynamic conference key distribution system
because other participants’ information items of the system need not be
immediately updated once a participant is added or deleted.
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3. Assuming that a participant takes part in a conference with the expiration
time w. Then, after the expiration time w, he should not be able to decrypt
the data with his old conference keys for any of the remaining (t−w) periods.
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Abstract. The rapid growth of the Internet has caused a large number
of social problems including invasion of privacy and violation of personal
identity. Currently, it is an emerging trend to verify personal identity
based on hybrid methods (for example, by combining the existing off-
line and on-line verification methods) using the Internet in the legacy
applications. As a result, many security problems of the Internet is now
becoming the practical impacts on our social applications. In this pa-
per, we study multi-modal techniques for preventing identity theft in
the social applications from the practical perspectives. A digital signa-
ture techniques and multi-modal biometrics are exploited in our scheme
without requiring users to hold additional hardware devices.

1 Introduction

The rapid growth of the Internet has caused lots of social problems including
invasion of privacy and violation of personal identity. From the perspectives
of human society, there are many legacy applications requiring proper means of
identifying humans, for example, by what they have (passports, driver’s licenses,
student identification cards, tickets, etc.), and what they know (answers to sev-
eral questions). Recently, it is being observed and recognized by communities
to add new elements of who they are (biometrics) to the legacy applications,
though it costs much to measure biometric samples and to maintain biometric
templates securely [2].

Due to the wide deployment of the Internet, it is another trend to verify
personal identity based on hybrid methods (by combining the existing off-line
and on-line verification methods) using the Internet in the legacy applications.
For instance, an inspector verifies personal identity not only by reading the
presented identification (ID) document but also by connecting to a server for
further validation of the presented data. As a result, many security problems of
the Internet is now becoming the practical impacts on our social applications in
which identity theft is a critical problem. As for accommodating biometrics in
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the hybrid method, it is necessary to protect biometric templates and to secure
the possible communications arising for verification, requiring specific hardware
such as a tamper-resistant smart card.

In this paper, we study multi-modal techniques for preventing identity theft
in the social applications from the practical perspectives. We aim to present a
low-cost but highly-scalable method that uses multi-modal biometrics based on
face and fingerprints without requiring users to hold additional hardware de-
vices. Thus, as we studied in our previous related work, multi-modal biometrics
is combined with cryptographic techniques for achieving practicality [5]. This is
because biometrics has the potential to strengthen identity protection by reduc-
ing the risk of ID fraud, while public key cryptography can be used for verifying
a person’s identity in a stringent way, for example, in public key infrastructures
(PKIs) for legacy applications.

The basic model is obtained from the previous work that was aimed for border
control applications. Let κ and � denote security parameters where κ is a general
one (say 160 bits) and � is a special one for public keys (say 1024 bits). An ID
holder is defined formally as U = {B,P} where B and P are defined as user’s
biometrics and possession respectively. As for multi-modal biometrics, B can be
regarded as a set of biometrics, for example, B = {B0,B1}. As for the possession,
a 2D bar code symbol can hold up to about 4,300 alphanumeric characters or
3,000 bytes of binary data in a small area [9]. That is, P can simply be printed on
the ID document. We define three kinds of transformations T0 : B0 → 〈BT0 ,PT0〉
for feature representation BT0 and eigenvector PT0 , T1 : 〈GΣ(1�),GR(1κ),B1〉 →
〈BT ,PT 〉 where GΣ is a probabilistic algorithm returning a public-private key
pair from input 1�, and GR is a probabilistic algorithm returning a random
integer from input 1κ, and T2 : 〈B1,BT ,PT 〉 → GΣ . For prevention of identity
theft, the authentication procedure is composed of two phases where phase 1
is for face recognition and phase 2 is for digital signature manipulation with
fingerprints. The inverse transformation is possible for T0 in phase 1, while it
should be computationally infeasible for T1 and T2 in phase 2.

The main difference from the previous work is that an advanced method is
proposed for face recognition in the way of using Gabor Wavelet Masks (GWM),
and 2) the GQ signature scheme is used for easier manipulation of public keys.
We exploit GWM since it is difficult to accurately compute the covariance matrix
which contains variations among the face images in a number of projection-based
face recognition methods such as eigenface based on Principle Component Anal-
ysis (PCA) [13] and fisherface based on Linear Discriminant Analysis (LDA),
primarily with linear projection [1]. The reason was that the 2D face image in-
formation should be transformed into 1D vectors, and the resulting vectors of
face images contains the high-dimensional vector space. We also utilize the GQ
signature scheme since the public key of the GQ scheme may easily fit into our
model, enabling more efficient verification and certification [3]. The new scheme
is advanced in terms of recognition performance and computational efficiency
which may allow wide acceptance to the legacy social applications.

The rest of this paper is organized as follows. Section 2 and 3 describes our
multi-modal scheme while Section 4 concludes this paper.
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2 Phase 1: Face Recognition

2.1 Proposed Face Recognition System

For image representation, we conduct the convolution between the gabor wavelet
masks and the positioned pixels through downsampling instead of all pixels in an
image. The wavelets are widely utilized to analyze the frequency domain proper-
ties of an image. Especially, the gabor wavelets are frequently applied for the im-
age analysis due to their biological relevances and computational properties[6].
In gabor wavelets, the masks are similar to the 2D receptive field profiles of
the mammalian cortical simple cells, while exhibiting desirable characteristics
of spatial locality and orientation selectivity. This information can be localized
optimally in both of the space and the frequency domains[6]. The gabor wavelets
are basically sinusoids multiplied by the gaussian envelope. Thus, if an image
is convolved with the gabor wavelets, the frequency information near the center
of the gaussian is captured, and the frequency information far away from the
center of the gaussian has negligible effects. The gabor wavelets can be defined
as follows [6]:

ψμ,ν(z) =
‖kμ,ν‖2

σ2
e−

‖kμ,ν‖2‖z‖2

2σ2 [eikμ,νz − e−
−σ2

2 ],

where μ and ν specify the orientation and the scale of the gabor masks respec-
tively, and z = (x, y). Also, ‖ · ‖ denotes the norm operator, and the wave vector
kμ,ν is defined as follows:

kμ,ν = kνeiφμ ,

where kν = kmax/fν and φμ = πμ/8. Here, kmax is the maximum frequency,
and f is the spacing factor between masks in the frequency domain. The gabor
wavelet masks in the equation above are all self-similar since they can be gener-
ated from one mask(filter), the mother wavelet, by scaling and rotation via the
wave vector. Each mask is the product of a gaussian envelope and a complex
plane wave, while the first term in the bracket in the gabor wavelet equation de-
termines the oscillatory part of the mask and the second term compensates for
the DC value. The effect of the DC term gets negligible when the parameter σ,
which determines the ratio of the mask width to wavelength, has sufficiently large
values. We use gabor wavelet masks of five scales(ν ∈ {0, 1, 2, 3, 4}) and eight
orientations(μ ∈ {0, 1, 2, 3, 4, 5, 6, 7}) to represent an image, with the following
parameters: σ = 2π, kmax = 3π/4, f =

√
2. The gabor wavelet representation of

the image is the convolution of the image with a family of gabor wavelet masks.
Let I(x, y) be the gray level distribution of the image, the convolution of image
I and a gabor mask ψμ,ν is defined as follows: Oμ,ν(z) = I(z) ∗ψμ,ν(z). Because
the computation of convolution for all pixels in the image usually takes many
times, it is necessary to select a small part of the image through downsampling.
P pixels are equidistantly positioned within the prominent image region and
computes the convolution in those.

The 2DPCA is introduced to generate a projection space while extracting the
projected feature of each image on the space. 2DPCA is based on the 2D image
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Fig. 1. A flow chart of our new face recognition method

matrices rather than the 1D vectors. Therefore, the image matrix needs not to
be transformed prior to feature extraction. Instead, an image covariance matrix
is constructed directly using the original 2D image matrices, and its eigenvectors
are derived for image feature extraction[14]. Let Gi(i = 1, 2, · · ·,M) denote a P
× N gabor-represented image matrix, where P is the number of sampling pixels
and N is the number of gabor wavelet masks. Then, the covariance matrix is
defined as

C =
1
M

M∑
j=1

(Gj − Ḡ)T (Gj − Ḡ),

where the gabor-represented average of all sample images is denoted by Ḡ. It is
easy to verify that C is an N × N nonnegative definite matrix from its definition.
To optimally extract the features we adopt the following criterion[14].

J(X) = XT CX,

Then, optimal projection axes are selected by maximizing this criterion.

X1, · · ·, Xd = arg maxJ(X),

where X is a unitary column vector.

< Xi, Xj >= δij(i, j = 1, · · ·, d),

where δ is a Kronecker’s delta function. In fact, the optimal projection axes, X1, ··
·, Xd, are the orthonormal eigenvectors of the covariance matrix C, corresponding
to the first d largest eigenvalues. Finally, a N × d feature matrix of a gabor-
represented face image is obtained by projecting it onto the optimized projection
axes.

Yi,j = GiXj ,

where i = 1, 2, · · ·,M and j = 1, 2, · · ·, d. Figure 1 depicts the flow of performing
our recognition method.
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Table 1. Comparison of the best recognition rate and computation time for feature

extraction of 2DPCA, GWM+PCA and GWM+2DPCA

GWM GWM
Distance Rank 2DPCA + +

PCA 2DPCA

R1 63.25(64× 6) 81.00(120) 88.00(40×28)
COV R3 78.75(64×19) 88.25( 80) 95.75(40×32)

R5 80.75(64×19) 90.25(160) 97.25(40×36)

R1 63.75(64× 6) 85.00( 80) 86.50(40×12)
L1 R3 76.75(64× 6) 93.00( 80) 94.00(40×12)

R5 80.00(64× 6) 93.75( 80) 95.50(40×12)

R1 64.00(64× 6) 85.25(240) 85.25(40×12)
L2 R3 79.00(64×19) 93.25(200) 93.25(40×20)

R5 80.75(64× 6) 94.00(200) 94.25(40×32)

CPU Time(sec) 21.6 146.8 14.4

2.2 Experimental Results

The proposed algorithm is evaluated with the 2DPCA and the GWM+PCA
based on the XM2VTS face database[8] for face recognition accuracy. The
XM2VTS database contains images taken from 295 individuals, each person
has four frontal face images taken in four different sessions. The images in the
database are taken with a tolerance for a little variation of pose and expression.
In our experiment, four face images of randomly selected 100 persons are used
for both training and testing (total 400 images). In the preprocessing step, each
image has been transformed into resolution 64 × 64 with 256 gray scales. We
measure the percentage of the correct answer in top N match(N = 1, 3, 5) out
of 400 images with three nearest neighbor classifiers including covariance(COV),
cityblock distance(L1) and euclidean distance(L2) to measure the similarity be-
tween two images [11]. Table 1 indicates the experimental results to examine
the best recognition rate and the computation time for feature extraction of
the 2DPCA, the GWM+PCA, and the GWM+2DPCA. The values in paren-
theses denotes the dimension of the extracted feature for the best recognition
rate. The experimental results shows that the GWM+2DPCA outperforms the
other methods in best recognition rate, except for using the L2 distance mea-
sure. Also, the 2DPCA shows some advantages in feature extraction against the
PCA in computational efficiency. Figure 2 shows the recognition accuracy of
the GWM+2DPCA with three distance measures under variations of principal
component vectors, where the top graph is recognition result in top 5 match(R5)
and bottom in top 1 match(R1).

2.3 Discussion

We presented a novel face recognition algorithm by combining the gabor wavelet
masks(GWM) and the 2DPCA. We use the GWM to represent an image in the
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(a)

(b)

Fig. 2. Face recognition rate of the GWM+2DPCA with three distance measures under

variations of the rate of principal component vectors

frequency domain with convolution using downsampled pixel information, then
the 2DPCA is applied for forming a face space and extracting the feature vector
of the gabor-represented images. Our experiment validated that the proposed
method is superior to the 2DPCA or the GWM+PCA in recognition accuracy,
and it is also more efficient for feature extraction in computation time. Our fu-
ture research is geared to combining the proposed algorithm using the nonlinear
projection with the kernel functions.

Our experimental results has a number of implications for legacy applications,
for instance, border control applications. First, face recognition system should
include a range of images in terms of quality. For example, when measuring
the concord between algorithm and human performance, the results should be
based on experiments on multiple probe categories. Second, the fine details of
algorithm implements can have significant impact on results and conclusion. Our
face recognition system can be easily extended for many applications since the
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majority of the algorithms in the literature are view-based and have the same
basic architecture.

3 Phase 2: Digital Signature Manipulation with
Fingerprints

3.1 Assumption

Let Σ = (GΣ(1�),S,V) define a digital signature scheme where GΣ is a proba-
bilistic algorithm returning a public-private key pair from input 1�, and S and
V are respectively signing and verifying algorithms, which run in polynomial
time. In our scheme, we suppose to use a simple hash-and-sign GQ primitive
in a probabilistic manner (with κΣ-bit random numbers). The original public-
private keys are respectively 〈e, JA, N〉 and 〈a, N〉 where N is the product of two
distinct large primes p and q, gcd(JA, N) = 1 for an integer JA, 1 < JA < n,
gcd(e, φ(N)) = 1 for the Euler totient function φ(N) = (p − 1)(q − 1), and a
satisfies JAae ≡ 1( mod n) [3, 10]. In the GQ scheme, a is a solution to the simul-
taneous congruences a ≡ a1(mod n) and a ≡ a2(mod n) where a1 = (J−1

A )d1

mod p, a2 = (J−1
A )d2 mod q, d1 = e−1 mod (p− 1), and d2 = e−1 mod (q − 1).

The public key is postulated to be certified by the CA but not in the original
form (see Section 3.2). We assume S returns signature on a message m; 〈s, l〉
where s ← kal mod N , l ← H(m, r), and k ←R {0, 1}κΣ . In the previous work,
a drawback of exploiting RSA was the huge size of the key. When we apply GQ
signature to our scheme, it becomes easier to manipulate the public key.

As for acquiring fingerprint images, the mechanism of correlation is the basis
for it [12]. Let f(x) denote a two-dimensional input image array and F (u) its
corresponding Fourier Transform (FT) mate, where x denotes the space domain
and u the spatial frequency domain. Then correlation is normally used to pro-
vide a single scalar value which indicates the degree of similarity between one
image, f1(x), obtained during verification and another obtained during enroll-
ment, f0(x), that is represented by the filter function, H(u), derived from a set
of T (≥ 1) training images 〈f1

0 (x), f2
0 (x), ..., fT

0 (x)〉. The correlation function is
formally defined as

c(x) =
∫ ∞

−∞
f1(v)f∗

0 (x + v)dv

where ∗ implies the complex conjugate. In practice, it is obtained by computing
the inverse Fourier Transform (FT−1) such that c(x) = FT−1{F1(u)F ∗

0 (u)},
where F ∗

0 (u) is represented by H(u) that must be the biometric template tolerant
to distortion in correlation-based biometric systems [12]. Let A0(u) be an average
of F t(x)’s for 0 ≤ t ≤ T . The stored filter function is defined as

Hs(u) = e−iϕA0 (u)eiϕR(u)

where the phase of the complex conjugate of the training set images, e−iϕA0 (u),
and the random phase-only function, eiϕR(u), are only multiplied. Note that e
is different from the exponent e of GQ. The magnitude terms of the optimal
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filter can be calculated on-the-fly during either enrollment or verification and
are denoted by | · |.

3.2 Key Generation and Signature Generation

GΣ(1�) outputs a GQ public-private key pair, 〈e, JA, N〉 and 〈a, N〉. We assume
that the exponent e is chosen from a reasonable space, say in κ-bit length. As for
the base JA, we postulate that the information about a user can be represented
in a binary form, such as name, address, driver’s license number, etc.

In our previous work, we set the public exponent to be huge, for example,
about log k+� bits for e2 = ee−1

1 mod φ(N)+kφ(N), while the hidden exponent
is small, for example, only 128 bits [5]. Our concern was only to protect all
bits of e1. In the GQ case, by fixing e to 128 bits in length, we can obtain
easily the hidden exponent without any expensive manipulation. As a result,
the main difference from the ordinary GQ signature is that the public exponent
e is discarded from public and thus the CA may certify 〈JA, N〉 (with e being
proved), instead of 〈e, JA, N〉. Thus, e can be regarded as a secret value with
sufficient length for on-line verification.

A series of input images 〈f1
0 (x), f2

0 (x), ..., fT
0 (x)〉 are given as B1 and com-

bined with a random phase array to create two output arrays, Hs(u) and c0(x),
where Hs(u) = e−iϕA0 (u)eiϕR(u) and c0(x) = FT−1{A0(u) · |H0(u)| ·Hs(u)} [12].

Given the hidden key e, the central t
2 ×

t
2 portion of c0(x) must be extracted

and binarized for marority-encoding e. A complex element a + bi at position
(x, y) of the t

2 × t
2 portion of c0(x) will be fragmented in the way that a will

appear at (x, y) and b at (x+ t
2 , y) in the t× t

2 binarized template [12]. Now the
binarized template, bt, contains t2

2 real values that can be binarized with respect
to 0.0, i.e., set as 1 if they are equal to or greater than 0.0, and otherwise 0.
From bt, we can compose a lookup table, L, which may encode e in the way that
a number of locations whose element values are equal to each bit of e are stored
in each corresponding column.

Finally the user’s possession P(=〈BT0 ,BT ,PT 〉) is defined as BT =
{Hs(u), L} and PT = {JA, N}, while BT0 was obtained in Phase 1. P is encoded
and printed by an arbitrary 2D bar code on the user’s ID. A digital signature
on the ID holder’s information including P is generated by using 〈a, N〉. Given
the information m, S chooses a random integer k and raises it to the power of
e. Then S computes l = h(m, r) and s = kal mod N for obtaining the cor-
responding signature S = 〈s, l〉. The signature S is also printed on the ID in
barcodes. Note that PT (= {JA, N}) can be certified by authority in PKIs, so
that the inspectors could verify the key integrity without solely depending on
paper tamper-proofing techniques in ID documents.

3.3 Signature Verification

An ID holder U provides a series of fingerprint images 〈f1
1 (x), f2

1 (x), ..., fT
1 (x)〉

as input B1 along with 〈BT0 ,BT ,PT 〉, say 〈Hs(u), L, JA, N〉, in 2D bar codes. We
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assume 〈JA, N〉 is provided with a certificate and verified in this step. We also
postulate that BT0 is already verified by an inspecting officer under the compar-
ison of photo id in the ID.

A series of input images are combined with Hs(u) to create a new output
array, c1(x) where c0(x) = FT−1{A1(u) · |H1(u)| · Hs(u)}.

Given the lookup table L, the central t
2×

t
2 portion of c1(x) must be extracted

and binarized for majority-decoding e. A method to obtain the new binarized
template, bt′, is exactly the same to that of key generation process. From bt′ and
L, we can compose a new table L′ which may majority-decodes e in the way
that a majority bit in each column is derived to each location in e.

Given the signature S = 〈s, l〉 from the ID, V computes u = seJ l
A mod N

and l′ = h(m, u). Compared with our previous work on RSA [5], the verifica-
tion process becomes much more efficient. Subsequently V compares l and l′ for
verifying the validity of signature.

3.4 Discussion

As for the security of GQ, the exponent e should sufficiently be large to preclude
the possibility of forgery based on the birthday paradox. Since we have set e
having 128 bits in length, our scheme is free from such an attack. The value e is
secure without any tamper-resistant device. It is only recovered by live biometrics
and 2D bar codes. The main difference from the ordinary GQ signature is that
the public exponent e is actually hidden while JA and N are only certified and
publicized. Note that the public exponent is manipulated carefully in linking
biometric information.

In our system, the size of JA was assumed about � bits. So the liveness check
for B is additionally necessary while its minimized template can be stored in
P, say exactly PT , under the easy consideration of the hill-climbing attack.
Note that an ID holder possess P. When we consider the number of the most
expensive modular N multiplications [7], our GQ signature verification using
the repeated square-and-multiply algorithm will take κ + � modular squarings
and expected κ+�

2 modular multiplications. Note that if the size of parameter κ
increases, the verification process could benefit from the simultaneous multiple
exponentiation method and further improve the computation costs since the
simultaneous method costs only about 25% more than a single exponentiation
when we consider a left-to-right binary exponentiation [7].

4 Conclusion

In this paper, we studied a low-cost but highly-scalable method that uses multi-
modal biometrics based on face and fingerprints, and public key cryptography
for social applications requiring stringent identity verification. In our scheme,
the biometric templates and key derivation values are printed in the form of 2D
bar codes on the ID document without requiring tamper-resistant hardware in
the user side. Thus, it might be easy to apply our scheme to the existing social
applications in the way that the identity theft is highly prevented. The scheme
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proposed in this paper is based on our previous related work [5] but is advanced
in terms of recognition performance and computational efficiency which may
allow wide acceptance to the legacy social applications.
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Abstract. In this paper, self-networking and replaceable structure in
vector graphics contents are presented for wireless internet service. The
wireless networks over 2G or 3G are limited in the sense of the speed
and the cost. Considering these characteristics of wireless network, self-
networking method and replaceable structure in downloaded contents
are introduced in order to save the amount of data and provide vari-
ations for contents. During the display of contents, a certain data for
the contents is downloaded from the server and it is managed appropri-
ately for the operation of the contents. The downloaded materials are
reflected to the original contents using replaceable structure. Also, the
downloading and modification are independent of the play. In this im-
plementation, the data consists of control data for control and resource
data for image, sound or text. Comparing to the conventional methods
which download the whole data, the amount of the transmitted data is
very small since only the difference is downloaded. Also, during the play
of the contents, the changes are adopted immediately. The throughput
analysis of the proposed structure is given based on the markov process.
The whole functions are implemented in wireless handset and the various
applications are discussed.

1 Introduction

According to the development of the network and communication technology,
various data services including multimedia are being provided for users. Multi-
media becomes a killer application of a data service. The development of wireless
network and wireless handset makes it possible to implement many kinds of mul-
timedia solutions in handset.

Recently, many multimedia contents have been commercialized such as im-
age, video, 3D graphics, vector graphics and sound. Due to some restrictions of
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wireless network and handset such as memory limitation, low CPU processing
power and narrow network bandwidth, it is very difficult to implement multime-
dia services. The efforts to reduce the contents size, effective networking without
redundant data and fast player in handset are required for wireless internet
service.

Considering these characteristics, vector image graphics is thought to be suit-
able for wireless network and handset. Contents size can be made smaller than
raster graphics. In addition, it can be implemented regardless of the LCD size
in handset. Also, by use of user interaction, several services can be provided.
Nowadays, a few vector graphics technologies are developed for wireless internet
such as VIS(Vector Image Service) [1][2], Flash [3]–[6] and SVG(Scalable Vec-
tor Graphics) [7][8]. Using these technologies, users can enjoy wallpaper service,
game service, map service, and so on. VIS [1][2] is a wireless multimedia solution
developed by NeoMtel, Korea. Comparing to Flash, VIS has smaller memory
usage, faster decoding speed and smaller program size.

The materials in multimedia contents cannot be changed once they are made.
Though there are user interactions, only the scenarios, image and sound which
are already included in the contents, can be played. For the effective use of the
contents and wireless network, self-networking functions and replaceable struc-
ture are required. Combining with the portability and mobility of wireless hand-
set, various applications can be developed by use of self-networking functions. In
fact, Flash also can import external SWF files. However, in Flash, the files which
can be imported in it are only SWF files. Comparing to Flash, in VIS, various
data can be downloaded from the server such as text string, image, sound, VIS
and action script. The range of application is wide for wireless handset.

In this paper, self-networking and replaceable structure for downloaded con-
tents are introduced for wireless internet. Self-networking schemes and replace-
able structures in contents are proposed and implemented to wireless internet
services. The throughput analysis of the proposed structure is given based on
the markov process. The gain of the proposed method is analyzed using markov
model. Also, the applications using the proposed methods in wireless handset
are presented.

The remainder of this paper is organized as follows. In Section 2, the struc-
ture of VIS player is introduced. In Section 3, the self-networking and replace-
able structure of VIS and its implementation are discussed. In Section 4, the
throughput analysis of the proposed method is given. In Section 5, various appli-
cations using the proposed structures are presented and the conclusion follows in
Section 6.

2 Structure of VIS Player

VIS(vector image solution) is a vector graphic solution for wireless handset de-
veloped by NeoMtel cooperation and is on service in Korean market. It is opti-
mized for constraints in current mobile handsets such as processing power and
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Fig. 1. Components of VIS player

Fig. 2. Structure of VIS player

memory usage by removing relatively impractical components of SVG and adopt-
ing additional useful parts for commercial service.

In VIS player, there are raster graphics engine, vector graphics engine, action
script for interaction, sound/midi interfaces and self-networking functions. Fig.
1 shows the components of VIS which can be provided for the contents.

Since VIS supports action script, it is possible to play interactive contents,
like Flash contents in PC environment, on mobile handset. Moreover, it can be
integrated with the previous program of mobile handset without deteriorating
stability of the program. Hence, it is possible to support interactive wallpaper
service, which responses on key input directly in idle mode of mobile handset.

The structure of VIS player is shown in Fig. 2. Brief functional descriptions
of each module are as follows.

– VIS Parser: is an API set for parsing command from VIS file contents. VIS
uses command set based on bit-fields to reduce size of repetitive commands
and vector type data.

– Cache and Resource Manager: enables rich content to be played in poor
resource environment. It keeps frequently used and high cost resource to
reduce stream input/output cost and processing cost. This manages resource
status dynamically by using memory allocation capability of system.

– Interactivity Manager: supports various event based interactivity, such as ac-
tion script, flow control, sound control, vibration control, hyperlink, graphi-
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cal button operation, etc. It enables rich contents like simple games, graphical
clock, graphical battery monitors.

– Vector Engine: is a drawing library for vector graphics which is capable of
handling bezier curves, bezier fill, morphing, lines, shapes, gradient color
effects, alpha transparency, etc. It is optimized for fast drawing process.

– Decoder (Lossy and Lossless): decodes compressed data of raster graphic
image in various compression technique such as Huffman, PNG, JPEG, etc.
For present mobile handsets, raster graphic images can be more effectively
used due to small size of LCD display.

– Player Controller: shows VIS contents with player skin in player mode where
VIS contents are played for preview before it is selected as wallpaper in idle
mode.

– Network Manager: relays data from mobile network to Cache and Resource
Manager. It is integrated various adaptor functions that is using network
operation and makes data from network as if there were from local flash
memory.

VIS modules are ported in mobile handset on hardware interface layer by
using adaptor functions and interface functions.

Fig. 3. Structure of vector graphics engine

Especially, the vector graphics engine part has the structures of Fig. 3. The
processing algorithms for vector graphics engine is as follows.

– The memory of handset is limited. For the effective processing, predefined
size of data is read from the input stream.

– The read data is parsed. After parsing, the position of data is recorded.
– The parsed data is saved in resource pool.
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– If there is a modify or actors command to display the resource data, the data
is transferred to actors pool.

– The data is rendered for the display buffer.

It takes much time in wireless handset to execute the vector graphics engine.
It is possible to prevent other tasks while running the vector graphics engine. In
order not to affect other tasks, after a certain amount of time, the possession of
CPU is transferred to handset program.

3 Self-networking and Replaceable Structure in VIS

3.1 Introduction of Self-networking and Replaceable Structure

The conventional multimedia contents cannot be changed or modified once they
are made, without downloading new contents. But The self-networking and re-
placeable structure functions can give many characteristics. The user can down-
load only the changed part of the contents and can save the cost. Combining with
the RTOS in handset, various data can be downloaded and many applications
can be developed.

In self-networking, some data is transmitted using networking functions in
contents from the server. The data is adopted to the play of the contents appro-
priately using replaceable structure. In the implementation of VIS, the structures
which enable to communicate with external server and can modify the contents
and scenario are designed and implemented.

For example, let us think the avatar service. In conventional methods, even
if one wants to change only the part of face, a new contents with different face
should be made separately and it should be transmitted to the handset. Though
the changed part in face is very small, the whole file should be downloaded.
Also, after transmission, prior file which is playing must be stopped and the
transmitted file is played. Comparing to this case, when using the self-networking
functions, only the changed part is transmitted. Also, the changes in file are done
in playing the contents. These characteristics can make various applications in
wireless handset.

In fact, Flash also can import external SWF files using the script function
loadmovie(). However, in Flash, the files which can be imported in it are only
SWF files. Comparing to Flash, in VIS, various data can be downloaded from
the server such as text string, image, sound, VIS and action script. The range
of application is wide for wireless handset.

The data can be transmitted using PUSH, using downloading from the server
or using SMS. The wireless handset has the characteristics of portability and
mobility which make it possible to send the data anytime and anywhere.

3.2 Implementation of Replaceable Structure in VIS

In VIS, the replaceable structure is provided to change the components in the
contents. The following components can be imported to VIS contents:
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1. Text string
2. Image
3. Sound
4. VIS contents
5. Action script

Fig. 4 shows the concept of replaceable structure. As in Fig. 4, new compo-
nents are imported in the contents and the previous components are deleted.

Fig. 4. Replaceable structure of VIS

The characteristics of replaceable structure in VIS is as follows:

1. The same type components can be changed. That is, the sound components
in VIS can be changed with sound components.

2. To change the component, the import functions do not use the filename
directly but just use the component information.

3. Regarding the limited memory in wireless handset, the maximum data size
which can be changed is fixed. Before uploading the contents or changing
components to the server, they should be verified from the authoring tool.

4. The history of changing is not managed. After changing the previous data
is removed.

3.3 Implementation of Self-networking in VIS

It is good for wireless network services, if the following characteristics are satis-
fied for the self-networking:

1. Network functions should be provided in contents itself.
2. It is possible to connect to the server and download some data in contents.
3. Not only the play data such as image, sound and text, but also the control

data for the play control of contents should be downloaded.
4. The downloaded data can be included in the contents and the contents can

be changed using downloaded data.
5. Networking functions can be controlled by the user interactions in contents.
6. The designer of VIS contents can handle the network functions in contents.
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Considering these characteristics, VIS self-networking functions are imple-
mented. While VIS file is played, some data is downloaded from the server and
it affects the play of VIS contents. In this implementation, the data consist of the
control data for the control and the resource data for image, sound, text string,
VIS file and action scripts. The amount of transmitted data can be reduced.
Also, the downloading and modification in contents are independent of the play
and they can operate without stopping the play of contents.

In VIS, to request the data from server and download it, some script func-
tions are called such as loadVariables(), importImage(), importSound()
and importMovie(). Once the script function runs, the VIS player connects to
the server and requests data. In downloading data, the progress of VIS contents
is holding and the player should notify the user of the downloading status. After
the transmission of data, in the case of failure, the user has a display that noti-
fying failure. In case of success, the operation relating to the data are processed.
Usually, the data request is done by VIS player. But in a special case such as
PUSH, external data is downloaded without the request of VIS player. For ex-
ample, in broadcasting, transmission of data from web site or data transmission
using SMS, the request and download are done by PUSH. Also in PUSH, the
downloaded data are included in VIS files using some appropriate functions. Fig.
5 shows the processes of data transmission of self-networking in VIS.

Fig. 5. VIS networking data transmission sequence

The downloaded data can be divided into two parts such as control data and
resource data. These data are managed as follows:

– Control data
Using control data, VIS player can change the play of contents. Mainly,
the control data changes the value of script variable. Scene variation in the
display or value setting of the size and position can be done using these data.
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– Resource data
In case of resource data, it changes the resource in contents such ad text,
sound, image or VIS file. For text, the news or SMS data can be displayed
on the screen.

After the downloaded data is applied to the contents, the current state is
recorded in the handset. In replaying the contents, the status information is
considered and the changes by the network can be adopted.

4 Throughput Analysis of the Proposed Method Based
on the Markov Process

In a special case, the self-networking and replaceable structure can be modeled
as Markov process. Fig. 6 shows the Markov modeling of the proposed method.

Fig. 6. Markov modeling of the proposed method

5 Wireless Internet Applications Using Self-networking
and Replaceable Structure in VIS

Various applications can be developed with self-networking and replaceable struc-
ture in VIS combining with the handset and wireless network characteristics. The
following applications are the examples.

5.1 Menu in Wireless Handset

The menu in wireless handset can be easily implemented using replaceable struc-
ture. Since in the menu VIS components are used, the menu can be composed
using various multimedia components and can be easily changed using self-
networking and replaceable structure. Also, user-made menu structure can be
implemented. Fig. 7 shows the menu component changes in VIS.

5.2 Real-Time News

The news are displayed on the handset in realtime using image, text or sound.
Combining with script, the news on economy, sports and others can be selected
by the user. Especially, the news flash can be provided using PUSH from the
server.
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Fig. 7. Menu changes

Fig. 8. Avatar images and data transmission

5.3 Mobile Avatar

The clothes, hair style and so on can be downloaded from the server and can
be applied to the contents in the handset. Relating to the avatar in website,
the variation of it can be adopted to the avatar in handset. Fig. 8 shows the
transmission in avatar contents.

5.4 Survey

After making survey contents using VIS, the result from the user input are
transferred to the server over wireless network. If one changes the problem of
survey, it is possible to get a new result.

5.5 Application of Photos

The user can make his own contents with transmitting his photos. The handset-
camera can make the most of the VIS photo contents.

6 Conclusion

In this paper, self-networking and replaceable structure in contents have been
described for wireless internet using handset. The conventional multimedia con-
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tents are fixed in the sense of scenario and the display. For the effective uses
of the contents and wireless network, the self-networking functions are required.
When playing the contents, it connects to the server and download some addi-
tional data for the changes of contents material or the control for the play. The
basic concepts, implementation in VIS and the applications using these meth-
ods have been presented. These characteristics can make various applications in
wireless handset combining with the portability and mobility.

In this implementation, the transmitted data includes image, sound, text
string, VIS file and action script. Using the self-networking and replaceable struc-
ture, only the changed part is transmitted. Since the transmitted data is small,
it is cost-effective and bandwidth-effective. Also, the changes in contents are
adopted at once in playing the contents. The throughput analysis of the pro-
posed method using Markov process has shown that the proposed method is
effective in the sense of transferred data in wireless network.

As shown in the example services using VIS self-networking and replaceable
structure, various applications can be developed effectively.
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Abstract. With the spread of mobile communication in recent years, location  
dependent services become important. Along with it, the privacy protection of 
mobile subscribers, too, becomes important. This paper describes anycast-based 
architecture of location dependent services in wide areas with short-range wireless 
access technologies such as wireless LAN. As an application, it discusses a 
WWW implementation used in ISP's access network using anycast and mecha-
nisms that subscribers can apply to enforce their privacy policies by themselves 
before they disclose personal location information to each WWW server out of 
the access network. A field trial is being performed at MIAKO.net, a public wire-
less ISP in Kyoto, JAPAN, to provide location dependent tourist information. 

1   Introduction 

A location dependent service provides mobile subscribers with information like local 
weather forecast, local traffic reports, yellow pages of local shops, etc., which can 
vary according to the location of the mobile subscribers.  

There are existing location dependent services for cellular phone and Personal 
Handyphone System (PHS) [1, 2]. Some services provide a gateway server between 
the telephony network and the Internet, so the mobile phone can get World Wide Web 
(WWW) contents from the Internet through the gateway server by using its own loca-
tion information.  

However, there is a privacy concern. That is, the location information of each sub-
scriber must not be released to WWW servers without agreement of each, because it 
indicates where the subscriber is. There are three methods to let subscribers control 
disclosure of their location information. One method requires each subscriber to set 
their privacy policy into their cellular phone. The other method requires each sub-
scriber to answer confirmation messages from the gateway server. The third method is 
to let subscribers’ ISPs indirectly control the disclosure. As the third method does not 
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follow the end-to-end principle and can not realize dynamic detailed configuration, 
we adapt the first or the second method in this paper. 

This paper describes anycast-based architecture of location dependent services in 
wide area wireless environment with short-range access technologies such as PHS or 
wireless LAN. IP anycast [3] is a mechanism to share an address by multiple servers 
and to deliver an IP packet with the anycast destination address to the closest (accord-
ing to the network topology) server among servers sharing the anycast addresses. 
When network topology and geography are closely related, such as the case with short 
range access networks of wireless LAN, anycast can be used to access the geographi-
cally nearest server. 

However, as IP headers have no location information, location information must be 
maintained by upper layers. As an application protocol, this paper describes a WWW 
implementation used in ISP's access network using anycast and mechanisms that 
subscribers can apply to enforce their privacy policies by themselves before they 
disclose personal location information to each WWW server out of the access net-
work. If an ISP assigns the same anycast address to each wireless base station, mobile 
clients can get information from the nearest wireless base station using anycast, and 
the information can vary the wireless base station by the wireless base station. Fur-
thermore, if location information is returned to subscribers using HTTP [4] redirec-
tion to an HTTP server, the centralized management by the redirected server can be 
realized. 

This mechanism is being tested at MIAKO.net in Kyoto, JAPAN, to provide loca-
tion dependent tourist information. 

2   Background and Related Work  

2.1   Location Dependent Services for Cellular Phone and PHS 

There are existing location dependent services for cellular phone and PHS. And some 
services provide a gateway server between the telephony network and the Internet. 
Each mobile phone can get WWW contents from the Internet through the gateway 
server by using its own location information which is determined in two different 
approaches: 

1) The location is determined by the base station of a cell serving the mobile termi-
nal [1].  

2) The location is calculated as geographical location information through the 
Global Positioning System (GPS) [2]. 

With the first approach, the location service can not handle more precise location 
information than sizes of the cells. With the second approach, each mobile device 
needs a large amount of hardware of GPS receiver. In this paper, we realize location 
dependent services in the Internet by using the first approach. 

2.2   Location Dependent Services Using Multicast and GPS 

In [5], a method to provide location dependent services using IP multicast is de-
scribed. According to [5], a mobile client tries to find servers using multicast solicita-
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tion which includes the location information obtained from a GPS receiver of the 
client, and the closest corresponding server is chosen to retrieve contents. 

The differences between multicast and anycast are discussed in [3]. The major dif-
ference between anycast and multicast is that anycast uses existing unicast addressing 
and routing mechanisms while multicast requires more sophisticated routing support 
(See Fig. 1). Another difference between the two approaches is that resource location 
using multicast typically causes large number of packets generated, because with 
multicast, ring search, which starts with a small TTL and retries with incremented 
TTL until a desired server is found, is used with multiple retries, packet for which 
may delivered to a lot of servers at the last retry. 

GPS [6, 7] provides highly accurate location information but it is necessary to at-
tach the GPS receiver to each mobile client and install software to obtain and send the 
location information to location dependent servers. Furthermore, for public service, 
all clients and servers must use the same protocol to send and receive the location 
information but there are no common standards at present. 

Internet Internet

Unicast Infrastructure Multicast Infrastructure

Query to
An Anycast
Address

Response with
Service Information

Query to
A Multicast
Address

Response with
Service Information

Anycast Servers Multicast Server

Client Client

 

(A) Service Discovery using Anycast            (B) Service Discovery using Multicast 

Fig. 1. Comparison of Anycast and Multicast Service Discovery 

2.3   Location Dependent Services Using Anycast 

IP anycast [3] is a mechanism which provides a stateless best effort delivery of an IP 
packet to the closest one of a group of servers that shares the same anycast address 
where 'closest' is defined according to the routing system's measure of distance. 

Anycast enables ISP to distribute anycast servers sharing an anycast address and to 
provide some service to clients from the closest anycast server. This realizes client 
auto-configuration, automatic discovery of service location, and load distribution 
between anycast servers.  

RFC 1546 [3] proposed the original idea of IP anycast and introduce an example of 
FTP service. By using anycast, mirrored FTP servers could share a single anycast 
address and FTP clients could simply use the anycast address to reach the nearest 
server. On the other hand, RFC 3258 [8] proposed to realize geographic diversity of 
DNS server placement and reduce the effects of service disruptions due to local prob-
lems. In spite of high number of potential applications of anycast, there are not 
enough practical ones. 
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Anycast addresses can be assigned from the existing unicast address space. It is 
possible to use traditional unicast routing protocols such as RIP [9], OSPF [10], BGP 
[11], or static unicast route configuration to realize anycast routing.  

If a mobile ISP using wireless LAN as its access network assigns an anycast ad-
dress to each wireless base station, mobile clients can get information from the near-
est wireless base station using anycast and the information can be specific to the wire-
less base station. Furthermore if the information is distributed with WWW, central-
ized management of contents can be realized by using redirection mechanism of 
HTTP [4] to redirect the original query to a new URL, which is a combination of the 
original URL and location information to a central server. 

A routing table growth is the most serious problem in anycast routing. One anycast 
address needs one entry in routing tables, because anycast addresses, servers of which 
are, in general, located at different locations, can not be aggregated. Therefore, adver-
tisement of a lot of anycast addresses between ISPs cause a routing explosion problem 
on the Internet backbone (Fig. 2). We can see, in Fig 3, that the advertisement inside 
each ISP prevents the problem at the backbone. 

Furthermore, there are some trivial concerns in anycast. For example, if a unicast 
server replies to an anycast client, packets from server will not be delivered to the 
client, but to the closest from the server. However anycast is originally proposed for 
servers and it is not important to consider the problems for anycast clients. On the 
other hand, an anycast server and a unicast client can not keep session if route 
changes and the route to the server switches to another anycast server.  But, as many 
applications can detect server change (using, for example, TCP port and sequence 
numbers) and reestablish another session with the new anycast server that, it is not a 
problem unless required session length is longer than expected route change intervals. 

Anycast hosts in
the same group

Unicast host

Anycast Packet

ISP A ISP B ISP C ISP D

site

Internet Backbone

     ISP A

Unicast host

ISP B ISP C ISP D

Anycast Packet

site

Anycast hosts in
the same group

Internet Backbone

 

   Fig. 2. Anycast over ISP sites                       Fig. 3. Anycast in each ISP site 

3   Discussion 

3.1   Privacy Issues 

The location information of each subscriber may be disclosed to his ISP but must not 
be disclosed to WWW server operated by third party without agreement from the 
subscriber, because it indicates where the subscriber is. There are three methods to 
ask subscribers whether they allow disclosure of their location information or not. 
One method requires each subscriber to set their privacy policy on their mobile de-
vice. And the other method requires each subscriber to answer confirmation messages 
from the gateway server which maintains the location information. The third method 
is to let subscribers’ ISPs control the disclosure. As the third method does not follow 
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the end-to-end principle and can not realize dynamic detailed configuration, we adapt 
the first or the second method in this paper. 

3.2   Transparency of Location Dependent Services to the WWW System 

In designing location dependent services, if every process follows the standards of 
each layer, e.g. IEEE802.11 [12], IP, TCP, and HTTP/1.1, the services are expected to 
become transparent to WWW software such as browsers, servers, and authoring tools. 
Therefore we follow the existing standards in this paper. 

3.3   Issue of Routing Table Growth of Anycast 

Anycast addresses can not be aggregated into one prefix. Therefore advertisement for 
anycast addresses causes routing table growth even if the anycast is limited inside an 
ISP. But ISPs can cover the cost of routing table growth if they levy a fixed amount of 
money per one anycast address.  

4   Design of a Location Dependent Services Using Anycast 

WWW is the most popular information system on the Internet at present. Many users 
can make and distribute their own contents easily. In this chapter, we describe a de-
tailed design of privacy-aware location dependent service using WWW and anycast in 
wireless LAN environments [12]. 

4.1   Physical and Data-Link Layers 

We assume that subscribers of location dependent services are carrying their mobile 
devices having a wireless LAN interface to be connected to base stations by wireless 
LAN.  

A mobile host connected to a wireless base station might be considered to be con-
nected to a near-by wireless base station because each mobile host is always compar-
ing the signal strength of the physical media and try to stay connected with the wire-
less base station transmitting the strongest signal, because with weak power of wire-
less LAN devices, signal can not travel long distance.  

The cell size of a wireless base station determines the accuracy of location depend-
ent services. For example, the cell size in general 802.11b [13] environment is ap-
proximately from a few ten meters to a few hundred meters. 

4.2   Internetworking Layer 

We  assume  that ISP  uses  traditional unicast routing protocol such as RIP [9], OSPF 
[10], BGP [11] or static routing configuration in the access network.  In this layer, ISP 
assigns the same anycast address to every wireless base station which ISP wants to 
provide location dependent services. Therefore, mobile clients can send packets to the 
closest wireless base station by anycast and the base station is located near the clients. 
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It is also possible to assign the same anycast address to servers around each wire-
less base station. In this case, ISP must prepare one anycast route from the wireless 
base station to the closest server. 

 

1. Request to an 
Anycast Address

2. Response with 
Contents 

The Internet

1 2 1 2 1 2

Mobile Host

Wireless Base Stations
& WWW Servers
With an Anycast Address

Cell  

Fig. 4. A Simple Location dependent Service using WWW and Anycast 

4.3   Transport and Application Layers 

We assume that subscribers wish to use existing software to make, distribute, or 
browse contents. Therefore standard IP, TCP and HTTP [4] are assumed in internet-
working, transport and application layers. As there is no room for standard IP and 
TCP to carry location information, HTTP is the layer to carry the information. 

The simplest location dependent service can be provided, if ISP installs a WWW 
server on each wireless base station sharing an anycast address. Each WWW server 
can listen to HTTP contents request messages bound for the anycast address, and 
respond with its own contents, which depending on the location of the wireless base 
station (Fig. 4).  

In this case, a wireless base station can determine that mobile hosts connected to 
the station are located in a cell of the station. In this case, the ISP operating the base 
stations itself operates the servers that the ISP should pay usual attention to operate 
the base station as servers not to disclose the privacy information to others. 

A problem of this approach is that distributed maintenance of the contents on all the 
servers is burdensome. If the content is large, all the servers must have its own copy of 
the contents, which is a waste of storage space. Therefore in the next chapter, we will 
show another method of centralized management of contents on a few web servers. 

4.4   Privacy-Aware Integration of Location Dependent Contents 

HTTP [4] redirection messages realize centralized management of WWW contents in 
a flexible way. A WWW server can respond with HTTP redirection message which 
suggests the client redirect a new URL that corresponds to an old requested URL. If 
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some servers respond with HTTP redirection to a contents server, it means the cen-
tralized management of contents is realized because subscribers can maintain their 
contents on the same contents server (Fig. 5). 

Internet

Server Server

Client Client

Contents
Server

1 2 3 3 2 1

1. First Request

2. Response of 
Redirection 

4. Response with
Contents 

4 4

3. Second Request

 

Fig. 5. Centralized Management 

The HTTP redirection message also realizes the centralized management of loca-
tion dependent contents, if location information is embedded in URLs. An example of 
location information embedded in URLs is:  

http://www.contents-srv.example.com/srv.cgi?lon=130.25.24. 
506&lat=33.37.07.474 

http://www.contents-srv.example.com/cel-id-hakozaki-shrine / 

where the first example embeds location information as latitude and longitude and 
the second example embeds it as a name of the location. And each URL also includes 
the hostport part of a location dependent WWW server which contains the every loca-
tion dependent content of the URL. 

With the redirection method, while the wireless base stations as servers are oper-
ated by ISPs, redirected servers are operated by, in general, third parties. And the 
location information of each subscriber must not be released to WWW servers with-
out agreement of each. Therefore we adapt the second method in Chapter 1 that re-
quires each subscriber to answer confirmation messages from the gateway servers.  

An anycast server on/around wireless base station responds with the redirection 
message. And every mobile host gets the redirection message from the anycast server 
on/around the closest wireless base station. If a mobile host accepts the suggestion of 
a redirection message and accesses to the URL in the message, they can get the con-
tents from the location dependent WWW server. But if not, they never send any in-
formation such as their location information to the WWW server (Fig. 6). 

In this case, each subscriber or mobile client can determine whether their location 
information should be disclosed to each third-party WWW location dependent server 
or not because they control whether each HTTP redirection message should be ac-
cepted or not. Subscribers can, for example, configure their mobile clients a list of 
servers that they consider safe to be used for HTTP redirections. 
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The Internet
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Fig. 6. Centralized Management of a Location dependent Service using Anycast 

5   Implementation 

We develop a small WWW server to realize our design. In this section, we provide a 
brief description of our implementation. 

The platform of our implementation is ROOT INC's RGW2400 series [14]. RGW 
is a wireless router based on NetBSD and it is easy for BSD users to program the 
RGWs.  We wrote approximately 1,000 source code lines to develop the server. 

Our small WWW server adds at least one anycast address to a link local interface 
of RGW, and listens to the interface for HTTP request from clients. If the server re-
ceived a HTTP request, it responds with a HTTP redirect message that includes the 
hostport part of location dependent WWW server and the location information of 
RGW. 

6   Field Trial 

We introduce an example of location dependent service using our implementation. 
MIAKO.NET (Mobile Internet Access in KyotO) [15] is a public wireless Internet 

service in Kyoto Prefecture, JAPAN. It has already set up more than 200 access 
points in Kyoto and some of them are in outdoors, for example at the roof of a build-
ing, at the middle of a telegraph pole, covers streets and squares, etc.  

MIAKO.NET provides a location dependent service using anycast in Muromachi 
area in Kyoto (Fig. 7). The service "GION BAYASHI MEGURI" automatically guide 
a visitor to a web page that provides the sounds of the nearest parade float of GION 
MATSURI without specifying any location of the subscriber. 
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Fig. 7. Service Area around Muromachi and the location of the parade floats (circled) 

7   Evaluation 

7.1   Privacy Issues 

The location dependent service using anycast has two cases to distribute the contents. 
The first case shows that wireless base stations can identify which mobile hosts are 
connected to them and distribute content, which depends on locations of base stations, 
to the host. In this case, ISPs, which are operating the wireless base stations, should 
pay attention to the privacy policy of subscribers' location information and must keep 
it as a secret. On the other hand, the second case shows that each anycast server 
on/around every wireless base station can determine the place of mobile clients and 
distribute the HTTP redirection messages to the clients. In this case, each mobile host 
can determine whether their location information can be disclosed or not to servers 
operated by, in general, third parties indicated by every HTTP redirection message 
because they make decision about accepting each message.  However each mobile 
host must have a function to make user decide about the accepting.  Therefore we 
adapt the first method in Chapter 1 that each subscriber to set their privacy policy into 
their mobile hosts. Thus, it can be said that subscribers has full control over disclosure 
of their location. 

7.2   Transparency of Location Dependent Services to WWW Users 

The location dependent services using anycast are transparent to WWW servers and 
authoring tools, because all the components in our design conform to standard 
IEEE802.11, IP, and HTTP/1.1. Therefore it is not necessary to modify the existing 
servers and authoring tools. But it is necessary to add code to the HTTP redirection 
function of every WWW client to ask subscribers whether they accept the redirection 
messages or not.  
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7.3   Stability and Robustness of Location Dependent Services 

When the number of subscribers increases and a central server is overloaded, multiple 
central servers may be used. Each anycast server can redirect requests to a different 
central server and distribute the load of central servers.   

7.4   IP Tunneling Problem of Location Dependent Services Using Anycast 

If reverse tunneling [16] is used to tunnel packets from a mobile host to its home 
agent, location dependent services using anycast does not work correctly for the mo-
bile host because encapsulated IP anycast packets are delivered to the closest anycast 
server at the other side of tunnel, that is, at home agents, location of which is static 
and has nothing to do with location of mobile hosts. 

There are two solutions to the reverse tunneling problem in anycast. One solution is 
not to use reverse tunneling. Another solution is that wireless base stations which 
provide location dependent services strip all the encapsulated IP packet to itself and 
receive them directly. 

8   Conclusion 

This paper shows how to use anycast to realize location dependent WWW service to 
subscribers transparent to existing software such as IP, TCP, WWW server and au-
thoring tool. It also describes mechanisms that subscribers can apply to enforce their 
privacy policies by themselves before they disclose personal location information to 
WWW servers out of the access network. When an ISP assigns the same anycast 
address to all the wireless base stations, mobile clients can get redirection messages 
from the closest wireless base station with strongest signal by using anycast and de-
cide to accept or reject the redirected privacy statement of the wireless base station. 
The described mechanism was efficiently corroborated in the field trial in 
MIAKO.net.  
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Abstract. The complexity of the evolving web requires autonomous and
adaptive web applications. To construct a nature-inspired multi-agent
system may be an important means of addressing this. However what
mechanisms are appropriate for agents to emerge such an applications is
still under consideration. This paper considers a credit card mechanism
in economic interactions as a decentralized control approach of the eco-
network computation platform (a nature-inspired multi-agent system).
The simulation results prove that the approach can offer a guarantee for
the platform to emerge autonomous and adaptive web applications.

1 Introduction

The evolving web will be more complex for people to use and manage, so au-
tonomous and adaptive web applications are urgently needed. Nature-inspired
computing approaches [1] may be an important means of addressing this. They
incline to construct an ecosystem-inspired multi-agent system, where agents is
simple but their collective behaviors arising from their interactions exceeds the
capacities of any individual agent. However what mechanisms are appropriate for
a desired web applications emerge from these agents is still under consideration.

Inspired by the strong resemblance between the flexible response to changing
circumstances generated by the economic flows and resource dynamics in ecosys-
tems, this paper considers a credit card mechanism as a decentralized control
of our ecosystem-inspired multi-agent system named eco-network computation
platform [2, 3]. A credit card management service of the eco-network platform to
control eco-resident behaviors is designed. Hence Section 2 proposes the credit
card management service. A simulation is conducted in Section 3 to evaluate the
control mechanism. Section 4 concludes our research efforts.

2 Credit Card Management Service

2.1 The Eco-Network Architecture

In our previous work [2, 3], we proposed the eco-network architecture and devel-
oped a novel eco-network platform, in which a web application can emerge from
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a collection of eco-residents (An eco-resident is term for an autonomous agent in
the eco-network architecture) that like the creatures living in a large ecosystem.
Each eco-resident can follow a simple set of behavior rules (e.g. migration, repro-
duction, and death) and implement a functional component related to its web
application. From the top down, the layered eco-network architecture includes
Eco-resident Survivable Environment, Eco-network Core Services, Eco-network
Low-level Functional Modules, Java Virtual Machine, and a heterogeneous dis-
tributed system established in a network node for deploying wide-area web appli-
cations. (1) Eco-network Survivable Environment layer is runtime environment
for deploying and executing the eco-residents. (2) The Eco-network Core Ser-
vice layer provides a set of general-purpose runtime services that are frequently
used by eco-residents. They include naming service, resource sensing service,
eco-resident migration service, evolution state management service, and security
authentication service. (3) In Eco-network Low-level Functional Modules layer,
local resource management modules manage resources of networks and systems.

In the Eco-network Core Service layer, we design a credit card management
service that draws inspiration from economic interactions.

2.2 Design of the Credit Card Management Service

The maintenance and evolution of the “inside in order” status in an ecosystem
must rely on a kind of cycled flow. Choosing the money as the units to form
a cycled flow, we can set a credit card to each eco-resident and enable it to
be responsible for its performed behaviors. In the eco-network architecture, an
eco-resident must store and consume money in its credit card for its livings. The
roles of a credit card are shown as follows: (1) An eco-resident expends money for
its usage of resources. (2) To gain money from the users, an eco-resident needs
to perform a service. (3) An eco-resident that provides a service with high (low)
service quality will rewarded (punished) by increasing (decreasing) the money
in its credit card. (4) If the money expenditure of an eco-resident is more than
its money earning by providing a service, it will finally lack of money and lose
the permission to use resources. As thus, it dies from its wasteful performances.

Three components are designed in credit card management service: informa-
tion center, bargaining bazaar, and market agency. Also, we use Eco-Network
Communication Language (ENCL) [4] for implementing communications among
eco-residents. (1) Each platform has one information center, which is responsi-
ble for the registration, maintaining and management of the credit card table.
Credit card table stores the information of the eco-residents that run in the plat-
form. Evolution state management service of eco-network can add and delete
the records of the credit card table. (2) Within bargaining bazaar, the service
providers and consumers can seek for suitable service partners, negotiate the
price and defray the money. It also includes the pricing center and the bargain-
ing tables. Every bargaining table can manage and track the money defrayment
information including message ID, service provider ID, service provider address,
and negotiated price. The bargaining tables are created based on ENCL messages
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seized by market agency. When the service ends, these tables will be destroyed.
(3) Market agency seizes the interacting messages from every eco-resident and
then delivers these messages to bargaining bazaar. Meanwhile, it sends the mes-
sages to update the money amount in the credit cards of the eco-residents.

3 Simulation Experiment

To evaluate the credit card management service, we simulate an application
named “web page personalized recommendation” and develop a corresponding
simulator on the eco-network computation platform. The minimum capabilities
such as resource sensing service, eco-resident migration service, evolution state
management serve, and credit card management service are also implemented.
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Fig. 1. The request response time and migration frequency of the eco-residents in two

experiment settings. (a) The request response time without credit card management

service; (b) The request response time with credit card management service; (c) The

migration frequency without credit card management service; (d) The migration fre-

quency with credit card management service

The network topology of the simulator has 216 nodes. When the simulator
starts, 20 eco-residents and 60 service requesters are produced. Each eco-resident
may own one or more web pages for recommendation with different prices and
contents. At regular intervals, each requester generates randomly lots of user re-
quests for web pages with different user requirements in different positions of the
topology. If the content, response time and quality of personalized recommen-
dation service meet user requirements, the eco-residents participating in serving
will receive more money. The credit card management service periodically in-
quires resource sensing service to check the price of each resource and resource
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utilization of each eco-resident on the platform, and then according to resource
prices, deducts the expense from the credit card of each eco-resident. If there
is no money in the credit card of an eco-resident, the credit card management
service asks evolution state management serve to destroy the eco-resident.

We conduct a comparison in two experiment settings: with credit card man-
agement service and without credit card management service. The eco-residents
near the requests have the priorities to serve first. We evaluate the request re-
sponse time and migration frequency of the eco-residents in two conditions as
shown in Fig. 1. We can see from the Fig. 1 (a) and (b), relative to in the set-
ting without credit card management service, the user requests are served more
quickly (i.e., the response time is shorter) in the setting with credit card man-
agement service. This is due to that the eco-residents are responsible for their
behaviors and resource allocation structure obtains optimization within credit
card management service. Considering the punishments, some eco-residents will
not offer their services. Thus the number of unsuitable service providers decreases
and the user requests are served quickly. In (c) and (d), comparing the migra-
tion frequency of the eco-residents in two settings, we can see that the excessive
migration behaviors decrease while the response time is shorter with credit card
management service. So we can conclude that credit card management service
can optimize web applications emerged from interactions of the eco-residents.

4 Conclusion

This paper has transplanted some concepts and principles of economic inter-
actions to design a credit card management service as the decentralized control
mechanism of the eco-network computation platform. The results of a simulation
application show the proposed service can make the eco-residents accountable
for their activities. Thus web applications emerged from interactions of the eco-
residents can obtain better optimization.
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Abstract. Chat is one of the Internet’s services that have had a particularly 
strong influence on young people, and its effects on their skills development is 
worthy of investigation. This study focuses on the possible consequences of the 
use of Chat on cognitive processes. More specifically, it evaluates the impact of 
frequent Chat use on the development of memory and on cognitive style. This 
research, exploratory in nature, began with an instrument for classifying 125 
students in 5th to 8th grade at schools in Chile, according to their Chat use. We 
then applied a memory and attention test based on the Digit Span Subtest of the 
Wechsler Intelligence Scale for Children, followed by a Group Embedded Fig-
ures Test to evaluate cognitive styles. The results show that there are significant 
differences on both tests between frequent and infrequent users of Chat  
services. 

1   Introduction 

In recent years the impact of technological progress has been felt most strongly in the 
area of information and communication technologies (ICTs). With greatly increased 
power and lower costs, ICTs have become ubiquitous in business and industry and 
have also penetrated a high percentage of the world’s households, giving rise to the 
so-called Information Society [2]. 

Today it is impossible to ignore the changes in people’s lives brought about by the 
Internet and its many tools. The new ways of relating with each other, the breakdown 
of geographical barriers, and the instantaneity of Internet-based activities are just the 
most evident examples of this [2], [3]. One aspect of the Internet that has caught the 
attention of users generally and young people in particular is the various Chat ser-
vices.1 A recent study by the Pew Internet and American Life Project [10] found that 
in the U.S. alone, more than 53 million adults, or 43% of Internet users, use instant 
messaging (IM) programs. The study also showed that these systems are rapidly pene-
trating American workplaces, with 21% of users employing them in their jobs, and 

                                                           
1 Synchronous computer-mediated text-based communication, whose main purpose is to allow 

users to converse over the Internet. The most common examples are Internet Relay Chat 
(IRC), WebChats and instant messaging, the latter provided by various systems currently on 
the market.  
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some (24% of IM users) report that they use them even more than e-mail. The most 
interesting discovery, however, was that young people are the biggest users of this 
tool [10], [20]. Chile is no exception to this trend, as demonstrated by a recent study 
of the World Internet Project Chile [26] which revealed that Chat services are em-
ployed by 33% of the country’s Internet users. Among users aged 12 to 20, the pro-
portion who use IM programs simultaneously with other tasks was 47.5%. 

This proliferation and intensification of Internet Chat services, especially among 
the younger sectors of the population, calls for further scientific investigation in order 
to gain a better understanding of the various phenomena arising from the use of this 
technology and their eventual impacts, at both the individual and social levels. In the 
present paper, we will focus on the possible consequences of Chat for cognitive  
processes. 

Chat is of particular interest because of the way it brings together persons in differ-
ent geographic locations and allows them to interact in synchronous fashion by means 
of text messages. Thus, participants who do not share a common context, and who are 
often culturally very distinct, are nevertheless able to communicate, understand each 
other and establish relationships. 

The internalization of ICTs and the way they are used imply new and different 
forms of thinking or constructing thoughts and result in the incorporation of new in-
formation into the daily lives of people, who must adapt to these new elements and 
structure new processes to suit their needs. More particularly, the use of Chat may in-
fluence the mental capabilities of young people in that it facilitates the development 
of social interaction through language, a characteristic peculiar to human beings, 
thereby broadening their natural possibilities [23]. 

Vigotsky’s cultural-historical theory of higher mental functions holds that the de-
velopment of tools and language has enabled rapid cultural growth, resulting in men-
tal processes radically different from those possessed by our ancestors. The theory 
also maintains that human beings’ higher cognitive processes are made possible by 
the constant interaction with these tools, but this interaction produces cognitive 
changes only when these tools have been appropriated by their users, not by the mere 
fact of their occasional use [22]. 

A number of experimental investigations have unearthed evidence on the effects of 
ICTs and video game use on the development of certain cognitive skills in human 
subjects [5], [11]. As regards the influence of Chat on cognitive processes, various 
studies have reported on the phenomenon of multitasking, in which various tasks are 
simultaneously executed on or off line. Isaacs et al [8] found that young people who 
use Chat have more interactions with their peers than those who do not use it, and that 
the Chat interactions are characterized by shorter conversation sessions, more subject 
threading and more multitasking activities. Meanwhile, Grinter and Palen [6] point 
out that frequent users of IM perform other activities on the computer such as 
schoolwork, Internet navigation and e-mail. Other studies confirm that the multitask-
ing phenomenon is a common activity among Internet users, especially those who use 
Chat [4], [6], [8], [9], [10], [17]. 

Access to ICTs is not equal, however, and it is this that gives rise to the Digital Di-
vide, defined by Warschauer [24] as the societal split between those who use these 
technologies as a routine part of their daily lives and those who do not have access to 
them, or do have such access but do not use them. Statistics on the phenomenon [21], 
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[19], [18], [7], [26] show that the cognitive skills discussed by various authors [5], 
[6], [8], [9], [10], [11], [17], [26], are not being developed in population sectors that 
do not have access to ICTs. This indicates that there exists a new dimension to the 
Digital Divide, which we shall call the Cognitive Gap.  

In the present study we propose to evaluate whether frequent use of Chat develops 
working memory by virtue of the continual exercise of this faculty through multitasking 
activities. Working memory is one of the elements of humans’ information storage sys-
tem and plays a crucial role in cognitive processes. Cognitive tasks involve multiple 
steps with intermediate results that must be stored temporarily in one’s mind if such 
tasks are to be successfully completed, and it is working memory that fulfills this func-
tion [1], [14], [16], and would therefore be strengthened in frequent Chat users.  

Moreover, when individuals are interacting during a Chat session they must per-
ceive a series of events that are continually changing because of their patterns of use. 
Typically, they simultaneously establish multiple interactions, have several windows 
open and running different programs, and generally fragment their argumentation 
[28]. However, the perception of the status of the different activities being executed 
does not occur analogously among all Chat users. 

In general there exists among human beings a high degree of diversity in the way 
they perceive and interpret reality and process information, whose particular charac-
teristics are referred to as cognitive style. Among the various cognitive styles, two of 
the most recognized and studied are known as field dependence-independence. Ac-
cording to this classification, persons who tend to perceive information analytically 
without being influenced by its context or medium are categorized as Field Independ-
ent (FI). By contrast, those who are classed as Field Dependent (FD) are generally in-
fluenced in the manner they perceive by environment or context [27]. In the present 
work we will attempt to demonstrate that frequent Chat users tend to perceive in ana-
lytical fashion due to the fact that they must individually attend to the various tasks 
and applications they are executing.  

The rest of this article is organized as follows: Section 2 sets out the design of the 
experiment and details the tools that are used, Section 3 presents the results, and Sec-
tion 4 summarizes the conclusions and suggests possible future lines of research. 

2   Research Design 

This study proposes the following hypotheses: 
Children who frequently use Chat: 

• strengthen their working memory, and  
• tend to perceive and organize visual information analytically 

2.1   Sample Choice 

Because of the exploratory nature of this research, a non-probability sample was cho-
sen. This type of study is characterized by a relatively flexible methodology, which 
allowed us to focus at this stage of the research on private schools from medium-
income families in Santiago, Chile. This context allowed us to choose three schools 
with students with different levels of access to, and use of, Chat services. The similar-
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ity of their socioeconomic and academic2 characteristics enabled comparisons to be 
made between groups by controlling for the effects of these variables. The sample 
consisted of a total of 125 students from 5th to 8th grade (year). 

2.2   Design of the Instruments  

Sample Classification 
An instrument was designed to classify the sample among infrequent, intermediate 
and frequent Chat users. The questionnaire comprised of closed multiple-choice 
questions aimed at determining the students’ Chat use profile. Questions asked 
whether Chat was one of their three most frequent activities in their free time, when 
they began using Chat, how many days a week they used Chat, how long they chatted, 
how many persons they chatted with at the same time, whether their messages were 
long or short (the latter typical of users who engage in multitasking), whether they 
usually engaged in other activities while they chatted, and finally, the number of 
persons on their contact list. The response to each question was rated on a scale of 0 
to 10 points distributed evenly between the different response options, with the lowest 
score assigned to the option indicating the least use of Chat and the highest score 
denoting greatest use. The scores for the various questions were averaged, yielding a 
total score for the individual known as the Chat Use Indicator. 

The sample was divided into three groups in accordance with the Chat Use Indicator 
result to represent the three categories or degrees of interest. Infrequent users were those 
whose indicator was less than 3.3, intermediate users were those with an indicator fal-
ling between 3.3 and 6.6, and frequent users were those who scored between 6.6 and 10. 
In this study we were primarily interested in the low and high use groups, that is, fre-
quent users of Chat as compared to those who rarely or never use it. The intermediate 
users were young people whose usage levels did not show a clear pattern, and who were 
improving their Chat skills but had yet to reach the stage where they could be catego-
rized as frequent users. These users tend to employ Chat on a regular basis for short pe-
riods of time, converse with only 1 or 2 persons and do not engage in multitasking. 

Memory Test Instrument 
The measuring instrument used for testing memory and attention was based on the 
Digit Span Subtest of the Wechsler Intelligence Scale for Children [25].  

To implement the subtest approximately 15 children were chosen at random from 
each grade (or the entire class where the total was less than 15) to form groups of no 
more than 30 from two consecutive grades. These students were shown a series of 
random number sequences, which they were required to observe carefully and then 
write down on an answer sheet in the exact order they were displayed. Each number 
was shown for one second, and the quantity of numbers increased for each successive 
sequence.  

The test was divided into two subtests called Digits Forward and Digits Backward, 
respectively. The Digits Forward subtest consisted of 12 number sequence exercises, 
the first two containing 3 digits each, the next two 4 digits each, and so on up to the 
last two sequences each of which contained 8 digits. The Digits Backward subtest was 

                                                           
2 Education Quality Measurement System -SIMCE- 2002 [15]. 
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structured the same way, but in this case the students had to write the sequences on 
their answer sheets in the reverse order to that in which they were shown. 

As regards the scoring criteria, one point was awarded for each exercise if the se-
quence was correctly rendered by the student, meaning that all the numbers were writ-
ten down in the exact order required by the subtest. For each participant, a total score 
on each subtest was calculated as well as a global total. 

2.3   Visual Perception Test Instrument 

The final measuring instrument used was the Group Embedded Figures Test, or 
GEFT3 [27], which determines whether a person’s cognitive style is field independent 
(analytic) or field dependent (global).  

In this test, the test subjects are given a booklet showing complex figures that contain 
other simple figures within them, and must choose the simple figures that match the de-
scriptions given in the instruction sheet, including the indications as to size and orienta-
tion. Those who are able to find the simple figures hidden in the complex ones are 
deemed field independent (FI), meaning that they tend to perceive information analyti-
cally. By contrast, those who are field dependent (FD) will generally have difficulty 
finding the simple figure given that they tend to organize information globally and 
therefore see the whole clearly while perceiving the elements that comprise it in a more 
diffuse manner [27]. For purposes of classifying cognitive styles, a score of 11 points or 
less was considered as FD while a score of 16 or higher was classed as FI [12]. Interme-
diate scores were taken to indicate persons whose style was not clearly differentiated. 

3   Results  

During the first semester of 2004, the instruments described above were used at the 
schools participating in the study with groups of not more than 30 students chosen 
randomly from among the various grades. The questionnaire was applied first, and the 
memory and perception tests then given at later dates. 

3.1   Sample Classification 

The sample classification questionnaire resulted in the categorization of students into 
groups as shown in Table 1.   

Table 1. Sample classification 

Type of user Memory Test  
Number of users 

Perception Test 
Number of users 

Infrequent 40 39 

Intermediate 42 42 
Frequent 40 43 
Sample Total  122 124 

                                                           
3 Version adapted by Marin [13]. 
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Of the 125 children included in the sample, 122 were given the memory test while 
124 took the perception test; the small discrepancies in these numbers were due to ab-
sentees on the days the tests were held. 

3.2   Memory Test Results 

Analysis of the results began with the calculation of the descriptive statistics are 
summarized in Table 2. 

Table 2. Summary of statistics for  memory test 

Type of user 
Minimum 

score 
Maximum 

score 
Range 

Average 
score 

Variance 
Standard 
deviation 

Infrequent 5.0 15.0 10.0 9.13 7.24 2.69 
Intermediate 2.0 16.0 14.0 9.09 10.72 3.27 
Frequent 5.0 21.0 16.0 11.35 15.05 3.88 

The values for Skewness and Kurtosis, shown in Table 3, fell within the expected 
range (-2 to +2) for a set of data from a normal distribution. The values derived for 
the Cochran test (0.455947, with a p-value of 0.0776) and the Bartlett test (1.04406, 
with a p-value of 0.0790878) indicate that the homogeneity of variance assumption is 
satisfied.  

Table 3. Normality analysis for digit test 

Type of user Standard Skewness Standard Kurtosis 
Infrequent 0.497 - 1.206 
Intermediate 0.333 - 0.213 
Frequent 0.925 - 0.487 

The ANOVA test was applied to determine whether there were significant differ-
ences between the average scores obtained by frequent, intermediate and infrequent 
Chat users among the children taking the memory test (dependent variable), using as a 
classification factor the Chat Use Indicator calculated for each student based on the 
categories defined in Section 2.2. The F-test value was found to be 6.13 (p-
value=0.0029) at a significance level of 95%, indicating that there exist significant 
differences between the memory test scores of the three categories of users.  

Multiple comparison tests using the Tukey HSD, Scheffé and Bonferroni methods 
were then performed, with the results demonstrating at a 95% significance level that 
intermediate and infrequent Chat users exhibit memory test score averages that are 
significantly equal (9.13 and 9.09), while being significantly different from that of 
frequent users (11.35). Note that while this latter group scored the highest average on 
the test, it also displayed the greatest degree of variability. 
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3.3   Perception Test Results   

The descriptive statistics shown in Table 4 indicate that frequent Chat users had an 
average score of 16.09 and are therefore field independent, in contrast to infrequent 
and intermediate users whose style is not clearly differentiated in terms of the classifi-
cation set out in Section 2.3. 

Table 4. Summary of descriptive statistics for perception test 

Type of user 
Minimum 

score 
Maximum 

score 
Range 

Average 
score 

Variance 
Standard 
deviation 

Infrequent 4.0 24.0 20.0 13.10 22.41 4.73 
Intermediate 1.0 25.0 23.0 14.28 34.11 5.84 
Frequent 7.0 25.0 18.0 16.09 18.46 4.29 

As regards the assumption of normality of the data, the Skewness and Kurtosis 
values were found to be in the -2 to +2 range (Table 5), thus confirming that the data 
are indeed distributed normally. In addition, the Cochran test (0.454886, with a p-
value of 0.0777) and the Bartlett test (1.03504, with a p-value of 0.12738) indicate 
that the homogeneity of variance assumption is satisfied. 

Table 5. Normality analysis, perception test 

Type of user Standard Skewness Standard Kurtosis 
Infrequent 1.184 0.229 
Intermediate - 0.581 - 0.518 
Frequent 0.639 - 0.415 

The ANOVA test was then carried out to determine whether there were significant 
differences between the average scores obtained by frequent, intermediate and infre-
quent Chat users among the children taking the perception test. The F-test value was 
found to be 3.74 (p-value=0.0266) at a significance level of 95%, indicating that there 
exist significant differences between the perception test scores of the three categories 
of users. 

Multiple comparison tests using the Tukey HSD, Scheffé and Bonferroni methods 
demonstrated at a 95% significance level that frequent and infrequent Chat users ex-
hibit perception test score averages that are significantly different (13.1 versus 16.1, 
respectively), while infrequent and intermediate users were shown to have similar av-
erages (13.1 and 14.3, respectively). The averages for intermediate and frequent users 
were also found to be similar (14.3 and 16.1, respectively). 

We can thus conclude that frequent users of Chat are field independent in that they 
tend to organize perceptual information in an analytic fashion, while non-users and in-
termediate users fall into a mixed FI-FD category (analytic - global). The scores 
achieved by infrequent users were clearly closer to the FD (global) than the FI (ana-
lytical) category. Moreover, the average score exhibits a rising tendency as one passes 
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from less to more frequent users, and the greatest variability is found in the intermedi-
ate user group. 

4   Conclusions 

This research has shown the relationship between ICT, in particular Chat systems, and 
the cognitive development of middle-class children at private schools in Santiago, 
Chile. The results obtained are highly important as they show that young people are 
developing their mental skills outside the educational institutions using applications 
with a high social and ludic content. Our research, however, is based on correlations. 
An experiment as the following one could determine if actually Chat is the key factor 
for developing memory and spatial abilities. A set of non Chat users is tested on the 
studied cognitive abilities and then trained and given all possible facilities to use 
Chat. After some time a post test is applied. If our hypothesis is right, i.e., the use of 
Chat develops some cognitive abilities, there would be a significant difference be-
tween the pre and post test. Additionally we have to study if non chatters have access 
to internet facilities as do the ones that well performed in the study. 

Frequent use of Chat by young people may be developing their memory and atten-
tion skills because they are conversing with others over the Internet while at the same 
time performing other activities both on-line (such as navigating) and off-line (e.g., 
listening to music). The memory tests we conducted revealed differences between us-
ers who make heavy use of Chat (several hours a day, several times a week) and those 
who use it less frequently, effectively demonstrating that the former are able to re-
member longer number sequences in direct and reverse order. Heavy Chat users also 
tend to perceive and organize information in an analytic manner (field independent). 

Even our study is still exploratory, our believe is that the existence of differences 
in access to technology also applies to Chat, and this means that a certain percentage 
of the population is not obtaining the cognitive benefits of this particular technology. 
Therefore, we considered  that there is a need to study how these technological tools, 
highly used by young people in a non-school context, can be introduced into the regu-
lar school environment so as to prevent the development of a cognitive gap between 
those who have access to the technology and those who do not. Further research is 
also needed on the possible consequences of these results for higher cognitive proc-
esses such as problem-solving, logical reasoning and, most importantly, learning. 
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Abstract. In this paper we introduce an effective method of the adult image 
classification via MPEG-7 descriptors. The proposed system uses MPEG-7 
descriptors as the main feature of the adult image classification systems. The 
simulation shows that the proposed image classification system performs the 5 
class classification task with success rate of above 70%. 

1   Introduction 

As the Internet is prevalent everywhere in our life, now we access the mass amount of 
digital multimedia with the finger tips of our hand. Moreover, with the reduction of 
the cost in mass storage devices, digital multimedia data is exponentially increased in 
daily life. The dramatic increment of multimedia data causes unexpected deliveries of 
unwanted contents to the Internet users. Interlaced among millions of Web sites, there 
are over 500,000 web sites that are related to pornography and other issues that are as 
harmful as poison to the our children [1-3]. 

The main purpose of this paper is to devise a system that rates the images 
according to the harmfulness to the underage minors. We first analyze several MPEG-
7 descriptors and create a prototype that extracts image features from adult image data 
using the selected descriptors, after which we classify given images using these 
descriptors through the image classification technique.  
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2   The Proposed Model Using MPEG-7 Visual Descriptors 

In this paper, the MPEG-7 descriptors are applied for feature extraction [4]. The 
visual part of MPEG-7 includes the color descriptors, the shape descriptors, the 
texture descriptors, and the motion descriptors. In the step of the feature extraction, 
the proposed system concentrates on finding descriptors to be used for adult image 
classification, rather than simply extracting feature values of descriptors. We 
employed descriptors from three categories, i.e. color, texture, and shape, for image 
classification. 

The color descriptors are one of the most important visual features of images. The 
dominant color descriptor retrieves the image contents through limited number of 
prevailing colors in the whole image or in an arbitrary area of the image. The scalable 
color descriptor represents the Haar-Transformed color histogram based on the HSV 
color space. The color layout descriptor minutely details the distribution of color 
space layout in the whole or in an arbitrary area of image data.  

The texture descriptors can effectively match image or video data by describing the 
structural pattern of image or video data. Texture means the pattern of structure, 
direction, and roughness of an image. The homogeneous texture descriptor is much 
effective for the similarity-based matching by accurately representing statistical 
characteristics of texture images. The edge histogram descriptor is well used for 
retrieving images with the similar meaning, based on the edge information of images.  

The shape descriptors can be used to match similar images or similar objects based 
on the shape of objects in images. The region-based shape descriptor describes 
various shapes; simple shapes such as rectangles and circles and complex shapes such 
as donuts and symbols. The contour-based shape descriptor describes outer contour of 
an object contained in an image or regions of video images for closed 2D objects. 

The proposed system extracts seven visual descriptors from MPEG-7 for each 
image; Dominant Color, Color Structure, Color Layout, Edge Histogram, 
Homogeneous Texture, Region Shape, and Contour Shape descriptors. In the training 
stage, the feature information extracted from each visual descriptor of the training 
images is stored in the Image Feature Information database. This information is used 
to classify the test images into one of the 5 classes, which are swim suit images (S), 
topless images (T), nude images (N), sex images (X), and normal images (I), by 
matching the feature information and the class information that is stored in the in the 
Image Feature Information database.  

The process of the image classification can be described as follows in detail.  In the 
initial step, the system creates the list of training images and testing images by writing 
a parameter file. In the next step, the system executes the feature information 
generation module for the training images. In the last step, the system classifies the 
test images using the k-nearest neighbor classification method.  

3   Simulation and Results 

Table 1 shows the result of the image classification using MPEG-7 visual descriptors. 
In this table, class in the second column represents the label of the class category, and 
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Table 1. Success Rates of Adult Image Classification Experiments 

Classes of Query Image 
Selected descriptor 

Resulting 

class S T N X I 

S 42.941177 18.82353 22.941177 10.0 5.294118 

T 31.176472 34.705883 14.705883 10.0 9.411765 

N 11.176471 8.82353 65.29412 9.411765 5.294118 

X 20.0 9.411765 15.294118 53.529415 1.7647059 

Color Layout 

I 4.117647 5.8823533 5.294118 3.5294118 81.176476 

S 51.17647 17.058825 10.588236 18.82353 2.3529413 

T 27.64706 51.17647 5.294118 11.764707 4.117647 

N 8.82353 5.8823533 81.76471 2.3529413 1.1764706 

X 7.0588236 3.52941118 5.294118 84.11765 0.0 

Color Structure 

I 4.117647 5.8823533 8.235294 0.5882353 81.176476 

S 43.529415 21.176472 13.529412 12.3529415 9.411765 

T 27.64706 41.17647 16.470589 4.117647 10.588236 

N 11.176471 10.0 68.82353 4.117647 5.8823533 

X 25.294119 8.82353 10.588236 52.352943 2.9411767 

Edge Histogram 

I 5.294118 4.7058825 4.117647 0.5882353 85.29412 

S 31.176472 20.588236 9.411765 20.0 18.82353 

T 22.941177 32.352943 15.882354 12.3529415 16.470589 

N 14.117647 10.588236 54.11765 8.82353 12.3529415 

X 21.176472 19.411766 8.82353 40.588238 10.0 

Homogeneous 

Texture 

I 8.235294 9.411765 11.176471 11.764707 59.411766 

S 27.64706 16.470589 15.294118 19.411766 21.176472 

T 24.705883 27.64706 13.529412 11.764707 22.352942 

N 8.82353 12.941177 46.47059 11.176471 20.588236 

X 25.882355 18.82353 12.941177 38.823532 3.5294118 

Region Shape 

I 11.176471 7.647059 15.294118 11.176471 54.705883 

S 42.352943 15.294118 8.82353 30.000002 3.5294118 

T 30.000002 36.47059 5.294118 18.82353 9.411765 

N 10.588236 8.235294 70.0 8.235294 2.9411767 

X 10.588236 5.294118 3.5294118 80.0 0.5882353 

Dominant Color 

I 7.647059 11.176471 4.117647 5.8823533 71.176476 

S 70.0 8.235294 4.7058825 15.882354 1.1764706 

T 74.11765 7.647059 1.7647059 14.705883 1.7647059 

N 82.94118 5.294118 4.7058825 5.8823533 1.1764706 

X 47.64706 5.294118 2.3529413 44.11765 0.5882353 

Contour Shape 

I 80.0 1.1764706 1.1764706 7.0588236 10.588236 
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the class labels of the first row represents the class of the query images; S: swimming 
suit, T: topless, N: nude, X: sex, I: normal. For this experiment, 1702 images from 
each class are used as experimental image set. Among 1702 images, 90% (1531 
images) are used as training images and 10% (171 images) are used as test images. 

The success rate of the classification with respect to descriptor type is in the order 
of Color Descriptor, Texture Descriptor, and Shape Descriptor. The overall success 
rate of the Color Structure descriptor is the highest, mainly due to the high 
dimensionality of the feature information (e.g. the dimension of the Color Structure 
descriptor is 256). The success rate of Dominant Color and Color Layout is relatively 
high for the important classes as well. Hence, we can conclude that the color 
information plays a much important role in the adult image classification. The rate of 
Shape Descriptor is relatively low, compared to that of Color descriptors. Especially, 
the performance of the Contour Shape descriptor is very low. Thus, the feature 
information of color is very important since adult images have a lot of information of 
skin color while the shape information relatively does not play an important role in 
the image classification of adult images. In fact, deciding whether an image is nude or 
sexual acts is very difficult task. However, the experimental results are very 
promising since the success rate of the classification is relatively high except for some 
classes of images. It is very important to select descriptors in consideration of the 
characteristics of images of the target class, since the structure of the feature 
information and the extraction method for each descriptor is different. 

4   Conclusion  

The proposed system uses MPEG-7 descriptors as the main features of the adult 
image classification systems. According to the simulation results, the proposed image 
classification system performs the 5 class classification task with success rate of 
above 70%. It shows that the MPEG-7 descriptors can be effectively used as features 
of the adult images classification process and the proposed framework can be 
effectively used as the kernel of web contents rating systems. 
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Abstract. Because the Internet is vast and insecure, strong crypto-
graphic protocols are required to support secure communication. In this
paper, we propose an efficient way to perform secure delegations in a
hierarchical group. We propose a practical multi-proxy signature scheme
applicable to hierarchial organization using the Diffie-Hellman problem
and secret sharing without secure channels. In addition, we improve the
proposed scheme to a dynamic one allowing repeated delegations.

1 Introduction

In many Internet based e-commerce systems, digital signatures can be used as
the basic cryptographic technique for authentications. Proxy signatures[6] al-
lowing signature authority delegation also can be used for purposes of personal
delegations or efficient system operation. In this paper, we consider an efficient
way to perform secure delegations in hierarchical organization such as public
key infrastructure (PKI). In many PKIs, there is the PAA (Policy Approval
Authority) at the highest level, and the PCAs (Policy Certification Authority)
are at a lower level, and the CAs (Certificate Authority) and RAs (Registration
Authority) are at the lowest level. The higher authorities certify the lower au-
thorities. The PCAs delegate the responsibilities to certify users’ public keys to
the CAs, and the CAs delegate the responsibilities to register the users to the
RAs. A multi-proxy signature generated by the CAs or the RAs represents a
certification path implicitly from the highest authority to the lowest authorities
and represents a cross-certification among the CAs or the RAs. Our goal is to
propose a more practical multi-proxy signature scheme to apply in situations
such as this. The multi-proxy signature scheme was first proposed in [3] and
several multi-proxy signature schemes were proposed in [4][5][9]. However, Lal
et al.’s scheme[4] suffers from the weakness that the original signer can forge
the proxy signer’s partial signature. And, Lin et al’s scheme[5] and Xue et al’s
scheme[9] assume a secure network channel. In this paper, we propose a new
multi-proxy signature scheme and extend it to a multi-proxy signature scheme
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allowing repeated delegations for a hierarchical group. Using the Diffie-Hellman
key exchange protocol[2] and secret sharing[1], the original signer can delegate
her signature authority to plural proxy signers without secret channels. In addi-
tion, the designated proxy signer can delegate her signature authority to other
proxy singers so that the proxy signers group can be constructed dynamically.

2 An Implementation of Multi-proxy Signatures

We describe our multi-proxy signatures. Let p, q be two large primes where
|p| ≥ 512 bits and q|(p − 1). g ∈ Z∗

p is a generator of order q. We assume that
there are n signers denoted as P = {P1, P2, . . . , Pn}, and that every signer has her
private-public key pair (xpi, ypi) where xpi is randomly selected in Z∗

p and ypi =
gxpi mod p. We assume that Pi wants to delegate her signature authority to ti
(= 0 or ≥ 2) proxy signers denoted as Si = {ci1, . . . , citi

}. For a given message
M , all proxy signers in Si can generate collectively a multi-proxy signature σ for
(M,Si). We assume that the network is insecure so that adversary F can gain
any information from the network.

1. Delegation Ticket Generation: Pi performs the following steps to dele-
gate her signature authority to her proxy signers. Pi

(a) selects ti random numbers such that rsij ∈ Z∗
q and generates delegation

ticket shares dtij = (ycij)
rsij mod p for proxy cij , where j = 1, ..., ti and

ycij is the public key of cij ;
(b) sets her delegation ticket dti =

∑ti

j=1dtij mod q and computes DTi =
gdti mod p, and then publishes DTi with a digital signature of Pi;

(c) generates kj = H(dtij , Si) · xpi + rsij mod q and RSj = grsij mod p;
(d) broadcasts < kj , RSj , Si > to all proxy signers cij in Si for j = 1, . . . , ti.

2. Multi-proxy Signature Generation: Each proxy signer cij creates her
partial proxy signature σij as follows: A proxy cij

(a) generates the delegation ticket share dtij = (RSj)
xcij = grsij ·xcij mod p;

(b) If gkj ≡ (ypi)
H(dtij ,Si) · RSj mod p holds, then generates σij ;

i. selects aj ∈ Zq, and computes lj = aj + dtij mod q, paj = gaj mod
p and prj = gdtij mod p;

ii. broadcasts paj , prj to proxy signers in Si and then computes PA =∏ti

j=1paj mod p and PR =
∏ti

j=1prj mod p;
iii. sets e = H(PA,PR,M,Si) and computes psj = e · xcij + lj mod q,

then σij =< paj , prj , psj >.
The final multi-proxy signature is σ =< PA,PR,PS > where PS =

∑ti

j=1psj

mod q.
3. Multi-proxy Signature Verification: An arbitrary verifier can verity the

validity of σ =< PA,PR,PS > using each proxy signer’s public key and
the original signer’s DTi. The verifier first verifies the signature of DTi and
then verifies the multi-proxy signature by checking that PR ≡ DTi mod p
and gPS ≡ (yci1 · yci2 · · · yciti

)e · PA · PR mod p hold.
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Table 1. Comparison of Computational Complexity

Phase Lin et al’s Scheme[5] Xue et al’s Scheme[9] Our Scheme

Delegation 5nTexp + (6n− 1)Tmul +
nTadd

4nTexp + (3n− 1)Tmul +
nTadd

(5n + 2)Texp + (2n +
1)Tmul + (3n + 1)Tadd

Signature

Generation

(n2 + 6n)Texp + (n2 +
6n)Tmul + (3n − 1)Tadd

(n2 + 4n)Texp + (n2 +
3n)Tmul + (3n − 1)Tadd

(2n)Texp + (2n2 −
n)Tmul + (2n + 1)Tadd

Signature

Verification

3Texp + 3Tmul 3Texp + 4Tmul 4Texp + (n + 2)Tmul

Total (n2+11n+3)Texp+(n2+
12n + 2)Tmul + (4n −
1)Tadd

(n2 +8n+3)Texp +(n2 +
6n+3)Tmul+(4n−1)Tadd

(7n+6)Texp+(2n2+2n+
3)Tmul + (5n + 2)Tadd

We compare the performance of our scheme with Lin et al’s scheme[5] and Xue
et al’s scheme[9] that are recently proposed, in Table 1. We use three notations
(time for modular computations) such that Texp (exponentiation), Tmul (multi-
plication) and Tadd (addition). We reduced Texp in multi-proxy signature gen-
eration phase, in total, the computational overhead of our scheme outperforms
that of other schemes.

The security of our scheme is based on the difficulty of the discrete logarithm
problem (DLP) in a finite field for a large prime. In the delegation phase, Pi’s
dti is shared between the Pi and cij by secret sharing and the Diffie-Hellman key
exchange protocol. So, it is not feasible for unauthorized proxy signers without
delegation ticket shares to generate valid delegation ticket shares, by the Diffie-
Hellman assumption and the security of secret sharing. In multi-proxy signature
generation phase, each cij creates σij based on the Schnorr signature scheme[8].
So, our scheme is a kind of Schnorr signature-based multisignature scheme. In
ASM[7], Micali el al. proved that a Schnorr signature-based multisignature is
secure against an adaptive chosen message attack under the DLP assumptions.
Therefore it is not feasible for adversaries to forge the multi-proxy signature.

3 Multi-proxy Signatures Allowing Repeated Delegations

Now we discuss how the previous scheme can be improved to become a dynamic
one allowing repeated delegations. We assume that P is a hierarchical group that
can be represented as a tree with a degree greater than 2 in which each node
represents a participant Pi. And each node can delegate its signature authority
to its child nodes in the hierarchy. For Pi’s proxy group Si, we suppose that cij

cannot directly perform as a proxy, and let Pj = cij . Then, Pj can delegate her
partial proxy signature authority to her child nodes denoted as cj1, . . . , cjtj

as
follows:

1. Renew the Subgroup Information: Pj must refresh subgroup infor-
mation. Pj makes Sj = {ci1, ci2, . . . , cij−1, cij+1, . . . , citi

, cj1, . . . , cjtj
} and

broadcasts it with her signature to all other existing proxy signers.



Multi-proxy Signatures Based on Diffie-Hellman Problems 343

2. Delegation Ticket Generation: Pj ’s delegation ticket share generation
protocol for her new proxy signers is identical to that described in Section 2
except that Pj ’s delegation ticket denoted as dtj is the same as the value
of dtij that Pi generated for Pj , and that Pj creates an additional pub-
lic delegation ticket share pdtj = dtj −

∑tj

l=1 dtjl mod q. Pj generates the
public delegation information DTj = gdtj mod p and publishes the pair
< DTj , pdtj > signed by her.

3. Multi-proxy Signature Generation: The protocol for ck in Sj to create
σk =< pak, prk, psk > is identical to that described in Section 2 except that
PA =

∏
k∈Sj

pak mod p and PR = (
∏

k∈Sj
prk) ·gpdtj mod p. Then, the final

multi-proxy signature is < PA,PR,PS > such that PS = (
∑

k∈Sj
psk) +

pdtj mod q. The signature verification is identical to the basic scheme.

Finally, Pi’s proxy signers except Pj , and Pj ’s proxy signers can generate a
proxy signature on behalf of Pi, and this repeated delegation can be continued
to participants at the lowest level in the hierarchy.

4 Conclusion

In this paper, we proposed a new multi-proxy signature scheme. By applying
the Diffie-Hellman key exchange protocol and secret sharing to our scheme, the
original signer and the proxy signers can generate a multi-proxy signature more
efficiently through open network channels. More importantly, we extended the
conventional scheme to a multi-proxy signature allowing repeated delegation for
a tree-structured hierarchical group. However, accomplishing repeated delegation
without requiring additional information is a subject for further research.
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Abstract. Internet-based collaboration opens a vast stream of opportunities for 
developing countries in acquiring international assistance. In this paper, we 
identify technology transferring from developed countries to developing coun-
tries as a potential form of international assistance that can be immensely bene-
fited through collaboration over the Internet. We propose strategic means for 
facilitating internet collaboration in developing countries and present an exam-
ple to show the Internet potential in medical technology transferring.  

1   Introduction 

International cooperation is important and essential for the development of any coun-
try. Various global and regional organizations are providing an immense amount of 
assistance to developing nations to solve a number of socio-economic problems 
through provision of food, clothing, materials, expert services and many others. Some 
international cooperative organizations (e.g. JICA) believe that technology transfer-
ring can make a sustainable socio-economic development in most of the developing 
countries. In this paper, we propose Internet-based collaboration as a potential means 
to enhance technology transfer activities in international cooperation, proposing 
strategies for its deployment over existing infrastructures.  

While the Internet potential is substantially broad and complex, in most of the de-
veloping countries, the network infrastructure is not yet well established and thus its 
benefits are limited to a narrow scope. Hence, we believe that international assistance 
in the form of technology transfer can best exploit these limited internet facilities [1]. 
Having an understanding on the Internet accessibility, the donor countries can target 
institutions best suited for reception of technological know-how with anticipated sub-
sequent technology propagation within the country originating from those local insti-
tutions. Presumably, at least a small fraction of the work force of these institutions 
(e.g. surgeons in base hospitals, lecturers in universities, engineers in technical institu-
tions, researchers in agricultural institutions, directors and managers in the commer-
cial sector) are equipped with some prior knowledge on general computer operations , 
that creates a conducive environment for realizing Internet collaboration.   
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2   Technology Transferring Through Internet Collaboration  

Frequent expert-trainee interaction and accessibility to each other when required is a 
prime necessity for the success and sustainability of the technology transfer process. 
Internet Collaboration can immensely benefit the above interaction in many ways. 
The experts who visit recipient countries or the trainees who leave for foreign training 
centers could get accustomed to the social environment, resources available and      
nature of the course, before leaving the home country. When the experts or the train-
ees return to their home countries after completing the service/training, the experts 
can monitor the progress of the technology transfer activity, evaluate the performance 
of trainees and attend to forthcoming problems through the Internet. The trainees in 
recipient countries can present their performance to the experts through PowerPoint 
presentations, video recording of their performance or showing the real output. The 
experts on the other hand can arrange Internet training sessions in a regular basis to 
the trainee groups through similar methods. Moreover, Internet collaboration can be 
exploited in exogenous situation such as heavy infections, and other hazardous envi-
ronments where foreign experts may reluctant to undergo direct exposure.  

To realize internet collaboration in developing countries overcoming the infrastruc-
tural limitations, we propose following strategies. 

− Appropriate handling of multimedia contents: In order to conduct multimedia 
communication among geographically dispersed locations, the Internet channels 
should meet the minimum specifications. Bandwidth and delay requirement for 
transmission of textual messages is generally affordable over all Internet channels 
except for disconnections. Minimum bandwidth requirement for an interactive au-
dio communication facility with satisfactory voice quality (e.g. 8-bit resolution 
mono-GSM encoded) is around 13kbps, and could be realized through most of the 
Internet channels. Video communication on the other hand, consumes a larger por-
tion of the bandwidth depending on smoothness and quality of the video stream. 
We have identified motion JPEG (M-JPEG) streaming technology as having suffi-
cient flexibility [2] to exploit this smoothness-quality trade-off to suit narrow band 
to wide band network channels while preserving acceptable image-quality. Accord-
ing to our own telemedicine experience [3], real-time high-quality patient face im-
ages can be accommodated through channel bandwidths as low as 40kbps.  

−  Integration of synchronous and asynchronous collaboration: Integration of the 
synchronous and asynchronous collaboration procedures enhances the efficiency in 
two aspects: firstly, the collaborators are allowed to participate in progressive se-
quence of remote discussions both synchronously and asynchronously, maximizing 
human and resource utilization. Secondly, collaboration contents could be stored in 
a persistent database (using mirrored servers) to maximize latency and bandwidth 
utilization. The authors believe that asynchronous data posting to local servers and 
subsequent global synchronization is the only effective solution available to over-
come bandwidth scarcity in developing countries.   

− Mutual integration of multiple collaborative programs: The idea is simply that 
two collaborative projects could be combined to maximize resource utilization. 
This can be considered as using the output from one project to support another pro-
ject and/or resource sharing.  For example, a software development and medical 
collaboration can be combined so that the software development team provides 
software and technical expertise to the local telemedicine team. A donor country 
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transferring technical know-how to multiple countries in parallel rather than a sin-
gle country is another example that mutually shares resources effectively. 

− International support for infrastructure development: Infrastructural provision-
ing to realize internet communication may be viewed as costly, tedious, or irrele-
vant exercise by the international organizations that consider localized goals from 
technology transfer programs. However there are several issues that can be          
attended without requiring much investment and effort, but has a large impact in 
realization of Internet collaboration in developing countries. (1) Provisioning of 
required equipment and software such as computers, video devices, and collabora-
tion software etc. (either as donations or on lending basis) furnishes the basic setup 
for Internet collaboration. (2) The required technical support must be provided to 
both collaborating parties through dispatching experts or directing the support of 
capable local institutions. (3) The network infrastructure itself may require slight 
modifications to create a viable environment to conduct Internet collaboration.  

3   Practical Realization -A Pilot Project 

The authors have been involved in designing a group collaboration system [3] for 
supporting telemedicine in the field of oral & maxillofacial surgery, conducted among 
 

 

Fig. 1. GUI snapshot of the synchronous collaboration tool. A Japanese medical expert evalu-
ates a maxillofacial case handled by a Sri Lankan medical surgeon. Few other participants from 
different countries participate this discussion (see top right panel)  
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4   Conclusions 

In this paper, we identified the technology transfer activities as the best point of de-
ploying the Internet in cooperate interactions between developing and developed 
countries. Our telemedicine exercise among Japan, Sri Lanka and few other countries 
in Asia was presented to show a glimpse of internet potential. 
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Abstract. Electronic bulletin board (BBS) has a problem which is ac-
tion to obstruct communications (the authors use “obstruction on bul-
letin board”). The authors introduced system that aids an operator to
find such obstruction based on feature extraction of words which causes
harmful psychological effects on readers. We propose a new evaluation
method using “Ruination Figure” which is calculated by feature extrac-
tion. This index is displayed in two ways of stock chart for BBS operator
to see trend of the index and find harmful obstruction in the BBS.

1 Introduction

In recent years, the BBS came into wide use. Anyone can exchange information
using text for anonymity in BBS. Now, it occurs harmful problems there. It is
necessary for operator to deal with such problems.

There are some services that aid operators to monitor the BBS for corporate
services [1, 2]. These services need a lot of people in monitoring the BBS.

Several studies have been made on BBS [3, 4, 5]. Heat-up in BBS is discussed
to analyze in relationship with reply-rate of communication [4, 5], and technique
for its detection is not reported.

The purpose of this paper is to propose a method to monitor a BBS. The
method focuses attention on that “obstruction on bulletin board” is judged by
readers and that users communicate using characters. To monitor a BBS, we
will introduce the new index “Ruination Figure”.

2 Proposal of New Index “Ruination Figure”

2.1 Monitor Object

There are two patterns of obstruction by “obstruction on bulletin board”. One
is that operator can discover such statements easily. The other is not discovered
easily. There are three examples for the latter.

- Large number of people (two members or more) blaming each other
- Continuousness of writings that is hated by other members
- Provocative sentences that causes unpleasant writings

S. Shimojo et al. (Eds.): HSI 2005, LNCS 3597, pp. 349–352, 2005.
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In this paper, we suggest a new evaluation index “Ruination Figure” of BBS
to help operators to find above three obstructions. This shows how rough each
statement is, and is calculated from the words and number of responses.

2.2 The Calculation of “Ruination Figure”

We define “Positive words [pw]”, “Positive word weight [pww]”, “Negative words
[nw]” and “Negative word weight [nww]”. pw is a word set whose elements give
readers a good feeling. pww is a weight of each element of pw, and positive.
So, nw is a word set whose elements give readers a bad feeling. Then, nww is
a weight of each element of nw, and negative. pw and nw are classified by the
meanings which each word has.

We define “Concord Number [cn]” and “Opinion Score [Os]”. cn shows the
number of times that pw or nw corresponds. The number of times that a state-
ment matched pw is expressed as cnpw. In the same way, the number of times
that nw matches is expressed as cnnw. Os is the score which is calculated from
pww, nww, cnpw and cnnw. Os is calculate as follows.

Os = pww ∗ cnpw + nww ∗ cnnw (1)

We define “Comment Chain Score [ccs]” to consider chains of the argument to
give additional point to an opinion leader who is followed by many responses,
and it is defined using the number of responses (Res) [4, 5].

ccs = lognRes (Os ≥ 0)
ccs = −lognRes (Os < 0)

(2)

The base n is variable to accentuate change of “Ruination Figure”.
Statement Score [Ss] for each message is sum of Os and ccs,Ss(t) = Os(t) +

ccs(t), where t is the number of a message. A statement with positive Ss gives
pleasantness, and negative Ss means unpleasantness.

“Ruination Figure [RF ]” is sum of Ss from the first to the statement; RF (t) =∑t
1 Ssi.

3 How to Evaluate “Ruination Figure”

The authors propose two ways to evaluate the trend of “Ruination Figure” to be
used by BBS operators. One is use of Candlestick Charting which is a drawing
used in stock market [6].

There are two advantages of the Candlestick Charting. One is to show a
change in some data on an item. The other is to guess easily whether the present
state is settled or not.

A candle stick shows a change in the price of the fixed period, one can know
the opening price, high price, low price and closing price.

The other way to evaluate RF proposed by the authors is use of RSI(Relative
Strength Index) which shows the rising rate of price [6].
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Fig. 1. How to compare candle stick charting with RSI

To use the Candlestick Charting and RSI to monitor a BBS, RF for each
statement is used instead of stock price. Figure 1 shows two cases of suspected
event. In the part “A”, both of Candlestick Charting and RSI fall, and so the
operator should consider it is ruining part. In the part “B”, Candlestick Charting
falls while RSI rises, so it should not be considered as a ruining part.

4 Example of Analysis

4.1 Evaluation of BBS

The result of proposed method is evaluated as comparison with an objective
detection of ruining part. A set of thousand messages in a BBS board has been
processed by the method and given to six students. Six male students in their
twenties and of at least three year internet experience completed the questionaire
from.

4.2 Effectiveness of “Ruination Figure”

In experiment, we use 308 negative words and 121 positive words. Figure 2 shows
the output of our proposed technique. Each ruining part of the BBS is enclosed
with a square.

The result of the proposed method gives fairly good agreement with the
subjective inspection. The part from 800 to 840 shows a false alert. It was due
to critical statements, so it can not be considered as “obstruction on bulletin
board”.

In the same way, we did the experiment to nineteen BBS using same pw and
nw. Each BBS had different theme (for example, about PC, car, and so on) and
content. As the result, 81% of ruined part deteceted by subjective method.
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Fig. 2. The result of the experiment by the proposal method

5 Conclusion

In this paper, we focused on words used in the BBS that harms readers psy-
chologically. We calculated a new index “Ruination Figure” based on words and
responses to know how the BBS is ruined. We could aid operator to detect ruined
part of BBS using proposed method.
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Abstract. An efficient approach for iris recognition is presented in this
paper. An efficient iris region normalization consists of a doubly polar
coordinate and noise region exclude. And then a Haar wavelet trans-
form is used to extract features from iris region of normalized. From this
evaluation, we obtain iris code of small size and very high recognition
rate. This effort is intended to enable a human authentication in small
embedded systems, such as an integrated circuit card.

1 Introduction

Biometrics is known as a way of using physiological or behavioral characteris-
tics as measuring means. Some physiological or behavioral characteristics are so
unique to each individual that they can be used to prove the person’s identity
through automated system.

Recently, Daugman [1][2] developed the feature extraction based on 2D Ga-
bor filter. He obtained 2048 bits iris coding by coarsely quantizing the phase
information according to complex-valued coefficients of 1024 wavelets, chose a
separate point between same match and different match. His research work has
been the mathematic basis of most commercial iris recognition systems. But, the
system of Daugman concentrated on ensuring that repeated image captures pro-
duced irises on the same location within the image, had the same resolution, and
were glare-free under fixed illumination. These constraints may restrict to apply
it in practical experiences. Wildes [3] proposed a prototype system based on au-
tomated iris recognition, which registered iris image to a stored model, filtered
with four resolution levels and exploited spatial correlations and Fisher liner
discrimination for pattern matching. This system is very computationally de-
manding. Boles[4] implemented a feature extraction algorithm via zero-crossing
representation of the dyadic wavelet transform. It is tolerant to illumination
variation, but only feature extraction and matching algorithm are considered.
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In this paper, we propose an iris region to be normalized and haar wavelet
transform using to extract features from iris region.

2 Iris Feature Extraction by Haar Wavelet Transform

In this paper, a wavelet transform is used to extract features from iris
region[5][6][7]. Any particular local features of a signal can be identified from
the scale and position of the wavelets in which it is decomposed[8]. Wavelets are
a powerful tool for presenting local features of a signal. When the size and shape
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HL4 HH4

LH3

HL3 HH3

LH2

HL2 HH2

LH1

HL1 HH1

(a) Subband form of wavelet transform

(b) Subband image of wavelet transform

Fig. 1. Iris subband image and form

of a wavelet are exactly the same as a section of the signal, the wavelet transform
gives a maximum absolute value, a property which can be used to detect tran-
sients in a signal. Thus the wavelet transform can be regarded as a procedure
for comparing the similarity of the signal and the chosen wavelet. Fig. 1(a) Here,
H and L mean the high-pass filter and the low-pass filter, respectively, and HH
indicates that the high-pass filter is applied to the signals of both axes[9].

3 Experiment Results

For this experiment, we use 7 data per person from 20 persons. In order to
determine a threshold separating False Reject Rate(FRR) and False Accept
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Rate(FAR), we using a Hamming distance. Fig. 2 shows the distribution of
Hamming distances computed between 1211 pairs of different images of the dif-
ferent iris. In the figure, x-axis and y-axis indicate the multiply HD by 100 and
the count of date.

It can be seen in Fig. 3, that Equal Error Rate(EER), the cross point between
the FAR and the FRR curves, achieves a 0%. But what is more important,
obtained both the range of cross point and a null FAR for very low rates of False
Rejection, which means this system is optimal for high security environments.
When we use the threshold of 32, we can get the Recognition rate(RR) of about
99.8%.

Fig. 2. Hamming Distances for Imposters

Fig. 3. Result in verification with Hamming distance
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4 Conclusion

In this paper, an efficient method for personal identification and verification
by means of human iris patterns is presented. An iris region is proposed to be
normalized and haar wavelet transform is used to extract features from the iris
region. With these methods, we obtain iris feature vectors of 58 bits. The iris
feature vectors of 58 bits show that we could present an iris pattern without any
negative influence and maintain an high rates of recognition.
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Abstract. In this paper, we propose a system for multimedia presentation with 
user’s participation based on events to play-out multimedia contents consisting 
of various heterogeneous media objects through a network. We define various 
types of events and propose methods for handling them with Event Constructor, 
Event Scheduler and Event Queue Manager. In addition, Network Manager and 
QoS Manager are proposed to manage network delays and to maintain the 
required QoS of an interactive multimedia presentation. With the proposed 
presentation system, a user can make a multimedia content with user’s 
participation based on a user-defined scenario,  give a synchronous 
presentation through a presentation manager handling the events with priority. 
Finally, we implement it in Windows XP environment using Visual C++ 6.0 
programming platform, and show an example of multimedia content and its 
presentation. 

1   Multimedia Presentation 

A multimedia content is composed of several types of media with temporal and 
spatial information. For multimedia presentation, there are essential requirements for 
a composite multimedia content [2]. For the proper presentation of a multimedia 
content, it should be presented to a user according to the pre-defined specification 
without processing overhead. Therefore, it is important for the multimedia 
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presentation to consider, not only exact scenario specification, but also proper use of 
computer system resources in the course of processing a multimedia content. Figure 1 
shows the typical processing flow of a multimedia presentation with scenario and 
presentation phase.  

For the multimedia authoring and presentation, many researchers have studied on 
methods for scenario specification [2], [6], presentation scheduling [4], [5], QoS 
control, real-time disk scheduling, network specification [3], delay-sensitive data 
transfer [3], and so on. 

 

Fig. 1. Processing flow of multimedia presentation 

In this paper, we design a presentation system for multimedia contents based on 
event-driven processing model to satisfy the required QoS by controlling and 
maintaining events effectively. The rest of this paper is as follows: In section 2, we 
define an event which provides communication interface among threads and 
processing modules. In section 3, we describe operational methods of the proposed 
“Presentation Manager” designed for controlling events so as to perform synchronous 
multimedia presentation. We show an implemented case of the model for multimedia 
presentation with the proposed event-driven system. Finally, we conclude the paper 
with a summary of the points raised throughout this work. 

2   Event 

It is well known that in order to provide a satisfactory result in multimedia 
presentation, we must consider diverse factors affecting the quality of services in the 
course of presentation such as user participation, processing delay, network delay, and 
resource management. Especially, these factors should be systematically analyzed and 
completely controlled for an efficient multimedia presentation.  

This paper is a study on the design issues of a system model for multimedia 
presentation, and on the controlling method of events for performing synthetic and 
dynamic playing-out of a multimedia content. We address diverse factors as 
considered during a multimedia presentation and propose a presentation model based 
on events for dealing with these factors synthetically by creating, changing, and 
discarding them. 
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2.1   Event Classification 

There are some unpredictable interrupting factors in the course of multimedia 
presentations such as user participation, network state changes, and system resource 
deficiency [1]. To keep satisfactory quality of service in performing presentations, we 
define some factors that should be considered in the process of presentations, and 
propose a method to deal with factors as events. There are five major classes of 
events, and these are presented in Table 1.  

Table 1. Event classification 

Class Function Time points of issuing 

User Event 
controls user participation in a 

presentation 
start, suspend, resume, stop, 

forward,  and backward 

Presentation 
Scheduler Event 

processes the schedule with a 
user defined scenario 

start, stop of a media or effect, 
data receiving/sending, buffering 
control 

Network 
Manager Event 

controls network status 
changes 

Network status changes, data 
receiving or sending 

QoS  
Manager Event 

dynamically controls 
unexpected harmful factors 
affecting QoS 

environment setting, schedule 
advancing, exception handling 

Media Event 
processes media or effect 

threads 
creating, suspending, resuming, 

termination of a thread 

2.2   Event Structure 

An Event can originate from various sources, and once it is issued then it must be 
informed to and processed by the presentation scheduler mentioned later. For this 
purpose, we design the data structure for an event as follows: 

Event _content : indicates an event type occurred  
Event_target media or thread : it represents information on the target media or 
thread to be processed. An event is analyzed by the “Presentation Manager”, and 
passed to the dedicated thread with this event.  
Event_occurrence time : it represents the occurring time of an event, and it is 
used for processing duplicate occurrences of an identical event and for handling 
event priority.  

3   Presentation Manager and Implementation 

In this paper, we design a “Presentation Manager” by which event based presentation 
of a multimedia content is performed in a synchronous manner. Figure 2 shows the 
overall structure of the proposed “Presentation Manager”. 

“Presentation Manager” sends an event happened at a time point to “Event Queue 
Manager” and the event will be processed by “QoS Manager”. The main operational 
functionality of the “Presentation Manager” is to absorb the problem caused by 
irregular and dynamic happening of synchronous elements, and it is designed to 
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handle various synchronizing information synthetically. In addition, it is oriented to 
support a real-time interactive processing way to enhance the performance of a 
multimedia presentation. 

The proposed system for event-driven multimedia presentation is implemented on 
Windows XP. Figure 3 shows a screen-capture of an example of running program.  

  

Fig. 2. Overall structure of the Presen- 
tation Manager 

Fig. 3. An implementation example 

4   Conclusions  

In this paper, we propose a design model for performing effective multimedia 
presentation based on an event-driven processing method. We define various types of 
events generated during a presentation, and give a system model for multimedia 
presentation with Event Constructor, Event Scheduler, Network Manager, QoS 
Manager, and Event Queue Manager. We implemented the proposed system model on 
Windows XP environment using Visual C++ 6.0 programming platform. For future 
work, we will enhance the proposed system model to support real-time synchronous 
multimedia presentation through a shared network with different network delays. 
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Abstract. Most of the content-based image retrieval systems focus on similar-
ity-based retrieval of images by utilizing color, shape and texture features. For 
color-based image retrieval, the average color or color-histograms of images are 
widely used as feature vectors. In this paper, we propose a new searching 
scheme, called Fuzzy Membership Value-Indexing, to guarantee higher re-
trieval quality. This scheme allows us to retrieve images based on high-level 
emotional concepts, such as ‘cool’, ‘soft’, ‘strong,’ etc. Each image is automati-
cally classified into predefined emotional categories, by analyzing its color val-
ues in HSI color space and assigning appropriate fuzzy membership values. Our 
experimental results show that the proposed technique can reflect user’s search-
ing intention more accurately. 

1   Introduction 

As a multimedia data type and a kind of visual media, color images can deliver in-
formation very efficiently. Many previous researches have exploited how to search 
color images effectively [1,2,3,4,5]. Current systems can extract feature vectors and 
search images based on these features. But they do not utilize semantics of or sensa-
tion on color images that are implied by images themselves. 

In this paper, a new indexing scheme, called FMV indexing (Fuzzy Membership 
Value-indexing), is proposed to guarantee higher searching quality. By following this 
scheme, images can be searched by emotional concepts, which are derived from color 
values in HSI (Hue, Saturation, Intensity) color space. Emotional concepts, which are 
kind of semantic interpretation on color images felt by human, are automatically ex-
tracted and represented as FMV-indexes within image databases. Using these FMV-
indexes, the proposed system can support image searching by emotional concepts. For 
example, the emotion-based queries, such as “find cool images” and “find lovely 
images,” can be directly supported based on the semantic features derived from color 
information of images.  

We propose an algorithm to generate FMV-indexes from color information in HSI 
color space. We also show how these FMV-indexes can be used for grouping and 
searching images by emotional concepts.  
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2   FMV-Indexing for Color Image Retrieval 

When human perceives color of images, he/she normally does it by using hue as a 
whole. Hue distinguishes what is red from what is blue. Hue is a feeling about color, 
accepted by human eyes, that is usually spread over color spectrum. In HSI color 
model, hue is described by using degrees from 0° to 360°. Saturation represents how 
much white color is contained. Figure 1 shows the overall process of FMV-index 
based color image retrieval. At first, the RGB histograms are extracted from color 
images and then converted into HSI values. FMV-indexes are produced from them 
and stored in emotional categories table. To search an image by emotional concepts, 
FMV-indexes are utilized. 

Color
images

Color feature
extractor

R G B

RGB to HIS
transformation

H S I

 FMV-index
generation

Image
classification
(emotional
categories)

 

Fig. 1. Procedure for FMV-indexing and classification 

FMV-index represents conceptual distance between emotional terms as fuzzy 
membership values. Emotional terms, which are felt by human, after looking at color 
images, are very diverse and ambiguous. However, some distinctive colors are clearly 
and definitely related with emotional terms. In case of ‘red,’ we can feel ‘warm’ or 
‘active.’ Similarly, ‘yellow’ can give us feeling, such as ‘cute’ or ‘pretty.’ On the 
contrary, ‘blue’ gives ‘cool’ or ‘clean’ feeling and ‘green’ gives ‘natural’ or ‘rural’ 
feeling.  

Some emotional terms can be used for grouping similar colors altogether. For ex-
ample, ‘pink’ and ‘red’ belong to the same color family and both are related with the 
emotional term ‘romantic.’ The conceptual distance between colors and emotional 
terms can be measured by the formula Ucallforaicc FaiF ∈= )))(),(max(min()( μμμ . 

Here, F represents the related emotional term with the color c with the probability α. 
For instance, let’s assume that fuzzy sets of emotional terms for the color ‘pink’ and 
‘red’ are pink = {(0.9, active), (0.7, strong), (0.9, romantic), (0.9, beautiful), (0.9, 
pretty)}, red = {(0.95, active), (0.9, strong), (0.7, romantic), (0.75, beautiful), (0.7, 
pretty)}, respectively, and a fuzzy set of colors for the emotional term ‘dynamic’ is 
dynamic = {(0.98, red), (0.98, pink), (0.8, orange), (0.5, green), (0.1, blue), (0.9, yel-
low)}. Then, the membership value for the emotional term ‘active’ to ‘dynamic’ can 
be calculated like this. 

          

)),(),(max(min()( redactiveactive dynamicreddynamic μμμ =

95.0

)9.0,95.0max(

)))(),(min(

=
=

pinkactive dynamicpink μμ

         

pinkred

active

dynamic

0.980.98

0.90.95

0.95

 

Therefore, the relationship probability, where the emotional term ‘active’ can be in-
cluded in the term ‘dynamic,’ reaches to 0.95.  
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Figure 2 shows the cone-structure for FMV-indexes. We divide color into 12 basic 
colors, such as red(0°), orange(30°), yellow(60°), spring(90°), green(120°), 
teal(150°), cyan(180°), azure(210°), blue(240°), violet(270°), magenta(300°) and 
pink(330°). In case of red color, it has a value range 0<= r <=15 and 345<= r <=360.  

r(0)

30 o

o(30)

y(60)
s(90)

g(120)

t(150)

c(180)

a(210)

v(270)

p(330)

m (300)b(240)

15 o

15 o

axisspan

overlap

m in(s)

tolerance

range

m ax(s)

 

Fig. 2. Cone structure for FMV-indexing 

Figure 3 shows an algorithm that produces FMV-indexes. For each color image, 
FMV indexes are produced and its emotional category is determined. Each emotional 
category is related with some entries of emotional term thesaurus to support emo-
tional adjectives in image searching process. 

Algorithm Generate_fmv_index(int num, int row_count, float s, float s_value, float 
h_value, float fmv_index) 
begin 
  num <-- 1;                             // number of images 
row_count <-- select_from_imagetable   // record count 
min(s)<-- 0; max(s) <-- 255 // define saturation min value and max value 

    while (num < row_count + 1) do  
  h_value <-- select_from_imagetable(num)   

         if (h_value == each class(0~360)) then 
             s_value <-- select_from_imagetable(num)   
             fmv_index <-- (( s_value - min(s))/(max(s) - min(s))) 
             update_imagetable(fmv_index, num); num <-- num + 1 
         else 
             update_imagetable(0, num); num <-- num + 1   

endif 
    end 
end 

Fig. 3. FMV-index generation algorithm by H and S 

For a given query, e.g., “find cool images,” emotional adjectives are scanned first. 
If there are no proper adjectives, most similar word is used as emotional adjective. 
That emotional adjective is used to compute fuzzy membership, which is then used to 
search FMV-indexes in emotional categories table.  

3   Experiments 

A computer with Intel Pentium-4 1.80GHz and 512MB main memory is used to con-
struct our prototype system for image searching by emotional concepts. Test pro-
grams are developed by C++ and Delphi. Randomly selected 1011 images, including  
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scenery, animal, and flower images, are used in experiments. Figure 4 compares the 
recall and retrieval speed of the FMV-indexing, HSI average histogram, and RGB 
average histogram-based method. 

4   Conclusion  

In this paper, the FMV-indexing method is proposed to allow image searching by 
emotional concepts. We developed an algorithm to automatically generate FMV-
indexes. The proposed scheme does support semantic-based retrieval that depends 
upon human sense (e.g., “cool” images) or emotion (e.g., “soft” images), as well as 
traditional color-based retrieval. Emotional concepts and images are classified into 12 
emotional categories and each category is related with emotional adjectives. Our 
experiments show the proposed technique can reflect user’s searching intention more 
accurately.  
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Fig. 4. Performance comparison of RGB, HIS, and FMV-index 

There should be further researches on how to finely categorize color information to 
further improve the searching efficiency. To obtain much higher searching quality, 
researches on how to adopt other image features, such as shape and texture, within the 
FMV-indexing, are also required. 
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