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Abstract. Network intrusion detection is an important technique in computer 
security. However, the performance of existing intrusion detection systems 
(IDSs) is unsatisfactory since new attacks are constantly developed and the speed 
of network traffic volumes increases fast. To improve the performance of IDSs 
both in accuracy and speed, this paper proposes a novel adaptive intrusion 
detection method based on principal component analysis (PCA) and support 
vector machines (SVMs). By making use of PCA, the dimension of network data 
patterns is reduced significantly. The multi-class SVMs are employed to 
construct classification models based on training data processed by PCA. Due to 
the generalization ability of SVMs, the proposed method has good classification 
performance without tedious parameter tuning. Dimension reduction using PCA 
may improve accuracy further. The method is also superior to SVMs without 
PCA in fast training and detection speed. Experimental results on KDD-Cup99 
intrusion detection data illustrate the effectiveness of the proposed method. 

1   Introduction 

With the wide spread of computer networks, security problems in computer systems 
have become more and more important since various intrusions or viruses may cause 
significant losses to information assets. To defend attacks of information systems, lots 
of security techniques and products, such as firewalls, intrusion detection systems 
(IDSs), etc., have been developed. Among these security techniques, intrusion 
detection plays a key role because it is a dynamic defense technique, which is different 
from earlier static defense techniques including firewalls and access control. 

In intrusion detection systems, misuse detection and anomaly detection are the two 
main classes of detection policies. Misuse detection can detect known attacks by 
constructing a set of features or signatures of attacks while anomaly detection detects 
novel attacks by modeling normal behaviors. Both misuse and anomaly detections rely 
on analysis of large amounts of audit data or events. It is a time-consuming and tedious 
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work. Thus, intrusion detection techniques based on data mining or machine learning 
[1][2] have attracted much attention in recent years, which are usually called adaptive 
intrusion detection techniques. 

In data-mining-based IDSs, the process of data analysis and behavior modeling can 
be automatically carried out and there are also two different processing policies, i.e., 
misuse detection and anomaly detection. In misuse detection, various standard data 
mining algorithms [2,3], fuzzy logic models [4], and neural networks [5] have been 
used to classify network intrusions. In anomaly detection, data mining methods based 
on statistics [6], or clustering techniques [7] are employed to identify attacks as 
deviation from normal usage.  

Despite many advances that have been achieved, existing IDSs still have some 
difficulties in improving their performance to meet the requirements of detecting 
increasing attacks in high-speed networks. One difficulty is the problem of detection 
accuracy. Since misuse IDSs employ signatures of known attacks, it is hard for them to 
detect deformed attacks, notwithstanding completely new attacks. Although anomaly 
detection can detect new types of attacks by modeling a model of normal behaviors, the 
false alarm rates in anomaly-based IDSs are usually high. Another difficulty of IDSs is 
to detect intrusions in real-time with large amounts of data in high-speed networks.  

To overcome the above problems, this paper proposes a novel adaptive network 
intrusion detection method based on principal component analysis (PCA) [8] and 
support vector machines (SVMs) [9]. In the proposed method, PCA is used to reduce 
the feature dimension of network connection records and SVMs are employed to 
construct intrusion detection model based on the processed training data. Compared to 
previous IDS methods, the adaptive intrusion detection method not only has good 
accuracy but also has advantages both in fast training and testing speed, which will be 
illustrated in the experiment on KDD-Cup99 dataset. 

2   Intrusion Detection as a Multi-class Pattern Recognition Problem 

Although the intrusion detection method studied in this paper can be applied to 
general-purpose IDSs, to facilitate discussion, we will only consider network 
connection data, especially the KDD-Cup99 dataset in the following. 

The KDD-Cup99 dataset is based on the 1998 DARPA intrusion detection 
evaluation program, where an environment was setup to simulate a typical US Air 
Force LAN and raw tcpdump data were collected. For each TCP/IP connection, 41 
quantitative and qualitative features were extracted as a data record. The data records 
are all labeled with one of the five types, which are  

 Normal: Normal connections are generated by simulated daily user behavior 
such as visiting web pages, downloading files, etc. 

 DoS: DoS denotes the denial of service attacks. A denial of service attack 
causes the computing power or memory of a victim machine too busy or too 
full to response to legitimate access. Examples of DoS attacks are Apache2, 
Back, Land, Mail bomb, SYN Flood, Ping of death, Process table, Smurf, 
Syslogd, Teardrop, Udpstorm.ï

 U2R: U2R means user to root, which is a class of attacks that a hacker begins 
with the access of a normal user account and then become a super-user by 
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exploiting vulnerabilities of the system. Examples are Eject, Ffbconfig, 
Fdformat, and Loadmodule.

 R2L: The R2L attack or remote to local attack is a class of attacks that a remote 
user gains access of a local account by network communication, which include 
Sendmail, Xlock, and Xsnoop. 

 Probe: A Probe attack scans the network to gather information of computers so 
that vulnerabilities can be found for further attacks.  

To construct an intrusion detection model based on the KDD-Cup99 dataset, each 
data record is denoted by a 41-dimensional vector with class labels from 1 to 5, where 
qualitative elements are transformed to discrete values and class labels correspond to 
the above five types of connections. Then, the construction of intrusion detection model 
becomes a multi-class pattern recognition problem so that data mining methods can be 
employed. 

3   Adaptive IDS Using PCA and SVM 

3.1   Framework of the Adaptive IDS 

The framework of the adaptive IDS includes a training process and a testing process, as 
shown in Fig.1.  

 
      

 
 
 
 
 
 
 
 
 
 

Fig. 1. Framework of the adaptive IDS 

The training process consists of two main steps, i.e., the dimension reduction step 
and the classifier training step. In the dimension reduction step, the PCA algorithm is 
used to compute the principal components of the data. 

3.2   Dimensionality Reduction Using PCA 

In both neural network and statistics studies, PCA is one of the most fundamental tools 
of dimensionality reduction for extracting effective features from high-dimensional 
vectors of input data. In the following, we will discuss the application of PCA to 
dimension reduction of network connection data and its combination with SVMs.  
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As discussed in Section 2, the network data records can be denoted as 
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The principal components are computed by solving the eigenvalue problem of 
covariance matrix C: 

iii vCv λ=  (4) 

where ),...,2,1( nii =λ  are the eigenvalues and ),...,2,1( nivi = are the corresponding 

eigenvectors.  
To represent network data records with low dimensional vectors, we only need to 

compute the first m eigenvectors which correspond to the m largest eigenvalues.  
Let  
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Then we have  
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In PCA, a parameter ν  can be introduced to denote the approximation precision of 
the m largest eigenvectors so that the following relation holds. 
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Given a precision parameter ν , we can select the number of eigenvectors based on 
(6) and (7), and the low-dimensional feature vector of a new input data x is determined 
as follows 

xx T
f Φ=  (8) 

3.3   Hybrid Intrusion Detection Using Multi-class SVMs 

Support vector machines (SVMs) are relatively new statistical learning algorithms that 
provide powerful tools for learning classification or regression models with good 
generalization ability in sparse, high-dimensional settings. The success of SVMs is due 
to the statistical learning theory studied by Vapnik, which gives key insights into the 
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structural risk minimization (SRM) principle for improving generalization ability of 
learning machines [13]. SVM learning can be viewed as an efficient realization of 
Vapnik’s SRM principle and lots of work has been done on revised SVM algorithms 
with applications in many supervised learning or pattern recognition problems [9]. 

As discussed previously, adaptive intrusion detection can be viewed as a multi-class 
pattern classification problem. In the following, we will present the multi-class SVM 
algorithm for adaptive network intrusion detection.  

Suppose the training samples of network audit data are given as  

},...,2,1{,...,2,1)},,{( myNiyx iii ∈=  (9) 

where N is the total number of training samples and m=5 is the number of class labels, 
which are normal, U2R, DOS, R2L and Probe.  

Since SVMs were originally proposed for two-class problems and research work on 
SVMs mainly focused on binary classification problems, the multi-class pattern 
recognition problem of intrusion detection can be tackled by decomposing the 5-class 
problem to several binary problems. In the decomposition, we use the one-against-one 
strategy commonly applied in the literature. Based on the one-against-one strategy, the 
construction of multi-class SVM classifiers can be implemented by training 10 
two-class SVM classifiers with different training samples.  

In two-class SVM learning, a hyperplane is considered to separate two classes of 
samples. Following is the linear form of a separating hyperplane. 

0)( =+⋅ bxw      RbRw n ∈∈ ,  (10) 

Based on the SRM principle in statistical learning theory, the optimal separating 
hyperplane can be constructed by solving the following optimization problem 
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In support vector learning, the optimization problem for constructing optimal 
hyperplane is solved by its Lagrangian dual using Karush-Kuhn-Tucker (KKT) 
conditions. Furthermore, to reduce the effects of noise and outliers in real data, the 
following soft margin techniques are usually used, which is to solve the primal 
optimization problem as 
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An important element for the success of SVMs is the ‘kernel trick’, which is to 
transform the above linear form of support vector learning algorithms to nonlinear ones 
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without explicitly computing the inner products in high-dimensional feature spaces. In 
the kernel trick, a Mercer kernel function is employed to express the dot products in 
high-dimensional feature space 

)(),( jiji xxxxk ⋅=  (15) 

Then the dual optimization problem of SVMs for two-class soft margin classifiers is 
formulated as follows 
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To solve the above quadratic optimization problem, various decomposition-based 
fast algorithms have been proposed in the literature, such as SMO [10], etc. For details 
on the algorithmic implementation of SVMs, please refer to [11].  

In our multi-class SVM classifier, the decision function of each binary SVM is 
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where )(xfk  is the decision function of classifier k and ( kiki yx , ) (k=1,2,…,m) are the 

corresponding training samples.  
In the multi-class SVM classification for adaptive intrusion detection, a voting 

strategy is used: each binary classification is considered to be a voting where votes can 
be cast for all data points and an input is designated to be in a class with maximum 
number of votes. 

4   Experiments on KDD-Cup99 Data 

The proposed method was applied in the KDD-Cup99 intrusion detection dataset to 
demonstrate its effectiveness in automatic model construction and processing speed 
enhancement. In the experiments, a subset of KDD-Cup99 data was selected and 
partitioned to a training data set with 9321 records and a test set with 15705 records. 
We tested the proposed multi-class SVMs with PCA for dimension reduction, as well 
as multi-class SVMs using original data dimension. The network data records are 
normalized to interval [0, 1]. The performance of the classifiers includes training and 
testing accuracy and the processing speed during training and testing.  
  The experimental results are shown in Table 1 and 2. In all the experiments, RBF 
kernel functions are used and the width parameter is chosen as σ =0.1, which was 
optimized manually. In the implementation of binary SVMs, the LibSVM [12] package 
was used. Table 1 shows the training and testing accuracy of multi-class SVM using 
PCA for dimension reduction as well as SVMs without PCA. Note that the accuracy of 
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the proposed SVM+PCA method is fairly good except that the results of class ‘R2L’ are 
not very satisfactory. The reason may be the amount of U2R data is very small in 
KDD-Cup99 dataset so that it will cause some information loss when dimension 
reduction is performed using PCA. However, this problem may be solved by collecting 
more training data of U2R attacks.  

Table 1. Comparisons of training and testing accuracy  

SVMs with PCA      SVMs without PCA Class 
Training 
accuracy 

Test  
accuracy 

Training 
accuracy 

Test  
accuracy 

Normal  99％ 83.9%  100％ 74.3% 
Dos  99.3％ 99.9%  100％ 100% 
Probe  94.7％ 94.1%  99.1％ 98.9% 
U2R  97.8％ 97.8%  100％     

100% 
R2L  60％ 58.3%  100％ 100% 
 

For SVMs without PCA, although the training accuracies are slightly better than 
SVMs using PCA, the test accuracy of class Normal is worse than that of multi-class 
SVMs using PCA. This demonstrates that dimension reduction using PCA may 
improve the generalization ability of classifiers. For training data of R2L, the training 
and testing accuracies of multi-class SVM using full dimension data are very good. As 
discussed above, the amount of R2L data is very small (only about 20 records) so that 
classifiers using higher dimension data usually have better performance in accuracy. 
However, when data amount increases, PCA can be used to reduce data dimension 
without sacrificing much performance in accuracy and the generalization ability of 
classifiers using PCA may be improved. Furthermore, as illustrated in the following 
Table 2, SVMs with PCA will benefit from improved training and testing speed, which 
is important for high-speed network applications.  
  Table 2 shows the comparisons of training and testing speed of SVMs with and 
without PCA. It is clear that the proposed PCA+SVMs classifier is 5 times faster in 
training and 2 times faster in testing than conventional SVMs without PCA.  

Table 2. Speed comparison of PCA+SVMs and conventional SVMs 

     Classifiers Training 
time (s) 

Testing time (s) 

SVM (Original 41-dimension feature) 151.9      30.4 
SVM (Using PCA for feature extraction) 33.3     14.4 

5   Conclusion and Future Work 

This paper proposes an adaptive network intrusion detection method using SVMs 
combined with PCA. The aim of the approach is to not only realize automatic 
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construction of intrusion detection models with high accuracy but also make network 
IDS models to be processed as fast as possible so that the applications in high-speed 
networks can be feasible. Experimental results on KDD-Cup99 intrusion detection 
dataset show that the proposed method has comparable accuracy as that of conventional 
SVMs without PCA and it is much faster in processing speed than conventional SVMs. 
Future work may include applying and testing the proposed method in real-time 
intrusion detection for real network data.  
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