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Preface

It was our great pleasure to host the 4th International Conference on Image
and Video Retrieval (CIVR) at the National University of Singapore on 20–22
July 2005. CIVR aims to provide an international forum for the discussion of
research challenges and exchange of ideas among researchers and practitioners
in image/video retrieval technologies. It addresses innovative research in the
broad field of image and video retrieval. A unique feature of this conference is
the high level of participation by researchers from both academia and industry.
Another unique feature of CIVR this year was in its format – it offered both
the traditional oral presentation sessions, as well as the short presentation cum
poster sessions. The latter provided an informal alternative forum for animated
discussions and exchanges of ideas among the participants.

We are pleased to note that interest in CIVR has grown over the years. The
number of submissions has steadily increased from 82 in 2002, to 119 in 2003,
and 125 in 2004. This year, we received 128 submissions from the international
communities: with 81 (63.3%) from Asia and Australia, 25 (19.5%) from Europe,
and 22 (17.2%) from North America. After a rigorous review process, 20 papers
were accepted for oral presentations, and 42 papers were accepted for poster
presentations. In addition to the accepted submitted papers, the program also
included 4 invited papers, 1 keynote industrial paper, and 4 invited industrial
papers. Altogether, we offered a diverse and interesting program, addressing the
current interests and future trends in this area.

We were able to maintain the same stringent acceptance rate as with previous
CIVR conferences. It is our hope that interest in CIVR will continue to grow,
thereby raising both the quality and profile of the conference. One possibility is
to expand the scope of the conference to include related topics such as indexing
and retrieval of medical images, 3D models, human motion data, etc. Indeed,
a small number of quality papers on 3D model classification and retrieval were
accepted for CIVR 2005. Such interactions between the core retrieval community
and other related communities may provide a catalyst that will help propel the
conference to a greater height.

The CIVR 2005 conference was held in cooperation with the ACM SIGIR,
the IEE and the Singapore Computer Society.

July 2005 Wee-Kheng Leow, Michael S. Lew
Tat-Seng Chua, Wei-Ying Ma
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Lessons for the Future from a Decade of Informedia 
Video Analysis Research 

Alexander G. Hauptmann 

School of Computer Science, Carnegie Mellon University, 
Pittsburgh, PA  15213 

hauptmann@cs.cmu.edu 

Abstract. The overarching goal of the Informedia Digital Video Library project 
has been to achieve machine understanding of video media, including all 
aspects of search, retrieval, visualization and summarization in both 
contemporaneous and archival content collections. The base technology devel-
oped by the Informedia project combines speech, image and natural language 
understanding to automatically transcribe, segment and index broadcast video 
for intelligent search and image retrieval. While speech processing has been the 
most influential component in the success of the Informedia project, other mo-
dalities can be critical in various situations.  Evaluations done in the context of 
the TRECVID benchmarks show that while some progress has been made, there 
is still a lot of work ahead. The fundamental “semantic gap” still exists, but 
there are a number of promising approaches to bridging it. 

1   A Brief History of the Informedia Digital Library Project  

Vast amounts of video have been archived, and more is produced daily, yet remains 
untapped as an archival information source for on-demand access because of the dif-
ficulty and tedium involved in processing, organizing, filtering, and presenting huge 
quantities of multimedia information. The overarching goal of the Informedia initia-
tives has been to achieve machine understanding of video, including all aspects of 
search, retrieval, visualization and summarization in both contemporaneous and ar-
chival content collections.  

For the last ten years, Informedia has focused on information extraction from 
broadcast television news and documentary content.  Multiple terabytes of video have 
been collected, with automatically generated metadata and indices for retrieving vid-
eos from this library continuously available online to local users.  The base technol-
ogy developed by the Informedia project combines speech, image and natural lan-
guage understanding to automatically transcribe, segment and index broadcast video 
for intelligent search and image retrieval. 

Initially funded with a small seed grant from the Heinz foundation, the Informedia 
Digital Video Library was one of six projects funded by the first NSF Digital Library 
Initiative in 1994.  At the time, CMU uniquely boasted state of the art technology in 
speech, image and language technologies, so applying them all to the video analysis 
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of digital video libraries seemed a natural fit. In the 90’s, it was clear that multimedia 
would soon be available on all personal computers. At that time, the promise of com-
bining speech recognition technology, image understanding and language processing 
seemed to open boundless opportunities in film and video production and archives, 
education, sports, and home entertainment.  

An early demonstration system and video made with manually transcribed, syn-
chronized and indexed data proved to be very convincing. Many aspects of the current 
Informedia system were already included: text transcripts, visual summaries, titles and 
a free text search interface. It took several years for reality to catch up with this target 
demonstration.  Eventually, the effectiveness of the concept was demonstrated with the 
“News-on-Demand” application, which automatically processed broadcast news shows 
for the Informedia archive. The second phase of the Digital Libraries Initiative  
provided the project with the opportunity to extend single video abstractions to sum-
marizing multiple documents, in different collections and visualizing very large video 
data sets. Over the years, follow-on projects extended this to multi-lingual broadcast 
news. Following a different line of research we established cross-cultural video archive 
collaborations in China and Europe, as well as specialized cultural history archives  
in  the  U.S.  An early focus on education, which prompted us to install a version of the 

 

Fig. 1. A graphic timeline of major Informedia project efforts 
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system in the library of a Pittsburgh K-12 school, has continued to persist throughout 
the project. The biggest obstacles to adoption of video archive exploration in schools 
appear to be the smooth integration of the technology into the curriculum schedule and 
ongoing classroom practices, without increasing the teachers work load. 

Several Informedia spin-off research projects explored the analysis of video and 
sensor data captured with wearable cameras. The promise of capturing your whole life 
was tantalizing, but the difficulties in getting useful video data out of an unsupervised, 
continuously moving and recording camera proved formidable enough, that despite 
progress in a number of areas, the overall vision of complete “digital human memory” 
in video archive form was not realized.  

As was typical during the Internet boom, a couple of technology companies were 
created, which initially did well, but all floundered during the ensuing bust.  

More recently, in the aftermath of the September 11, 2001 terrorist attacks, the 
ability to analyze open source video broadcasts from foreign countries has sparked 
great interest by government organizations, especially the intelligence analysis 
community. The problems faced by government analysts are very diverse, ranging 
from “footage of anything military related” or “anything about this person” to “scenes 
in this neighborhood” and “detailed shots of this event”. Research efforts are also 
currently underway to apply Informedia technology in the domain of health care, 
where we believe video observations and archives can have a large societal, economic 
and scientific impact. 

2   Lessons Learned 

It is difficult to sum up the literally hundreds of research papers generated by the 
Informedia project over the last decade. Instead, I will try and give my impressions of 
the most significant insights that have enabled success and provided a basis for under-
standing video and accessing large video archives.   

• Speech recognition and audio analysis. Speech analysis has perhaps provided the 
clearest benefits for accessing information in a video archive. From the very be-
ginning, we had a clear connection: automatic speech recognition could transform 
the audio stream into words, and then it is well known how to index text words for 
information retrieval. The challenges of speech recognition relate to the recognizer 
accuracy (or word error rate) in different conditions. Currently, the best recogniz-
ers trained for broadcast news have a word error rate of about 15% on studio re-
corded anchor speech. The error rate is higher for other studio speakers, increases 
further for reporters in the field and remains fairly high for news subjects inter-
viewed outdoors. Foreign accents or emotional factors such as crying during the 
interview further degrade the performance. Commercial advertisements have music 
mixed with singing, dramatic speech and specific product names, which gives 
them very high error rates. In evaluations of spoken broadcast news retrieval, it 
was not a coincidence that the best performing systems simply identified the com-
mercials and eliminated them completely, rather than trying to recognize the con-
tents. The big problem with speech recognition is the lack of robustness across 
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domains. Many speech systems can be trained to work well on specific collections, 
but this does not transfer to other types of data. In general, as long the recordings 
were done professionally, and the spoken audio is well separated from music and 
other environmental noises, good speech recognition with a word error rate less 
than 40% is possible, sometimes with specialized re-training of acoustic models.  
The currently standard speech recognition vocabularies of 64,000 words also ap-
pear sufficient to cover more than 99% of the English vocabulary in most broad-
cast news cases. Special vocabularies and pronunciations can usually be added if 
domains require it. Subword matching (i.e. trying to find a word that was not in the 
lexicon based on its sequence of phonemes) is an option that frequently leads to 
worse performance than full word recognition despite missing words, and should 
only be used during retrieval in specific circumstances. Similarly, language mod-
els, which specify the transition probabilities between words, can be easily adapted 
to many domains using sample texts. In addition to creating text, speech recogni-
tion allows alignments of recognized words to existing transcripts or closed cap-
tions [1]. This enables time-accurate search down to the individual word.  
Beyond speech recognition, audio analysis can be useful for speaker identification, 
segmentation, and for computational auditory scene analysis. While we have evi-
dence that these audio analysis techniques can contribute to the effectiveness of the 
video retrieval system [2], they have remained fairly error-prone in our implemen-
tations. As a result, their value to effective retrieval tends to be small, in the form 
of modules that contribute additional useful data, but not critical to overall success. 

 

Fig. 2. Degradation of retrieval effectiveness as a function of word error rate in a basic SDR 
system without query or document expansion. The linear regression trendline shows that degra-
dation is less than expected at lower error rates 
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• Information Retrieval.  One of the fundamental lessons we learned from 
information retrieval experiments was that even relatively high word error rates 
in the speech recognition nevertheless permit relatively effective information 
retrieval [3]. The graph in figure 2.shows that at high recognition accuracy, 
retrieval from speech is as effective as retrieval from perfect text transcripts. Only 
at lower recognizer accuracy (> 40% word error rate) does retrieval drop off 
substantially. This was a fundamental premise of the Informedia project, and it 
was reassuring to see the empirical research results validate the initial conjecture. 
Using standard information retrieval techniques, the current state of the art in 
speech recognition was adequate for information retrieval from broadcast news 
type video. Additional information retrieval techniques, such as relevance 
feedback and document expansion, specialized for application to speech 
transcripts, can further improve the retrieval results by a few percent [19]. 

• Linguistic Analysis. The Informedia project regularly uses language analysis for 
labeling news stories with topics [4]. Our archives initially assigned over a thou-
sand topic labels with high accuracy, but over time we found the training data be-
came historically outdated and accuracy was greatly reduced. The British Prin-
cess Diana no longer figures as prominently in today’s news as she did in 1997 or 
1998, yet the trained topic classifier relies still give stories about her a high 
(prior) probability.  Most importantly, linguistic analysis plays a critical role in 
identifying named entities (people, places, organizations), which can be used to 
summarize events, compile people profiles, identify faces, and create map dis-
plays of geographic information. From almost the very beginning of the Informe-
dia project, we derived great benefit from automatically creating headlines sum-
marizing the key phrases in a news story [1]. Linguistic cues also provide infor-
mation about segmentation, especially in broadcast news [5] and query classifica-
tion [6]. 

• Image Processing. The first successful application of image processing in In-
formedia was the detection of shot boundaries, which enabled keyframe selection 
extracted from the shots in a video segment for a rich overview display. This was 
followed by face detection [7, 8], which is possibly still the most useful image 
processing result for the project. Video OCR proved helpful in some retrieval ap-
plications [9]. We implemented several different types of image similarity re-
trieval [10, 11], but we were generally disappointed by the results. The diversity 
of the imagery in the collection was so large, that only virtually identical images 
could be found, while all other “nearby” images always contained irrelevant ma-
terial. Our experiments with image segmentation [12] gave few useful results on 
broadcast news. More detailed image analysis for keyframe selection and skims 
[13] also did not prove to be of great benefit.  

• Interfaces and Integration. Probably the biggest reason for the success of the 
Informedia project can be attributed to the quality of the interface. In the course 
of the project, much research effort was devoted to the automatic creation of mul-
timedia visualizations and abstractions [14]. Especially when combined with em-
pirical proofs of their effectiveness [15], we were able to improve the interface to 
allow users to access data in many different ways, tailoring presentations based 
on context [17]. Depending on the specific user task, either collapsed temporal 
presentations in the form of “video skims” [13], collages, or storyboards with 
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semantic class filters [15] may be appropriate as the most efficient way for the 
user to browse and drill down into the data. 
Beyond traditional timelines, geographic visualizations provided one dramatic 
breakthrough in the presentation of large result sets for a video archive. The map 
displays can be dynamically generated from extracted metadata [18] based on lo-
cations in named entities and a gazetteer that maps these entities into the map (or 
latitude/longitude) locations. The maps are both active, in that they could high-
light the locations mentioned in the transcript or recognized in through VOCR, 
and interactive, in the sense that a user can select and area or country to filter re-
sults from a larger set.  

• Integration. The Informedia systems draws its lifeblood from integration of all 
modalities, integrating in different ways: Named faces combine text or VOCR 
analysis with face identification, manual metadata created externally is merged 
with automatically extracted information, multimedia abstractions allow users to 
see text, keyframes and metadata in flexible ways, as well as integration of mo-
dalities for improved retrieval, where prompted by the TRECVID semantic fea-
ture classification tasks, the utility of a few reliable semantic features in broad-
cast news, mainly anchors, sports and weather news has shown itself to be useful 
for integrated retrieval. While text often provides strong clues, many semantic 
classifications rely on color, face and features as the most robust and reliable 
low-level features for automatic classification [22].  

One major benefit of the Informedia project, rarely credited in research publications, 
was derived from an infrastructure that allows daily processing without any manual 
intervention. This has forced us to develop a robust toolkit of components. Daily proc-
essing also underscores many issues that are easy to ignore when publishing a single 
research paper claiming success with one evaluation. During routine processing, it 
quickly becomes clear which components break easily, which are too computationally 
expensive and which have been overtrained on a particular data set, resulting in unac-
ceptably low accuracy during general use. Advances in computer speed and storage 
costs have helped make processing affordable, we now no longer have to devise algo-
rithms that “forget” unneeded videos to save room for incoming data.  

3   Evaluations and TRECVID 

A number of the Informedia projects successes have been motivated or refined by the 
NIST TREC and later TRECVID evaluations. In the early phases or the project, the 
TREC Spoken Document Retrieval track demonstrated that utility of combining 
speech transcription with information retrieval [19]. There can be a wide difference in 
recognition rates for anchor speech and others, but fortunately, the news anchor usu-
ally introduces a news story, using many keywords relevant for retrieval, So if the 
anchor speech is recognized well, it becomes easy to find the relevant story.  

TRECVID [23] encourages research in information retrieval specifically from digi-
tal video by providing a large video test collection, uniform scoring procedures, and a 
forum for organizations interested in comparing their results. TRECVID benchmark-
ing covers both interactive and manual searching by end users, as well as the bench-
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marking of some supporting technologies including shot boundary detection, extrac-
tion of some semantic features, and the automatic segmentation of TV news broad-
casts into non-overlapping news stories. Evaluations done in the context of the 
TRECVID benchmarks show that while some progress has been made, there is much 
work ahead before video search rivals text search in accuracy. Generally, we have 
found that speech transcripts provide the single most important clue for successful 
retrieval. However, automatically finding the individual shots and images is still basi-
cally an unsolved challenge. It has been disappointing for us to repeatedly find that 
none of the multimedia analysis and retrieval techniques provide a significant benefit 
over retrieval using only textual information such as ASR transcripts or closed cap-
tions. This is consistent with findings in the earlier TRECVID evaluations in 2001 
and 2002, where the best systems were based exclusively on retrieval using automatic 
speech recognition. However, we should also point out that it is not the case that 
“nothing works” here. In interactive systems, we do find significant differences 
among the top systems, indicating that interfaces can make a huge difference for ef-
fective video search. For interactive tasks we have developed efficient interfaces that 
require few key clicks, but display large numbers of keyframes for visual inspection 
by the user. The text search finds the right context in general, but to select specific 
relevant shots we need good interfaces to easily browse the storyboard keyframes.  

In general, TRECVID has motivated us to be honest about what we don’t know 
how to do well (sometimes through painful failures), and has focused us to work on 
substantial improvements to the actual task of video retrieval, as opposed to flashy 
demos based on technological capabilities. 

4   Current Opportunities and Roadblocks 

Intellectual property concerns has inhibited and will continue to inhibit the growth of 
centralized digital video libraries.  While the Informedia library contains some public 
domain video, the majority of the contributions from CNN, the British Open Univer-
sity, WQED Communications and other sources were restricted for access only by 
local users and could not be published to the web.  Often, the content providing or-
ganization would have liked to agree to broader access, but was not sure how to 
retroactively classify and pass along these rights.  

The Informedia project has attempted to field general purpose solutions, serving a 
broad class of users accessing wide-ranging video data.  In retrospect, this approach 
may be more limiting rather than liberating.  Many processing techniques, such as 
video skim creation, work best if heuristics can be applied based on the subclass of 
the particular video.  On the other extreme, many other research groups have shown 
that special case applications can be made to work well if good researchers with 
clever solutions approach them. In particular, the last few years of CIVR and ACM 
Multimedia conferences have seen a plethora of multimedia analysis on sports broad-
casts and other specialized domain applications.  

Over time, we have also been amazed by the speed at which components decay. 
Speech recognition vocabularies need to be updated regularly to reflect current lan-
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guage use, topics beyond a core set of a few dozen are time dependent, broadcasters 
will change their formats thus affecting carefully tuned video OCR algorithms, story 
segmentation and even shot detection. Even the countries in the gazetteer have 
changed over time, Yugoslavia is no longer the country it was a decade ago.  

Image and video imagery processing remains the biggest unsatisfied promise of the 
original Informedia Digital Video Library vision. We have found that most research 
from computer vision has not been robust enough to be usable. The general problem 
of automatically characterizing all objects and their interrelationships in video scenes 
remains our most challenging research issue [20]. 

In many ways our research has only just begun. So far, we have harvested a num-
ber of the low-hanging fruit. In retrospect, perhaps we have only done the obvious 
things until this point. Now the challenge is to transform a collection of clever and 
obvious tricks into a serious body of science applicable to large-scale video analysis 
and retrieval. The fundamental “semantic gap” still exists, and there are a number of 
promising approaches to bridging it:  

1) It has been argued that we should give up on the idea of automatic video analy-
sis, and instead allow millions of internet users to annotate video and images, perhaps 
within the framework of the semantic web.  

2) The computer vision community is still focused on solving the harder problems 
of complete understanding of images and scenes at a fairly detailed level of granular-
ity. To the extent this community can make progress and find sufficient solutions that 
scale to the diversity and volume of video archives, any success here will directly 
transfer to improved video retrieval.  

3) The machine learning community is building increasingly sophisticated models 
for learning the relationship between low-level feature vectors and the content repre-
sented in the video or image. Their approach is that with enough annotated training 
data, sophisticated learning approaches will converge on the right models needed to 
understand video or image collections.  

4) My currently favorite approach is to give up on general, deep understanding of 
video – that problem is just too hard for now. Instead we should focus on reliable de-
tection of semantic concepts, perhaps a few thousand of them [21].  These concepts 
can be combined into a taxonomy, perhaps even an ontology that could be used in 
video retrieval. These concepts would represent a set of intermediate (textual) descrip-
tors that can be reliably applied to visual scenes. Many researchers have been develop-
ing automatic feature classifiers like face, people, sky, grass, plane, outdoors, soccer 
goals, and buildings [22], showing that these classifiers could, with enough training 
data, reach the level of maturity needed to be effective filters for video retrieval.   

Of course, this splits the semantic gap between low-level features and user infor-
mation needs into two, hopefully smaller gaps: (a) mapping the low-level features into 
the intermediate semantic concepts and (b) mapping these concepts into user needs. I 
believe this divide-and-conquer approach using semantic concepts as an intermediate 
layer will allow us to develop thousands of concepts that can be reliably identified in 
many contexts, and with sufficient numbers of these concepts available, covering a 
broad spectrum of visible things, users will finally be able to bridge the semantic gap.  
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Abstract. Information Retrieval is a supporting technique which un-
derpins a broad range of content-based applications including retrieval,
filtering, summarisation, browsing, classification, clustering, automatic
linking, and others. Multimedia information retrieval (MMIR) represents
those applications when applied to multimedia information such as im-
age, video, music, etc. In this presentation and extended abstract we
are primarily concerned with MMIR as applied to information in digital
video format. We begin with a brief overview of large scale evaluations
of IR tasks in areas such as text, image and music, just to illustrate that
this phenomenon is not just restricted to MMIR on video. The main
contribution, however, is a set of pointers and a summarisation of the
work done as part of TRECVid, the annual benchmarking exercise for
video retrieval tasks.

1 Introduction

The broad area of Multimedia Information Retrieval (MMIR) represents an in-
tersection of work across several disciplines; by the very definitions of multimedia
and of information retrieval this is inescapable and we now draw on computer sci-
ence, engineering, information science, mathematics, statistics, human-computer
interaction, networking, even hardware, and others in order to make progress in
MMIR. However, the two areas which contribute most to current work in video
retrieval and also in image retrieval are image/video processing and information
retrieval. For MMIR, these two are mutually re-enforcing as in order to get us-
able descriptions of large amounts of video and image content we need to be able
to analyse that video and image information, automatically; similarly, in order
to be able to build effective content-based retrieval systems1 for such information

1 We define content-based retrieval systems to be those that support searching, brows-
ing, summarisation, abstracting, (hyper-)linking, categorisation, clustering, and fil-
tering . . . in fact any operations which work directly on image or video content.

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 11–17, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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we need to use techniques developed in information retrieval research. Given the
origins of MMIR, it is worth looking at how its parent disciplines have come to
regard large-scale evaluations.

For many years the main challenges driving the development of technology
to support video in digital form were to be able to capture video digitally, to
store it efficiently, to be able to package it on portable media, to send it over
networks efficiently and then to render it on devices so people could then see it.
Each of these tasks required the same essential ingredient in order to make them
feasible for all but toy examples, namely effective data compression. In the early
and mid 1980s vendors developed image processing software without due regard
to the benefits of using standard formats for encoding images and users of image
processing software had a real headache as proprietary formats predominated
and interoperability across image processing software was only a pipe dream.
We can see the remnants of that situation even today with the proliferation of
image coding standards still available.

As computers became more powerful and manipulation of video in digital
format on personal computers started to loom into the realms of possibility, the
world became much more conscious of the benefits of using a standard format for
encoding media. As the standardisation of encoding formats became a common
goal in video processing, we became conscious of the importance of benchmark-
ing and evaluation of video processing techniques, including compression, on
standard datasets. A good example of this in video compression is the fact that
the mother and child and the table tennis videos are so well-known and well-used
as benchmarks for compression, that the people appearing in them are famous.

2 Evaluation Benchmarking Activities

In (text) information retrieval, the advantages of conducting retrieval experi-
ments on a common dataset which was also being used by others has always
been a central part of the IR discipline and test collections consisting of docu-
ments, queries or topics, and relevance assessments for those topics have been
around since the earliest days. These tended to be small in size and not uni-
versally available but there has always been reasonable comparability among
researchers in terms of empirical research work. About 15 years we saw a scale-
up on the size of the collections and more importantly a concerted effort at
providing relevance assessments on these large collections with the introduction
of the first of the TREC (Text REtrieval Conference) exercises [1]. These have
continued annually since 1991 and have spun off many “tracks” or variations in-
cluding filtering, cross-lingual, non-English, web, high precision, high accuracy,
genomic, question-answering, large scale and others. TREC, and its collections,
evaluation measures and the sizes of its collections are now established in IR as
the baseline for empirical text-based IR.

While TREC has had a huge impact on text information retrieval, its success
in attracting researchers to the common benchmark has led to repeats of the
basic approach for other media and IR tasks.
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The INitiative for the Evaluation of XML Retrieval (INEX) [2] is an an-
nual benchmarking exercise culminating in a workshop which examines retrieval
performance from highly-structured XML documents. The retrieval of XML el-
ements using a variety of techniques tried in INEX has shown net improvements
in retrieval precision over its first few years. The music information retrieval
community who target content-based music retrieval based on melody, etc. are
launching a TREC-like evaluation in 2005 called “MIREX”, the Music Informa-
tion Retrieval Evaluation eXchange [3]. For the community of researchers who
target content-based image retrieval the problem of creating a TREC-like evalu-
ation is more difficult because so many CBIR researchers have been doing their
own thing for so long, and because the subjectivity of relevance judgments in
image retrieval is probably moreso than for any other media. However, a good
starting point for evaluation of CBIR can be found in the Benchathlon effort [4].

3 TRECVid: Evaluation of Video Retrieval Tasks

In 2001 a new TREC track was introduced on the subject of video retrieval. Un-
like previous tracks, the video track had more than one task and included shot
boundary detection, feature detection and search as tasks. For the search task,
the track followed the usual TREC mode of operation of gathering and distribut-
ing (video) data, formulating search topics, accepting search submissions from
participating groups, pooling submitted results together and performing evalua-
tion by comparing submissions against a ground truth of relevant shots derived
from manual assessment of pooled submissions. The additional, non-search tasks
had a similar model for operation involving many of the phases used in search.

In the first year the track had a small community of participants and this
grew in the second and subsequent years. At the time of writing there are 63
groups signed up for participation in 2005 and the data for 2005 (development
and testing) is over 200 hours of video.

In 2003 TRECVid separated from TREC because it was sufficiently different
to the main TREC activity, and it had enough participation to be independent,
although the TREC and TRECVid workshops are co-located each year.

The results obtained by participants in TRECVid each year are published
in the TRECVid proceedings available online [5] and TRECVid activities have
been published in a host of other places [6]. Overviews of the TRECVid activity
have also been published previously [7], [8] and rather than repeat that here I
will simply summarise the achievements of each of the tasks to date.

3.1 Shot Boundary Detection

The shot boundary detection task basically involves automatically determining
both hard and gradual transitions between shots. Within TRECVid shots are
the basic unit of information for search and feature detection and a common
shot boundary detection is made available for these other tasks but for the SBD
task a collection of approximately 5 hours is used, with manual ground truth
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established. The task is regarded as being one of the easier of the TRECVid
tasks and has proven to be popular, and a good task with which to enter the
area of video retrieval for groups wishing to break into it.

In 2004 we added performance speed as one of the metrics and this has
revealed large differences in execution speed (from 1/30 to 3x real time) for
approximately the same levels of performance. In general we believe that hard
cut detection seems more or less “solved but there is still room for improvement
in the detection of gradual transitions. Another question we are planning to
address in 2005 is how well do the approaches transfer to other sources/types of
video besides broadcast TV news ?

3.2 Story Segmentation

The task here is to use audio/video and the automatic speech recognition (ASR)
transcript (including transcription errors) to segment a broadcast into individual
news stories. This task is a more elaborate version of the task already tried with
transcript-only in the Topic Detection and Tracking activity [9]. In TRECVid
we have seen a wide range of approaches and of system complexity with the
combination of AV and ASR giving only a small gain for segmentation over
ASR only. Interestingly, most approaches are generic and not attuned to the
peculiarities of the TV broadcasters we used (ABC and CNN).

Although this task ran for only 2 years (2003 and 2004) and the results
improved in the second year, the overall results obtained show there is still
further room for improvement.

3.3 Feature Detection

The automatic detection of features is potentially one of the real enablers for
video retrieval. Being able to pre-process video to automatically detect a range
of mid- and high-level semantic features would make video retrieval, and post-
retrieval result clustering a powerful tool. The difficulty in achieving this is partly
determining what makes a good set of features to target for automatic detection
(in terms of complementarity and achievability), as well as then realising those
detections. Because of its importance, feature detection has been present in each
of the years of TRECVid.

The usual mode of operation for feature detection is to take a baseline of
annotated video, usually manually annotated, and to train some kind of classi-
fier on this data. Support Vector machines (SVMs) and other machine learning
approaches have proved to be popular and feature-neutral systems are partic-
ularly attractive since they can be re-applied to new features without a lot of
re-engineering needing just more and more training data. the supply of training
data for this task has proved a very large obstacle though we are fortunate that
in 2003 IBM coordiated an effort among TRECVid participants to annotate a
corpus of video data which was then made available to all participants. In 2005
we are repeating this annotation exercise and when we sough volunteers to assist
with this we had more than enough volunteer effort to annotate the whole set of
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training data (80 hours), twice, which is exactly what we are doing ! This training
data should be an invaluable resource for those developing feature detectors.

3.4 Searching

In TRECVid, search involves matching a multimedia expression of an informa-
tion need against a corpus of video ad retrieving a ranked list of shots which
satisfy the information need. the topic is expressed as a combination of text,
example image(s) and example video clip(s). There are 3 types of searching fa-
cilitated in TRECVid which vary in the amount of user intervention allowed in
the searching process. In the interactive search task the user is given a maximum
of 15 minutes to use a search tool to find relevant shots; in the manual search
task the user is allowed to formulate the topic as a query, once, and this is then
submitted to the system which produces a ranked list of shots; in the automatic
search task there is no user intervention at all and the topic is submitted to the
system verbatim.

After 4 years of the search task we are genuinely surprised by the amount
of variation and creativity that participants introduce into the process. There
are many interesting shot browsing interfaces which use the keyframes provided
by TRECVid yet the text search which is run against the automatic speech
transcripts (ASR) continues to be the single most important modality for video
retrieval, being far more important than retrieval based on visual features. There
is some use of high-level feature concepts which are made available from the
feature detection task (outdoors, people, water, . . .), and a lot of use of low-level
features (color, edges, texture, . . .) to enable query by visual similarity against
the keyframes. Many groups have managed to use browsing in the temporal
neighborhood of an already found shot, leveraging the fact that a story about
flooding will likely have several shots of flood waters and thus local context
browsing is useful for shots about flood waters. Some groups also use outside
resources to enhance their text search, resources such as Google and WordNet
and while most groups use positive relevance feedback, not so many use negative
relevance feedback.

At the end of a 2-year cycle of evaluation of shot retrieval from TV news
we can say that the evaluation has stabilized but in 2004 we did not get any
giant leap forward in systems which suggests we have reached a plateau. Yet
against this we continue attract more and more groups, each of which brings in
new approaches and techniques the best of which are then picked up by others.
Furthermore we continue to gain insights and improvements, even in the better
systems. Most impressive of all are the range of demonstrations of these systems
which when viewed as a collective are at, or near to, the state of te art in video
retrieval

3.5 TRECVid in 2005

TRECVid 2005 is likely to see growth in the number of participants (63 groups
signed up for 2005 whereas just over 30 completed at least 1 task in 2004), in
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the amount of data (nearly 220 hours of video), and in the complexity of the
video (166 hrs of English, Chinese and Arabic news from Nov 2004 with ASR
and machine translation to English as well as 50 hours of “rushes” from BBC
and further data from NASA educational programs). The specific tasks to be
included in 2005 are:

– Shot boundary determination, which is the same as previously except on the
NASA data

– Low-level feature extraction (mostly camera motion)
– High-level feature extraction using 10 semantic features, some of which are

a repeat from 2004
– Search (interactive, manual, and automatic) on the broadcast TV news in 3

languages, plus a new pilot task on BBC rushes

The search tasks in 2005 are by far the most challenging to date. The noise
introduced by using far more broadcast sources as opposed to the CNN/ABC
pair used previously, as well as the noise introduced by the machine translation
of Chinese and Arabic to English will pose real challenges, especially given the
way text has continually shown to be the most important of modes for retrieval.
The other challenge is in the task of providing search on the BBC rushes data.
Rushes are the raw video clips which are then edited and post-produced into TV
programs and the rushes contain lots and lots of redundancy both in the repeated
re-filming of a given shot as well as the lingering of the camera before and
after the “action” component of the shot. Most interestingly, there is generally
no dialogue in rushes video, so there is no ASR and no basis for using text,
meaning that the search on rushes will have to be video-only. Definitely, this
will be challenging !

4 Conclusion

In this paper we have provided a short taster of the work undertaken each year
as part of the TRECVid evaluation exercise as well as some pointers to other
benchmarking exercises in related fields in IR. TRECVid continues to grow from
strength to strength and is probably the single most influential activity in the
area of video retrieval. This is something we have to be cautious about, however,
and we must be aware of the danger of the field wrapping itself around TRECVid
and its tasks rather than having TRECVid as something which should support
the development of the field of video information retrieval.
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Abstract. Mobile applications beyond pure mobile telephony are be-
coming more and more popular for everyday users. In recent years, with
the advent of 3G mobile networks such as UMTS and also higher com-
puting power and storage capabilities of mobile devices, multimedia has
reached the mobile user. The user’s individual usage context and needs
are becoming more and more important for the design of mobile applica-
tions. However, the concepts needed to achieve real comprehensiv user-
centric mobile applications are just evolving. In this paper, we present
selected concepts and prototypes from our research in the field of mobile
multimedia systems that specifically address the mobile user’s needs. We
shortly discuss the aspects of user-centered mobile applications and the
challenges we see. Our selected research approaches and prototypes show
different concepts towards better supporting the concrete user by mobile
applications. In this context, we take a look on the specific challenges
of image and video retrieval that arise from placing the user in the cen-
ter of the mobile application design. In our point of view, user-centered
mobile multimedia applications pose interesting challenges not only to
the retrieval of multimedia content but introduce new challenges and
potentials from acquisition, enhancement, storage, retrieval and delivery
to the usage of mobile multimedia content.

1 Introduction

Recent advancements in 3G networks and also the development of powerful mo-
bile devices now allow for the usage of multimedia in mobile applications. At the
same time, (Web) applications more and more aim to provide personalized and
adaptive content and services to better meet the user’s need and mark off the
transition from the one-size-fits-all paradigm to a one-to-one addressing of the
customer. The challenge to form an application ”around” the user becomes even
more important for a mobile user. Not only the still limited capabilities of the
device, network but also the user’s mobility itself demands to be considered by
the mobile application. This is especially important as the mobile application
typically remains in the background while the mobile user is carrying out a pri-
mary task such as finding his or her way or looking on an interesting sightseeing
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spot. The technological basis for bringing multimedia content to a mobile user
together with the clear demand for strongly including the mobile user in the
application form the heart of user-centered mobile multimedia.

In Section 2, we discuss the specific challenges we see with user-centered mo-
bile multimedia application. We present selected approaches from our research to
illustrate concepts towards user-centered mobile multimedia: Section 3 presents
our concept of personalizing mobile multimedia content. The inclusion of the
continuously changing user context in the visualization of Point-of-Interest in-
formation is presented in Section 4. Section 5 illustrates how broadcasted media
content can be combined with one-to-one delivery of mobile multimedia content.
In Section 6, we discuss how the mobile user’s context influences the technology
from acquisition, enhancement, storage and delivery to the usage of mobile mul-
timedia content and where we see challenges and opportunities for image and
video retrieval (IVR).

2 Challenges of User-Centered Mobile Multimedia
Applications

As the term user-centered indicates, the user must stand in the center of the
mobile application’s design. Consequently, the different aspects in which the
user influences a mobile application’s design and behavior need to be consid-
ered. Making applications user-centered implicitly assumes that the single users
of the system are expectedly different with regard to certain aspects and that
these differences need to be met in the application design. Depending on the
actual application, the different characteristics of an individual user such as
name, age, gender, hobbies, interest, or preferences but also the knowledge of
a certain subject, cognitive capabilities, or special needs have to be obtained
and exploited by the application. Often this information is referred to as a
user profile. Depending on the user profile, e.g., the content or the user in-
terface metaphors may vary heavily for the individual user. A child may re-
ceive different content than its parents on a guided tour through town, a blind
person needs different modalities for orientation and navigation than a seeing
person.

A mobile user always can be found in a certain usage situation. This includes
information about the time, place, weather, or temperature but also the speed
of walking, the current stress factor or cognitive load. This information if of-
ten collected in a so called context profile. The context may also influence the
information selection and presentation, e.g., sightseeing spots around the user’s
current real location or an auditive presentation of the spot’s description as the
user is walking too fast to read from the screen.

Users of multimedia applications today are equipped with a variety of dif-
ferent mobile devices that each come with different operating systems, display,
memory and CPU capabilities, and also different software such as multimedia
players. As mobile applications are often connected to other systems via wireless
networks a mobile application also faces the different network infrastructures
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for point-to-point networks like GSM, GPRS or UMTS and point-to-multipoint
networks such as the upcoming DVB-H and their different characteristics with
regard to availability or network bandwidth. The parameters describing the mo-
bile device, platform and connectivity are often described in a so called device
profile. According to the available network bandwidth or the mobile media player,
e.g., a video stream is downsized and transcoded to the suitable media format
for the individual mobile client.

The different parameters of the user, his or her situation and context as
well as the device and network capabilities form the input for the user-centered
application. Whatever service or content a mobile multimedia application aims to
provide to the user, the relevant of these parameters need to be suitably reflected
in application design. In the following, we consider the different influence factors
for the mobile that stem from the user himself/herself but also from the user’s
surrounding and technical equipment as the user context.

3 Personalizing Mobile Multimedia Content

To be able to efficiently deliver appealing multimedia content to mobile users,
we need to meet the different requirements at the end user’s site. Consequently,
one needs to provide multi-channel multimedia presentation composition and
delivery such that all different users can get and use it in their individual device
configuration. From our point of view, this can be achieved only by an efficient
dynamic generation of the personalized multimedia content. Depending on the
different parameters determining a user’s context personalized multimedia con-
tent is dynamically composed and delivered to the end user.

The MM4U framework: To support application developers in the creation of
user-centered mobile multimedia content, we developed a software framework
”Multimedia for you (MM4U)” [1, 2, 3]. This framework supports the dynamic
generation of personalized multimedia content in respect of the user’s interests
and preferences, his or her current location and environment, as well as the
configuration of the used device by its generic components. To serve different
target multimedia presentation formats, the personalized multimedia content is
first assembled and composed in time and space using an abstract multimedia
document model [4]. The abstract model allows to be easily transformed to
different multimedia presentation formats on different devices such as SMIL,
SVG, MPEG-4, Macromedia’s Flash, and (X)HTML. The overall goal of the
flexible and extensible multimedia personalization framework is to simplify and
to cheapen the development of personalized multimedia applications for different
users with their different contexts.

Figure 1 shows screenshots of our personalized tourist guide application
which illustrates the frameworks usage [5] both for the desktop and for the
mobile user. This application provides, e.g., a mobile tourist with location-
based, personalized multimedia information about sights [6] (in this protoype
for the city of Oldenburg) based on the underlying mobileMM4U framework
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SVG 1.2 on a Desktop PC SVG Tiny on a PDA

MPEG-4 Player on a
Sony Ericsson P800

Flash on a Desktop PC

HTML Web Browser
on a PDA

SVG Basic on a PDA

SMIL 2.0 BLP
on a PDA

SMIL 2.0 on a Desktop PC

Fig. 1. Personalized multimedia sightseeing tour ([4])

[2] for creating personalized multimedia content specifically for mobile devices.
One focus of the system is to dynamically adapt the multimedia city tour
both to the different technical characteristics of the mobile end-devices and
to the preferences and interests of the individual user. The provided person-
alized tourist information presented on a PDA with GPS navigation consists
of a map of the relevant area together with a set of points of interests (POIs)
or sightseeing spots on it. When the user clicks on one of these sights, he or
she receives a personalized multimedia presentation with further information
about it.

4 Introducing Context-Awareness in Location-Based
Mobile Applications

One observation that can be made with location-based mobile applications, is
that they often realize distinct tasks, such as navigation and orientation sup-
port through maps. Typically, these applications provide not only a map but
also a visualisation of geo-referenced information like Points-of-Interest (POIs)
according to the current location of the user which they mostly build on their
own proprietary mechanism. Also, information such as POIs is not necessarily
adaptive to the current user contest. To better meet the continuously chang-
ing situation of the mobile user, we are working on concepts to exchange and
integrate context in the mobile application’s information visualization.
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The xPOI concept: To support context-aware (mobile) applications, we devel-
oped the concept of contex t-aware POIs (xPOIs) [7] that can be exchanged and
reused by different applications and which adapt their visualisation based on
the current context situation, and with their help enable new interaction meth-
ods. We developed a declarative, flexible, and platform-independent description
of xPOI objects. In order to reflect context-awareness, the xPOI data model
contains the information about the context situation to which the xPOI is “sen-
sitive”/“aware”. The goal is to dynamically adapt the visualisation of a xPOI
such that is correlates a context situation.

Fig. 2. Visualization of xPOIs on a map [7]

Figure 2 shows a very first
example of the realization of
the xPOI-concept. Showing the
user about noon and therefore
presenting the restaurants in
the vicinity, highlighted accord-
ing to the users preferences. Be-
cause it is his free time some
“buddies” are shown as well.
We are currently integrating the
xPOI concept in our person-
alized mobile sightseeing tour
[6]. Here, the xPOIs will be
adapted, e.g., according to the
user’s interests regarding archi-
tecture or landscaping but also
movement and time of day.

5 Mobile Multimedia Applications Using Hybrid
Networks

Users of mobile devices today demand access to complex audible and visual infor-
mation which requires new technological solutions. In this respect, the emerging
standard for Digital Video Broadcasting - Handheld (DVB-H) not only enables
TV services to be displayed on cellular phones but broadband data transmission
as well. The combination of DVB-H with cellular communication produces a
hybrid network with enormous potential for mobile multimedia applications.

Night Scene Live: Our prototypical hybrid network infrastructure employs smart
access management for an optimal usage of both broadcast and point-to-point
network to achieve an effective hybrid network. To manage the hybrid network,
we developed a network access management function [8]. This monitors every
file/video that is to be transmitted. Based on statistic algorithms the present
broadcast content is altered dynamically. This means, for example that highly re-
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Fig. 3. Night Scene Live prototype and demonstration environment

quested videos are integrated into the broadcast whereas rarely requested videos
can only be retrieved via the mobile network. This will enable the creation of
new types of new applications, especially multimedia applications, which can
utilize the advantages of an interactive and a broadcast network.

Our prototype Night Scene Live [9] which is shown in Figure 3 is an applica-
tion that demonstrates the potential and special features of the hybrid network
and exemplifies the prospect for such applications. Night Scene Live meets a
new trend among teenagers and young people: many of them do not plan in
advance as to what they will do on a particular evening, rather they decide
spontaneously once they are already downtown. To aid them in making deci-
sions on what to do and where to go, we are able to provide them with up-to-
date information about local, ongoing events. This is primarily achieved through
the transmission of (live) videos from parties and other events in the vicinity.
With Night Scene Live, videos from parties can be broadcasted to party-goers;
attracting them to such events and helping them stay informed with whats go-
ing on where. In addition, a web portal provides further information about the
events.

6 Challenges and Opportunities of User-Centered Mobile
Multimedia for IVR

The influence of the user, and the user context, respectively, to a mobile multi-
media application is not only relevant for the retrieval of image and video content
for the mobile user, but affects the entire chain from (mobile) media content ac-
quisition to the distributed usage of mobile multimedia content. In the following,
we discuss how the mobile user brings in specific requirements but also potential
to the different aspects of from acquisition to the usage of mobile multimedia.
Figure 4 illustrates the different ”steps” and the influence of the user (context).

Acquisition of media content is often situated in a certain context in which the
mobile user takes pictures and videos. Camera phones and digital cameras with
integrated sensors such GPS receivers or light sensors are examples of devices
that allow for capturing context-related metadata with the media content itself.
Also the mobile user can be involved in an annotation process to acquire descrip-
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Fig. 4. Challenges and opportunities of user-centered mobile multimedia for IVR

tive metadata. Image and video retrieval can enormously profit from the context
and annotations of capturing. Especially, with the spreading of camera phones
we find interesting related work that, e.g., exploits context to infer annotations
for mobile images in [10] or supports the user-adapted recording, annotation, and
retrieval of mobile videos in [11]. The challenge here is to capture context and
metadata early in the process that then forms a great potential to exploit it for
augmentation and inference of further context and annotations of the content.

Enhancement: Based on the acquired user context information, the media con-
tent is enhanced or augmented by additional metadata for later retrieval and
usage. Already today, we find IVR systems that, beyond mere media analysis,
use additional information to derive additional content-related metadata for the
media data. Now, with a better availability of user context parameters, this
opens a wide door for semantic augmentation of media data by metadata. The
context can be used to further augment the media content with metadata but
also infer further metadata for the media and their later usage in different user
contexts. This does not need to be a singular enhancement step but rather can
be an iterative process for enhancing and refining the media metadata. The chal-
lenge we see is to derive as much user-context related metadata as possible to
allow for a much more sophisticated user-centered usage of the content in a later
stage.

Storage: Besides the aspects of media storage and management, the user con-
text, be it the individual interest, the current location or the mobile device’s
system parameters needs to be reflected by a user context-aware storage, in-
dexing, management, caching, data placement, and distribution. Only then, a
request determined by different parameters of a user can be efficiently answered.
As these context parameters include time, location, temperature, this results,
e.g., in the employment and extension of indexing techniques for the efficient
user-context-aware management and access to the media. For example, [12] dis-
cusses how context awareness relates to databases.

Due to the still limited device capabilities of mobile devices the media content
often can reside only partly on the mobile device. Consequently, the appropriate
data placement of the content has to be determined. The user-context drives
and influences the placement, caching, and distribution of the media content.
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As the user context continuously changes, the content of interest may change
too. As the user and other objects of interest may continuously move, these
changes need to be efficiently sensed, managed, propagated and exploited by the
system.

The mobile network connection may not be available at all times. Hence, a
user-aware mobile data management is needed to understand and potentially an-
ticipate the user’s information need while at the same time cope with the limited
system resource to deliver and provide the needed content at the right situation.
Especially the demand that a system continuously adapts to the current context
implies that the underlying system has to make proper assumptions of which
”variety” of content has to be made available at which stage of the process. For
example, to achieve a personalized sightseeing tour on a mobile device which is
potentially disconnected demands that the media content stored on the device
still needs to allow for a personalization according to the potentially changing
context.

Retrieval: To meet a current user, the context parameters have to be included
in or at least influence the image and video retrieval. In recent years, we find
research in the field of document retrieval that discusses the incorporation of
context and context history in the retrieval process [13]. In the field of multi-
media retrieval, user-centered retrieval implies the extension of signal process-
ing and content-based retrieval towards user context-based multimedia retrieval
techniques:

The retrieval needs to integrate the user context parameters in the individ-
ual retrieval request. The similarity measures need not only to integrate context
parameters but also may vary depending on the individual user’s context. This
implies that the retrieval techniques not only have to ”understand” the user’s
context, they may even have to adapt the retrieval process to the user to achieve
individual results. Also the presentation of the retrieval results faces new chal-
lenges. The ranking and finally, the visualization has to reflect the user context,
e.g., the geographic location of the retrieved media elements with respect to the
user’s current position.

In the same way in which the media data can be distributed between server
and client or among different clients/peers, the actual retrieval can be carried
out locally on the mobile device, on a server but also in a distributed fashion.
As the context is dynamic, context parameters that are input to the retrieval
may change with different frequency over time and call for efficient continuous
mobile media retrieval.

Another important issue is the retrieval of a set of correlated media elements,
e.g., needed for a multimedia presentation. This means that the retrieval must
deliver a best match for a whole set of media elements. Hence, metrics are needed
for the matching of a set of (composed) media elements to a given request and
user context which may finally be composed and delivered to a user as a coherent
multimedia presentation.

A user-centered delivery of multimedia content to the mobile client includes
techniques such as transcoding, content-adaptation, and adaptive streaming of



26 S. Boll

video. Depending of the device parameters like the display size, the available
media presentation software, decoding capabilities, and network bandwidth the
retrieved results need to be suitable adapted. Especially the heterogeneity of
the devices and their capabilities pose a specific challenge here. As the retrieved
results may not only be viewed by the user but rather be embedded in a multi-
media presentation, the entire presentation needs to be adapted. For example,
e.g., [14, 4] propose concepts for a dynamic transformation of the multimedia
content to meet the user context.

A user-centered usage of media content includes the adaptation of the user
interface and the interaction to the user context. A user interface for mobile
multimedia should provide a suitable interface for mobile image and video re-
trieval. The different sensors and input devices of the mobile device such as GPS
position, user’s movement, time, temperature, audio input, point-based input
and others can be used and employed in a ”multimodal” retrieval. The usage of
mobile multimedia content includes both a presentation of the single and multi
media content that matches the user’s device and network capabilities. An is-
sues that becomes even more important here is to meet the user’s current mobile
situation and adapt the information presentation and interaction to the current
cognitive and physical abilities of the user by a user context-aware multi-modal
user interface. With regard to the usage on mobile devices, in addition to visual
media such as image and video, acoustics become also important, as the mobile
user may not be able to look on a display but rather would like to listen to the
information.

In different fields, user-context is more and more entering the components
that provide for mobile multimedia. Different aspects of the challenges and op-
portunities as discussed above are addressed, e.g., in this year’s conferences such
as Mobile Data Management (MDM05), Workshop on Information Retrieval in
Context (IRiX05), Conference on Advances in Mobile Multimedia (MoMM2005),
Conference on Image and Video Retrieval (CIVR2005), and also ACM Multime-
dia (ACMMM2005) and IEEE Conference on Multimedia and Expo (ICME’05).
In the future, the role of user context will be even better understood on all sys-
tem and application levels and new concepts will be developed and integrated to
seamlessly support the user from the production to the consumption of mobile
multimedia content.
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Abstract. The popularity of digital media (images, video, audio) is growing 
in all segments of the market including consumer, media enterprise, tradi-
tional enterprise and Web.  Its tremendous growth is a result of the conver-
gence of many factors, including the pervasive increase in bandwidth to us-
ers, general affordability of multimedia-ready devices throughout the digital 
media value chain (creation, management, and distribution), growing ease 
and affordability of creating digital media content, and growing expectation 
of the value of digital media in enhancing traditional unstructured and struc-
tured information.  However, while digital media content is being created and 
distributed at far greater amounts than ever before, significant technical chal-
lenges remain for realizing its full business potential.  This paper examines 
some of the research challenges for industry towards harnessing the full value 
of digital media. 

1   Introduction 

Fueled by the rapid expansion of broadband Internet connectivity and increasing 
interest in online multimedia-rich applications, the growth of digital multimedia 
content has skyrocketed.  This growth is driving new forms of interaction with 
images, speech, video and text.  Ubiquitous rich media content has long been one 
of the most difficult challenges and at the same time potentially most rewarding 
killer applications.  With the increases in bandwidth direct to users, expanding 
pervasiveness of multimedia-ready devices, and growth in rich media content, the 
dream is coming closer to reality  [9].  However, the tremendous growth of digital 
media content is also compounding the need for more effective methods for index-
ing, searching, categorizing and organizing this information  [8].  The barriers for 
effectively indexing digital media is preventing the realization of its full value as 
an integrated data source along with other types of structured (relational) and un-
structured (text).  In this paper, we analyze the technical challenges in harnessing 
the full value of digital media. 
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2   Multimedia Market Segmentation  

The digital media market can be segmented into consumer, media enterprise, tra-
ditional enterprise and Web as shown in Figure 1.  Each of these segments has 
unique functional requirements for search, semantics, and intelligence along an 
increasing scale of analytics complexity.  We review the requirements of these 
segments including the technical challenges. 

Fig. 1. Digital media segmentation and corresponding technical challenges 

2.1   Consumer 

The consumer market to date is the one that has most benefited from the convergence 
of PC and consumer electronics.  For example, in the long-promised and highly an-
ticipated convergence of PCs and consumer electronics, consumer digital photos are 
clearly leading the way.  As a result, the consumer photo market has seen a tremen-
dous transformation from its traditional film camera-based processes to lower cost 
more powerful digital versions.  We now routinely snap photos with our camera-
equipped cell phones or more serious semi-professional models, upload to PCs or 
hosted Web sites, send to friends and family over the Internet, or beam them around 
our homes to TVs and other devices.   A similar transformation is underway for con-
sumer video, which is further benefiting from the convergence in home of PC and 
TV, including IPTV, which allows digital video to flow seamlessly across the tradi-
tional network boundaries in the home, e.g., broadcast, cable and IP networks.  How-
ever, in the consumer space there are several outstanding challenges that span the 
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range from search to higher-level analytics including content organization and cross-
media integration and analysis. 

Desktop search is the first step along the path of realizing the value of con-
sumer digital media.  Desktop search integrates the searching of images, video, 
audio, text on the PC with capabilities to handle the common PC object types, 
e.g., documents, slides, email.  Desktop search is largely text-based at present, 
indexing terms in emails and documents and relying on metadata for photos, mu-
sic files, etc.  As the balance continues to shift towards greater amounts of digital 
media the role of metadata greatly increases in importance.  One could argue that 
the value of metadata will become so vital as our personal digital media reposito-
ries grow, that the value of metadata greatly will surpass that of the content.   

The biggest challenge with metadata for the consumer market is its creation.  Cam-
eras now routinely insert metadata tags at time of acquisition of the image and video 
content, e.g., EXIF metadata from digital cameras  [10].  In other cases, for example, 
music files, a limited number of useful metadata fields, e.g., song title, performer 
name, album, date, are typically pre-populated when the content is distributed, e.g., 
ID3 tags in MP3 music files. In the case of broadcast content, there is increasing utili-
zation of electronic program guide (EPG) information.  However, there is a large gap 
for metadata at the semantic-level, which is needed for effective search of digital me-
dia.  Furthermore, EPG and ID3 metadata may apply to produced content, but, it does 
not help at all with consumer created content. 

To address this problem, there is increasing research work on tools and tech-
niques for automatic organization and classification of consumer digital media 
content.  For example, some techniques utilize date/time tags, with possibly geo-
graphical tags, e.g., GPS sensor data, to automatically organize consumer ac-
quired content.  One example is the clustering of digital photos into event units 
that more closely match the users’ notion of episodic memory. 

A greater challenge still is the integration across personal multimedia informa-
tion data modalities and sources to attain an even higher level of modeling of hu-
man activities.  At the extreme, individuals will acquire image, video, audio con-
tent of their experiences 24x7, which will provide great opportunity for learning 
their activities.  However, even at the less extreme, people will carry and use im-
age and video camera-ready cell phones and devices that allow content to be ac-
quired constantly throughout a person’s daily experiences.  Making sense out of 
this data and using it for constructive purposes will be a tremendous challenge 
and opportunity. 

2.2   Media Enterprise 

Media enterprises deal in the production and distribution of digital media content.  
Advances in the communications infrastructures and growth in distributions chan-
nels, e.g., cable, over-the-air broadcast, satellite, Web, IPTV, P2P are giving media 
enterprises greater reach than ever to their target audiences.  However, media enter-
prises are finding increasing challenges for effectively managing their digital media  
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assets.  One reason is the tremendous growth in content.  New broadcast digital 
media content is currently being produced at rates of hundreds of millions of hours 
per year and is on a double-digit growth rate  [11].  Unfortunately, manual processes 
for creating metadata cannot keep up with the explosion of rich media content.  
Manual annotation is costly and inadequate.  Manual labeling and cataloging is very 
costly and time consuming and often subjective, leading to incomplete and incon-
sistent annotations and poor system performance.  New technologies are clearly 
needed for reducing annotation costs.   

Furthermore, media enterprises are increasingly facing challenges for integrating 
search across the enterprise.  Today’s media conglomerates have numerous media 
production and distribution businesses that are treated as silos, e.g., consider sepa-
rate business around production of news, sports, movies, television, etc.  As a  
result, there are tremendous barriers for effective reuse of digital media content 
across the businesses, and as a result, the full value of the media assets is not being 
realized. 

Media enterprises are increasingly turning to metadata standards and library sci-
ence-oriented practices around vocabularies to help with indexing the media con-
tent.  This does not alleviate the problem with creating the metadata but does 
greatly facilitate interoperability  [2].   Manual labeling of multimedia content is 
extremely human resource and cost intensive and typically requires in excess of ten 
times greater time spent per unit time of video, e.g., one hour of video requires ten 
hours of human effort for complete annotation.  Furthermore, manual labeling often 
results in incomplete and inconsistent annotations.  

However, manual processes requiring 100% annotation can be enhanced with 
semantics learning approaches that involve manual annotation of a small fraction of 
digital media data.  For example, using machine learning processes that build mod-
els from labeled training data can help labeling new unseen data  [5].  This semi-
automatic annotation process, which assigns confidence scores and adapts to anno-
tation errors, greatly reduces the total cost of annotation.  Furthermore, a significant 
gain in annotation quality can be achieved with modest levels of manual annotation 
& training of statistical models from multimedia features.  On the other hand, man-
ual annotation achieves high annotation quality only with high completeness.  The 
semantics learning approach improves annotation quality at all levels of complete-
ness, and a significant gain in annotation quality results from modest levels of train-
ing (1-5% impact). 

An even greater challenge for media enterprises is the customized tailoring of its 
media content for its users.  By broadly segmenting the audience market, media 
enterprises suffer from tremendous inefficiencies of delivering the wrong content to 
the wrong people.  This greatly limits the opportunities for cross-sell and up-sell as 
well as revenues from advertising.  Digital media content has tremendous advan-
tages over other product types given its fluid nature.  There is tremendous opportu-
nity for digital media assets and components to be packaged and personalized for 
users at a fine granularity, including for individual users.  The technical challenges  
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in doing so stem from the requirement for rich semantic metadata for describing the 
content as well as user preferences. 

2.3   Enterprise  

There is increasing interest in industry to turn the growing amounts of raw data 
products that flow through an enterprise into actionable intelligence.  This data 
takes the form of structured (relational) or unstructured (text or sensor) data.  The 
development of business processes involving structured data, including search 
and business intelligence are routine nowadays.  However, with the growth of 
unstructured information, e.g., email, customer reports, meeting and research 
notes, there is interest to harness this information towards building actionable 
intelligence.  Similarity, with the growth in business activity monitoring and 
business performance management, we are seeing growing reliance on sensor 
data, including time series data.  This data is being used to drive performance 
indicators and dashboards that are designed to provide just-in-time feedback 
about the operation of an enterprise, the market, competitors, etc.   

The role of digital media in this information processing hierarchy, however, is 
only starting to be realized.  For example, there are growing examples where digi-
tal media is being used increasingly for e-learning, communications and collabo-
ration.  The primary problem for enterprise information processing is federated 
data integration in which a single interface is presented to the user for access 
across multiple repositories and data types.  However, this integration requires 
canonicalization of the semantics such that entities are referred to commonly 
across the sources. 

2.4   Web 

The Web is a growing and vast repository for rich media content of all forms.  It 
is also being used for variety of new rich media applications, such as P2P, video 
blogs, Web cams, etc.  However, today’s Web search engines are still largely 
text-based or rely on hyperlinks, techniques which fall short when applied to digi-
tal media content on the Web.  However, the Web is rich with contextual informa-
tion that can help with indexing the digital media content.  For example, textual 
information related to and/or surrounding multimedia content is being exploited 
for its indexing.  However, techniques are needed for more powerful indexing of 
the digital media content itself.  Most attempts at feature-based indexing (color, 
texture, shape) of Web content have not given satisfactory results.  What is 
needed is a semantic layer of indexing that allows users to search based on the 
concepts such as people, places, objects, events, etc. 

3   Cross-Cutting Challenges 

Given the above segmentation, we can see that a number of technical challenges 
are common across the market segments for digital media.  In particular, the chal- 



 Multimedia Research Challenges for Industry 33 

 

Fig. 2. Example of semantic concept extraction from video using associated text (speech, 
closed captions, transcript) and visual features 

lenge of creating and exploiting semantically meaningful metadata is predominant 
across the segments.  We next review some of our technical work at addressing 
this challenge. 

3.1 Learning Media Semantics 

Recent advances in multimedia content analysis, feature extraction and classifica-
tion have improved capabilities for effectively searching and filtering multimedia 
content.  However, a gap remains between the low-level feature descriptions that 
can be automatically extracted from the multimedia content, such as colors, tex-
tures, shapes, motions, and so forth, and the semantic descriptions of objects, 
events, scenes, people and concepts that are meaningful to users of multimedia 
systems. 

We are developing a prototype multimedia analysis and retrieval system called 
Marvel  [12] that uses multi-modal machine learning techniques for bridging the 
semantic gap for multimedia content analysis and retrieval  [1] [6] [8].  The objec-
tive is to automatically annotate digital media, making it possible to later search 
and retrieve content of interest. The content analysis engine applies statistical 
techniques to model semantic concepts in video from automatically extracted au-
dio, speech, visual content.  It automatically assigns labels (with associated confi-
dence scores) to digital media content to reduce manual annotation load and im-
prove searching and organizes semantic concepts using ontologies that exploit 
semantic relationships for improving detection performance. 
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Fig. 3. Example higher-level content access using semantic concept detection results as 
semantic basis 

The MARVEL system consists of two components: the MARVEL multimedia 
analysis engine and the MARVEL multimedia search engine  [12].   

• The MARVEL multimedia analysis engine applies machine learning 
techniques to model semantic concepts in video from automatically ex-
tracted audio, speech, visual content.  

• The MARVEL multimedia retrieval engine integrates multimedia seman-
tics-based searching with other search techniques (speech, text, metadata, 
audio-visual features, etc.).  It also combines content-based, model-
based, and text-based searching for video searching. 

3.2   Semant ic Concept  Detect ion 

The Marvel multimedia content analysis system works by automatically labeling the 
multimedia contents using machine learning techniques that analyze the audio, vis-
ual and text components of multimedia data.  As shown in Figure 2, the system uses 
text information such as speech, closed captions and transcript information along 
with automatically extract visual features, such as motion, texture, color, and shapes 
for modeling semantic concepts.  Using a machine learning approach a library of 
semantic models is created from training examples.  Human interaction is required 
for the training process.  However, this human input is required only for a small  
 



 Multimedia Research Challenges for Industry 35 

 

data set.  Once the models are trained and validated, they are available for applying 
to large repository of unlabeled video content. 

3.3   Search 

Leveraging the automatic extraction of semantic descriptors from video and mul-
timedia data from the marvel analysis engine, the Marvel search engine allows 
search of video content at a number of different levels, including features, mod-
els, and semantics.  Users may issue queries to the system in several ways: (1) 
feature-based – by selecting example key-frame images and video segments in 
which matches are found based on the MPEG-7 feature descriptions , (2) text-
based – by issuing text query which is matched against the MPEG-7 textual anno-
tations or speech transcriptions, (3) semantics-based – by issuing text queries or 
selecting from key-words that are part of MPEG-7 classification scheme, and (4) 
model-based – by selecting key-words  [1].  The distinction between model-based 
and traditional keyword text-based search is that the confidence score for model-
based search can be used for ranking and fusing results during the video searching 
process. 

Fig. 4. Example organization of video database into semantic clusters using trained statis-
tical models of video features and associated speech 
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3.4   Higher-Level Access 

Furthermore, the semantic information can help with higher-level analyses such 
as story segmentation, which is a grouping of shots within a source in the semant-
ic space, and semantic thread extraction, which is a clustering of stories in the 
semantic space, as shown in Figure 3  [2].  Furthermore, as shown in Figure 4, the 
multimedia semantic analysis provides a semantic basis that allows a semantically 
meaningful organization of the multimedia content that can be used to feed visu-
alizations and browsing and navigation interfaces. 

4   Conclusions 

While there is growing interest in digital media, significant technical challenges 
remain for realizing its full potential.  This paper examined some of the research 
challenges for industry towards harnessing the full value of digital media by study-
ing segments correspond to consumer, media enterprise, traditional enterprise and 
Web.  We identified specific challenges as well as the common need for better ana-
lyzing, indexing, and searching of rich media content.  We described some of our 
recent efforts in this direction. 
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Abstract. Just one decade ago image and video retrieval was a technology 
looking for applications. Now people are dying to get image and video retrieval 
technology, but there are no good practical solutions. Advances in devices, 
processing, and storage have resulted in pervasive use of visual information ac-
quisition and usage, but technology development in this area has not kept pace 
with the rate of other developments. In this paper, we will present some practi-
cal systems that are emerging for image and video search and management. I 
will also present perspectives on why research in image and video retrieval is 
becoming irrelevant to real world applications. Finally, I will present my beliefs 
about how research in image and video retrieval can be on the center stage in 
visual information management for real applications. 
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Abstract. Video story segmentation, i.e., segmentation of video to se-
mantically meaningful units, is an essential technology for advanced
video processing, such as video retrieval, summarization, and so on. In
this paper, we will introduce a generic video story segmentation method,
which has achieved highly accurate segmentation on both broadcast news
and non-news variety TV programs. Furthermore, we will probe the prob-
lems which need to be solved in order to implement story segmentation
to practical applications.

1 Introduction

Video story segmentation, i.e., the automatic segmentation of video data to se-
mantically meaningful segments, is considered to be an essential technology to
realize a practical multimedia information retrieval/management system. Hence,
much research on video story segmentation have been presented in recent years.
In this paper, we will discuss the importance and difficulties of video story seg-
mentation, from a standpoint of developing a practical video information pro-
cessing application for personal video recorders.

The outline of this paper is as follows. First, in Section 2, we will describe
the background of video story segmentation technologies, by explaining the ob-
jective of video story segmentation, and introducing conventional methods. In
Section 3, we will describe our video story segmentation method, which is a
highly generic method applicable to all kinds of video content. Results of eval-
uation experiments of our method are presented in Section 4. Finally, we will
discuss expected problems for the implementation of video story segmentation
to practical applications in Section 5.

2 Background of Video Story Segmentation Research

2.1 Objective

Numerous personal video recorders with large storage units (HDDs, DVDs) have
been released in recent years. Such devices have enabled even common users to
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record hours and hours of TV programs every day, virtually without any worry
about the lack of storage to save the recorded video data.

While the development of such personal video recorders has enabled common
users to store enormous amounts of video data, it is unrealistic to expect common
users to devote their time to view the accumulated video archive every day.
Therefore, practical applications which enable users to efficiently browse through
lengthy video files, and to promptly search desired information from a large video
archive are in urgent need.

While consumer demands towards practical video processing applications
such as video retrieval systems are dependent on the content of the video in
question, video story segmentation is considered to be an essential technology
to realize such practical applications. For example, consider users which re-
quest a video retrieval system to search news stories about the Iraqi war. Sys-
tem users are not expected to be satisfied if the system can only present, as
a search result, a list of 30 minute news video files in which Iraqi war sto-
ries are included, since the user must then browse through each of the video
files in the list in order to find the actual story. On the other hand, present-
ing a single shot depicting a scene from the Iraqi war is excessively granular to
system users. A reasonable approach to this problem is to first conduct story
segmentation to all video in the users’ archive, and use the resulting video seg-
ments as units for search results. Video story segmentation results can also
be utilized for video summarization, where the system can automatically ex-
tract stories that are of the users’ interest. Users can also utilize story segmen-
tation results to efficiently browse video, by skimming through story bound-
aries determined by the system to find stories that are relevant to their current
interests.

2.2 Conventional Methods

Due to the background described in the previous section, much research on story
segmentation of video data, mainly broadcast news, have been presented. Initial
story segmentation methods were based on text information extracted from the
video by automatic speech recognition. However, due to the rapid advances in
video processing technology, numerous work on story segmentation based on
audio-video features have been presented in recent years. The mainstream of
existing video story segmentation algorithms for broadcast news is to utilize
anchor shot extraction results as “cues” for story boundaries, as reported in
References [1][2][3].

3 Story Segmentation Based on Low-Level Audio-Video
Features

We have proposed a video story segmentation method which, unlike conventional
methods, is completely independent from the content domain of the video. Our
method is described in detail in this section.
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The general description of the proposed method is as follows. First, the video
is segmented into individual shots. Next, low-level audio-video features are ex-
tracted from each shot (a detailed explanation of the features is presented in the
next section). These features are used to generate a vector expression for each
individual shot. Each shot vector is then input into a SVM-based story boundary
determinator, which determines whether or not a story boundary occurs within
the shot. The following sections provide detailed explanations of the extracted
features, and the method itself.

3.1 Audio-Video Feature Extraction

The features extracted from each shot can be divided into four types: audio,
motion, color, and temporal-related features. A summary of the audio-video
features extracted in this process is written in Table 1.

The audio-related features consist of the average RMS (root mean square) of
the shot, average RMS of the first n frames of the shot, and the frequency of four
audio classes (silence, speech, music, noise) per shot. RMS is a measure which
expresses the power of audio per audio frame, and the average RMS of each
shot is derived by calculating the average of RMS of all frames within the shot.
Average RMS of the first n frames are extracted mainly to detect silent periods
at the beginning of a shot, which are assumed to occur at story boundaries. For
the following experiments, n was fixed to 10.

Frequency of audio class is extracted by classifying the audio of each frame
based on an audio classification algorithm presented by Nakajima et al[4]. This
algorithm classifies incoming MPEG audio into the previously mentioned four
classes, by analyzing characteristics such as temporal density, and bandwidth/
center frequency of subband energy on compressed domain. Audio class frequency
is then derived by counting the number of frames which each class occurs within
a shot, and calculating the ratio of frames classified to the class in question.

The motion of a shot is calculated based on motion vectors of the video. Motion
vectors can be directly extracted from the predicted frames of MPEG-encoded
video. Our method exploits all the motion vectors in P-frames within each shot.
Vertical, horizontal, and total motion of the shot is obtained by averaging the ab-
solute sum of vertical components, horizontal components, and magnitudes of mo-
tion vectors, respectively. Motion intensity, which indicates the intuitional amount
of motion in a shot, is defined as the standard deviation of motion vector magni-
tudes. Definition of motion intensity is provided in MPEG-7 Visual[5].

Table 1. Summary of extracted audio-video features

Feature type

Audio Motion Color Temporal

- Average RMS - Horizontal motion - Color layout of - Shot duration
- Avg RMS of first n frames - Vertical motion first, center, - Shot density
- Frequency of audio class - Total motion last frame

(silence, speech, music, noise) - Motion intensity (6*Y, 3*Cb, 3*Cr)
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Fig. 1. Outline of shot labeling scheme for SVM

Color layout features, also defined in MPEG-7 Visual, are extracted based on
the algorithm of Sugano et al[6]. Simply said, the color layout features specify
spatial distribution of colors within a frame. This information corresponds to
8×8 DCT coefficients of Y, Cb, and Cr components of 8×8 downscaled image.
For our method, the above 8×8 image is directly calculated from DC images,
i.e., horizontally and vertically downscaled version of the original image, which
are generated from the first, center, and last frame of the shot being processed.
The numbers of coefficients used here are 6, 3, and 3 from lower frequency for
Y, Cb, and Cr, respectively.

The temporal-related features consist of two elements: shot duration and shot
density. Shot density is calculated by counting the number of shot boundaries
within a fixed range of time at the beginning of each shot.

All of the features in Table 1 represent fundamental characteristics of a shot,
which are expected to be useful for story segmentation. It is also notable that all
features can be directly extracted from MPEG-compressed format, hence, the
feature extraction process is extremely efficient.

3.2 Story Segmentation Based on SVM

Based on the audio-video features described in the previous section, each shot
of the video is expressed as a 48-dimensional vector, where each element of the
vector expresses the value of each audio-video feature described in the previ-
ous section. These “shot vectors” are used as input information for a classifier
based on support vector machines(SVM)[7], which is a widely implemented and
effective algorithm for classification. In the proposed method, SVM is utilized to
discriminate shots which include a story boundary.

In our method, we simply use the shot vector as a representation of a single
shot. To train SVM based on this method, all shots that include a story boundary
are labeled positive, and all other shots are labeled negative. The resulting model
is used to discriminate shots which contain a story boundary. The outline of the
shot labelling scheme is illustrated in Figure 1.

4 Experiments

We have conducted experiments to measure the effectiveness of our story seg-
mentation method. This section will provide details of our experiments.
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Fig. 2. Screen shots from NII-VDB. The left two and right two images are extracted
from the Asakusa and Sapporo files of NII-VDB, respectively

4.1 Experiment Data

Two data sets are used in our experiments. One is the TRECVID 2004 data set,
which was used in the TRECVID 2004 story segmentation task. The TRECVID
2004 experiment data consists of approximately 200 hours of US broadcast news
(CNN Headlines and ABC World News Tonight) in MPEG-1 format.

The other set is the NII Video Database (NII-VDB)[8], a video database
which consists of (mainly Japanese) video contents, such as broadcast news. In
our experiments, we selected the video data included in the “VDB-Information”
disks of the NII-VDB, which consist of five short “information variety programs”
— programs that introduce various sightseeing points in Japan. The length of
the files included in the “VDB-Information” disks range from five to 11 minutes.
Screen shots extracted from this video are illustrated in Figure 2. As shown in
the shots in Figure 2, the NII-VDB video mainly consists from shots of reporters,
and various images of the view points that are being introduced. Therefore, it is
clear that the content is dissimilar to broadcast news.

Story boundaries for the NII-VDB data were applied based on the following
rules. Each file in the NII-VDB data contains reports of numerous reports about
various sightseeing points. For example, the Asakusa file consists of seven reports
about various sightseeing points in Asakusa, such as the Sensoji Temple. Since
each report can be considered as a semantically meaningful segment, we defined
the beginning of each report as story boundaries.

4.2 Method

All vectors extracted from the development data set were labeled based on the
scheme described in Section 3.2, and used as training data for the SVM classifier.
Next, all vectors extracted from the test data set are classified by the resulting
SVM classifier. For experimental purposes, all input test data are sorted based
on the calculated distance from the hyperplane of the SVM, and the top M
vectors are selected as shots which contain a story boundary. The occurence
time of the story boundary is set at the beginning of the selected shots.

The TRECVID data is divided into training and test data sets based on
the definitions specified by TRECVID. The total data collection is sorted based
on recording date. The first two-thirds of the data collection is used for system
development, and the latter third is used for testing. For NII-VDB, we conducted
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experiments based on a cross-validation scheme. Four of the five files in the VDB-
Information disks of NII-VDB are used for training the SVM, and the remaining
file is used as test data. As a result, a total of five experiments were conducted
for NII-VDB data.

4.3 Evaluation Measures

The results of the evaluation experiments are evaluated by conventional measures
of information retrieval: precision and recall.

Precision and recall of the story segmentation experiments are measured
based on the standards set by TRECVID. All computed story boundaries are
expressed as a time offset with respect to the start of the video file in seconds,
accurate to nearest hundredth of a second. Each reference boundary is expanded
with a fuzziness factor of five seconds in each direction, resulting in an evalua-
tion interval of 10 seconds. A reference boundary is detected when one or more
computed boundaries lay within its evaluation interval. If a computed boundary
does not fall in the evaluation interval of a reference boundary, it is considered
a false alarm. Based on these measures, the number of correctly computed story
boundaries, and the number of correctly detected reference story boundaries are
obtained, which are used to calculate precision and recall.

Furthermore, we calculated the F-measure based on the following formula:
F = 2PR

P+R , where P and R express precision and recall, respectively.

4.4 Results

Since the average number of story boundaries in the TRECVID development
data was 19.6 for ABC, and 35.6 for CNN, we set the default number of computed
story boundaries M to 20 for ABC, and 36 for CNN. For NII-VDB, the number
of story boundaries to extract is determined by dividing the length of the file in
question by the average story length of the training data set, since the length of
each file in the NII-VDB data is not fixed, as is the case in TRECVID data.

Precision, recall, and F-measure of the story segmentation experiments for
TRECVID and NII-VDB data are shown in Table 2.

The results in Table 2 show that the proposed method has achieved F-measure
of approximately 69% and 63% for ABC and CNN, respectively. The same

Table 2. Experiment results of story segmentation on TRECVID and NII-VDB data

TRECVID NII-VDB

Data Prec Rec F-meas Data Prec Rec F-meas

ABC 0.704 0.672 0.688 Asakusa 0.714 1.000 0.833
CNN 0.605 0.596 0.601 Harajuku 0.714 1.000 0.833

Roppongi 0.714 0.833 0.769
Sapporo 0.833 0.833 0.833

Yokohama 0.889 0.667 0.762

Overall 0.640 0.622 0.631 Overall 0.773 0.867 0.817
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method also proved to be effective for NII-VDB data, as clear from the high
F-measure shown in Table 2.

Post-analysis on the experiment results showed that the recall of the proposed
method was significantly poor in specific sections of CNN, such as “Top Stories”
and “Headline Sports.” The main cause of this problem is the difference of the
characteristics of these sections. While a typical news story features the anchor
talking alone in a silent studio environment, stories within the “Top Stories” and
“Headline Sports” sections are presented with narration over video reports and
background music, without the appearance of the anchorperson.

In order to improve the recall of story segmentation in these sections, we took
the approach to develop SVMs specialized to conduct story segmentation within
known specific sections. In the training phase, the specific sections, namely,
CNN’s “Top Stories” and “Headline Sports” are extracted from all files in the
development data set. The extracted sections of the video are used to construct
development data to generate story segmentation SVMs specialized for “Top Sto-
ries” and “Headline Sports.” The section-specialized SVMs are applied to each
section extracted from the test data, and all detected story boundaries within
the sections are added to the original results. Automatic section extraction is
conducted by applying the “time-series active search algorithm” by Kashino et
al[9] to detect the audio signals of music tunes which occur at the beginning
and end of each section. By implementing the section-specialized segmentation
method, the overall precision, recall and F-measure for CNN have improved to
70.9%, 62.2%, and 66.2%, respectively.

Figure 3 illustrates the recall, precision and F-measure of the official
TRECVID runs, compared with the results of our experiments. As clear from
this Figure, both the original (Org) and section-specific methods (SS-S) have
outperformed all TRECVID runs in terms of F-measure, proving the effective-
ness of the proposed methods.
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Overall, the experiment results prove that the proposed method is capable
of achieving accurate story segmentation, regardless of the content of the video.
Furthermore, despite the generality of the proposed method, the performance of
the method within the news domain proved to be competitive to conventional
news video story segmentation approaches based on content-specific features.

5 Problems to Implement Video Story Segmentation to
Practical Applications

While various video story segmentation methods, including our method, have
been reported to be effective, there are still many problems that need to be
solved in order to implement such methods to practical applications. In the
following, we will focus on problems to implement our video story segmentation
method to practical applications, and also present some preliminary experiments
conducted to investigate such problems.

Problem 1: Segmentation of unknown TV programs

An obvious problem of our video story segmentation method, or any other
method which relies on training, is the difficulty to segment TV programs that
are unknown to the system. Even if the system only focuses on segmentation
of broadcast news, it is extremely difficult for a system to accurately segment
unknown news programs, since the studio environment, program structure, au-
dio/video effects, and so on, are different between programs.

One method to solve this problem is to train the story segmentation system
online. This can be accomplished by accumulating training data for a specific
program, executing the training process periodically, and utilizing the training
results to conduct story segmentation for future program recordings.

We have conducted a preliminary experiment based on the TRECVID 2004
experiment data set to investigate the amount of training data necessary to
generate an effective video story segmentation system online. In this experiment,
a set of N files are randomly selected from the TRECVID 2004 development
data, to be used as training data. After training the SVM based on this training
data, we measure the accuracy of story segmentation on the TRECVID 2004 test
data set. 20 experiments are conducted for each N(= {1, 4, 10, 20, 40, 80, 100}).

The minimum, maximum, and average F-measure for each N is illustrated
in Figure 4. Results in Figure 4 show that, for both ABC and CNN, accuracy
of story segmentation becomes stable at N = 20 to 40. This indicates that the
amount of training data necessary for effective story segmentation of TRECVID
data ranges from 10 to 20 hours per program.

In order for this online training method to work, though, the system must
have a function to efficiently collect training data from system users, or rely on
the cooperation of TV broadcasters to provide sufficient training data, which
both possess difficulties. The former method requires users to actively interact
with the system, which is unlikely considering the general laziness of common
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Fig. 4. Average, maximum and minimum F-measure for online training data accumu-
lation experiments for ABC (left) and CNN (right)

users. The latter method, which requires TV broadcasters to annotate story
boundary information to their programs, is time-consuming and costly, hence,
is an assumingly unacceptable for broadcasters.

However, if efficient accumulation of training data for any TV program is pos-
sible, our story segmentation method is advantageous compared to other existing
methods, since the features utilized in our method are completely independent
from the video content. On the contrary, the widely used anchor shot extrac-
tion process needs to be developed for each program, since the characteristics of
anchor shots are diverse for different news programs.

Problem 2: Robustness to program changes

Another problem, given that a sufficient amount of training data is available, is
the difficulty to adapt to changes that occasionally occur in a single program.
For example, the studio setting of a news program may change due to major
news events such as a presidential election. If the system is only trained based
on a stable training data set, the system cannot be expected to conduct accurate
story segmentation on a specific day when unexpected changes have occurred.

While our video story segmentation method was robust to minor changes
such as the diversity of anchorpersons, several cases were observed where our
method could not achieve accurate segmentation. An example of such cases is
shown in Figure 5. The left image in Figure 5 shows a shot from the usual studio
setting of “ABC World News Tonight,” while the right image shows a shot from
the same program that was recorded outside of the usual studio. As written in

Normal studio setting
(Recall: approx. 80%)

19981216~18_ABCa.mpg
(Recall: 13~36%)

Fig. 5. Example of studio environment changes in “ABC World News Tonight”
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Figure 5, our method could only achieve 13% to 36% recall for the programs
that were recorded outside of the studio, compared to the average F-measure of
80% achieved for programs recorded in the usual studio. This result indicates
that it is difficult for our method to adapt to changes in recording environments.

Both major and minor changes are expected to occur in any TV program.
Therefore, dynamic adaptation to such changes is a major requirement for video
story segmentation systems, hence, a common and difficult problem that must
be solved to make such systems practicable.

6 Conclusion

In this paper, we have described the importance of video story segmentation,
and the problems that need to be solved in order to implement the technology
to practical applications. Results of the preliminary experiments indicate that,
even methods that have achieved impressive results in the TRECVID tasks still
require major breakthroughs to be utilized in practical applications. We are
planning to tackle such problems in the near future.
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High-Speed Dialog Detection for Automatic
Segmentation of Recorded TV Program

Hisashi Aoki

Corporate Research and Development Center, Toshiba Corporation

Abstract. To provide easy access to scenes of interest in recorded video,
structure-sensitive segmentation is necessary. In TV programs, similar
shots appear repeatedly, and such appearance can be a clue to estimate
a contextual group of shots. The author introduces a measurement which
denotes activeness of shot interaction and enables finding of dialog scenes
automatically. This paper presents an algorithm and experimental results
of the system which effectively and rapidly detects boundaries of sections
in news programs and variety shows.

1 Introduction

Recently, the market for hard disk video recorders has been growing rapidly.
One example is a set top box (STB), which can replace a video cassette recorder
(VCR), another is personal computer equipped with a video encoding circuit and
recording software. In both cases, digital recording of TV programs can be done
easily even at home. Digitally recorded video has a variety of capabilities that
analog video does not have; i.e. thumbnail listing of recorded programs, viewing
while recording another program, direct jump to the beginning of a program
without rewinding or fast-forwarding.

On such digital recorders, a large number of long programs can be stored
in minimal physical space. However, without sufficient retrieval functionality,
the more programs are recorded, the longer a user may have to spend finding
scenes of interest. Currently, several kinds of STB recorder already have a search
function for titles (recorded programs) by text description, name of cast, or genre
provided by an electronic program guide (EPG) on the Internet or on a special
band of broadcasting signal. With this functionality, the user can find and access
titles of interest far more easily than with a VCR. However, digital recorders
do not yet provide sufficient functionality for finding scenes.

Scene indexing covers two major issues: temporal segmentation and annota-
tion. Researchers have proposed various approaches for tackling these two issues.
For segmentation, a primitive approach is to define a section boundary according
to a GOP (group of pictures) in an MPEG video sequence[1]. However, with typ-
ical MPEG encoders, a GOP consists of 15 frames. If a recorder inserts chapter
boundaries by GOP unit, a one-hour title will be cut into 7,200 segments (chap-
ters). A somewhat more intelligent approach to detecting contextual boundary is
cut-detection[2, 3]. However, it is reported that cut-points (scene breaks) appear

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 49–58, 2005.
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every 3–6 seconds on average[4]. This means 600–1,200 segments for a one-hour
title. This is still too much for browsing video content. The author thinks an
appropriate length of a segment is several minutes, equivalent to the length of a
topic in a news program or a section of a variety show, and each segment should
be a group of consecutive shots1[4, 5, 6].

The combination of signal-based segmentation shown above and audio/visual
recognition makes the system more accurate and intelligent[7, 8, 9]. The author’s
previous research[6] has been referred to and discussed in a number of papers
in which advanced and improved algorithms have been proposed in combination
with a content-recognition technique[10, 11, 12, 13, 14].

Recent improvement of main processors has made it possible to execute com-
plicated calculation in a moment with lower power consumption. It is now fea-
sible to implement intelligent video content recognition on PCs. However, even
if it takes only 5 minutes to complete indexing, there would be a dilemma: The
more convenient the function the recorder provides, the more programs the user
wants to record. And the more programs the recorder is scheduled to record, the
less idle time it has for processing. From this viewpoint, ideally, indexing should
be completed immediately after the recording is done. Moreover, an STB-type
recorder has much less processing capability than a PC has. So there is a need
for a light and fast processing algorithm for video indexing.

In this paper, the author focuses on temporal segmentation, with which the
system can provide sufficient browsing interface such as topic listing and direct
jump to scene. To realize the segmentation, an algorithm for clustering consecu-
tive shots by detecting dialog scenes is introduced. The algorithm detects dialog
scenes by a measurement called “shot interactivity” which denotes how actively
shots in a particular time segment relate to one another. The algorithm consumes
only 0.35% of CPU time while recording and takes less than 0.01 seconds after
recording on Intel Celeron 733MHz processor. In the following chapters, the au-
thor presents the outline of the algorithm and experimental results of automatic
segmentation.

2 Dialog Detection

2.1 Segmentation of News Programs

In the previous paper, the author focused on segmentation of movies and dra-
mas, and the proposed method defined an act, an estimated group of shots in a
scene, by connecting extents of similar shots. First the method detects and labels
similar shots after cut-detection. And then, if a temporal extent of shots with
the same similar shot label overlaps other extents, connection (OR operation)
of the extents makes an act extent. However, if this method is applied to a news
program, since the anchorperson shot appears from the beginning to the end,
almost all of the program is determined to be an act.

1 The word “cut” is used as a cut-point or a scene break, and “shot” as a group of
consecutive frames between two cuts.
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#19 22 179 197 199 207 277 335

337 342 347 464 739 741 744 749

754 760 1006 1009 1019 1025 1083 1106

Fig. 1. Erroneous detection of anchorperson shot†

One easy way to find an anchorperson shot is to find similar shots that ap-
pear most frequently. But since camera angle for an anchorperson varies, plural
groups of similar shots should be labeled as anchorperson shots. In this case, if
the threshold of appearance count is set to a large number, correct anchorperson
shots will be lost, and if it is set to a small number, erroneous shots will be
detected as anchorperson shots. Moreover, since news programs have many di-
alog scenes between the anchorperson and correspondents, reporters, or guests,
similar shot groups of frequent appearance include such non-anchorperson shots
(See Fig. 1).

In Fig. 1, icons are key frames for determined anchorperson shot. Numbers
above the icons are shot numbers, and black bars under the icons show erroneous
detection of anchorperson shot from dialog scenes2.

A B   B A   A C A C A D   D   D   A  

(0) News

A B A C B A D   B C B A C D   A B A B A C D   

(1a) Variety show: similar sections appear repeatedly
      (with cue shots)

(1b) Variety show: similar sections appear repeatedly
      (without cue shots)

(2) Variety show: consist of dissimilar sections

 A B A C B A    B C B A C    A B A B A C   

A B A B A   C D E C E D   F G F  H  G F G  

anchorperson shots

 cue shots

dialog

news topic

section

section

section

Fig. 2. Model of similar shot appearance

To improve the performance, dialog scenes in news programs should be de-
tected and eliminated from the candidates of anchorperson shots which are de-
tected just by appearance frequency of similar shots (See case 0 in Fig. 2).

2.2 Segmentation of Variety Shows

Many works have been done for automatic segmentation of movies, dramas,
news, and sports programs. Other than those, the author found that variety
shows have particular structures of shots such as cases 1a, 1b and 2 in Fig. 2.

In cases 1a and 1b, the program consists of repetitious appearance of two
sections: talk scenes in a studio and pre-edited video. This model can be seen in

2 In this paper, figures with † are illustrations of experimental results obtained for an
actual program.
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talk shows and quiz shows. Music shows also consist of talk scenes and singing
scenes (or pre-edited music video clips).

There are two subtypes in the case of talk sections and pre-edited video
run one by one. One has cue shots that run at the beginning of new topics
or video (for example, computer graphics showing “Question”). Since cue shots
appear repeatedly, those are detected as a group of frequent appearance, but cue
shots are not in dialog. Therefore, by detecting similar shot groups that appear
frequently but do not interact with any other shots, cue shots can be detected
and sections are properly segmented (case 1a).

Even for a program that doesn’t have cue shots (cases 1b and 2), certain
contextual segmentation can be done just by labeling dialog scenes and non-
dialog scenes.

3 Dialog Scenes

3.1 Shot Interactivity

As described above, for contextual segmentation of recorded TV programs, it is
effective to detect dialog scenes by observing repetitious appearances of similar
shots. Here the author introduces a measurement called “shot interactivity”
which denotes the activeness of dialog (interaction among plural shots) for a
particular temporal range. By clustering groups of consecutive shots with shot
interactivity exceeding a given threshold value, the proposed method determines
dialog scenes.

The author assumes the following conditions for the shot activity of objective
temporal range:

1) The longer the sum of shots’ duration involving dialog, the higher is the
value of the shot interactivity. And,

2) the more frequent the transition of speakers, the higher is the value the shot
interactivity.

For the condition 1), the dialog density d is introduced and defined as below.
For the condition 2), the author introduces the dialog velocity v. The shot in-
teractivity for the consecutive shots from shot a to shot b, Iab, is defined as the
product of dab and vab. dab and vab are defined as follows:

dab =
b∑

i=a

ρab,iλi/

b∑
i=a

λi (1)

vab =
b∑

i=a

ρab,i/

b∑
i=a

λi (2)

Here λi denotes the duration of shot i, and ρab,i is a variable which gives 1
when shot i is assumed to involve dialog in shot range [a, b], and gives 0 otherwise.

In the other words, ρab,i gives 1 when a similar shot to shot i exists in
the shot range [a, b], and gives 0 otherwise (Fig. 3). Even if there is a similar
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Fig. 4. Example of shot interactivity for a variety show†

shot to shot i, ρab,i gives 0 when the similar shot is out of shot range [a, b]
and shot i is assumed not to involve dialog in shot range [a, b] (See ρpu,t in
Fig. 3).

For example, Fig. 4 shows an experimental result of shot interactivity calcu-
lation for a part of a variety show. The horizontal axis denotes shot number x.
The vertical axis denotes the shot activity for shot range [a, x]. Due to spatial
limitation of paper, the plotting is divided into two subparts: A thick line (indi-
cating Iax) firstly runs from the left to the right in the lower part of the graph,
wraps around to the left, and then runs again from the left to the right in the
upper part. The scale for the upper and lower parts is the same. The numbers
written beside icons mean group IDs for similar shots. Icons with “−−” mean
that no similar shot is found in the program.

Due to absence of similar shot which appears repeatedly, Iax gives 0 from
x = a to x = b. When x reaches shot c, shots with similar shot group ID “1”
appear twice and it gives the shot interactivity a non-zero value. Similarly, Iax

increases when the shot range [a, x] stretches to cover plural appearance of shots
with same group ID .

In the actual program, a talk section about a piece of information among
M.C. and commentators in a studio begins at shot a and continues until shot f.
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Then, shot g, a still picture, appears as the summary of the previous talk. And
M.C. appears again to say “Now, the next topic is...” in shot h. Then cue shot
i, a CG-decorated still picture introducing the next information, is followed by
shots j and k, pre-edited video explaining the next piece of information. At shot
l, the broadcast comes back to studio talk and the talk ends before shot m.

As seen in Fig. 4, the shot interactivity gives a maximum value at the actual
end of dialog about a piece of information (Iaf). Therefore, this shows the shot
interactivity is effective for determining dialog scenes.

3.2 Shot Interactivity of Whole Programs

When shot interactivity is calculated for all shots in a program, not for a part
of a program, the measurement is supposed to indicate the degree in which the
structure of the program is like a talk show.
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drama, animation
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Fig. 5. Shot interactivities of whole programs

In Fig. 5, shot interactivities for whole programs are plotted. The experiment
is done with 30 programs of various kinds (news, variety show, and drama), with
a total duration of 21.5 hours. The result shows that the structures of variety
shows are more like those of talk shows than are the structures of other kinds of
shows, and news shows have quite different structures from variety shows.

3.3 Determination of Dialog Scenes

As described in subsection 3.1, a dialog scene with a given staring shot can
be determined basically by searching for the final shot which gives a maximum
number for the shot interactivity I. However, even if it is maximum, it may
cause erroneous detection unless there is a threshold value for I. Suppose there
are 20 shots in a program, shots 1 and 10 have similar shot IDs, and the other
shots don’t have any similar shot. Apparently, although shot range [1, 10] gives
the maximum number for I, it is hardly considered to be a dialog scene.

In the previous subsection, the author shows that variety shows have larger
numbers of I. Therefore, the threshold value for I (Ithres) is set to be the average
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of variety shows’ I’s, subtracted by its standard deviation. Consequently, dialog
scenes are determined as follows:

1) Set the target shot number i to 1
2) Increment i by one until shot i has similar shot in the program
3) Set j = i + 1
4) Search for shot range [i, j] which gives the maximum number of Iij by in-

crementing j by one
5) Compare the resultant value of step 4 with Ithres

6) If step 5 shows Iij > Ithres, determine shot range [i, j] as dialog scenes, set
i = j + 1 and go to step 2

7) If step 5 shows Iij ≤ Ithres, set i = i + 1 and go to step 2

4 Experiments

4.1 Input Data

The algorithm takes Y CbCr format pictures of 90 × 60 pixels, 2 frames per
second, which can be generated by decoding only direct current coefficients of
8× 8 pixel blocks in I-picture from MPEG-2 compressed video sequence. Frame
characteristics are calculated in two ways: chromatic histogram and luminance
layout of mosaic picture[6]. This makes MPEG-2 video sequence of 1.4–12Mbps
bit rate into 2kbps feature vectors and enables the method to process faster.

Two feature vectors for a frame are used for both simple cut detection (scene
break detection) and similar shot detection. In cut detection, similarities between
frames #(i− 1), (i− 2), . . . , (i−Nc) and frames #i, (i + 1), . . . , (i + Nc − 1) are
calculated to determine whether a cut exists between frame #(i− 1) and #i. In
similar shot detection, similarities between frames #j, (j − 1), . . . , (j − Ns + 1)
and frames #i, (i + 1), . . . , (i + Ns − 1) are calculated to determine whether a
shot ending with frame #j and a shot starting with frame #i are similar. Nc

and Ns are given constants.
Consequently, definition of shot boundaries and labeling of similar shots are

completed. In the following subsections, the author describes the algorithm to
cluster shots. Subsection 4.2 corresponds to case 0 in Fig. 2 and subsection 4.3
corresponds to case 1a.

4.2 News Program

Firstly, dialog scenes are determined by the algorithm described in subsection
3.3. Then, from the shots other than those in dialog scenes, anchorperson shots
are determined by various metrics for each similar shot group, i.e. number of
shots, temporal distribution extent of shots, maximum length of shot, and so
on. Anchorperson shots are considered to be the first shot of a topic, and a
section break is recognized before an anchorperson shot.

While Fig. 1 is the experimental result without dialog detection, Fig. 6 is
generated from the same input data with dialog detection. The actual talk scene
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#19 179 197 207 277 335 347 349

464 791 930 935 1006 1025 1027 1083

1087 1105 1120 1123 1128 1163 1213 1273

1321 1383 1386

Fig. 6. Experimental result for a news program. The key frames for each topic are
shown †

is represented by just shot 791, and three anchorpersons are detected correctly.
Although CG-decorated baseball scoreboard images are chosen as key frames for
shots 1163, 1213, 1321, three games are reported between shot 1128 and before
shot 1273 without an appearance of an anchorperson. Therefore, these top shots
are still effective for contextual segmentation.

4.3 Variety Show with Cue Shots

Firstly, dialog scenes are determined by the algorithm described in subsection
3.3. Then, for each similar shot group, the number of shots contributing dialog
scenes is counted. Similar shot groups with low contribution to dialog are chosen
as the cue shot candidates, are filtered by several conditions i.e. number of shots
in the group and temporal distribution extent, and are finally determined to be
cue shots. Cue shots are considered to be the first shots of sections, and a section
break is recognized before a cue shot.

#43 255 445 622

Fig. 7. Experimental result for a variety show. The key frames for each section are
shown.†

Fig. 7 shows the experimental result for a quiz show. Determined section
boundaries are just before still image shots of “Question”.

If a cue shot is not found, video sequence is automatically processed and seg-
mented as case 1b or 2 in Fig. 2. The proposed system refers to EPG information
just for distinguishing whether the program is news (processed by the algorithm
described in the previous subsection) or not (this subsection).

4.4 Performance of the Proposed Algorithm

The author evaluated the results for 4 different news shows and 3 different variety
shows by comparing the section boundaries generated by the proposed algorithm
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and the correct boundaries defined by a person. As a result, recall rate for news
programs is 86% on average, while precision rate is 94% on average. In the case
that only simple cut detection can be used to determine section boundaries,
precision rate becomes 6% on average (recall: 100%). Therefore the proposed
algorithm greatly improves the segmentation performance. For variety shows,
both recall and precision rates are 100%, whereas precision rate with boundary
determination only by simple cut detection is 1% (recall: 100%).

Concerning elapsed time, shot-attribution determination process described
in subsection 4.1 can be executed while recording (feeding two 90 × 60 pixel
pictures in a second). In this case, the process uses CPU time of 0.35% on Intel
Celeron 733MHz / RedHat Linux 8.0. Although section determination (described
in subsections 4.2 and 4.3) cannot be processed before similar shot labeling is
completed for the whole program, it takes only 0.008 seconds per a 30-minute
program on the processor described above. The elapsed time shown above is
measured by processing 30 programs consisting of a total of 21.5 hours.

5 Summary

As discussed above, the author introduces a “shot interactivity” measurement
that indicates activeness of a part (or the whole) of a recorded TV program.
The measurement helps automatic contextual segmentation by eliminating dis-
cussion or interview in news shows, or distinguishing talk in the studio from
reference video in variety shows, by determining dialog scenes. With this algo-
rithm, recorded video sequences can be segmented according to the structure of
the program such as news topics or sections.

The process only costs 0.35% of CPU time while recording and 0.008 seconds
after recording per a 30-minute program on Intel Celeron 733MHz processor.
This is sufficient to complete the segmentation even if the recorder is heavily
used to record TV programs continuously. Furthermore, since the algorithm is
light enough, it also has the potential to be implemented on embedded system
such as STB-type recorders.

Fig. 8. Application of the proposed method. The user can browse the video contents
and jump directly to the scenes of interest from a topic listing
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In future work, the author intends to modify the algorithm so as to improve
its accuracy and to apply the proposed method to kinds of TV programs other
than news programs and variety shows.
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Abstract. Many DRM (Digital Rights Management) technologies exist today. 
While some are consortium standards like DVD-CCA, DTCP, DCP, AACS, 
others are proprietary like Microsoft’s DRM and Sony’s OMG. They are being 
used either by different industries or by individual company. Recently, open 
DRM standards have been developed. OMA DRM has completed its version 2 
and many mobile manufacturers are implementing it now, while MPEG IPMP 
group has completed its MPEG-2 IPMP and MPEG-4 IPMP and is now work-
ing on MPEG-21 IPMP. This talk will discuss the design, technology and ap-
plications of MPEG IPMP, and how to make DRM successful. 
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Abstract. In this talk, we highlight some of the research in I2R on media se-
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introduce our recent efforts on the international standard called JPSearch which 
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Abstract. It is now accepted that the most effective video shot retrieval
is based on indexing and retrieving clips using multiple, parallel modal-
ities such as text-matching, image-matching and feature matching and
then combining or fusing these parallel retrieval streams in some way.
In this paper we investigate a range of fusion methods for combining
based on multiple visual features (colour, edge and texture), for combin-
ing based on multiple visual examples in the query and for combining
multiple modalities (text and visual). Using three TRECVid collections
and the TRECVid search task, we specifically compare fusion methods
based on normalised score and rank that use either the average, weighted
average or maximum of retrieval results from a discrete Jelinek-Mercer
smoothed language model. We also compare these results with a sim-
ple probability-based combination of the language model results that
assumes all features and visual examples are fully independent.

1 Introduction

The purpose of video retrieval is to locate video from a collection that meets
a user’s information needs. In this paper we address the general video retrieval
task, as supported by the TRECVid search task, which expresses search topics in
terms of a text description coupled with multiple image and video examples. Be-
cause video retrieval is situated in a diverse feature environment, it potentially
requires the combination somehow of many different features. These include
text (automatic speech recognised text, closed caption text, video optical char-
acter recognition text), audio features (e.g. monologues, music, gun firing), visual
features (colour, texture, shape), motion features (cameras and objects), high-
level concepts (‘visual keywords’ such as outdoors, indoors, landscape, faces)
and other specific audio-visual models such as for identifying specific people,
animals or objects. Early fusion methods, which combine features before per-
forming matching, are not practical for such a large number of features due to
the high dimensionality of any combined representation. Late fusion methods,
which are the topic of this paper, perform matching on individual features and
fuse these matching scores. Late fusion can potentially support adaptive fusion
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methods when relevance information is available and also allows the use of tuned
retrieval models (or completely different retrieval models) for each feature.

At their most basic, late fusion methods combine the scored and ranked re-
trieval results from different systems/models/features in order to improve upon
the best individual retrieval result. Traditional fusion techniques in informa-
tion retrieval can be broadly divided into rank and score-based [6]. Rank-based
methods such as Borda count combine separate search results based on sum-
ming the rank position of documents from different result lists. An extension
to this combination method is weighted Borda count, which gives preferential
weight to specific search result lists. Traditional score-based combination meth-
ods include CombSUM, which sums the multiple retrieval scores, and CombMNZ
which sums the scores from truncated results lists (such as top 1000) and multi-
plies the average by the number of retrieval models that returned it [3]. Weights
are predominantly included though a linear interpolation of scores. When com-
bining heterogenous retrieval models/features normalisation of retrieval scores is
necessary and generally involves linear normalising the results from 0 to 1. Quite
different approaches include distribution modelling [4] and logistic regression [5],
which attempt to learn a relationship between scores/ranks and relevance.

Fusion is very important in the video search task. Smith et al. [7], reports on
many score-based fusion methods used in an interactive video retrieval exper-
iment but does not cross compare their performances. In [8] Westerveld et al.
combine their visual language model results with the text language model results
using the joint probability of generating both features assuming independence
between modalities and combine the results of multiple visual examples using
round-robin (minimum rank). Yan et al. [9] use a boosted co-training approach
that trains the weights for combining concept and low-level feature results with
text-based results on a per-query basis. In [10] the search topics were automat-
ically classified into one of four classes (named people, named objects, general
objects, scenes) and they used query-class dependent weights for fusing results
in a hierarchical mixture of experts framework. Yavlinsky et al. [11] compared
support vector machines with the standard fusion methods CombMIN, Comb-
MAX, CombSUM and Borda count for the task of combining text and visual
feature results on TRECVid 2003 but found that no fusion method improved on
the results of text.

In this paper we investigate standard fusion methods based on scores, ranks
and probability for single visual example search (fusing multiple visual features),
for multiple visual example search and for multiple modality search. We evaluate
fusion methods for visual retrieval models based on the results of Jelinek-Mercer
smoothed language model for three visual features (regional colour, edge and
texture) on three video retrieval collections (TRECVid 2002, 2003 and 2004). We
successfully used the same features and retrieval model (discrete Jelinek-Mercer
language model) in our TRECVid 2004 automatic search submission and the
discrete language model has previously been studied in [1] but achieved poorer
results due probably to their discrete feature representation, which was high-
dimensional and lacked x, y location information. The contribution of this paper
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is in empirically establishing effective fusion methods for supporting different
types of video search such as single feature, multiple feature, multiple example
or multimodal search that achieve state-of-the-art performance in the TRECVid
video search task.

The rest of this paper is organised as follows: In section 2 we describe the
fusion methods that we will evaluate in this paper, while in section 3 we describe
our experiment setup. In section 4 we present and discuss our fusion results and
finally in section 5 we summarise our conclusions.

2 Fusion for Multi-modal, Multi-example Video
Retrieval

We investigate the fusion of retrieval model results in order to combine (A) the
multiple visual features, (B) the multiple visual examples and (C) the multiple
modalities text and visual. The combination (A) supports the retrieval of video
shots using a single visual example and in our experiments involves the auto-
matic fusion of colour, edge and texture retrieval models. The combination (B)
supports visual-based retrieval of video shots using a query with multiple visual
examples (images and/or videos) and involves the automatic fusion of results
from possibly quite disparate image or video examples. The combination (C)
supports the retrieval of video shots using a query which has both text and mul-
tiple visual examples and for which the combination would involve very different
and possibly conflicting result sets. We also investigate the fusion of results for
multiple visual examples using a single visual feature, which provides support
for users who wish to use a single visual feature in their search.

The multi-example multi-feature search can be performed in two different
sequences. Firstly, visual features can be combined for each visual example and
then the visual examples’ scores are fused, or secondly, the visual features can
first be separately combined for each visual example and then the scores for
each visual feature can be combined. Due to score normalisation and result list
truncation these different sequences do not yield exactly the same results.

We combine results using fusion methods originally investigated for fusing the
results of multiple text search engines [2, 3]. These fusion methods are computa-
tionally inexpensive and have been shown to be quite effective on truncated result
lists such as top 1000 results for text retrieval. Truncating the result lists is ben-
eficial as it reduces the amount of information transferred between nodes within
a video retrieval server that is distributed across multiple machines. We compare
fusion methods based on normalised score and rank that use either the average,
weighted average or maximum of individual results as the combination function.
We also compare these results with a probabilistic combination that assumes all
features and examples are fully independent and which does not truncate the
result lists. We will use the following notation to refer to each fusion strategy:

– CombJointPr - multiply the probabilities of individual retrieval models (or
add the log-likelihoods).
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– CombSumScore - add the normalised scores of the top N results (ie. tradi-
tional CombSUM).

– CombSumRank - add the normalised ranks of the top N results (ie. tradi-
tional Borda count)

– CombMaxPr - order by the maximum of the probabilities.
– CombMaxScore - order by the maximum of the scores - same as CombMaxPr

when inputs are probabilities.
– CombMaxRank - order by the maximum of the normalised rank score (ie.

round-robin/order by increasing rank removing duplicates).
– CombSumWtScore - weighted average of the normalised scores of the top N

results.
– CombSumWtRank - weighted average of the normalised ranks of the top N

results (weighted Borda count).

For all score and rank based fusion methods we truncate the input result lists
to their top N results. As in [3] we define normalised rank as

norm rankshot =
N + 1 − rankshot

N
(1)

where N is the number of shots in the truncated result list and normalised score
is defined as

norm scoreshot =
scoreshot − scoremin

scoremax − scoremin
(2)

where scoremin is the score of the lowest ranked shot in the truncated result list.
When combining features we truncate the feature result lists to their top 1000
results (N=1000), but when combining results from multiple visual examples
we truncate the visual examples’ result lists to N = M/num visual examples,
where M is a value between 1000 and 3000 and is empirically chosen for each
fusion method by tuning on separate topics and video collection.

We use log-query-likelihoods as our score for each shot’s text and visual lan-
guage model’s retrieval results since the generative probabilities for our visual
features are extremely small and cannot be directly represented using double
precision floating point numbers. As a result we are limited in how we can di-
rectly combine these probabilities but one simple combined generative model
is to assume that all the features and visual examples are independent, which
is straightforward to calculate by adding the log-probabilities. For some fusion
tasks, especially combining visual and textual results, it would be beneficial to
combine the generative probabilities using a finite mixture model (linear interpo-
lation) but as yet we have not evaluated this approach, which we believe would
be more beneficial than using joint probability for combining text and visual
results as it allows for the influence of the visual model to be reduced - the joint
probability of text and visual features allows the visual features probabilities to
overwhelm the combination since it is the result of the product of probabilities
for each pixel in the query image whereas the text probability is the result of
the product of only a few probabilities of the search terms.
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We prefer the normalised score fusion methods over the normalised rank
fusion methods as we believe that the distribution of scores holds valuable in-
formation that is lost when normalising based on rank. Ideally the result sets
being fused have somewhat similar relevant documents and dissimilar irrelevant
documents. If this is the case then combining results using the average function
should be preferable to the max function because averaging should reduce the
noise from a single query image/feature’s results whereas using the max func-
tion assumes that a document which matches well a single query image/feature is
preferable. We can think of averaging as indicating the document should some-
what match all features/examples (AND logic), whereas max implies that a
relevant document need only match a single feature/example (OR logic).

3 Experiment Setup

We perform automatic retrieval experiments, where by “automatic” we mean
that retrieval does not involve iterative refinement from end-users, on the
TRECVid 2002, 2003 and 2004 collections and search topics. The TRECVid
2002 collection consists of advertising, educational, industrial and amateur videos
from the early 20th century to mid seventies, while the TRECVid 2003 and 2004
collections contain TV news programmes, broadcast in the late 1990’s on the
ABC, CNN and C-SPAN channels. TRECVid search topics are motivated from
the needs of professional video searchers who request video shots that contain
specific or generic people, things, actions and/or locations (e.g. shots of peo-
ple moving a stretcher, a handheld weapon firing, Boris Yeltsin, flood waters).
Search topics request video shots and are formulated as a multimedia query that
contains a text description of the information need plus multiple image and video
examples.

We represent the video shot content using four features ASR text, HSV
colour, Canny edges and DCT-based texture. The visual features are all cal-
culated using a 5x5 grid based representation thus providing a limited but still
potentially beneficial amount of positional information. The HSV colour is quan-
tised into a 16x4x4 multidimensional histogram (16 hue by 4 saturation by 4
brightness levels). The Canny edge direction feature is quantised into 64 direc-
tions with the first direction centred on the horizonal axis and non-edge pixels
are counted in an extra bin for each image region. The DCT feature quantises
the first 5 DCT coefficients of the brightness band of the YCbCr colour space
into 3 bins each with the quantisation boundaries for each DCT coefficient cal-
culated across the whole keyframe collection so that the marginal distribution of
a specific DCT coefficient uniformly populates its quantisation bins. The DCT
transform is calculated for non-overlapping 8x8 pixel blocks in the image. The
visual features representations were chosen for our official TRECVid 2004 au-
tomatic discrete language model experiments and their selection was based on
their performance on the TRECVid 2003 collection. This implies that our visual
results for TRECVid 2003 collection are somewhat biased though still useful for
comparing fusion models.
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For the ASR text feature, we use the hierarchical Jelinek-Mercer smoothed
language model [8] that smoothes a shot with the text from adjacent shots, from
the enclosing video and from the collection. For the visual features we use a
discrete language modelling approach. In the language modelling approach shots
are ranked by the probability of their language model generating the query, an
approach known as query-likelihood. Jelinek-Mercer smoothing uses a collection
model (distribution of the events in the whole collection of the visual feature)
to adjust the empirical distribution of the features so as to better handle low-
frequency (particularly zero frequency) events and to reduce the importance of
frequent events. Its retrieval status value is

RSVq,d = log Pr
JM

(q|d) =
∑

t

fq,t × log
(
(1 − λ) Pr

ML
(t|d) + λ Pr

ML
(t|C)

)
(3)

where t is a symbol from the visual feature’s discrete language (histogram bin in-
dex), fq,t is the frequency of the symbol in the query (visual example), PrML(t|d)
is its empirical probability in a document (video shot), and PrML(t|C) is its em-
pirical probability within the whole collection.

For each experiment we tune the retrieval models that have free parameters
on an independent search collection so as not to bias our experiment. The tuning
process is automatic and identifies a single parameter setting over all tuning
topics that optimises mean average precision (MAP). For experiments with the
TRECVid 2002 and 2004 search topics the parameters are tuned on TRECVid
2003 search topics and collection, while the parameters for retrieval and fusion
models on TRECVid 2003 search topics are tuned using TRECVid 2002. When
reporting results for each fusion task in terms of mean average precision (MAP)
and precision at cutoff 10 and 100 we indicate whether the difference between
these result and our best fusion result is statistically significant according to
the Wilcoxon sign-rank test at 95% significance level. We furthermore aggregate
all results from the three collections and test whether the overall best result is
significantly better than the other fusion methods.

4 Results

The results for all our experiments are shown in Table 1 which we primarily
discuss in terms of MAP unless otherwise stated.

Multiple Features, Single Example Fusion. The first fusion experiment, Vis*CET,
is for single visual query-by-example and combines colour, edge and texture fea-
tures. All fusion methods except CombJointPr fail to improve on the colour-only
results for TRECVid 2002, while all fusion methods except CombSumWtRank
improve on the colour only results for TRECVid 2003 and 2004. The results
for TRECVid 2003 and 2004 indicate that CombSumRank and CombSumScore
achieve similar results and are statistically significantly better than CombSumW-
tRank and CombSumWtScore. The aggregated result for the three collections
indicates that CombSumScore is best and is significantly better than the same
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Table 1. Fusion results in terms of mean average precision (MAP) and precision at
cutoff 10 (P10) and 100 (P100) for TRECVid 2002, 2003 and 2004 search tasks. The ag-
gregated (Agg.) column shows the MAP for all topics from the three collections. Bolded
results are the highest for each fusion task, while underlined results are statistically
significantly poorer than these (Wilcoxon sign-rank test, 95% significance level)

TRECVid 2002 TRECVid 2003 TRECVid 2004 Agg.
Features Fusion MAP P10 P100 MAP P10 P100 MAP P10 P100 MAP

Colour .0153 .041 .018 .0238 .080 .037 .0088 .039 .015 .0159
Edge .0092 .036 .017 .0105 .036 .024 .0078 .022 .012 .0092
Texture .0073 .023 .015 .0226 .082 .040 .0061 .022 .010 .0127

Vis JointPr .0156 .042 .018 .0244 .080 .038 .0093 .039 .015 .0164
*CET WtRank .0110 .045 .022 .0230 .084 .037 .0061 .022 .010 .0136

WtScore .0143 .052 .020 .0252 .083 .039 .0113 .040 .016 .0173
SumRank .0116 .044 .022 .0247 .076 .049 .0132 .041 .018 .0172
SumScore .0126 .049 .023 .0262 .081 .047 .0130 .040 .017 .0180

VisExs JointPr .0069 .024 .016 .0536 .100 .063 .0024 .017 .011 .0215
*Colour SumRank .0146 .056 .022 .0364 .084 .058 .0142 .043 .034 .0219
-only SumScore .0152 .044 .023 .0400 .072 .058 .0174 .052 .036 .0244

MaxPr .0231 .056 .020 .0221 .048 .035 .0017 .022 .009 .0160
MaxRank .0230 .060 .020 .0162 .048 .031 .0016 .017 .008 .0139

VisExs JointPr .0042 .016 .012 .0061 .004 .022 .0031 .017 .009 .0045
*Edge SumRank .0081 .036 .019 .0132 .040 .026 .0234 .074 .035 .0147
-only SumScore .0142 .072 .020 .0133 .048 .022 .0255 .078 .027 .0174

MaxPr .0111 .028 .008 .0126 .044 .023 .0033 .009 .003 .0092
MaxRank .0108 .028 .007 .0038 .024 .016 .0032 .009 .003 .0060

VisExs JointPr .0123 .024 .016 .0363 .120 .054 .0016 .013 .007 .0172
*Texture SumRank .0074 .016 .019 .0331 .088 .057 .0054 .013 .012 .0156
-only SumScore .0142 .032 .020 .0417 .116 .061 .0057 .030 .009 .0209

MaxPr .0120 .028 .018 .0196 .068 .030 .0005 .004 .003 .0110
MaxRank .0116 .028 .017 .0086 .060 .020 .0004 .004 .003 .0070

VisExs JointPr .0071 .032 .016 .0564 .100 .067 .0036 .030 .012 .0229
*Vis MaxPr .0216 .092 .034 .0145 .040 .026 .0016 .017 .007 .0129

SumRank .0114 .032 .028 .0382 .068 .065 .0244 .043 .024 .0247
SumScore .0172 .048 .032 .0394 .060 .067 .0272 .074 .027 .0280
MaxRank .0204 .088 .033 .0502 .120 .064 .0234 .087 .023 .0316
MaxScore .0205 .088 .033 .0500 .120 .065 .0231 .087 .023 .0314

*CET SumRank .0193 .068 .035 .0433 .088 .067 .0413 .139 .037 .0344
SumScore .0174 .064 .030 .0450 .084 .061 .0356 .100 .028 .0326
WtRank .0161 .068 .023 .0493 .100 .061 .0128 .048 .014 .0264
WtScore .0213 .064 .029 .0503 .092 .066 .0245 .074 .021 .0322

Text-Only .1605 .264 .117 .1405 .252 .113 .0686 .209 .091 .1247
TextVis JointPr .0071 .032 .016 .0564 .100 .067 .0036 .030 .012 .0229

SumScore .1326 .212 .096 .1211 .244 .118 .0862 .230 .097 .1140
SumRank .1134 .172 .096 .1255 .228 .116 .0595 .109 .088 .1005
WtRank .1589 .232 .118 .1530 .288 .114 .0700 .257 .093 .1289
WtScore .1715 .268 .121 .1633 .292 .126 .0830 .243 .102 .1408

% Impr. on Text 6.9 1.5 3.4 16.2 15.9 11.5 21.0 16.3 12.1 12.9
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two weighted fusion methods. Overall, we find it a little surprising that the
weighted variants do not perform as well as a simple average considering that
colour performs better that the other two single features. This indicates the
difficulty in tuning weights for combining visual features.

Single Feature, Multiple Example Fusion: We performed single feature, multi-
example fusion experiments for colour (VisExs*Colour-only), edges (VisExs*Edge-
only) and texture (VisExs*Texture-only). The overall best performing fusion
method is CombSumScore, which is clearly the best fusion method for com-
bining the visual examples for the edge and texture features on the separate
collections, while for the colour feature, it is the best method for TRECVid
2003 and the second best for TRECVid 2004. On the three collections and
three features it is never statistically significantly bettered by another fusion
method in terms of the three performance measures. Surprisingly CombMaxPr
(CombMaxScore) and CombMaxRank (round-robin) perform quite poorly and
are overall significantly poorer for the aggregated collection results. We believe
this implies that the TRECVid topics visual examples are more cohesive than we
previously thought. For the most part CombSumRank again performs slightly
worse that CombSumScore indicating the slight benefit of using the scores. The
CombJointPr method performs best on TRECVid 2003 but its performance is
quite erratic and nearly always lower than CombSumScore on other features and
collections in terms of the three performance measures. The only difference be-
tween these two methods that effects ranking is that CombSumScore normalises
and truncates the scores before averaging. In investigating this we found that
truncation of results slightly hurts performance and that the normalisation of
scores accounts for the improvement in results of CombSumScore over Comb-
JointPr.

Multiple Features, Multiple Example Fusion: In our VisExs*Vis multi-feature
multi-example visual experiments we combine the visual features using Comb-
SumScore for each example and then combine the multiple visual examples, while
in our VisExs*CET multi-feature multi-example experiments we combine visual
examples separately for the three features using CombSumScore and then com-
bine the results of the multiple visual features. In the case of the CombJointPr
both these orderings produce exactly the same results, however the other fusion
methods are not symmetric to the order of fusion. The VisExs*CET CombSum-
Rank (Borda count) fusion performs consistently better than the other fusion
methods. Again both it and the respective CombSumScore perform similarly
but this time CombSumScore has the slightly lower results and again neither
fusion method is significantly bettered by another fusion method. We believe
the previous fusion task (in particular the truncation of results) may have re-
duced the usefulness of the scores for this fusion task. Even though CombJointPr
performs best in terms of MAP and precision at cutoff 100 for TRECVid 2003,
the aggregated collection results indicates that it is significantly poorer than the
CombSumRank method. The performance of this fusion method (and others)
on TRECVid 2003 is largely due to two topics and this accounts for how the
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mean performance on this collection without taking into account the statistical
tests can mislead. The CombMaxScore and CombMaxRank methods perform
well on TRECVid 2002 and 2003 but perform relatively poorly on TRECVid
2004. CombSumWtScore also performs well on TRECVid 2002 and TRECVid
2003 but significantly worse than CombSumRank on TRECVid 2004. TRECVid
2004 fusion methods are tuned on the very similar TRECVid 2003 collection and
the general underperforming of fusion methods with weights indicate how deli-
cate this process is and the possible need for a large set of tuning topics or the
classification of topics into sub-groups.

Multimodal Fusion. The multimodal fusion results (TextVis) which combine the
ASR text retrieval results with the retrieval results of multiple visual examples
(specifically CombSumRank, VisExs*CET) indicates that CombSumWtScore is
the best multimodal fusion strategy for this task and shows positive improvement
in terms of MAP and precision at cutoff 10 and 100 for all three collections. These
results are representative of the current state-of-the-art for automatic video re-
trieval experiments and improve but not statistically significantly on our previ-
ous submitted TRECVid 2004 automatic video retrieval results (MAP 0.078),
which achieved the highest MAP of the submitted automatic TRECVid video
retrieval runs. This improvement is solely due to better fusion strategies since
we did not change any of the features or retrieval models. The CombJointPr
fusion performs very poorly, actually achieving the same performance of visual-
only searching, due to the fact that the visual probabilities for a large sample
of pixels overwhelms the generative text probabilities for a small sample of text
in the joint probability. This effect was expected but the magnitude in over-
whelming the good performance of text was not. The difference between optimal
weights is again highlighted by the result of CombSumScore which achieves the
highest MAP of 0.0862 for TRECVid 2004 though not significantly better than
CombSumWtScore.

5 Conclusions

We combined results for the text and visual features using variations of data-
fusion methods originally developed for combining the results of multiple text
search engines. We found consistent results indicating that CombSumScore is
best for combining a single visual feature over multiple visual examples and that
CombSumWtScore is best for combining text and visual results for TRECVid
type searches. Our experiment results also indicated that CombSumScore (and
CombSumRank) are best for combining multiple features for a single query im-
age. Our results for multi-example multi-feature visual search, while less clear
cut, indicate that features should first be fused separately for the visual exam-
ples and then these features’ scores should be fused using CombSumRank or
CombSumScore. In our experiments all the retrieval models and fusion models
have been trained and tested on separate collections and therefore our experi-
ments should represent a fair comparison of fusion strategies. The limitations of
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the current study is that it is possible our findings could be tied to the particu-
lar retrieval model (discrete Jelinek-Mercer langauge model) and the particular
set of visual features. Our future work entails improving the visual features and
evaluating fusion methods for alternative retrieval models (e.g. L1) and features.
Our current results highlight problems with tuning weights for combining visual
features which is likely exacerbated when trying to fuse more visual features.
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Abstract. This paper presents a new approach for video clip retrieval based on 
Earth Mover’s Distance (EMD). Instead of imposing one-to-one matching con-
straint as in [11, 14], our approach allows many-to-many matching methodol-
ogy and is capable of tolerating errors due to video partitioning and various 
video editing effects. We formulate clip-based retrieval as a graph matching 
problem in two stages. In the first stage, to allow the matching between a query 
and a long video, an online clip segmentation algorithm is employed to rapidly 
locate candidate clips for similarity measure. In the second stage, a weighted 
graph is constructed to model the similarity between two clips. EMD is pro-
posed to compute the minimum cost of the weighted graph as the similarity be-
tween two clips. Experimental results show that the proposed approach is better 
than some existing methods in term of ranking capability. 

1   Introduction 

With the drastic growth of multimedia data in internet, TV stations, enterprises and 
personal digital archives, an effective yet efficient way of retrieving relevant multime-
dia information such as video clips is a highly challenging issue. Since the past decade, 
numerous researches have been conducted for content-based video retrieval. Neverthe-
less, most works are concentrated on retrieval by single shot, rather than retrieval by 
multiple shots (video clip). In this paper, we proposed a new approach based on Earth 
Mover’s Distance (EMD) for similarity measure between two video clips.  

A shot is a series of frames with continuous camera motion, while a clip is a series 
of shots that are coherent from the narrative point of view. A shot is only a physical 
unit, while a clip usually conveys one semantic event. Shot-based retrieval is useful 
for tasks like the detection of known objects and certain kinds of videos like sports. 
For most general videos, retrieval based on a single shot, may not be practical since a 
shot itself is only a part of a semantic event and does not convey full story. From the 
entropy point of video, video clips are relatively informative and hence the retrieved 
items should be relatively meaningful. For most casual users, query-by-clip is defi-
nitely more concise and convenient than query-by-shot. 
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Existing approaches in clip-based retrieval include [1-14]. Some researches focus 
on the rapid identification of similar clips [1-6], while the others focus on the similar-
ity ranking of video clips [7-14]. In [1, 2, 4, 6], fast algorithms are proposed by deriv-
ing signatures to represent the clip contents. The signatures are basically the summa-
ries or global statistics of low-level features in clips. The similarity of clips depends 
on the distance between signatures. The global signatures are suitable for matching 
clips with almost identical content but little changes due to compression, formatting, 
and minor editing in spatial or temporal domain. One successful example is the high 
accuracy and speed in retrieving commercials clips from large video database [4]. 
Recently, an index structure based on multi-resolution KD-tree is proposed in [6] to 
further speed up clip retrieval. 

In [7-12, 14], clip-based retrieval is built upon the shot-based retrieval. Besides re-
lying on shot similarity, clip similarity is also dependent on the inter-relationship such 
as the granularity, temporal order and interference among shots. In [8, 9, 13], shots in 
two clips are matched by preserving their temporal order. These approaches may not 
be appropriate since shots in different clips tend to appear in various orders due to 
editing effects. Even a commercial video, several editions are normally available with 
various shot order and duration.  

Some sophisticated approaches for clip-based retrieval are proposed in [11, 12, 14] 
where different factors including granularity, temporal order and interference are 
taken into account. Granularity models the degree of one-to-one shot matching be-
tween two clips, while interference models the percentages of unmatched shots. In 
[11, 12], a cluster-based algorithm is employed to match similar shots. The aim of 
clustering is to find a cut (or threshold) that can maximize the centroid distance of 
similar and dissimilar shots. The cut value is used to decide whether two shots should 
be matched. In [14], a hierarchical video retrieval framework is proposed for similar-
ity measure of video clips. Maximum matching is employed to filter irrelevant video 
clips, while optimal matching is utilized to rank the similarity of clips according to the 
visual and granularity factors. Although the approach in [14] are different with the 
methods in [11, 12], both employ the granularity factor to compute the clip similarity 
by guaranteeing the one-to-one mapping among video shots. However, one-to-one 
shot mapping does not always work effectively due to shot composition and video 
partitioning problems as follows: 

• Video editing effect. The content of a long shot in a clip may be segmented and 
appeared as several shots in other editions of the clip. Some segmented shots may 
be deleted in certain editions. For example, a short commercial clip is displayed 
in golden broadcast time while its long editions are shown in other time. In addi-
tion, the same news event also has short and long editions due to the need of edit-
ing effects and the constraint of broadcast periods. 

• Shot boundary detection error. One shot may be falsely segmented into several 
short shots. Several shots may also be incorrectly merged as one shot. 

The composition or decomposition of shots, either due to editing effects or video 
partitioning errors, sometime follows the nature of many-to-many scrambling. In the 
case of one shot being segmented into several shots in another edition, one-to-one 
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shot mapping can only match one shot of the edition, while other shots cannot be 
matched and measured. In this situation, one-to-many or many-to-many matching  
techniques among shots are needed to guarantee effective matching. In addition, most 
approaches [1, 2, 8-13] assume video clips are pre-segmented and always available 
for matching. As a result, the online segmentation and matching of multiple similar 
clips in a long video is not supported in [1, 2, 8-13].  

In this paper, we propose a new approach for the similarity measure of video clips. 
The similarity measure is formulated as a graph matching problem in two stages. In 
the first stage, to allow the matching between a query and a long video, we propose an 
online clip segmentation algorithm to rapidly locate candidate clips for similarity 
measure [14]. In the second stage, the detailed similarity ranking is based on many-to-
many mapping by EMD. The major contributions of our approach are similarity rank-
ing. We model two clips as a weighted graph with two vertex sets: Each vertex repre-
sents a shot and is stamped with a signature (or weight) to indicate its significance 
during matching. The signature symbolizes the duration of a shot. EMD is then em-
ployed to compute the minimum cost of the graph, by using the signatures to control 
the degree of matching under many-to-many shot mapping. The computed cost re-
flects the similarity of clips. 

The remaining of this paper is organized as follows. Section 2 describes the pre-
processing steps including shot boundary detection, keyframe representation and shot 
similarity measure. Section 3 presents the algorithm for online video clip segmenta-
tion. Section 4 presents the proposed clip-based similarity measure by EMD. Section 
5 shows the experimental results and section 6 concludes this paper. 

2   Video Preprocessing 

The preprocessing includes shot boundary detection, keyframe representation and 
shot similarity measure. We adopt the detector in [15] for the partitioning of videos 
into shots. Motion-based analysis in [16] is then employed to select and construct 
keyframes for each shot. For instance, a sequence with pan is represented by a pano-
ramic keyframe, while a sequence with zoom is represented by two frames before and 
after the zoom. 

Let the keyframes of a shot is  be { },..., 21 ii rr , the similarity between two shots is 

defined as 
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The similarity function ( )jqip rrtInter ,sec  is the color histogram intersection of 

two keyframes ipr  and jqr . The function 
^

max  returns the second largest value 

among all pairs of keyframe comparisons. The histogram is in HSV color space. Hue 
is quantized into 18 bins while saturation and intensity are quantized into 3 bins re-
spectively. The quantization provides 162 ( 3318 ×× ) distinct color sets. 

3   Online Video Clip Segmentation 

In video databases, clips are not always available for retrieval. While shots bounda-
ries can be readily located and indexed, clips boundaries are relatively harder to be 
obtained since the detection of boundaries usually involves a certain degree of se-
mantic understanding. The decomposition of videos into semantic clips is, in general, 
a hard problem. In this paper, instead of explicitly locating the boundaries of clips 
prior to video retrieval, we propose an implicitly approach that exploits the inherent 
matching relationship between a given query and long videos for online clip segmen-
tation [14]. 

Given a query clip X and a long video Y (usually XY >> ), an unweighted bipar-

tite graph is constructed by matching the shots in X  to the shots in Y  by 

⎩
⎨
⎧

=
0

1
ijω                                                                                  (2) 

The function Sim  is based on Eqn (1). A threshold T  is set to determine whether 
there is an edge from shots ix  to jy ( 1=ijω  represents there is an edge from shots 

ix  to jy ). Since a clip is composed of a series of shots with same semantic, the color 
content of shots is usually inter-correlated and similar. Because of this self-similarity 
property, one shot in X  can usually match multiple shots in Y . As a consequence, 
the mapping of shots in the bipartite graph is usually the many-to-many relationship. 
Denote { }1,0=jζ  to indicate whether a shot j  in Y  is matched by a shot in X . The 
mapping usually forms a number of dense and sparse clusters (with 1=jζ  represents 
a match) along the one dimensional space of ζ . The dense clusters indicate the pres-
ence of potentially similar video clips in Y  with the query clip.  

One straightforward way of implicit clip segmentation is to extract the dense clus-
ters directly from the 1D ζ  space. To do this, a parameter ρ is needed to specify how 
to extract a cluster. The algorithm is formulated as follows: We check the distance d  
between all adjacent shots with 1=jζ . All the adjacent shots with ρ≤d  are 
grouped in one cluster. In other words, the shot at the boundary of a cluster has at 
least 1+ρ  consecutive unmatched shots with other clusters.  

In the experiment, ρ =2 is set. A large value of ρ  can cause under-segmentation, 
while a small value of  ρ  can cause over-segmentation of video clips. The value of 
ρ  is not easy to set, however, when { }5,4,3,2=ρ , the setting mostly yield satisfac-
tory results for our database of approximately 21 hours’ videos and 20,000 shots. 

Otherwise

( ) TyxSim ji >,
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4   Clip-Based Similarity Measure 

Earth Mover’s Distance (EMD) has been successfully employed for image-based 
retrieval [17]. In this section, we will employ EMD for clip-based similarity measure. 
A weighted graph is constructed to model the similarity between two clips, and then 
EMD is employed to compute the minimum cost of the weighted graph as the similar-
ity value between two clips. 

EMD is based on the well-known transportation problem. Suppose some suppliers, 
each with a given amount of goods, are required to supply some consumers, each with 
a given limited capacity to accept goods. For each supplier-consumer pair, the cost of 
transporting a single unit of goods is given. The transportation problem is: Find a 
minimum expensive flow of goods from the suppliers to the consumers that satisfies 
the consumers’ demand. 

Given two clips X  and kY , a weighted graph kG  is constructed as follows: 

• Let ( ) ( ) ( ){ }
mxmxx xxxX ωωω ,,...,,,,

21 21=  as a query clip with m  shots, ix  repre-

sents a shot in X  and 
ixω  is the number of frames in shot ix . 

• Let ( ) ( ) ( ){ }
nynyyk yyyY ωωω ,,...,,,,

21 21=  as the thk  video clip with n  shots in a 

video Y, jy  represents a shot in kY  and 
jyω  is the number of frames in shot jy . 

• Let { }ijdD =  as the distance matrix where ijd  is the distance between shots ix  

and jy . In our case, ijd  is defined as 

 ijd =1- ( )ji yxSim ,   (3) 

The function Sim  is based on Eqn (1). 
• Let { }DYXG kk ,,=  as a weighted graph constructed by X , kY  and D. 

kk YXV ∪=  is the vertex set while { }ijdD =  is the edge set. 

In the weighted graph kG , we want to find a flow { }ijfF =  where ijf  is the flow 

between ix  and jy , that minimizes the overall cost 
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Constraint (5) allows moving frames from X  to kY  and not vice versa. Constraint 

(6) limits the amount of frames that can be sent by the shots in X  to their weights. 
Constraint (7) limits the shots in kY  to receive no more frames than their weights, and 

constraint (8) forces to move the maximum amount of frames. We call this amount 
the total flow. Once the transportation problem is solved, and we have found the op-
timal flow F , the earth mover’s distance is defined as the resulting work normalized 
by the total flow: 
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The normalization factor is the total weight of the smaller clip as indicated in con-
straint (8). Finally, the similarity between clips X  and kY  is defined as: 

                                   ( ) ( )kkclip YXEMDYXSim ,1, −=                                           (10) 

( )kclip YXSim ,  is normalized in the range of [0,1]. The higher the value of 

( )kclip YXSim , , the more similar the clips X  and kY . 

5   Experiments 

To evaluate the performance of the proposed approach, we set up a database that 
consists of approximately 1,272 minutes (more than 21 hours) of videos. The genres 
of videos include news, sports, commercials, movies and documentaries collected 
from different TV stations. In total, there are 19,929 shots. All the relevant video clips 
in the database are manually judged and grouped by human subjects. 

We compare our approach with optimal matching in [14] and Liu’s approach in 
[11]. The major difference among the three approaches is that our approach utilizes 
many-to-may shot mapping while the other two approaches employ one-to-one shot 
mapping. Table 1 summarizes the difference. In [11], a clustering-based algorithm is 
used to decide the matching of shots in two clips. The aim of the algorithm is to clus-
ter the pairwise similarities of shots into two groups which correspond to the matched 
and unmatched shots. This is achieved by maximizing the centroid distance between 
two groups. Based on the matched shots, the temporal order, speed (duration differ-
ence), disturbance (number of unmatched shots) and congregation (number of one-to-
one mapping) are computed for similarity measure. In [14], the matching of shots and 
the degree of congregation are measured directly by optimal matching. Dynamic 
programming is employed to measure the temporal order of two sequences. In [11], 
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this value is measured by calculating the percentage of matching shots that are in 
reverse order. The interference factor in [14] is same as disturbance in [11]. In our 
proposed approach, EMD is employed to transport the frames in shots between two 
clips. Due to the nature of many-to-many mapping among shots, the granularity, tem-
poral order and interference factors are not applicable for clip similarity measure. 
Only the visual similarity based on Eqn (10) is considered in our approach.  

Table 1. Comparison among our approach, optimal matching and Liu’s approach 

 Our approach Optimal matching 
[14] 

Liu’s approach [11] 

Features Color histogram Color histogram Color histogram, 
Tamura texture 

Video clips Automatically 
segmented 

Automatically 
segmented 

Manually  
segmented 

Similarity 
factors 

EMD for visual 
similarity 

Optimal matching, 
temporal order, inter-

ference factor 

Cluster-based matching, 
temporal order, speed, 

disturbance, congregate 
Shot mapping Many-to-many One-to-one One-to-one 

Video Clip 
ranking 

EMD Linear combination, 
three weights are set 

Five weighting factors 
are manually optimized 

Liu’s approach [11] assumes that the video clips are pre-segmented and always 
available for retrieval. As a result, we manually segmented the 21 hours’ videos into 
clips, and in total, there are 1,288 segmented video clips in our database. In the ex-
periment, while the result of [11] is based on the retrieval of manually segmented 
video clips, our approach and optimal matching in [14] adopt the online automatic 
segmentation scheme described in Section 3. 

Clip-based retrieval, in general, can be divided into two categories: identical 
matching and approximate matching. Identical matching includes commercials clips 
matching, and the approximate matching includes news and sports clips matching. 
The identical matching is relatively easy while the approximate matching is always 
difficult. In the experiment, we conduct testing on both kinds of matching. To assess 
the ranking capability of the three tested approaches, we use AR (Average Recall) and 
ANMRR (Average Normalized Modified Retrieval Rank) [18] for performance 
evaluation. The values of AR and ANMRR range from [0, 1]. A high value of AR 
denotes the superior ability in retrieving relevant clips, while a low value of ANMRR 
indicates the high retrieval rate with relevant clips ranked at the top [18]. 

Table 2 summaries the experimental results for identical matching (commercial 
clips) while Table 3 shows the details of approximate matching (news and sport 
clips). In total, 40 queries are used for testing, include 20 commercials clips and 20 
news and various sports clips. The commercial retrieval is relatively easy since the 
visual content of the relevant commercial clips is usually similar and the major differ-
ences are in the temporal order and duration due to different ways of shot composi-
tion. Overall, three approaches attain almost perfect AR and ANMRR. This implies 
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that all relevant clips are retrieved and ranked at top. For the retrieval of news and 
sport clips, our approach is constantly better than optimal matching and Liu’s ap-
proach. By tracing the details of experimental results, we found that the cluster-based 
and temporal order algorithms used in Liu’s approach cannot always give satisfactory 
results. Optimal matching, although better than Liu’s approach, the performance is 
not always satisfactory due to the enforcement of one-to-one mapping among video 
shots. In contrast, our proposed approach can always achieve better results in term of 
AR and ANMRR. Furthermore, even though the retrieved clips by our approach are 
online segmented, the boundaries of most clips are precisely located. Only very few 
over or under-segmentation of clips happen in our test queries.  

Table 2. Experimental results for the retrieval and ranking of commercial clips 

Our approach Optimal matching Liu’s approach Query type # of 
queries AR ANMRR AR ANMRR AR ANMRR 

Commercial 20 1.000 0.000 1.000 0.000 0.990 0.009 

Table 3. Experimental result for the retrieval and ranking of news and sport clips 

Our approach Optimal matching Liu’s approach Query 
clip 

Relevant 
clip # AR ANMRR AR ANMRR AR ANMRR 

1 8 0.625 0.490 0.625 0.300 0.500 0.570 
2 6 1.000 0.000 0.833 0.136 0.667 0.284 
3 6 0.833 0.272 0.667 0.321 0.833 0.210 
4 4 0.750 0.224 0.750 0.259 1.000 0.000 
5 4 0.500 0.466 0.500 0.466 0.500 0.466 
6 4 1.000 0.000 1.000 0.000 0.750 0.224 
7 3 0.667 0.303 0.667 0.364 0.667 0.303 
8 3 1.000 0.000 1.000 0.000 0.667 0.303 
9 3 0.667 0.303 0.667 0.303 0.333 0.636 

10 2 1.000 0.000 1.000 0.200 1.000 0.000 
11 8 0.750 0.420 0.500 0.420 0.625 0.530 
12 7 0.857 0.176 0.857 0.165 0.714 0.341 
13 7 0.571 0.473 0.429 0.505 0.714 0.286 
14 7 0.857 0.297 0.714 0.264 0.571 0.363 
15 6 0.833 0.247 0.833 0.161 0.333 0.679 
16 4 0.750 0.397 0.750 0.500 0.500 0.483 
17 4 0.750 0.224 0.750 0.224 0.750 0.224 
18 3 0.667 0.303 0.667 0.303 1.000 0.061 
19 3 1.000 0.000 1.000 0.000 0.667 0.303 
20 3 0.667 0.303 0.667 0.303 0.667 0.515 

Average 4.8 0.787 0.245 0.744 0.260 0.673 0.339 
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Figures 1 and 2 show the retrieval and ranking results of news query #8 and sport 
query #11 respectively (due to the limitation of space, we do not show all the shots). 
Compared with commercials clips, the effective retrieval of news and sport clips is 
difficult since a same event is usually reported in different profiles, editions and cam-
era shooting as shown in figures 1 and 2. Despite the difficulties, the proposed ap-
proach is still able to match and rank the relevant video clips with reasonably good 
results. 

         
 

        
 

         

Fig. 1. Retrieval and ranking results of news query #8 (new policies in the ministry of police). 
Query clip is listed in st1  row. The correct matches are shown one row after another according 
to the ranked order 

         
 

        
 

      
 

       
 

         
 

        

Fig. 2. Retrieval and ranking results of sport query #11 (running). Query clip is listed in st1  
row. The correct matches are shown one row after another according to the ranked order 

6   Conclusions 

We have presented a new EMD-based similarity measure for video clip retrieval. 
Experimental results on a 21 hours’ video database indicate that EMD is capable of 
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effectively retrieving and ranking the relevant video clips. The proposed matching 
mechanism is suitable not only for identical matching (e.g., commercial clips), but 
also approximate matching (e.g., news and sport clips). 

Currently, we use duration (number of frames) to represent the weight (or signa-
ture) of a shot for controlling the degree of many-to-many matching. This scheme, 
although straightforward and yield encouraging experimental results, can be further 
improved if other “content indicators” such as motion and audio cues are jointly taken 
into account to characterize the signature of a shot. 
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Abstract. Recent research in video analysis has shown a promising di-
rection, in which mid-level features (e.g., people, anchor, indoor) are
abstracted from low-level features (e.g., color, texture, motion, etc.) and
used for discriminative classification of semantic labels. However, in most
systems, such mid-level features are selected manually. In this paper, we
propose an information-theoretic framework, visual cue cluster construc-
tion (VC3), to automatically discover adequate mid-level features. The
problem is posed as mutual information maximization, through which
optimal cue clusters are discovered to preserve the highest information
about the semantic labels. We extend the Information Bottleneck frame-
work to high-dimensional continuous features and further propose a pro-
jection method to map each video into probabilistic memberships over
all the cue clusters. The biggest advantage of the proposed approach is
to remove the dependence on the manual process in choosing the mid-
level features and the huge labor cost involved in annotating the training
corpus for training the detector of each mid-level feature. The proposed
VC3 framework is general and effective, leading to exciting potential in
solving other problems of semantic video analysis. When tested in news
video story segmentation, the proposed approach achieves promising per-
formance gain over representations derived from conventional clustering
techniques and even the mid-level features selected manually.

1 Introduction

In the research of video retrieval and analysis, a new interesting direction is to
introduce “mid-level” features that can help bridge the gap between low-level
features and semantic concepts. Examples of such mid-level features include lo-
cation (indoor), people (male), production (anchor), etc., and some promising
performance due to such mid-level representations have been shown in recent
work of news segmentation and retrieval [1, 2]. It is conjectured that mid-level
features are able to abstract the cues from the raw features, typically with much
higher dimensions, and provide improved power in discriminating video content
of different semantic classes. However, selection of the mid-level features is typi-
cally manually done relying on expert knowledge of the application domain. Once

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 82–91, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Visual Cue Cluster Construction via Information Bottleneck Principle 83

the mid-level features are chosen, additional extensive manual efforts are needed
to annotate training data for learning the detector of each mid-level feature.

Our goal is to automate the selection process of the mid-level features given
defined semantic class labels. Given a collection of data, each consisting of low-
level features and associated semantic labels, we want to discover the mid-level
features automatically. There is still a need for labeling the semantic label of each
data sample, but the large cost associated with annotating the training corpus
for each manually chosen mid-level feature is no longer necessary. In addition,
dimensionality of the mid-level features will be much lower than that of the
low-level features.

Discovery of compact representations of low-level features can be achieved
by conventional clustering methods, such as K-means and its variants. However,
conventional methods aim at clusters that have high similarities in the low-level
feature space but often do not have strong correlation with the semantic labels.
Some clustering techniques, such as LVQ [3], take into account the available class
labels to influence the construction of the clusters and the associated cluster
centers. However, the objective of preserving the maximum information about
the semantic class labels was not optimized.

Recently, a promising theoretic framework, called Information Bottleneck
(IB), has been developed and applied to show significant performance gain in
text categorization [4, 5]. The idea is to use the information-theoretic optimiza-
tion methodology to discover “cue word clusters” which can be used to represent
each document at a mid level, from which each document can be classified to
distinct categories. The cue clusters are the optimal mid-level clusters that pre-
serve the most of the mutual information between the clusters and the class
labels.

In this paper, we propose new algorithms to extend the IB framework to the
visual domain, specifically video. Starting with the raw features such as color,
texture, and motion of each shot, our goal is to discover the cue clusters that have
the highest mutual information about the final class labels, such as video story
boundary or semantic concepts. Our work addresses several unique challenges.
First, the raw visual features are continuous (unlike the word counts in the text
domain) and of high dimensions. We propose a method to approximate the joint
probability of features and labels using kernel density estimation. Second, we
propose an efficient sequential method to construct the optimal clusters and
a merging method to determine the adequate number of clusters. Finally, we
develop a rigorous analytic framework to project new video data to the visual
cue clusters. The probabilities of such projections over the cue clusters are then
used for the final discriminative classification of the semantic labels.

Our work is significantly different from [6] which uses the IB principle for
image clustering. In [6], 3 CIE-Lab colors and 2 horizontal and vertical positions
are used as the input raw features. The dimension is much lower than that in
this paper. The distribution in the raw feature space was first fit by a Gaussian
Mixture Model (GMM), whose estimated parameters were then used for the
IB clustering. In contrast, we do not assume specific parametric models in our
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approach, making our results more generalizable. Most importantly, preservation
of mutual information about the semantic labels was not addressed in [6].

We test the proposed framework and methods in story segmentation of news
video using the corpus from TRECVID 2004 [7]. The results demonstrate that
when combined with SVM, projecting videos to probabilistic memberships among
the visual cue clusters is more effective than other representations such as K-
means or even the manually selected mid-level features. An earlier un-optimized
implementation was submitted to TRECVID 2004 story segmentation evaluation
and achieved a performance very close to the top.

The main idea of the IB principle and its extension to high-dimensional con-
tinuous random variables are introduced in Section 2. The discriminative model
and the feature selection based on the induced VC3 clusters are presented in Sec-
tion 3. In Section 4, evaluation of the proposed techniques in news video story
segmentation is described. We present conclusions and future work in Section 5.

2 The Information Bottleneck Principle

The variable X represents (feature) objects and Y is the variable of interest or
auxiliary labels associated with X. X might be documents or low-level feature
vectors; Y might be document types in document categorization or sematic class
labels. In this context, we want the mapping from x ∈ X to cluster c ∈ C
to preserve as much information about Y as possible. As in the compression
model, the framework passes the information that X provides about Y through
a “bottleneck” formed by the compact summaries in C. On the other hand, C
is to catch the consistent semantics of object X. The semantic is defined by the
conditional distribution over the auxiliary label Y .

Such goal can be formulated by the IB principle, which states that among all
the possible clusterings of the objects into a fixed number of clusters, the desired
clustering is the one that minimizes the loss of mutual information (MI) between
the features X and the auxiliary labels Y . Assume that we have joint probability
p(x, y) between these two random variables. According to the IB principle, we
seek a clustering representation C such that, given a constrain on the clustering
quality I(X;C), the information loss I(X,Y ) − I(C;Y ) is minimized.

2.1 Mutual Information

For discrete-valued random variables X and Y , the MI between them is I(X;Y ) =∑
y

∑
x p(x, y) log p(x,y)

p(x)p(y) . We usually use MI to measure the dependence be-
tween variables. In the VC3 framework, we represent the continuous
D-dimensional features with random variable X ∈ RD; the auxiliary label is
a discrete-valued random variable Y representing the target labels. We have fea-
ture observations with corresponding labels in the training set S = {xi, yi}i=1..N .
Since X is continuous, the MI is defined as I(X;Y ) =

∑
y

∫
x

p(x, y) log p(x,y)
p(x)p(y)dx.

However, based on S, the practical estimation of MI from the previous equation
is difficult. To address this problem, the histogram approach is frequently used
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but only works between two scalars. An alternative approach is to model X
through GMM which is limited to low-dimensional features due to the sparsity
of data in high-dimensional spaces.

We approximate the continuous MI with Eq. 1 for efficiency. The summariza-
tion is only over the observed data xi assuming that p(x, y) = 0 if x /∈ S. Similar
assumptions are used in other work (e.g., the approximation of Kullback-Leibler
divergence in [6]). According to our experiments, the approximation is satisfac-
tory in measuring the MI between the continuous feature variable X and the
discrete auxiliary variable Y .

I(X;Y ) ∼=
∑

i

∑
y

p(xi, y) log
p(xi, y)

p(xi)p(y)
(1)

2.2 Kernel Density Estimation

To approximate the joint probability p(x, y) based on the limited observations S,
we adopt the kernel density estimation (KDE) [8]. The method does not impose
any assumption on the data and is a good method to provide statistical modeling
among sparse or high-dimensional data.

The joint probability p(x, y) between the feature space X and the auxiliary
label Y is calculated as follows:

p(x, y) =
1

Z(x, y)

∑
xi∈S

Kσ(x − xi) · p̄(y|xi), (2)

where Z(x, y) is a normalization factor to ensure
∑

x,y p(x, y) = 1, Kσ (Eq.
3) is the kernel function over the continuous random variable X. p̄(y|xi) is an
un-smoothed conditional probability of the auxiliary labels as observing feature
vector xi. We assume that Y is binary in this experiment and p̄(y|xi) is either 0
or 1. Note that Y can extend to multinomial cases in other applications.

From our observation, p̄(y|xi) is usually sparse. Eq. 2 approximates the joint
probability p(x, y) by taking into account the labels of the observed features
but weighted and smoothed with the Gaussian kernel, which measures the non-
linear kernel distance from the feature x to each observation xi. Intuitively,
nearby features in the kernel space will contribute more to Eq. 2.

Gaussian kernel Kσ for D-dimensional features is defined as:

Kσ(xr − xi) =
D∏

j=1

exp
−||x(j)

r − x
(j)
i ||

σj
, (3)

where σ = [σ1, .., σj , .., σD] is the bandwidth for kernel density estimation. We
can control the width of the bandwidth to embed prior knowledge about the
adopted features; for example, we might emphasize more on color features and
less on the texture features by changing the corresponding σj .



86 W.H. Hsu and S.-F. Chang

2.3 Sequential IB Clustering

We adopt the sequential IB (sIB) [4] clustering algorithm to find clusters under
the IB principle. It is observed that sIB converge faster and is less sensitive to
local optima comparing with other IB clustering approaches [4].

The algorithm starts from an initial partition C of the objects in X. The
cluster cardinality |C| and the joint probability p(x, y) are required in advance.
At each step of the algorithm, one object x ∈ X is drawn out of its current
cluster c(x) into a new singleton cluster. Using a greedy merging criterion, x is
assigned or merged into c∗ so that c∗ = argminc dF ({x}, c). The merging cost,
the information loss due to merging of the two clusters, represented as dF (ci, cj),
is defined as (cf. [5] for more details):

dF (ci, cj) = (p(ci) + p(cj)) · DJS [p(y|ci), p(y|cj)], (4)

where DJS is actually Jensen-Shannon (JS) divergence and p(ci) and p(cj) are
cluster prior probabilities. JS divergence is non-negative and equals zero if and
only if both its arguments are the same and usually relates to the likelihood mea-
sure that two samples, independently drawn from two unknown distributions,
are actually from the same distribution.

The sIB algorithm stops as the number of new assignments, among all ob-
jects X, to new clusters are less than a threshold, which means that so far the
clustering results are “stable.” Meanwhile, multiple random initialization is used
to run sIB multiple times and select the results that has the highest cluster MI
I(C;Y ), namely the least information loss I(X;Y ) − I(C;Y ).

2.4 Number of Clusters

To learn the optimal number of clusters in the clustering algorithm is still an
open issue. G-means is one of the options but limited to low-dimensional data due
to its Gaussian assumption. IB proposes a natural way to determine the number
of clusters by discovering the break point of MI loss along the agglomerative IB
(aIB) clustering algorithm [5, 6]. The algorithm is a hard clustering approach and
starts with the trivial clustering where each cluster consists of a single item. To
minimize the overall information loss, a greedy bottom-up process is applied to
merge clusters that minimize the criterion in Eq. 4, which states the information
loss after merging clusters ci and cj . The algorithm ends with a single cluster
with all items. Along the merging steps, there is a gradual increase in information
loss. We can determine the “adequate” number of the clusters by inspecting the
point where a significant information loss occurs.

3 Discriminative Model

3.1 Feature Projection

We use VC3 to provide a new representation of discriminative features by trans-
forming the raw visual features into the (soft) membership probabilities over
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those induced cue clusters which have different conditional probability p(y|c)
over the auxiliary label Y .

Each key frame with raw feature vector xr is projected to the induced clusters
and represented in visual cue feature xc, the vector of membership probabilities
over those K induced visual cue clusters;

xc = [x1
c , ..., x

j
c, ..., x

K
c ], (5)

xj
c = p̂(cj |xr) =

J(cj |xr)∑K
k=1 J(ck|xr)

, and (6)

J(cj |xr) = p(cj) · p̂(xr|cj) = p(cj) · 1
|cj |

∑
xi∈cj

Kσ(xr − xi). (7)

J(cj |xr) is proportional to the (soft) posterior probability p̂(cj |xr) depicting the
possibility that the raw feature xr belongs to cluster cj , hence, can be represented
by the product of the cluster prior p(cj) and the cluster likelihood p̂(xr|cj); the
latter is also estimated with KDE based on the visual features within the cluster
cj . The visual cue features xc is later used as the input feature for discriminative
classification. With this feature projection, we represent the raw feature xr with
the membership probabilities towards those visual cue clusters. Each cluster has
its own semantic defined by the auxiliary label Y since all the visual features
clustered into the same cluster have similar condition probability over Y .

3.2 Support Vector Machines

SVM has been shown to be a powerful technique for discriminative learning [9]. It
focuses on structural risk minimization by maximizing the decision margin. We
applied SVM using the Radial Basis Function (RBF) as the kernel, K(xi, xj) =
exp(−γ ‖ xi − xj ‖2), γ > 0.

In the training process, it is crucial to find the right parameters C (tradeoff on
non-separable samples) and γ in RBF. We apply five fold cross validation with
a grid search by varying (C, γ) on the training set to find the best parameters
achieving the highest accuracy.

3.3 Feature Selection

After sIB clustering, the cluster MI between the induced feature clusters C and
auxiliary label Y is measured with I(C;Y ) =

∑
c I(c) and can be decomposed

into summation of the MI contribution of each cluster c, defined in Eq. 8. We
further utilize this property to select the most significant clusters with the highest
I(c), on the other hand, to remove less significant or unstable clusters.

I(c) ≡ p(c)
∑

y

p(y|c) log
p(c, y)

p(c)p(y)
(8)
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4 Experiments

4.1 Broadcast News Story Segmentation

We tested the proposed VC3 approach on the story segmentation task in
TRECVID [7]. A news story is defined as a segment of news broadcast with a
coherent news focus which contains at least two independent declarative clauses.
Story boundary detection is an interesting and challenging problem since there
are no simple fixed rules of productions or features [10].

To solve this problem, researchers try different ways to manually enumerate
the important production cues, and then train the specific classifiers to classify
them. For example, in [1], 17 domain-specific detectors are manually selected and
trained. In [11], a large set of manually picked features are fused using statistical
methods like maximum entropy.

4.2 Approach: Discriminative Classification

We train a SVM classifier to classify a candidate point as a story boundary
or non-boundary. The major features for the discriminative model is the vi-
sual cue features represented in the membership probabilities (Section 3.1) to-
wards the induced visual cue clusters. Applying the VC3 framework, the contin-
uous random variable X now represents the concatenated raw visual features of
144-dimensional color autocorrelogram, 9-dimensional color moments, and 48-
dimensional Gabor textures for each key frame (See explanations in [7]). The
label Y is binary, “story” and “non-story.”

The number of visual cue clusters is determined by observing the break point
of accumulated MI loss as described in Section 2.4 and is 60 both for ABC and
CNN videos. To induce the visual cue clusters, 15 videos for each channel are
used; 30 videos, with key frames represented in the cue cluster features, for each
channel are reserved for SVM training; the validation set is composed of 22 CNN
and 22 ABC videos. They are all from TRECVID 2004 development set.

4.3 Results and Discussions

We present the boundary detection performance in terms of the precision and
recall (PR) curve and Average Precision (AP) which averages the (interpolated)
precisions at certain recalls. For a M + 1 point AP, AP = 1

M+1

∑M
i=0 P (ri);

ri = i/M indicates the designated recall sample; P (ri) = maxri≤r P (r) is the
interpolated precision, where {r, P (r)} are those available recall-precision pairs
from the classification results. Intuitively, AP can characterize the PR curve in a
scalar. A better classifier, with a PR curve staying upper-right corner of the PR
plane, will have higher AP, and vice versa. In this experiment, we set M = 20.

Fig. 1(a) and 1(b) show the discriminative classification of story boundaries
on ABC and CNN videos in PR curves and APs. All boundary detection use
SVM but on different feature configurations. The VC3 approach on both video
sets (ABC/CNN-VC3-60) performs better that those with raw visual features
(ABC/CNN-RAW-201). The performance gap is significant in CNN due to the
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Fig. 1. (a): PR curves of story boundary detection on ABC videos with feature config-
urations via VC3 (ABC-VC3-60), K-means (ABC-KMS-60), raw visual features (ABC-
RAW-201), and LDA (ABC-LDA-60); (b) the same as (a) but on CNN videos. The
corresponding AP of each PR curve is shown as well

diversity of the channel’s production effects. Those semantic representations from
mid-level cue clusters benefit the boundary classification results.

With VC3, we transform 201-dimensional raw visual features into 60-
dimensional semantic representations. To show the effectiveness of this approach,
we compare that with the feature reduction via Linear Discriminative Analysis
(LDA), which usually refers to a discriminative feature transform that is optimal
when the data within each class is Gaussian [12]. LDA features (ABC-LDA-60)
perform almost the same with VC3 in ABC and even better than those raw
visual features, but not in CNN videos. It is understandable because diversity
of CNN breaks the Gaussian assumption of LDA.

Comparing with the K-means1 approach (ABC/CNN-KMS-60), which clus-
ters features considering only Euclidean distance in the feature space, the VC3 dis-
criminative features (ABC/CNN-VC3-60) perform better in both channels. The
reason is that VC3 clustering takes into account the auxiliary (target) label
rather than by feature similarity only, which is what K-means is restricted to.

Even with the same cluster number, the cluster MI I(C;Y ) through VC3 is
larger than that through K-means; e.g., I(C;Y ) is 0.0212 for VC3 and 0.0193 for
K-means in ABC, and 0.0108 and 0.0084 respectively in CNN. The difference
between K-means and VC3 MI in CNN videos is more significant than that
in ABC videos. It might explain why CNN VC3 has more performance gain
over the K-means approach. In ABC, since positive data mostly form compact
clusters in the feature space (e.g., boundaries are highly correlated with anchors,
etc.), the VC3 does not differ a lot from other approaches.

1 For fair comparison, “soft” membership probability of Eq. 6 is used to derive features
towards those K-means clusters and significantly outperforms the common “hard”
membership.
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Fig. 2. Relation of preserved MI and AP of top N visual clusters; (a) normalized AP
vs. MI of the top N selected visual cue clusters in ABC. (b) AP vs. MI in CNN

4.4 Feature Selection

In feature selection among those induced visual cue clusters, the accumulated
MI between the top N visual cue clusters (x-axis),

∑N
i=1 I(ci), and detection AP,

are shown in Fig. 2. The MI curves and classification performance (AP) are all
normalized by dividing the corresponding values with all (60) cue clusters. The
results show that preserved MI of the selected cue clusters is a good indicator
of the classification performance. It also allows us to determine the required
number of clusters by applying a lower threshold to the cumulative MI. As seen
in Fig. 2(b), CNN videos need more cue clusters to reach the same AP.

4.5 VC3 vs. Prior Work

Evaluated on the same CNN validation set, the VC3 approach described in this
paper, with automatically induced visual features only, has AP=0.697. When
augmented with speech prosody features, the performance improves to 0.805
AP and outperforms our previous work [10], which fuses detectors of anchors,
commercials, and prosody-related features through SVM (AP=0.740) on the
same data set. More discussions regarding multi-modality fusion and their per-
formance breakdowns in different (visual) story types can be seen in [7].

5 Conclusion and Future Work

We have proposed an information-theoretic VC3 framework, based on the In-
formation Bottleneck principle, to associate continuous high-dimensional visual
features with discrete target labels. We utilize VC3 to provide new representation
for discriminative classification, feature selection, and prune “non-informative”
visual feature clusters. The proposed techniques are general and effective, achiev-
ing close to the best performance in TRECVID 2004 story segmentation. Most
importantly, the framework avoids the manual procedures to select features and
greatly reduces the amount of annotation in the training data.
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Some extensions of VC3 to induce audio cue clusters, support multi-modal
news tracking and search are under investigation. Other theoretic properties
such as automatic bandwidth selection for KDE and performance optimization
are also being studied.
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Abstract. In this paper, we present a framework for segmenting the news pro-
grams into different story topics. The proposed method utilizes both visual and
text information of the video. We represent the news video by a Shot Connectivity
Graph (SCG), where the nodes in the graph represent the shots in the video, and
the edges between nodes represent the transitions between shots. The cycles in
the graph correspond to the story segments in the news program. We first detect
the cycles in the graph by finding the anchor persons in the video. This provides
us with the coarse segmentation of the news video. The initial segmentation is
later refined by the detections of the weather and sporting news, and the merg-
ing of similar stories. For the weather detection, the global color information of
the images and the motion of the shots are considered. We have used the text
obtained from automatic speech recognition (ASR) for detecting the potential
sporting shots to form the sport stories. Adjacent stories with similar semantic
meanings are further merged based on the visual and text similarities. The pro-
posed framework has been tested on a widely used data set provided by NIST,
which contains the ground truth of the story boundaries, and competitive evalua-
tion results have been obtained.

1 Introduction

News programs provide instant and comprehensive reporting of what is happening
around the world. It usually contains two portions: news stories and miscellaneous sto-
ries. One of the standard definitions by the U.S. National Institute of Standards and
Technologies (NIST) for the news stories is that a news story is a segment of a news
broadcast with a coherent news focus, which may include political issues, finance re-
porting, weather forecast, sports reporting, etc [4]. On the other hand, non-news sto-
ries are called miscellaneous stories, covering commercials, lead-ins, lead-outs, reporter
chit-chats, etc. Both types of the stories are composed of one or more shots. The cover-
age of the news program is very comprehensive, and it is likely that individual viewers
maybe interested in only a few stories out of the complete news broadcast. This interest
can be summarized based on the type of news, the geographic locations, etc. Automatic
story segmentation and indexing techniques provide a convenient way to store, browse
and retrieve news stories based on the user preferences.

News segmentation is an emerging problem, and many researchers from various
areas, such as multimedia, information retrieval and video processing, are interested in

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 92–102, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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this problem. Hoashi et al. [3] has proposed an SVM-based news segmentation method.
The segmentation process contains the detection of the general story boundaries, in ad-
dition of the special type of stories, e.g., finance report and sport news. Finally, the
anchor shots are further analyzed based on the audio silence. Hsu et al. [6] proposed
a statistical approach based on discriminative models. The authors have developed the
BoostME, which uses the Maximum Entropy classifiers and the associated confidence
scores in each boosting iteration. Chaisorn et al. [1] used HMM to find the story bound-
aries. The video shots are first classified into different categories. The HMM contains
four states and is trained on three features: type of the shot, whether location changes
and whether speaker changes.

In this paper, we propose a two-phase framework for segmenting the news videos.
The method first segments the news videos into initial stories. Then, these stories are
refined by further detection of special types of news stories and the merging of similar
stories. The rest of the paper is organized as follows: Section 2 describes the proposed
framework in detail; Section 3 demonstrates our system results; and, Section 4 presents
the conclusion and the discussions.

2 Proposed Framework

In the news videos, we often observe the following pattern: first, the anchor person
appears to introduce some news story. Then, the camera switches to the outside of the
studio, e.g., the scene of the airplane crash site. After traversing around the key sites, the
camera switches back to the studio, and the anchor person starts another story. It can be
summarized in this form: [anchor]→[story1]→[anchor]→[story2]→[· · · ]. This pattern
can be represented by the Shot Connectivity Graph (SCG) (Fig.1). In SCG, the nodes
represent the shots in the video, and similar shots are represented by a single node. The
edges connecting the nodes are the transitions between the shots, as shown in Fig.1.
The stories in the video correspond to the large cycles in the SCG that are connected at
the node representing the anchor, and our objective is to detect these cycles in the SCG.

Start

Fig. 1. Shot Connectivity Graph. The node with blue bounding box represents the anchor person
shots in the news video. In this simple example, the video consists of two news stories and one
commercial. The blue cycle and the red cycle are the news stories, and the green cycle represents
a miscellaneous story
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We have developed an efficient and robust framework to segment the news programs
into story topics, motivated by [12]. The framework contains two phases: (1). the initial
segmentation based on the anchor person detection, including both the main anchor and
the sub-anchor(s); and (2). the refinement based on further detections of the weather
and sports stories and the merging of the semantically related stories.

In the first phase, we segment the video by detecting the cycles that are connected
at the “anchor” node in SCG. The properties of the extended facial regions in the key-
frames of the shots are analyzed for clustering the similar shots into corresponding
groups. Note that besides the large cycles, there are also smaller cycles that are em-
bedded in the larger cycles. This can be explained as the appearance of the reporters,
interviewers, or the sub-anchors for a specific news story, e.g., finance news. We con-
sider the later case as a type of the news story segments. The detection method for the
sub-anchor(s) is the same as the detection of the main anchor.

In the second phase, the initial segmentation is refined by further detecting news sto-
ries with special formats and merging the semantically related stories. For some news
stories with special formats, there is no anchor involved. These stories are “hidden” in
the large cycles in the SCG. Other techniques are used to “discover” them from the
initial story segments. There are two kinds of special stories we have incorporated into
the system: weather news and sports news. The color pattern of the shots is examined
to filter out the candidate weather shots. Then, the candidate weather shots are veri-
fied by their motion content. The largest continuous segment of the remaining weather
shots forms the weather story. For the detection of the sports story, we used the text
correlation of the shots to a sport-related word set. Similar to the weather detection, the
adjacent sport shots are grouped into the sports story. It maybe possible that the initial
segmentations from the first phase are not semantically independent. For example, for a
particular story, the anchor may appear more than once, and this causes multiple cycles
in the SCG. Thus, merging of the semantically related stories is needed. Two adjacent
stories are merged together if they present similar pattern in either visual appearance
or word narration, or both. The visual similarity is computed as the color similarity be-
tween the non-anchor shots in the adjacent stories. The narrative similarity is defined as
the normalized text similarity based on the automatic speech recognition (ASR) output
of the videos. The visual and text similarities are later combined to represent the overall
similarity between the stories.

2.1 Phase I - Anchor Detection

We construct the SCG by representing the shots of the same person by a single node.
There are two common approaches for clustering the similar shots: (1) using similarity
measures based on the global features, e.g., the color histograms of the key frames; (2)
using similarities based on the face correlation. The problem with the first approach is
that if the studio settings change, the global features for the anchor shots possess less
similarity. In the later case, the face correlation is sensitive to the face pose, lighting
condition, etc. Therefore, it tends to create multiple clusters for the same person. To
overcome these problems, we use the “body”, an extended face region. In a single news
video, the anchor wears the same dress through out the entire program. We take this
fact as the cue for this problem. For each shot in the video, we select the middle frame
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(a). Original Sample Key Frames with Detected Faces

(b). Corresponding Body Regions Based on the Face Detection

Fig. 2. (a). The sample key-frames with the detected faces; (b). The body regions extended from
the faces. Global feature comparison or face correlation fails to cluster the same anchor together

as the key frame, detect the face using [11], and find the body region by extending the
face regions to cover the upper body of the person. The similarity of two shots si and
sj is defined as the histogram intersection of the body patches fi and fj :

HI(fi, fj) =
∑

b∈allbins

min(Hi(b),Hj(b)) , (1)

where Hi(b) and Hj(b) are the b-th bin in the histogram of the “body” patches fi and
fj , respectively. Some example “body” patches are shown in Fig.2. Non-facial shots are
considered having zero similarity to others. Then, the shots are clustered into groups
using iso-data, and each of those groups corresponds to a particular person. If a shot
contains multiple “bodies”, the shot is clustered into the existing largest group with the
acceptable similarity. Eventually, the shots that contain the main anchor form the largest
cluster. Once the anchor shots are detected, the video is segmented into the initial stories
by taking every anchor shot as the starting points of the stories.

Usually, in the news stories with special interests, the main anchor is switched to a
sub-anchor. For example, such phenomenon is often found in finance news. The sub-
anchor also appears multiple times with different story focuses. Reappearing of sub-
anchors result in small cycles in the SCG. Note that some of the stories also cause
the small cycles due to other reasons: reporters or interviewers. However, sub-anchor
usually appears more times than other miscellaneous persons. Therefore, the true sub-
anchor can be classified by examining the size of its corresponding group. Only the
groups with sufficient facial shots are declared as the sub-anchor shots. The detections
of the main anchor and the sub-anchors provide the initial result of the story segmenta-
tion, which is refined during the second phase, and it is discussed in the next section.

2.2 Phase II - Refinement

Weather Detection. In the news story segmentation, segments related to weather news
are considered as separate stories from the general ones. To detect a weather shot, we
use both the color and motion information in the video. The weather shots possess
certain color patterns, such as greenish or bluish. Some example key-frames are shown
in Fig.3. The motion content of the candidate shots is used for the verification purpose.
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Fig. 3. Some key-frames of weather shots used to build the color model for weather detection

(a) image1

(b) image2

(c) Original 
Motion Field

(d) Reprojected
Motion Field

(e) Disagreement

Fig. 4. (a,b) Two consecutive images; (c) The motion field with 16x16 blocks; (d) Re-projected
motion field by applying the Affine parameters; (e) The difference map between (c) and (d)

From the training data set, we obtain the key-frames of the weather shots. For a key-
frame km, a color histogram H(km) in RGB channels is computed. The histograms of
all the key-frames then are clustered into distinctive groups using Bhattacharya mea-
sures. These groups form the color model T = {t1...tn} for the weather shot detection,
where ti is the average histogram for model group i. To test if a shot s is a weather shot,
we compute the histogram H(s) of its key-frame and compare it with the color model.
If the distance between H(s) and ti in the color model can be tolerated, then shot s is
classified as a weather shot.

The motion content is analyzed for the verification of the initial detected weather
shots. To verify if a candidate shot s is a true weather shot or not, we perform the
following steps:

1. For each frame Fi in the shot, compute the motion field Ui between Fi and Fi+1

based on the 16x16 blocks grid Xi.
2. Estimate the Affine motion parameters Ai from Ui using the equation Ui = AiXi.
3. Apply parameters Ai to Xi to generate the re-projected motion field U

p
i .

4. Compute motion content Mi as the average magnitude of the “disagreement” be-
tween the original motion field Ui and the re-projected field U

p
i .

5. The motion content of shot s is the mean of {M1...Mns−1}, where ns is the number
of frames in the shot.

6. If the motion content of the candidate shot s is above some defined threshold, this
shot is declared as a non-weather shot.

Fig.4 shows an example of the motion content analysis. Finally, other false detec-
tions are eliminated by taking only the largest temporally continuous section as the true
weather news story.

Sport Detection. We utilize the text similarity measure to detect sporting shots. In
sports video, we often hear the particular words related only to the sport games, “quar-
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NBA Hawks Bulls Lakers Pistons Heat Magic ……

NFL Ravens Broncos Jaguars Dophins Cardinals Panthers ……

NHL Devils Rangers Penguins Sabres Wings Senators ……

MLB Angles Indians Braves Yankees Giants Marlins ……

MISC Basketball Baseball Football Olympics Swimming Tennis ……

Fig. 5. Some example key-frames of the sporting shots, and example sporting key-words
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Fig. 6. The plot of the sport similarity of shots in a video. Bars in the bottom row represent the
potential sport shots, and the red region represents the actual sporting story

terback”, “basketball”, etc. Given such a database of sporting words, we find the rela-
tionship between a shot and the sporting database by computing the correlation between
the words spoken in the shot with the words in the database. Some of the key-works are
shown in Fig.5, and in total we have over 150 key-words. The text information is pro-
vided by the automatic speech recognition (ASR) output of the video [2]. For each
candidate shot s, we extract the key-words between the time lines by pruning the stop
words, such as “is” and “the”. The remaining key-words form a sentence Sens for this
shot. The similarity between shot s and the sporting database is defined as:

SportSim(s) =
Ks

L(Sens)
, (2)

where Ks is the number of the key-words in shot s that also appear in the database,
and L(Sens) is the length of the key-word sentence of shot s. Our method declares the
shots having the strong correlation with the sporting database to be the sporting shots.
Similar to the technique used for weather detection, false detections are removed by
taking only the largest continuous section of the detected sporting shots as the sporting
story. In Fig.6, the upper plot shows the similarity of the shots to the sporting database,
while the bars in the bottom row represent the potential sporting shots. The red region
represents the true sporting story in the video.

Story Merging. The proposed segmentation method over-segments the video in case
of an anchor appearing more than once in a single story. To overcome this problem,
we merge adjacent segments based on their visual and text similarities. We use the
histogram intersection technique to compute the visual similarity of two stories and the
Normalized Text Similarity (NTS) as the text similarity measure.
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Suppose stories Si and Sj are the news sections related to the same topic created by
phase 1 and have ni and nj non-anchor shots, respectively. For each shot in the stories,
we extract the middle frame as the key-frame of that shot. The visual similarity V (i, j)
between stories Si and Si is defined as:

V (i, j) = max(HI(sp
i , s

q
j)), p ∈ [1...ni], q ∈ [1...nj ], (3)

where HI(sp
i , s

q
j) is the histogram intersection between shots s

p
i and s

q
j . This means

if there are two visually similar shots in the adjacent stories, these two stories should
belong to the same news topic.

Sometimes, the semantic similarity is not always reflected in the visual appearance.
For example, a news program related to a taxation plan may first show the interviews
with a field expert. Then, after a brief summary by the anchor, the program switches
to the congress to show the debate between the political parties on the same plan. In
such case, the visual appearances of these two adjacent stories are not similar at all.
However, if any two stories are focused on the same story, there is usually a correlation
in the narrations of the video. In our approach, this narrative correlation between stories
Si and Sj with sentences Seni and Senj is computed by the Normalized Text Similarity
(NTS):

NTS(i, j) =
Ki→j + Kj→i

L(Seni) + L(Senj)
, (4)

where Ki→j is the number of words in Seni that also appear in Senj , and similar defi-
nition for Ki→j . L(Seni) and L(Senj) are the lengths of Seni and Senj respectively.
One example story sentence is shown in Fig.8.

Story Number
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Fig. 7. The story similarity plot for the stories created by phase-1. The red peaks correspond to
the stories which are merged during the second phase

Starting Time: 18:30:32
Key Words: crossroads, physics, safety, 

government, responsibility,
Washington, grappling, threat
sport, utility, vehicles, represent
Lesser, accidents, obvious, ….

Ending Time: 18:30:45

Fig. 8. The key-frame of an example shot in a video, accompanied by the key-words extracted
from that shot. The starting and ending times are from the analogue version of the video (tape)
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The final similarity between stories Si and Sj is a fusion of the visual similarity
V (i, j) and the normalized text similarity NTS(i, j) (Fig.7),

Sim(i, j) = αV × V (i, j) + αNTS × NTS(i, j) , (5)

where αV and αNTS are the weights to balance the importance of two measures. If
Sim(i, j) for the two adjacent stories Si and Sj is above the defined threshold, these
two stories are merged into a single story.

3 System Performance Evaluation

Different people may have different definitions of a story, e.g., when the story should
start, when it should end. This may create argument among different researchers about
how their systems should be evaluated. To prevent this problem, we have tested our sys-
tem on a open-benchmark data set. This data set is provide by the National Institute of
Standards and Technologies (NIST). It contains 118 news videos recorded from news
networks CNN and ABC. Among these videos, 58 are from ABC’s World News Tonight
with Peter Jennings, and the other 60 are from CNN’s Headline News. Each video is
around 30 minutes long and contains continuous news program. The Language Devel-
opment Center (LDC) has provided the ground truth for the story boundaries based on
the manual annotation.

In the field of information retrieval, two accuracy measures are often used: precision
and recall. They are defined as follows:

Precision =
X

A
, Recall =

X

B
, (6)

where X is the number of correct matches between system detections and the ground
truth data; A is the total number of the system detections; B is the total number of
the ground truth references. Instead of taking the average values of the precision and
recall of each video, the evaluation system computes the precision and recall based on
the number of total matches over all the videos. For our method, the matching program
provided by NIST returned 0.803 and 0.539 for the precision and recall respectively.

Recall
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(a) (b)

Fig. 9. (a). Precision/recall plot of runs using visual and text information; (b). Precision/recall plot
of the average performance of the different research groups. The red dots represents the standing
of the proposed method
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Fig. 10. (a) Plot of the precision values for ABC videos; (b) the recall values for ABC videos; (c)
precision values for CNN videos; (d) recall values for CNN videos

Table 1. Accuracy measure for ABC and CNN videos separately. Precision 1 and Recall 1 are
the measurements based on the overall performance, treating every story in all the video equally
important. Precision 2 and Recall 2 are the average performance of the system, treating every
video equally important. Insertion is the number of the false positives, and deletion is the number
of the false negatives

Measures ABC CNN

Number of Videos 58 60
Total Match 696 1002
Total Insertion 247 169
Total Deletion 388 1043
Precision 1 0.7381 0.8557
Recall 1 0.6421 0.4900
Precision 2 0.7341 0.8585
Recall 2 0.6452 0.4927

It should be noted that the merging technique based on the visual and text similarities
reduced average 2-3 false positives every video and increased the overall precision by
5% ∼ 10%. We also obtained the results of multiple runs from 7 other research groups
in the field. Fig.9 shows the standings of the proposed method comparing with others.
The detailed precision/recall values for every video are shown in Fig.10. The overall
performance on ABC and CNN videos separately is shown in Table 1.

It is very difficult to argue that precision is more important than recall or vice versa.
Usually there exists the trade-off between these two measures. For better comparison,
we have computed the F-scores of the precision and recall. The F-score is defined as,

FScore =
2 × Precision × Recall

Precision + Recall
, (7)

The proposed approach achieved 0.645 for the F-score, and the relative standing
comparing with other groups is shown in Fig.11.
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Fig. 11. (a). F-scores of the runs using visual and text information; (b). F-scores of the average
performance of each research group. Red circles represent the standing of the proposed method

4 Conclusions and Discussions

In this paper, we proposed an efficient and robust framework for segmenting the news
videos. The method first segments the news videos into initial stories based on the
detections of the main anchor and the sub-anchor. Then, the initial segments are refined
by further detection of weather news and sports stories, and the merging of adjacent
semantically related stories. We have experimented the proposed method on a large
scale of data set provided by NIST, and competitive results have been obtained.

The proposed method is biased towards more structured news broadcast. For in-
stance, in ABC videos, since it often follows the pattern we described in Section 2.1,
the initial segmentation is able to provide the closed solution to the true segmentations.
On the other hand, in CNN videos, sometimes multiple stories exist in a single shot. For
example, or the news stories start with a non-anchor shot. These two situations cause
the false negatives of the segmentation. This explains why the recall value of the CNN
videos is lower than the ABC videos (Table 1). Further research on such issue is needed
to solve this under-segmentation problem.

Furthermore, other cues in the video can be exploited in the story segmentation.
Audio signal processing and the closed captions (CC) of the videos will be included
into our framework in the future.
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Abstract. In this paper, an error analysis based on boundary error pop-
ularity (frequency) including semantic boundary categorization is applied
in the context of the news story segmentation task from TRECVID1. Clus-
ters of systems were defined based on the input resources they used in-
cluding video, audio and automatic speech recognition. A cross-popularity
specific index was used to measure boundary error popularity across clus-
ters, which allowed goal-driven selection of boundaries to be categorized.
A wide set of boundaries was viewed and a summary of the error types
is presented. This framework allowed conclusions about the behavior of
resource-based clusters in the context of news story segmentation.

1 Introduction

Digital video indexing, retrieval, and presentation systems can require a variety
of segmentation procedures. In some cases, like news videos, shots, which can
be detected well automatically, can usefully be grouped into stories. This seg-
mentation is more subjective as it depends more on the meaning of the video
material and resource-dependent structure. Like shots, stories make for natural
units of retrieval, navigation, summarization, etc.

Given a set of human judgments about where stories begin, one can test
systems designed to automatically detect story boundaries. System performance
can be measured in terms of the degree to which the system finds all and only the
actual boundaries. Such scoring is useful for comparison of systems’ performance
summarized over many test videos and stories, but it hides much information

� Work partially supported by the PII of the Universitat Politècnica de València.
1 TREC Video Retrieval Evaluation, http://www-nlpir.nist.gov/projects/trecvid/

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 103–112, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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about how and why any given system or group of systems achieved a particular
score. In this paper we are concerned with the details of system performance – in
some of the errors systems commit and the extent to which these are predictable
based on types and attributes of the data and/or the system (approach).

There is little earlier work in error analysis and categorization in video story
segmentation, particularly in news. Hsu et al. [1] present an interesting catego-
rization of types of transitions between stories using the TRECVID 2003 data
collections, and they present percentages of error types committed by different
systems and parameterizations from their own approaches. They labeled 795
story boundaries. Chua et al. [2] distinguish between errors found due to low-
level feature misrecognition (including single objects as face, anchor, reporter,
motion, audio and text) and those due to mid-level feature errors (including
patterns of transitions between single objects). The former may cause the latter.
Also they state that an important source of errors is related to the segmentation
of stories into “substories” such as different sports within a sports section.

In this paper, an error analysis based on boundary error popularity (fre-
quency) including semantic boundary categorization is applied in the context
of the news story segmentation task from TRECVID 2003 & 2004. Clusters of
systems were defined from the type of input resources they used including video,
audio and automatic speech recognition. A specific index to measure and analyze
boundary error popularity across clusters was defined, which allows goal-driven
selection of a manageable subset of boundaries to be categorized. A wide set of
boundaries was viewed and a summary of the error types along with conclusions
are presented. This framework can be also applied to other segmentation tasks.

2 Story Segmentation in TRECVID

TRECVID aims to assess the performance of video retrieval systems developed
by the participants [3]. In 2003 and 2004 TRECVID included a specific task
for story segmentation of news. The evaluation used CNN Headline News2 and
ABC World News Tonight2 US broadcast news from 1998, in MPEG-1 format,
that was collected for TDT2 [4]. A news story was defined as a segment of a
news broadcast with a coherent news focus which contains at least two inde-
pendent, declarative clauses [4]. Non-news segments were labeled as “miscella-
neous”, merged together when adjacent, and annotated as one single story. The
2003 story test collection used for evaluation was composed of 52 hours of news,
containing 2,929 story boundaries. In 2004, the test collection from 2003 could
be used for system development and a new test collection included 59 hours and
3,105 story boundaries. The number of stories found per video varied between
14 and 42. Stories often span multiple shots but shot and story boundaries do
not necessarily coincide. ASR (automatic speech recognizer) output from videos
was provided to participants by LIMSI [5].

2 The identification of any commercial product or trade name does not imply endorse-
ment or recommendation by the National Institute of Standards and Technology.



Boundary Error Analysis and Categorization 105

With TRECVID 2003/2004’s story segmentation task, three types of runs
(conditions) were required from participants depending on the sort of resource
used: Condition 1 - using audio and video (AV), Condition 2 - using AV and
ASR, and Condition 3 - using ASR only.

Participating groups submitted at least one run in each condition. A run
is the output of a system containing a list of times at which story boundaries
were expected to be found. System performances were measured in terms of
precision and recall [6]. Story boundary recall (R) was defined as the number of
reference boundaries detected, divided by total number of reference boundaries.
Story boundary precision (P ) was defined as the total number of submitted
boundaries minus the total amount of false alarms, divided by total number of
submitted boundaries. In addition, the F-measure, (F = (2 ∗ P ∗ R)/(P + R)),
was used to compare overall performance across conditions and systems.

3 Error Analysis

In the present section, an analysis of the erroneous boundaries resulting from
TRECVID 2003 and 2004 evaluations was applied to the three conditions –
clusters of systems – described above. First, the procedure of selection of a rep-
resentative set of systems and their global results are presented. Then popularity-
based indexes are described. In the two last subsections, popularity and cross-
popularity indexes are used to evaluate and interpretations are presented.

3.1 System Selection and Overall Results

Although each group participating in TRECVID could submit up to 10 runs
(sets of results), at least one run per condition, in fact, 8 groups submitted a
total of 41 runs in 2003, and 8 groups, as well, submitted 50 runs in 2004. Ac-
cording to the documentation provided by the groups3, in almost all cases, runs
from each condition and group used the same approach by combining different
algorithm modules or parameterizations. Furthermore, the approaches followed
by the groups were different, except for a very small number of runs. Within a
group, runs from AV+ASR usually came from a combination of the approaches
used in their AV and ASR runs. Because of all of that, selecting an represen-
tative subset of runs in order to get robust conclusions for error analysis and
categorization was advisable.

Because the test set varies each year, one independent subset of runs from
each year was selected. Within a year, the selection procedure was as follows:
First, runs with similar approaches were rejected, keeping the higher F-valued
ones. That included selecting a maximum of one run from each team and con-
dition, and rejecting runs from different groups with similar approaches as doc-
umented in the papers3 – so that independent behavior could be expected from
different runs. So, in what follows, a run will be considered as a distinctive sys-

3 http:///www.itl.nist.gov/iaui/894.02/projects/tvpubs/tv.pubs.org.html
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Table 1. Results by condition each year. Recall and precision are averages by condition.
The total number of boundaries in 2003 data was 2929 and in 2004 was 3105

TRECVID 2004

Condition # Sys Recall Misses (% truth) Precision FA FA Uniques

(1)AV 6 0.566 2828 (91.1%) 0.403 33208 85.4%

(2)AV+ASR 6 0.489 2988 (96.2%) 0.550 7001 86.7%

(3)ASR 6 0.460 2984 (96.1%) 0.382 22096 78.7%

All 18 0.505 3097 (99.7%) 0.445 44710 61.2%

TRECVID 2003

Condition # Sys Recall Misses Precision FA FA Uniques

(1)AV 5 0.587 2405 (82.1%) 0.538 18562 93.4%

(2)AV+ASR 5 0.474 2659 (85.6%) 0.654 3350 91.6%

(3)ASR 5 0.446 2718 (92.8%) 0.478 8588 88.7%

All 15 0.502 2832 (96.7%) 0.557 23790 71.5%

tem. Second, systems not accomplishing a minimum of quality performances
were rejected. A cutting threshold of 0.2 was applied over the F-measure so that
the popularity of the boundaries was expected to capture more precisely the
behavior of the most competitive systems. Finally, based on their lower F-value,
two more systems were rejected, to preserve the same number in order to allow
stronger conclusions from the data.

Table 1 shows the number of systems finally selected along with overall re-
sults produced by the selected systems for each condition. Recall and precision
measures favor AV and AV+ASR. AV+ASR systems were more conservative
than AV systems, judged by their lower recall and higher precision. Relative
performance among the three conditions was the same for both years.

The missing boundaries and the false alarms (FA) shown per condition are
the ones contributed by at least one system within the condition, and depend
not only on the system quality (reported by recall and precision), but also on
the number of systems assessed, and the boundary popularity.

False alarms are boundaries erroneously detected by systems and, as shown
in Table 1, are expected to be more frequent than misses, and mostly unique.
Nevertheless, compared to conditions 1 and 3 clusters, the low number of false
alarms produced by systems from condition 2, along with the high percentage of
uniques, suggest that the combination of AV and ASR resources contributes to
increase the systems’ precision compared to the single resource-based clusters.

3.2 Popularity-Based Indexes

The process of visual boundary categorization allows classification of boundaries
into several types defined by any given set of features. Categorization of the
most or least popular boundary errors in a cluster of systems can shed light
on the general behavior of the systems within that cluster, and can provide
valuable information for system developers. Comparisons across clusters could
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also be done. Boundaries that are frequently reported by most of systems in one
cluster but by the fewest in other cluster are potentially interesting because they
show differences across systems from different clusters. Given that, these can be
considered as target boundaries for categorization.

In order to measure the degree of boundary error popularity across clusters a
specific index was used. Further, a framework for selecting target boundaries was
defined too. The popularity pc(b) of a boundary b in a cluster c can be defined as
the number of systems from cluster c reporting the boundary b. The normalized
popularity

Pc(b) =
pc(b)
|c|

where |c| is the number of systems in the cluster c, can be used to compare
popularities between clusters with different size.

Since, for a given boundary, different popularities can be reported by differ-
ent clusters, the following index is named cross-popularity and can be used to
measure the degree of high popularity of a boundary b in a cluster c versus its
low popularity in another cluster d

Pc,d(b) = Pc(b) − Pd(b)

Cross-popularity index ranges from -1 to 1. Boundaries with values over 0 are
those more popular within cluster c than within cluster d, and can be represented
as P+

c,d. Negative values are assigned to the more popular boundaries within
cluster d than within c, and can be represented as P−

c,d (notice that P+
c,d = P−

d,c).
Values around 0 correspond to boundaries with similar popularities.

In error analysis, boundaries having high popularity within one cluster and
low popularity within another cluster can be considered as hard for the first as
well as easy for the second one. Given a set of clusters, the distribution of their
cross-popularity values can be used to compare their behavior. Right and left
tails of the distributions can be used to identify such a target boundaries for
which the clusters perform in such a different way.

Given a set of erroneous boundaries B = {b1, b2, . . . , bn}, a set of clusters
C = {c1, c2, . . . , cn}, and a number of evaluated systems belonging to some of
the clusters of C, the following can be considered as a target boundary groups
for error categorization:

– Most popular boundaries within all clusters. Those boundaries are the ones
associated with the highest values of PC(B).

– Most popular boundaries within one cluster ci. Those boundaries are the ones
associated with the highest values of Pci

(B).
– Most popular boundaries within a cluster ci, least popular in other cluster

cj . A number of boundaries with highest values Pci,cj
(B) can be targeted.

– Most popular boundaries within a cluster ci, least popular in a subset of clus-
ters C ′ = {ck, . . . , cm}, C ′ ⊂ C. Boundaries with highest values Pci,C′(B)
can be targeted.
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Boundaries with highest values of Pci,cj
are the ones for which systems from

a cluster ci work significantly worse than systems from cj . The lowest Pci,C(B)
valued boundaries can also be targeted because they describe those boundaries
easy for a cluster when hard for others. Histograms from popularity and cross-
popularity can be used to select target boundaries.

3.3 Popularity Analysis

Error popularity can be used to analyze system behavior within a condition. An
analysis of the popularity distributions from each condition can be made over
two set of errors: missing boundaries and false alarms.

Non-significant differences observed between some false alarms led us to
consider applying a clustering procedure to present consistent results: 1) some
boundaries were removed to avoid boundaries from the same system closer than
±1 s; 2) one cluster around each boundary was created grouping boundaries
within an interval of ±1 s; and 3) clusters containing boundaries included in
other group were removed while keeping the ones with higher popularity. That
ensured no boundary was contributed more than once from a system.

Figure 1 plots the popularity histograms of false alarms (cluster sizes) and
misses from TRECVID 2004. Very similar results were reported from 2003 data.

Based on the data from Figure 1(a), the percentage of false alarms reported
only by one or two systems was over 97.3% for all three conditions. The very
low percentage of false alarms having significant high popularity means a deeper
analysis is not likely to be so productive, compared with an analysis of missing
boundaries, so no further analysis of false alarms was done at this time.

Regarding misses, Figure 1(b) shows significant percentages of high popular-
ity. Different behavior between conditions AV and ASR is also evident. Condition
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Fig. 1. Normalized histograms of popularity for (a) false alarms, and (b) misses from
TRECVID 2004. The figures show a very high percentage of false alarms having low
popularity versus a high percentage of misses having a clearly higher popularity. Figure
(b) shows different behavior within each condition
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Fig. 2. Histograms of cross-popularity values of missing boundaries across conditions
(1:AV, 2:AV+ASR, 3:ASR). The curves show the same behavior both years

AV obtained a higher number of low-popular misses while condition ASR ob-
tained a higher number of high-popular ones. That indicates more independent
performances coming from systems within AV than systems within ASR. Systems
in cluster AV+ASR reported a similar number of misses for each popularity level
and the highest number with maximum popularity. The high popularity observed
on misses makes this an interesting set to which to apply cross-popularity study.

3.4 Cross-Popularity Analysis

A cross-popularity analysis of missing boundaries was made. Figures 2(a) and (b)
show the distribution of the cross-popularity values of misses across conditions
for the selected sets of systems from TRECVID 2003 and 2004 evaluations,
respectively. The figures show the same behavior across conditions both years.

Popularity of AV versus ASR misses is shown by P1,3. This curve reports the
higher cross-popularity values in both years, particularly in the left tails where
the more difficult boundaries for ASR and less difficult ones for AV are located.
The P1,2 curve is the sharpest one. That means that the misses’ popularity was
more similar across AV and AV+ASR than across any other resources because
of the high number of values close to zero. Thus, P1,2 and P2,3 curve shapes
indicate that AV+ASR systems shared a higher number of misses with AV-only
systems than with ASR-only systems, what suggests that AV resource had more
weight than ASR in the AV+ASR algorithms.

The curves P1,2, P1,3 show a negative asymmetry and thus a higher density
is located under zero4. That indicates that a higher number of boundaries were
more difficult (more popular) for conditions AV+ASR and ASR than for condi-
tion AV and this is directly related to the higher average recall reported by AV
systems (Table 1).

4 For more clarity, the polarity of the cross-popularity was chosen in order to show
the highest dissimilarities as negative values.
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The tails P−
1,3 and P−

2,3 show higher values than any other tails. That means
that more boundaries were harder for condition 3 than other boundaries were
for other conditions. That behavior becomes significant over 0.4 and under -0.4
indexes – suggesting ASR by itself to be the most limited resource, i.e., the
probability that a given boundary was missed by at least 40% more of systems
from a condition than from other condition is significantly higher for ASR-only.

Concerning misses, very similar observations were made for both years even
though test set and evaluated systems were different. Boundaries on the right
and left tail of each curve are potentially interesting candidates for visual exam-
ination and categorization as the hardest in one condition compared to another
condition.

4 Boundary Error Categorization

Boundary error categorization has to be driven by the pursued goals. On the
one hand, selecting unsuitable boundaries can lead to partial conclusions. On
the other hand, selecting more boundaries than needed can turn out as unnec-
essary time spent when handling large amounts of video data. Selecting error
boundaries from popularity and cross-popularity indexes can lead to a specific
categorization based on outstanding performance differences across resource-
based system clusters. Given the three predefined conditions C = {1, 2, 3}, the
following groups of errors were considered to select candidate misses: 1) PC ,
2) Pi , i ∈ C, and 3) Pi,j , i, j ∈ C.

Boundary categorization can be made at different levels: on low-level features,
e.g., transitions involving presence or absence of faces, sorts of camera motions
or background sounds, on mid-level features like segment or dialog structures
found in story transitions, as well as, on high-level semantics concerning news
content like the characterization of type and subtype of the linked stories. In this
paper, the categorization level was in terms of semantic content by classifying
the stories into four groups: regular news, weather, briefs, and miscellaneous,
and by defining the following categories of transitions:

– NN: Regular news followed by regular news.
– NW: Regular news followed by CNN weather section.
– NM: News followed by misc or misc followed by news. It includes beginnings,

ends, breaks, and changes of sections in the news show.
– BB: Briefs section. Transitions between short pieces including headlines,

CNN and ABC financial briefs and brief segments in CNN sports section.

Furthermore, three binary features were evaluated:

– Trigger: Trigger phrases. A binary feature indicating the presence of a stan-
dard news trigger phrase denoting a change of story.

– Shot: Shot boundary overlaps along with story boundary.
– CNN: Boundaries from CNN videos. The remaining boundaries correspond

to ABC broadcast videos.
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Table 2. Results of the popularity-based categorization for each boundary group. The
table shows number of misses categorized (Viewed), percentage each category, and
percentages having specific binary features. Number of boundaries with popularity=1.0
and averages of cross-popularity of the selected boundaries are also shown

Categories (%) Binary features (%) Totals and averages

Popularity NN NW NM BB Trigger Shot CNN Viewed Popularity=1.0

PC 75 0 10 15 15 25 65 20 20

P1 66 0 32 10 44 48 64 50 71
P2 52 0 16 34 20 62 78 50 325
P3 46 0 8 52 8 64 70 50 185

Cross-pop NN NW NM BB Trigger Shot CNN Viewed Cross-Popularity

P+
1,2 12 35 53 0 94 100 76 17 0.53

P−
1,2 76 0 14 10 2 88 80 49 0.50

P+
1,3 40 8 52 0 92 88 62 50 0.55

P−
1,3 72 0 34 0 10 100 80 50 0.73

P+
2,3 66 0 28 14 52 92 72 50 0.52

P−
2,3 40 0 60 0 34 98 58 50 0.58

Table 2 shows the type of errors and frequencies found for each boundary
group for a number of viewed boundaries from TRECVID 2004 data. The pro-
portion of boundary types in the test collection was unknown. A maximum of 50
boundaries in each group were selected for categorization. For cross-population
targeted boundaries only those over 0.5 were selected. For each cross-population
group, Pi,j , the average of the cross-population index of the selected boundaries
is shown. Categorization was made by viewing clips from 20 seconds before to
20 after the truth boundary.

As shown in Table 2, just 20 boundaries were missed by all systems from
all conditions. This is 0.65% of the total truth boundaries. Those were mostly
regular transitions between news stories, with low percentages of trigger phrases
and shot transitions overlapped. This behavior could be expected and no relevant
conclusions can be obtained from this.

Results in the group of the most popular boundaries within a condition shown
in Table 2 suggest some differences between the three resource-based conditions.
AV-only systems failed to find a significant number of NM-boundaries while
systems using ASR, particularly ASR-only, revealed a weakness in detecting BB
boundaries instead of NM or even NN.

From the viewpoint of cross-popularity, which focuses on boundaries which dis-
criminate maximally among the three conditions, Table 2 shows that the percent-
ages of NN-boundaries in P+

1,2 (12%) and P+
1,3 (40%) are clearly lower than the ones

in P−
1,2 (76%) and P−

1,3 (72%). That means that AV got a lower number of high-
valued cross-popularity misses than ASR and AV+ASR, so that systems from AV
identified theseNN-boundaries better than the remaining ones. Taken into account
the very low percentages of trigger phrases (2% and 10%) from P−

1,2 and P−
1,3, and

the high ones from P+
1,2 and P+

1,3, the use of ASR clearly leds to increase missing
NN-boundaries more than other boundaries when no trigger phrases are available.
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Also looking at cross-popularity, NM-boundaries seem significantly easier for
systems using AV+ASR (14% and 28%) when harder for any other (53% and
60%). That indicates that, for these boundaries, the combination of ASR and AV
resources improved performance compared to using a single resource. On other
hand, due to the fact that BB-boundaries usually include change of shot, this
feature probably helps AV systems to be more precise than others using ASR
on BB-boundaries. Also notice that NW-boundaries were found very frequently
in the tail of the distribution P+

1,2 (35%).
The data shown in Table 2 and the conclusions extracted should be considered

as relative to precision and recall measured from the system results (Table 1)
which could be affected by systems tuning. Nevertheless, it can be assumed the
systems were designed to maximize precision and recall and represent a real
sample of the state-of-the-art.

5 Conclusions

Results of boundary error popularity from the TRECVID 2003 & 2004 news
story segmentation task were analyzed. The analysis was targeted to find be-
havior patterns in clusters of systems defined by the input resource they used,
and included semantic categorization of news boundary errors. An error cross-
popularity index was defined and used to draw conclusions. Very similar ob-
servations were made both years even though test set and evaluated systems
were different. Finally, categorization provided information about what kind of
boundaries were harder for a cluster while easier for other and suggested that
behavior can be predicted as a function of the input resources used. That can
point out opportunities for system improvements.
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Abstract. In this paper, we propose a new semantic event detection algorithm 
in structured video. A hybrid method that combines HMM with SVM to detect 
semantic events in video is proposed. The proposed detection method has some 
advantages that it is suitable to the temporal structure of event thanks to Hidden 
Markov Models (HMM) and guarantees high classification accuracy thanks to 
Support Vector Machines (SVM). The performance of the proposed method is 
compared with that of HMM based method, which shows the performance 
increase in both recall and precision of semantic event detection. 

1   Introduction 

Recently, the consumption as well as generation of multimedia contents is rapidly 
increasing. And automatic video indexing and retrieval systems are inevitable to 
manipulate a large amount of multimedia data. Video semantic event detection or 
recognition is especially one of fundamental and important tools for semantic 
understanding of video content, and it still remains a challenging field. 

Video abstracting and indexing based on semantic event detection have been studied 
popularly in structured videos such as sports or news genre contents because they are 
structured and can be summarized by some interested events which tend to occur 
repeatedly. Many attempts to detect events have been done in sports video [1-5]. 

The first studies about event detection use the key frame matching [4]. But a key 
frame based method showed limitation in representing temporal characteristics of 
semantic events. HMM based semantic event detection is adopted in order to model 
the temporal characteristics of the semantic events, which shows better result 
compared with the previous key frame based one. And the more important advantage 
of HMM is that it could provide a general method in modeling semantic events in the 
video. Event detection using HMM have been reported in diverse sport genres 
including soccer, baseball, tennis, etc [6-12].  

In this paper, we proposed a hybrid method that combines HMM with SVM to 
detect semantic events in video. The objective of combining HMM with SVM is to 
take advantage of the outstanding ability of SVM as a binary classifier. SVM showed 
superior performance in many various fields as a binary splitter. For HMM, it requires 
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training data enough to estimate probabilistic distribution whereas SVM needs 
smaller ones in constructing a hyperplane that separates the two classes, which is 
important because it is difficult and time consuming to acquire visual training data 
enough to train. In speech and speaker recognition, there were several tries to 
combine HMM with SVM and these approaches showed noticeable results [13, 14, 
15, 16, and 17]. Among those approaches, we will apply SVM that produce 
probabilistic output to HMM. In our approach, HMM are adopted to describe the 
temporal structure of semantic events, and SVM are combined with HMM for the 
more accurate classification. First, we applied our previous works using HMM for 
modeling semantic event detection, and then enhanced the detection performance 
through the probability distribution of each state in HMM which is re-estimated by 
SVM. 

In the experiment, we compared the performance of the proposed method with the 
HMM based one with the database of golf video which consists of three well defined 
semantic events. And the hybrid approach of HMM and SVM showed promising 
result compared with only HMM based event detection. 

2   Combining Support Vector Machines to Hidden Markov 
Models 

Recent studies show that HMMs are appropriate for modeling time varying data. But 
HMMs require training large size data enough to estimate probabilistic distribution. 
Compared with HMM, SVMs need smaller training data with higher accuracy in 
classification. Therefore, if we can use the ability of HMM as a model of time 
varying event and SVM as a high performance classifier at the same time, we could 
increase the performance of event detection with small number of training data. The 
previous works show some solutions about this problem. The first approach is to 
devise a new SVM that produces probabilistic output or scoring value instead of just 
producing binary classified result, which is used modeling the probability 
distribution function of each state in HMM [13, 14, 15]. The second one is to apply 
SVM in the post processing by concatenating HMM with SVM. Here, input 
sequence is time aligned by HMM, and then SVM is trained using the aligned data 
[16, 17]. But, to apply SVM as a post processing method, it is needed to extend SVM 
to a multi-class classifier and to modify to be possible to handle sequentially inputted 
data [17]. In our approach, we adopted a method that uses probability outputting 
SVM in HMM. 

2.1   Overview of Support Vector Machines 

Support vector machines are binary classifiers [18] that construct a hyperplane to 
divide a problem region into two classes. Figure 1 shows a linear hyperplane in two 
dimensional feature spaces constructed by SVM. The classification results are known 
to be better generalization performance compared with other classifiers. Linear 
classification rule, f, is expressed as 
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Fig. 1. An example of hyperplane constructed by SVM 
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2.2   Output Probability Producing SVM 

Vapnik introduced a method for producing probability [18]. In his method, a feature 
space is decomposed into a direction t orthogonal to the hyperplane and other 
directions u for N-1 dimensions, where N is the number of the feature dimension. And 
posterior probability is expressed as  

)cos()()(),|1(
1

0 ntuauautyP
N

n
n∑

=
+== , (4) 

where na is acquired for each u, by solving a linear equation that minimizes a 
regularized functional. But this procedure is required every evaluation of the SVM, 
and the probabilities are not constrained to lie between 0 and 1.  

Platt suggested another method that produces probabilistic output with retaining 
the sparseness of the SVM [19]. First, he trains an SVM, and then estimates the 
parameters of an additional sigmoid function to map the SVM outputs into 
probabilities. The posterior probability function is described as 
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where the parameters A and B are determined by training using the maximum 
likelihood estimation from a training data set, and f is f( x ) define in Eq. (1). The 
sigmoid model is based on the assumption that the output of the SVM is proportional 
to the log odds of a positive example. 

A. Ganapathiraju suggested a hybrid approach that uses HMM and Platt’s method 
in speech recognition [14]. The experimental results shows the hybrid method 
achieves relatively 10% improvement in word error rate compared with baseline 
HMM system while using only a fifth of the training data. And M. Gordan also 
approached a similar method in visual speech recognition, where he adopt a similar 
strategy in modeling the visual speech dynamics except that he uses only the Viterbi 
algorithm employed by an HMM to create dynamically visual word models without 
training the transition probability [15]. The result shows that his method is 
comparable with the state-of-art method. 

3   Hybrid HMM/SVM Based Semantic Event Detection 

In this chapter, we describe the proposed scheme for semantic event detection. In the 
proposed approach, HMM is used as a semantic event modeling framework which is 
introduced in our previous work [7]. Semantic event is high level video segment that 
matches with semantic understanding of human such as goal in soccer and home run 
in baseball. To describe the semantic event, spatio-temporal characteristics of the 
event need to be described, and HMM is used in modeling the time varying event. 
After modeling semantic events with HMM, the probability distribution of each state 
is re-estimated by SVM. In a recognition procedure, likelihood of each event is 
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calculated, and semantic events that produce maximum likelihood are detected using 
Viterbi algorithm. 

3.1   Video Analysis and HMM Construction 

To construct HMM, video analysis should be performed ahead. Semantic events are 
defined based on the analysis and feature selection and state transition model are 
determined. Figure 2 shows the procedure of video analysis for HMM construction.  

First, we need to define semantic events to recognize. Video content is constructed 
based on the defined events, which means all frames in video are assigned to one of 
the defined events. But, some frames are not assigned to semantic events, which are 
semantically meaningless, so they should be out of category of semantic events. And 
these frames make the performance of event detection be lower. To avoid this 
problem, additional event that is assigned to the meaningless frames is defined, which 
is called a filler model.  

Video is segmented by detecting shot changes. Then video shots are clustered and 
categorized into event depending on the semantics of the shot. Therefore the state 
diagrams of the event are constructed based on the categorized shots. Visual features 
that could distinguish the states are selected as an input of HMM. We utilized MPEG-
7 visual descriptors as the input features.  

Define semantic event

Define states by categorizing shots

Low level feature analysis for each state

HMM training

Extract state diagram for each event

Define semantic event

Define states by categorizing shots

Low level feature analysis for each state

HMM training

Extract state diagram for each event

 

Fig. 2. Video analysis for HMM construction 

HMM training is determining the probability distributions of the states and the 
transition probabilities in HMM. In training generic HMM, the probability 
distribution functions (pdf) of the states are assumed as Gaussian distribution. A 
general approach of estimating parameters of HMM is Baum-Welch algorithm, which 
estimates pdfs of the states and the transition probabilities simultaneously by finding 
maximizing likelihood of output probability of training data [20]. In this paper, the 
states in the event are not hidden in training stage, so HMM can be trained easily. The 
proposed method adopts maximum-likelihood estimation to compute the probability 
distributions of states. In HMM, all data is assumed to be independent Gaussian 
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random variables. The input feature (x) is assumed to be independent Gaussian 
random variables with a unknown mean μ  and variance v . Then the maximum 
likelihood estimators of mean and variance are  
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Where xi is one of training data, and n is the size of training data. The transition 

probability ija  from ith to jth state is computed as 
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j
ij N
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a = , (7) 

where jNext  is the number of appearance of jth state next to ith state and iN  is the 

number of appearance of ith state among all data. 

3.2   Estimation of State Probability Distribution by SVM 

The probability distributions for each state are estimated by the Platt’s method. To 
estimate the probability distribution of a state, SVM training is performed first using 
two class training data. As the positive class data, training data belonging to the state 
are used, and randomly sampled data not belonging to the state are used as the 
negative class data. We used radial basis kernel function in SVM, because it shows 
similar or better performance compared with linear or polynomial kernels. 

After training SVMs for each state, the posterior probabilities modeled by Eq. (5) 
are estimated using the method described in [19]. As shown in figure 3, the Gaussian 
pdfs used in generic HMM are replaced by the estimated posterior probabilities 
(Sigmoid pdf) of each state. 

x

P(x)

start end

f(x)

P(x)

Gaussian pdf

Sigmoid pdf

Replacement of pdf
from gaussian pdf to sigmoid 

x

P(x)

start end

f(x)

P(x)

Gaussian pdf

Sigmoid pdf

Replacement of pdf
from gaussian pdf to sigmoid 

 

Fig. 3.  HMM with sigmoid pdf estimated by SVM 
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3.3   Procedure of Event Detection 

Fig. 3 shows the event detection procedure. The inputted video is segmented by 
detecting shot boundary using [21]. In applying [21], we exclude audio feature just to 
detect visual shot boundaries. After segmentation, low level features are extracted for 
each shot and then inputted to HMM. We assume that a video is composed of  
pre-defined events, and inputted video is modeled by hierarchical HMM as shown in 
Fig. 5. Viterbi decoding is used in finding event sequence that produces maximum 
output probability.  

Low-level features extraction
for each shots

Video input

Shot boundary detection

Semantic event sequence acquisition

Viterbi decoding of HMM

Low-level features extraction
for each shots

Video input

Shot boundary detection

Semantic event sequence acquisition

Viterbi decoding of HMM

 

Fig. 4. Semantic event detection 
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HMM model of 1st event

HMM model of 2nd event

HMM model of N-th event 

……�

S E

HMM model of 1st event

HMM model of 2nd event

HMM model of N-th event 

……�

 

Fig. 5. HMM model of structured video composed of N events. Note that S and E stand for 
start and end state 

4   Experiment 

To verify the usefulness of the proposed method, we applied our approach to event 
detection in golf video. In experiment, seven videos from TV golf programs were 
used, which are composed of matches of PGA (Professional Golfer's Association) and 
KPGA (Korea PGA). The training data have about 123 minutes in length and events 
are manually labeled. The training data contain 58 ‘Drive’ events, 8 ‘Bunker’ events, 
and 75 ‘Putting’ events. And testing data are composed of golf video with 30 minutes’ 
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length. The tested data contain 43 ‘Drive’ events, 5 ‘Bunker’ events, and 52 ‘Putting’ 
events. We used HTK 3.1.1 for HMM and SVMLight [22] in the experiment.  

4.1   HMM Modeling of Golf Events 

Figure 6 to 9 show the HMM model for semantic event of golf video. Input features 
are chosen among MPEG-7 visual descriptors. Fixed motion in camera motion, 
vertical edge component in edge histogram, and motion activity are selected from the 
analysis of golf video [7]. For the color information, dominant color bins that could 
represent color in states are chosen.  

 

Fig. 6. HMM model and state names for “Bunker’ event 

 

Fig. 7. HMM model and state names for ‘Drive’ event  

 

Fig. 8. HMM model and state names for ‘Putting’ event  
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Fig. 9. HMM model and state names for ‘Walking’ event as a filler model  

4.2   Performance of Semantic Event Detection 

Table 1 shows the performances of event detection only by HMM and the hybrid 
methods. From the results, the hybrid method shows better performance than that of 
HMM, which shows the superiority of SVM in the classification.  For ‘Drive’ and 
‘Putting’ events, hybird method shows better performance. The noticable comparison 
is in the ‘Walking’ event detection. The hybrid methods outperforms in detecting 
‘Walking’ event, which increases the precision of event detection and the accuracy of 
boundary for detected event segments. 

Table 1. Performance of event detection  

HMM Hybrid HMM/SVM 
Events 

Number of 
event Recall (%) Precision (%) Recall (%) Precision (%) 

Drive 22 74 71 82 95 

Bunker 2 100 50 50 100 

Putting  27 67 58 67 86 

Walking 103 42 71 100 74 

Total 154 52 71 90 78 

5   Conclusions and Future Works 

In this paper, semantic video event detection using a hybrid HMM/SVM method is 
proposed. We applied the proposed method to semantic event detection in the 
structured video which can be represented by finite number of semantic events. The 
proposed hybrid method utilized the advantages of both HMM as a detector for time 
varying characteristics and SVM as a powerful binary classifier. We compared the 
proposed method with HMM only event detection method previously reported for 
semantic event detection in golf video. The results showed that the proposed hybrid 
method gave better detection performance.  

References 

1. Wei Hua, Mei Han, Yihong Gong, Baseball Scene Classification using Multimedia 
Features, ICME 02, Vol 1, (2002)  821-824 

2. Noboru Babaguchi, Yoshihiko Kawai and Tadahiro Kitahashi, Event based Indexing of 
Broadcasted Sports Video by Intermodal Collaboration, Multimedia, IEEE Transactions 
on, Vol. 4, Issue: 1, (2002) 68-75 



122 T.M. Bae et al. 

 

3. Ziyou Xiong, Radhakrishnan. R ,Divakaran. A, Generation of sports highlights using 
motion activity in combination with a common audio feature extraction framework, Image 
Processing, 2003, Vol. 1, (2003) 5-8 

4. Di Zhong and Shih-Fu Chang, Structure Analysis of Sports Video using Domain Models, 
Multimedia and Expo, 2001. ICME 2001, (2001) 713-716 

5. K.A. Peker, R. Cabassen, and A. Divakaran, Rapid Generation of Sport Video Highlights 
using the MPEG-7 Motion Activity Descriptor, Proc. SPIE, Vol. 4676, (2002) 318-323 

6. J. Assfalg, M. Bertini, A. Del Bimbo, W.  Nunziati, P. Pala, Soccer Highlights Detection 
And Recognition using HMMs, ICME '02, Vol. 1 , (2002) 825 -828 

7. C. S. Kim, T. M. Bae, and Y. M. Ro, Golf Video Semantic Event Detection Using Hidden 
Markov Model, International Workshop of Advanced Image Technology, Jeju, Korea, vol. 
1 (2005) 37-42 

8. N. N. Thanh, T. C. Thang, T. M. Bae, Y. M. Ro, Soccer Video Summarization System Based 
on Hidden Markov Model with Multiple MPEG-7 Descriptors, CISST, (2003) 673-678 

9. Peng Chang, Mei Han and Yihong Gong, Extraction Highlights From Baseball Game 
Video with Hidden Markov Models, Image Processing, Vol 1, (2002) 609-612 

10. E. Kijak, G. Gravier, P. Gros, L. Oisel and F. Bimbot, HMM Based Structuring of Tennis 
Videos using Visual And Audio Cues, ICME 03, Vol. 3, (2003) 309-312 

11. Xie, L., Change, S-F, Divakaran, A., and Sun, H., Structure analysis of soccer video with 
hidden Markov models, Proceedings of International Conference on Acoustic, Speech and 
Signal Processing (ICASSP), Orlando, FL, (2002) 

12. Kang, Yu-Lin, Joo-Hwee Lim, Mohan S. Kankanhalli, Chang-Sheng Xu, Qi Tian, Goal 
Detection In Soccer Video Using Audio/Visual Keywords. 

13. Yuehua Wan1, Shiming Ji1, Yi Xie2, Xian Zhang1, and Peijun Xie, Video Program 
Clustering Indexing Based on Face Recognition Hybrid Model of Hidden Markov Model 
and Support Vector Machine, IWCIA 2004, LNCS 3322, (2004) 739–749 

14. A Ganapathiraju, J Hamaker, J Picone, Hybrid SVM/HMM Architectures for Speech 
Recognition, Proceedings of the 2000 Speech Transcription Workshop, May, (2000) 

15. Mihaela Gordan, Constantine Kotropoulos, Ioannis Pitas, “Application of support vector 
machines classifiers to visual speech recognition,” IEEE International Conference on 
Image Processing, vol III, (2002) 129-132 

16. Jianjun Ye, Hongxun Yao, and Feng Jiang, Based on HMM and SVM Multilayer 
Architecture Classifier for Chinese Sign Language Recognition with Large Vocabulary, 
Third International Conference on Image and Graphics (ICIG'04), Dec., (2004) 18-20 

17. Campbell, W.M., A SVM/HMM system for speaker recognition, IEEE International 
Conference on Acoustics, Speech, and Signal Processing(ICASSP '03), vol. 2, April, 
(2003) 209-212 

18. V. N. Vapnik, The Nature of Statistical Learning Theory, Springer, (1995) 
19. J. Platt, Probabilistic Outputs for Support Vector Machines and Comparisons to 

Regularized Likelihood Methods, In Advances in Large Margin Classifiers, MIT Press, 
Cambridge, MA, USA, (2000) 

20. Xuedong H., Alex. A, Hsiao-wuen. H, Spoken Language processing, Prentice Hall, (2001) 
377-409 

21. T. M. Bae, S. H. Jin, Y. M. Ro, Video Segmentation Using Hidden Markov Model with 
Multimodal Feature, CIVR (2004) 401-409  

22. T. Joachims, Making large-Scale SVM Learning Practical. Advances in Kernel Methods - 
Support Vector Learning, B. Schölkopf and C. Burges and A. Smola (ed.), MIT-Press, 1999. 



 

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 123 – 133, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

What Can Expressive Semantics Tell:  
Retrieval Model for a Flash-Movie Search Engine 

Dawei Ding1 , Jun Yang3 , Qing Li1,∗, Liu2, and Liping Wang1 

1 Dept. of Computer Engineering and Information Technology,  
City University of Hong Kong, HKSAR, China 

2 Dept. of Computer Science, City University of Hong Kong, HKSAR, China 
3 Language Technology Institute, School of Computer Science,  

Carnegie Mellon University, USA 
{dwding, itqli, csliuwy}@cityu.edu.hk, juny@cs.cmu.edu 

50095373@student.cityu.edu.hk    

Abstract. Flash, as a multimedia format, becomes more and more popular on 
the Web. However, previous works on Flash are unpractical to build a content-
based Flash search engine. To address this problem, our paper proposes 
expressive semantics (ETS model) for bridging the gap between low-level 
features and user queries. A Flash search engine is built based on the expressive 
semantics of Flash movies and our experiment results confirm that expressive 
semantics is a promising approach to understanding and hence searching Flash 
movies more efficiently. 

1   Introduction 

Flash™ proposed by Macromedia Inc. is a new format of vector-based interactive 
movies, which can be embedded in web pages and delivered over the Web. The 
statistics from Macromedia [ 1] states that by June 2003, 97% (or 436 million) 
Internet users were already able to view Flash movies using Macromedia Flash 
Player. It becomes an imperative task to develop effective and efficient retrieval 
tools for Flash movies. Some enabling works have been previously done (e.g., [ 9], 
[ 8]) on Flash retrieval, which consider only the low- or element-level features of 
Flash movies.  

It is practical for Internet users to input one or several keywords or to specify some 
high-level semantics to issue their queries. However, features and even samples do 
not necessarily represent the semantic meaning of what users want due to the gap 
between semantics and low-level audio-visual features [ 16]. This explains the reason 
why most of the practical WWW multimedia search engines today are 
keywords/semantics based, such as Lycos (http://multimedia.lycos.com) and Google 
Image (http://image.google.com).  
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The main contributions of this paper include the following:  

1. We present a series of computational high-level semantic features termed as 
expressive semantics.1 The methods for quantitatively describing, extracting and 
learning expressive features are suggested in details. 

2. To incorporate expressive semantics smoothly into a (mainly) keyword-based 
search engine, a new model termed Expressive Term Sensing (ETS) is introduced 
to bridge the gap between textual queries and the semantic features of Flash 
movies.  

2   Related Work 

Systems like Fast Search & Transfer [ 2] and Google [ 3] use textual information 
embedded in and surrounding Flash movies to index large movie collections, which 
overlook the rich audio-visual cues contained in the movie content. A generic 
framework named FLAME was proposed in [ 9], which embodies a 3-tier architecture 
for the representation, indexing and rudimentary retrieval of Flash movies. The 
potential of leveraging co-occurrence analysis of elements in the context of scenes 
using HITS algorithm was shown for improving the performance of Flash retrieval 
through a semantic model [ 8], but it still suffers from the semantic gap [ 16].  

2.1   Multimedia Retrieval 

Content-based retrieval (CBR) technique [ 5] is invented to retrieve multimedia 
objects based on low-level features [ 15]. As overviewed in [ 5] and [ 14], the 
effectiveness of these systems is limited owing to the semantic gap [ 16] that exists 
between the human’s high-level perception of multimedia data and the low-level 
audio-visual features used by them. Dorai [ 17][ 6] suggested a novel approach to 
deriving expressive elements (such as video tempo [ 28] and rhythm [ 26]) by 
analyzing the integration and sequence of the visual/aural elements in a video (such as 
shot length and motion [ 27]), according to film grammar [ 18]. 

2.2   Rich Media Technologies 

SMIL [ 10] is an HTML-like language, which aims to solve the problems of 
coordinating the display of a variety of multimedia on Web sites. Chang et al. [ 13] 
discusses the research issues on MPEG-7 [ 11] document analysis, storage, searching, 
and filtering. Graves & Lalmas [ 12] adopt an MPEG-7 based inference network 
approach to video retrieval. Furthermore, several research works [ 19, 20] are carried 
out in the modeling and retrieval of generic multimedia presentation—a synchronized 
and possibly interactive delivery of multimedia composed of video, audio, graphics, 
still images, and animations. So a Flash movie is also a typical type of multimedia 
presentation. 

                                                           
1  In this paper, we use the terms “semantic feature” and “expressive feature” interchangeably 

with the term “expressive semantics”. 
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3   Expressing Flash Semantics  

In this section, we focus on the study of expressive semantics – a kind of high-level 
features, which could be derived from the extractable movie features.  

3.1   Elementary Features (Low-Level[ 9]) 

Objects. There are two object-related elementary features in a Flash movie: 

1. Color: Three kinds of color may appear in a Flash movie: single color, gradient 
color, and image color.  

2. Motion: Flash movies often contain position and shape transformations of visual 
elements, named as motions. Four types of motions are extractable: move, 
rotation, scale, and morph.  

Movie Information. Two additional elementary features about a Flash movie are also 
useful: 

1. Length: Length means the temporal length of the Flash movie.  
2. Frame Size: Frame size is the combination of the width and height of the frames. 

Actions.  As an interactive Flash movie supporting animation, it provides users with 
the full flexibility to control the movie play through scripts-based actions. Thus the 
actions can be extracted as a further type of elementary feature. 

3.2   Expressive Semantics 

All the features below are computational2 in the sense that they can be automatically 
extracted from the raw data file of a Flash movie, or specifically from the features of 
the three basic movie elements, viz., objects, actions, and interactions [ 9].  

Scene Complexity. We define the scene complexity of a movie to be the average level 
of details available at the movie frames, ranging from “video quality”, “complex”, 
“sketch”, and “rough”.  

The feature of scene complexity sf is calculated as: vcisf νβναν ×+= , where iν is 

the average number of images, cν  and vν  represent the average number of colors and 

vertexes, respectively. 

Interactivity. Values include “Interaction-driven”, “Highly interactive”, “Limited 
interaction”, and “Passive”. It is computed based on the following two factors: 

1. Number of passive actions: A passive action is defined as a “chance” that the 
movie could interact with a user by waiting for the user action, such as clicking a 
button, etc.  

2. Number of active actions: An active action is the action that could be actively 
performed by a movie. It measures whether this movie is “script-driven” or not. 

                                                           
2  The computational methods of those features are heuristic and therefore the parameters used 

are not discussed in details due to the space limitation. 
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As a combination, the feature of interactivity if is computed as: apif βναν += , 

where pν is the total number of passive actions, and aν  indicates that of active actions. 

Movie Mood. This feature is calculated from the following sub-features: 
1. Dominant color: The dominant color mdf  (across the whole movie) is calculated 

by accumulating different colors weighted with their areas in the scene and 
filtering these colors with a threshold. 

2. Color Stability: This factor defines the number of dominant color changes in a 
movie. Thus color stability is calculated as: 

)( md
ms fcount

k
f = , where k is the length 

of the movie, and )( mdfcount is the count of different dominant colors in the 

movie. 

Movie Rhythm. Four classes of rhythm are defined: “Violent”, “Fast”, “Slow”, and 
“Static”.  
1. Average length of shot breaks: rsf is calculated as: 
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, where iς is the length of ith segmented shot breaks. 

2. Motion strength: The average strength of motion is calculated as: 
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, where the visible area of an element e is ea , *a  is the total 

visible area of the movie, while eθ  presents the position change made by the 
motion, and the timeline of the movie contains L frames. 

3.3   Weighting Features 

After a semantic feature f of a Flash movie is calculated, f is translated into discrete 
values (e.g., “rough” when considering the scene complexity feature). Each possible 
value is attached with a weighting score between [0, 1] to indicate the confidence. 
The weighting function is defined as ( )fvmσ  , where fv represents a discrete value of 
the feature f. 

4   Searching by Expressive Semantics  

There does not necessarily exist a fixed mapping from keywords to low-level 
visual/aural features, which makes it difficult to exploit the content cues in a movie 
when a query is being processed. To leverage this, therefore, we present an ETS 
(Expressive Term Sensing) model, whose name is inspired from Text Affect Sensing 
[ 21], to “sense” the underlying expressive semantics of textual information on the 
basis of link analysis [ 4]. 

4.1   Term Sensing 

Unlike existing models, our system addresses Expressive Term Sensing by using an 
approach that directly builds the links between the keywords and expressive features.  
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Fig. 1. Build the Bridge of Semantics by ETS 

Fig. 1 shows in the context of the entire system flow the function of Expressive 
Term Sensing, the goal of which is to bridge the “last mile”. 

4.2   Movies and Expressions  

As depicted in Fig. 1, the expressive semantics can serve as an intermediary of 
bridging the query keywords and low-level visual/aural features, i.e.:  

features alvisual/aur  semantics expressive  keywords ↔↔  

We devise a link-analysis based method to address this problem. Firstly, we define 
two concepts in our ETS model: 

Common expression: When an expressive semantic feature occurs with a keyword in 
high frequency in a large collection of movies, we can regard the expressive semantic 
feature as a common expression of the textual keyword. An expression is defined as 

>=< tfve , , where t represents a textual keyword and fv denotes a discrete value of an 
expressive feature f, such as <Interaction-driven, ”game”>. The confidence of an 
expression e is defined as ( ) ( )tfvrankerank ,= . 

Well-designed Movie: A well-designed movie is a movie that expresses the topic of 
the movie by properly making use of visual/aural elements like color, motion, 
rhythm[ 18]. The confidence of a movie m to be well designed is defined as ( )mrank . 

Particularly, the two concepts of common expression and well-designed movie 
exhibit a mutually reinforcing relationship:  

1. When an expression applies to more well-designed movies, it would gain a higher 
probability to be a common expression. 

2. When a movie is composed of more common expressions, it would more likely be 
a well-designed movie. 

4.3   Keywords and Expressive Semantics 

An Expression Matrix is used to quantify them. Given a Flash movie collection 
containing k movies { }kmmm ,...,, 21 , and all possible expressions extracted 
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as },,...,,,,{ 2211 ><><><= nvnvv tftftfE , we define the Expression Matrix as a 
matrix A  whose definition is shown below: 

( ) ( )jmjmji fvtwA
ii

σ×=,

 
(1)

 
where ( )jm tw

i
 is the weight of jt in im , and ( )jm fv

i
σ  is the score of jfv in im . In 

particular, each row corresponds to one of the possible expressions and each column 
is the whole expression vector of the corresponding movie. 

The weight of each keyword t in a movie m is denoted as ( ) [ ]1,0∈twm . Obviously, if 

m does not contain keyword t, the value of ( )twm =0; otherwise, ( )twm =1. 

The reinforcing relationship motivates us to utilize link analysis to evaluate the 
confidence of an expression and the rank of movies. According to the relationship of 
expressions and movies, we suggest an extended iterative algorithm based on the 
HITS algorithm of link analysis [ 4] as follows: 
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We then use two vectors to represent the rank of movies and expressions:  
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Combining these formulas, we could deduce that: 
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After the convergence of 
*

e  and 
*

m  is reached, the most likely common 
expressions and well-designed movies are ranked in descending order indicated by the 
vectors *

e  and *
m . 

4.4   Genre-Biased Model of ETS 

To improve the mapping accuracy, we should tune the model to make it genre-
sensitive. Before that, a Bayesian approach is used to detect the movie genre 
automatically. 

Flash Genre Detection. Specifically, we define 7 categories of Flash movies 
primarily by their purposes and also by their appearance ∈classf {Game, MTV, 

Cartoon, Interface, Banner & Logo, Intro, Others}.  
The classification of Flash movies is conducted by applying a Bayesian classifier 

on a training set of manually classified movies to label unclassified movies. We select 
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the following expressive features of Flash movies to train the classifier: Movie Info, 
Interactivity, and Scene Complexity.  

With a naïve/Gaussian Bayesian classifier (BC), our classification problem can be 
formulated as the solution of equation (8). In particular, given the set of real-value 
features },...,{ 1 mR ffF =  and the set of discrete features },...,{ 1 nmD ffF +=  of the 

movie, the predicted genre *
classf  of a given movie is the one with the maximum 

probability.  

),(

)()|,(
maxarg

),|(maxarg*

DR

classclassDR

DRclass
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class
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===

==
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Model Tuning. When a user inputs a keyword to query movies, we firstly find out the 
most possible genres of Flash the user may prefer, and then use corresponding matrix 
for query expansion and ranking. 

The intuitive method for detecting the genre of a query term q is to calculate 
( )qcP i  for each genre ic . Hence using Bayesian approach we have: 
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ii

i
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where ( )icP = )( ifP class =  which could be estimated from the Flash genre detection. 

Moreover, with the results of Flash classification, ( )icqP is also easy to compute by 

counting the occurrence of q in the movies of ith category.  
With the above calculations, the final ranking of result movies and expressive 

features with query term q are revised as: 

( ) ( ) ),(*, qfvrankqcPqfvrank i
i
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i
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where ∈ic {MTV, Interface, Game, Intro, Banner & Logo, Cartoon, Others}. 

4.5   Query Expansion 

With the mapping of expressive features and query terms described above, we can 
apply query expansion to our retrieval system. Firstly, the textual terms in a query Q 
are extracted with proper procedures to skip stop-words. Then for every query term 
q∈Q, all probabilistically mapped expressive features are selected based on the 
formula (10). By combining the probabilities of all query terms, we compute the 
cohesion probability of an expressive feature fv for the query Q, as follows: 

( ) ( )( )+= ∏
∈Qq

qfvrankQfvCorr 1,ln,

 
(12)

 
Now, we get a list of weighted expressive features for Q. The top-ranked features are 
thus selected as expanded queries. 
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A thesaurus such as WordNet [ 25] provides semantic relations among terms. By 
aggregating similar keywords into synsets, we can control the scale of texts for 
connecting with expressive semantics more efficiently.  

5   System Evaluation 

As part of our research, we have built an experimental search engine prototype 
supporting query-by-expressive semantics. We choose to retrieve the Web resources 
by directly using Google - the main representative of current search engines on the 
Web. To set up our evaluation, roughly 10,000 Flash movies with total size of 
1.98GB and on average 2 related Web pages per movie have been crawled from the 
Web. Totally 6360 Web sites with 18763 pages in all are included.  

5.1   Result of Classification 

Among the ten thousand collected movies, we randomly select 2,000 movies and 
manually classify them into the 6 categories as described in Section 4.4, except for the 
“Other” genre. (The movies are selected so that every movie must belong to one of 
the 6 categories.) The result of the manual classification is the ground truth of our 
experiment. Notably, the distribution of the movies among the categories is very 
uneven, with genre “Interface” having 843 movies and “MTV” less than 50. This 
unevenness does not compromise the accuracy of our experiments; instead, it justifies 
the introduction of the prior probability of each genre )( ifP class =  (see Section 4.4) in 

the classifier, which is estimated from this distribution. This describes the probability 
of a movie belonging to a certain genre without knowing its content.  

The experiment is conducted using 10-fold cross-validation. We randomly divide 
the 2,000 training movies into 10 even groups, with 200 movies in each group. In 
each round, we use 9 groups to train the Bayesian classifier, and then adopt the 
trained classifier to predict the genre of the movies in the remaining group. The 
classification accuracy averaged over the 10 rounds is plot in Figure 2. As we can see, 
the classification accuracy is around 80% for 4 categories (Banner & Logo, Cartoon, 
Game, and MTV), while 
the accuracy on “Interface” 
is only about 40%, which 
drags the average accuracy 
for those 5 categories down 
to 72.4%. The possible 
reason for the poor 
performance on “Interface”, 
as we think, is the lack of 
salient features for the 
movies in this genre.  Fig. 2. Flash classification accuracy for different  0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Banner &
Logo

Cartoon Game Interface Intro MTV

Categories

C
la
ss

if
ic
at
io
n
 a
cc

u
ra
cy



What Can Expressive Semantics Tell: Retrieval Model for a Flash-Movie Search Engine 131 

 

5.2   Performance of Searching 

We make use of the Open Directory Project [ 23] web directory, where totally 20 first- 
or second-level directories names are chosen as testing queries, such as Art, Business, 
Computer, Game... As a comparison, the results from Google are selected as the 
baseline. Since Google has a far larger database than ours and it has mature system 
for web-page indexing, our system actually work as a meta search engine by 
leveraging Google: we get a set of Flash query results from Google, and then apply 
ETS model on the results set to re-rank them. We will show that the results re-ranked 
by our model are much better than the original ones from Google. The following 
procedure is performed to do the result comparison. 

1. Firstly, train the ETS model using the initial Flash collection.  
2. For a query q, we define R to be the first 50 results of Google’s. 
3. Add the result set R to our database, and then extract the expressive features of 

each movie in R. 
4. Re-calculate the 50 movies’ rank based on the ETS model and the matching 

degree of descriptive content to the query.  
5. Re-order the initial 50 movies in R to generate a new rank, and then compare our 

new rank of R with Google’s. 

After we have re-ranked the results, a user study is carried out to compare our rank 
with Google’s. In each round, the users are given a query and the set of corresponding 
50 Flash movies without order. The users are asked to rank two factors of each movie 
to three classes: Good, Normal, and Bad. The evaluated factors are: 1) how the movie 
matches the query, and 2) what is the quality of the movie. The first factor is the main 
one to evaluate the results, and the second acts as a complement.  

As explained above, the average rank pair of each movie is given as: >< 21,rr  

where r1 means the first factor and r2 means the second, respectively. Afterwards, all 
50 movies are ranked by applying the rule as: 

( ) ( )'
22
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'
11
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'
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Thus the user-chosen rank of the movies to the query is achieved and taken as the 
standard rank < m1, m2, …, m50 >, where mi is the position of ith movie in the standard 
rank. Then the ranks given by 
Google and our system are 
compared by calculating the 
standard deviation: 

( ) ( )
2/150

1

2* 50−= ii mmRSD , 

where *
im  represents the new 

rank of the ith movie. Clearly, 
the less the value of SD(R), 
the better the rank of R. 
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Totally 20 queries are performed, and the comparison results of our result rank 
with the baseline are shown in Figure 3. On average, a roughly 24% performance 
improvement on results ranking is achieved. As an example, Figure 4 gives the 
comparison of the top five results of Google and our system for the query of “art”. 
The dead links in Google’s results are removed. By inspecting the results, we can see 
that the top movies returned by Google (Figure 4a) are with low quality, which are 
either very simple or weakly related movies. In contrast, the results returned by our 
system (Figure 4b) are much more relevant, showing a significant improvement on 
the result quality. Similar differences are observed for the other query instances. 

[FLASH] www.broenink-art.nl/maukie.swf
[FLASH] www.childrensmuseum.org/artsworkshop/art_is.swf 
[FLASH] mona.off-kai.info/AAB_for_Qs.swf 
[FLASH] http://www.armins-art.de/intro.swf  
[FLASH] www.sakoulas.com/art/index08.swf   (a) 

1. http://www.blackcatphoto.com/blackcatstudio.swf
2. http://www.mod-art.org/anim02.swf  
3. http://www.active-art-animations.com/swf/000_index_swf/animation_index.swf 
4. http://maclab.marian.edu/depts/art/intro.swf  
5. http://webserver1.oneonta.edu/academics/art/index.swf   (b) 

Fig. 4. (a) Top Five Results from Google of Query “art”. (b) Our Top Five Results of Query 
“art” 

6   Conclusions 

In this paper, we have presented an expressive semantics-based search engine for 
Flash. As we have explored, the semantics of a Flash movie is hard to be detected by 
programs, but could be guessed from the “emotion” of the movie. The computational 
features derived from low-level features are more reliable than high-level features and 
more expressive than the low-level features. We claim that this kind of expressive 
semantics are crucial for bridging the gap between low and high level features. 
Therefore, by targeting at the most popular media on the web (viz., Flash), we have 
presented a search engine system to demonstrate the effectiveness of expressive 
semantics, and proposed the method for defining, calculating, and incorporating them 
into a practical search engine. 
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Abstract. This paper investigates the applicability of high-level semantic fea-
tures for video retrieval using the benchmarked data from TRECVID 2003 and 
2004, addressing the contributions of features like outdoor, face, and animal in 
retrieval, and if users can correctly decide on which features to apply for a 
given need.  Pooled truth data gives evidence that some topics would benefit 
from features.  A study with 12 subjects found that people often disagree on the 
relevance of a feature to a particular topic, including disagreement within the 
8% of positive feature-topic associations strongly supported by truth data.  
When subjects concur, their judgments are correct, and for those 51 topic-
feature pairings identified as significant we conduct an investigation into the 
best interactive search submissions showing that for 29 pairs, topic performance 
would have improved had users had access to ideal classifiers for those features. 
The benefits derive from generic features applied to generic topics (27 pairs), 
and in one case a specific feature applied to a specific topic.  Re-ranking sub-
mitted shots based on features shows promise for automatic search runs, but not 
for interactive runs where a person already took care to rank shots well. 

1   Introduction 

Digital images and motion video have proliferated in the past few years, ranging from 
ever-growing personal photo collections to professional news and documentary ar-
chives.  In searching through these archives, digital imagery indexing based on low-
level image features like color and texture, or manually entered text annotations, often 
fail to meet the user’s information needs, i.e., there is often a semantic gap produced 
by “the lack of coincidence between the information that one can extract from the 
visual data and the interpretation that the same data have for a user in a given situa-
tion” [10].  Low-level features like histograms in the HSV, RGB, and YUV color 
space, Gabor texture or wavelets, and structure through edge direction histograms and 
edge maps can be accurately and automatically extracted from imagery, but studies 
have confirmed the difficulty of addressing information needs with such low-level 
features [6, 8].  This paper examines the use of high-level semantic features to assist 
in video retrieval and its promise to bridge the semantic gap by providing more acces-
sible visual content descriptors.  This paper explores that promise:  are higher level 
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features like outdoor, face, and animal beneficial in news video retrieval, and can 
users correctly decide on which features to apply for a given need?  

This paper focuses on the use of high-level features to overcome the semantic gap, 
and sidesteps the very real “sensory gap” problem for the video analysis community 
[10].  The sensory gap concerns the ease with which a person can infer a higher level 
feature like “car” in the scene, even if the car is profiled or partially occluded, and the 
relative difficulty to automatically detect “car.”  A task within the TRECVID bench-
marking community deals with evaluating the performance of automatic high-level 
feature detection [5].  Two criteria for selecting features to benchmark are “feasibility 
of detection and usability in real world semantic querying” [7].  We investigate the 
latter issue of usability by taking the first issue as solved:  if we have features that are 
completely feasible to detect and can produce fully accurate feature classification, are 
these features useful for video retrieval? 

Our concern regarding the promise of semantic features for bridging the semantic 
gap is motivated by user studies conducted with both the TRECVID 2003 (henceforth 
abbreviated TV03) and TRECVID 2004 (TV04) corpora.  With a TV03 study, 13 
users answered 24 topics with an interface supporting text search, image (color or 
texture) search, and browsing a “best” semantic feature set, e.g., best outdoor shots.  
In the study, text and image search accounted for 95% of the interactions with the 
semantic feature sets used only 5% [2].  Another TV03 study with 39 participants also 
found that high-level semantic features were hardly used in addressing the topics [4].  
In a TV04 study, 31 users had access to the same query mechanisms:  text search, 
color or texture image search, and browsing the semantic feature sets.  The semantic 
feature sets were used only 4% of the time [1].  Why are the semantic feature sets not 
being used?  One explanation is that the automatic feature classification is still too 
error-prone to be useful, a hypothesis we do not explore further here.  It may also be 
that the users cannot decide which features apply to which topics, or that the inferred 
mapping of features to topics does not match the reality of the data, or that even with 
fully accurate feature classification the features do not address the topics well and 
would not improve topic retrieval.  These latter questions are investigated by using 
the TRECVID features and search tasks from 2003 and 2004.  We chose to work with 
TRECVID data because of the existence of pooled truth for both features and topics, 
leverage from prior TRECVID studies, the promise for follow-up repeatable experi-
ments using published benchmarks by ourselves and others, and the noted enthusiasm 
by the TRECVID organizers for exploring the relevance of semantic features for 
retrieval, e.g., the 2004 overview report notes that “the ability to detect features is an 
interesting challenge by itself but it would take on added importance if it could serve 
as an extensible basis for query formation and search” [5].  

TRECVID is an independent evaluation forum devoted to research in content-
based retrieval of digital video [5].  The TRECVID test corpora for 2003 and 2004 
was broadcast news from ABC, CNN, and (for 2003) C-SPAN, with 32,318 refer-
ence shots in the test video corpus for 2003 and 33,367 reference shots in 2004.  The 
nontrivial size of the corpus, its definitions of sets of semantic features and informa-
tion needs (topics), and human-determined truth for the features and topics provide a 
starting point for determining the utility of high-level semantic features for topic 



136 M.G. Christel and A.G. Hauptmann 

 

retrieval, even though the chosen features were not always appropriate or compre-
hensive.    The TRECVID topics include requests for specific items or people and 
general instances of locations and events, reflecting the Panofsky-Shatford 
mode/facet matrix of specific, generic, and abstract subjects of pictures [9].  A 
TRECVID overview categorizes all of the TV03 and TV04 topics into specific and 
generic (with no abstract topics) [5].  There were 8 specific and 16 generic TV03 
interactive search topics; 7 specific and 17 generic TV04 topics considering only the 
23 TV04 topics with confirmed answers in the corpus (topic 144 “Clinton with flag” 
was categorized as both). 

The NIST assessors do not grade each of the reference shots for each of the topics 
and features, but instead grade the top x shots submitted by participants with x varying 
by topic and feature.  Consistent with the NIST approach to relevance data, shots 
which were not scored manually were explicitly counted as not relevant to the feature 
or topic.  By necessity, feature and topic descriptions are highly abbreviated here as 
we will investigate 638 feature-topic pairings, but they have unique IDs which can be 
used to look up complete descriptions on the TRECVID web site [5]. 

2   Data Analysis of TRECVID 2003 and 2004 Features and Topics 

We began our analysis by examining the NIST human assessments of relevance of a 
shot to a feature and a topic.  To get a sense which topics would benefit from which 
feature, we computed the probability of a shot being relevant to a topic P(St) and 
compared it to the probability of a shot being relevant to a topic, given the shot rele-
vance to a particular feature P(St|Sf).  Rather than estimating chi-square correlation 
significance, we instituted a single threshold 

P(St|Sf) - P(St) > 0.01 

that filtered out both minimal absolute probabilities and minimal improvements in 
probability, which would be unlikely to substantially impact retrieval.  We show in 
Figure 1 the features that can improve the chance of finding one or more topics by 
1%.  One side effect of our selection approach is that no negative features are 
found, explained by the imbalance of feature-relevant and feature-irrelevant shots.  
Only relatively few shots were judged relevant to a given feature, thus most shots 
were irrelevant [5].  In computing the negative feature, i.e., P(St|S~f), we are not 
reducing the overall search space much, resulting in likelihood improvements of 
less than 1%. 

With 54 of the 638 possible topic-feature pairings showing benefit, based on esti-
mates given the annotation “truth” about the features and topics, we were encour-
aged to investigate further.  Also of interest was the pattern between generic and 
specific topics and features.  Only 3 features were specific, feature 27 and 30 “Made-
leine Albright” and feature 29 “Bill Clinton”, underlined in Figure 1.  There are 7 
specific feature to specific topic pairings, 39 generic to generic pairings, and only 8 
between-class pairings (5 generic feature to specific topic, 3 specific feature to ge-
neric topic).   
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Fig. 1. Features improving one or more topics by > 1%, TV03 and TV04 

3   User Study: Mapping Features to Topics 

The purpose of the user study was to determine whether people associate semantic 
features to information needs uniformly.  Twelve university employees and students 
participated in the study, with eight participants being very familiar with TRECVID 
features, topics, and video information retrieval and the remaining four relative nov-
ices.  Each participant filled out two tables, one mapping 10 TV04 features to the 23 
TV04 topics, and the other mapping the 17 features to the 24 topics in TV03.  Each 
participant hence made 230+408=638 judgments as to the sign and degree with which 
a feature addresses a topic, which took from 40 to 80 minutes to complete.  A total of 
7656 human-generated judgments were produced in this way. 

The survey set up the problem as follows:  suppose there are tens of thousands of 
video shots and you need to answer a particular topic.  You don’t have time to look 
through all the shots, but can choose to either look at or ignore shots having a feature.  
For example, if the topic were “cherry trees” you might decide to definitely look at 
outdoor shots and vegetation, and definitely ignore Madeleine Albright shots.  For 
each topic, rate whether each feature would help or hurt in finding answers to the 
topic according to this scale:  definitely ignore the shots with the feature, probably 
ignore, don’t know, probably keep, and definitely keep shots with the feature.   

The judgments showed the difficulty in assessing the utility of a feature for a given 
topic.  The overall correlation of ratings between pairs of subjects was weak for both 
TV03 and TV04.  From the 66 pairings of raters, on TV03 the Pearson product mo-
ment correlation coefficient values ranged from 0.37 to 0.77, mean 0.58, STD 0.07.  
For TV04 the coefficient values ranged from 0.27 to 0.70, mean 0.56, STD 0.09.  
Hence, with both feature-topic sets there was weak positive correlation, but with coef-
ficients too low to support the claim that a single human judger would represent hu-
man opinion on the relevance of a feature to a topic across all features and topics.  
Hence, approaches using human value judgments of feature relevance to topics are 
cautioned against reading too much into the value of a single judge.   

The relevance of some features to topics is too ambiguous for people to express a 
clear, consistent opinion.  For example, consider the feature “organized sporting 
event” and the topics regarding the Mercedes logo and snow peaks.  For the Mercedes 
logo topic, ten subjects expressed an opinion aside from don’t know with seven rating 
the feature as definitely ignore, one as probably keep, and two as definitely keep.  For 
the snow peaks topic, for the eight subjects expressing an opinion, four rated the 
sporting event feature as definitely ignore while two rated it as definitely keep and two 
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others as probably keep.  The broad nature of the “organized sporting event” feature 
made it more difficult to assess:  subjects who thought the feature included auto races 
with prominent Mercedes logos would want to keep the sporting shots, and likewise 
subjects who thought skiing on mountain slopes might be included as sporting events 
would consider the feature relevant when looking for snow peaks.  The collective 
evidence shows much disagreement between the raters across the feature-topic asso-
ciations:  over 20% of the TV03 associations and 17% of the TV04 associations have 
at least one rater scoring the association as definitely ignore while another rated it as 
definitely keep.  By contrast, only 12% of TV03 associations and 13% of TV04 asso-
ciations had strong uniformity of all 12 raters within one ratings point of each other 
on the 5-point scale.  We are interested in looking at the feature-topic associations 
where raters did have greater agreement, i.e., those associations with ratings having a 
relatively low standard deviation.  Tables 1 and 2 present the top quartile of associa-
tions having the best ratings agreement (which correlated to a standard deviation of < 
0.7 for both sets).  Empty cells in the tables indicate feature-topic associations having 
higher levels of disagreement amongst the 12 subjects. 

Table 1. Average association on 5-point scale (1 = ignore, 5 = keep)  from 12 raters assessing 
TV03 feature relevance to TV03 topics; blank cells indicate higher levels of rater disagreement, 
gray cells denote improvement according to truth data for topics and features from Section 2  

 
 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 

100 aerial views 4.9     4.8 4.8     2.9       4.6     3.0   1.2 
101 basketball   2.8             1.4       5.0 1.3     1.1 
102 pitcher throw 4.7           1.3           5.0       1.1 
103 Yasser Arafat   4.9 3.9 3.2                   1.1 3.2     
104 airplane 4.9                 4.9         2.9     
105 helicopter 5.0       3.6         4.8   4.7           
106 Tomb…Soldier 5.0   3.6                 4.8   1.4       
107 rocket 4.8       3.1             4.6   1.3 3.2     
108 Mercedes logo         4.5           2.6     1.4     1.4 
109 tanks 4.8         3.5           4.8           
110 diver               3.3       4.7     3.2   1.0 
111 locomotive 4.9             2.9         1.3       1.3 
112 flames 4.7             3.2 3.1     4.7           
113 snow peaks 5.0           2.4 3.1       4.8     3.1   1.3 
114 bin Laden   4.9           3.3       4.7   1.3 3.3     
115 roads/cars 5.0       4.9     3.3       4.8         1.2 
116 Sphinx 4.9             3.0       4.8 1.2 1.4 2.9   1.4 
117 city crowd 4.9   5.0   4.7     3.3       4.8     2.9     
118 Mark Souder   5.0           3.3                   
119 M. Freeman       3.0       3.1             3.3     
121 coffee cup                                   
122 cats             4.9 3.3             3.6     
123 Pope    4.9         1.4 2.8           1.4       
124 White House 4.9   3.5 4.9       3.3     3.5 4.7 1.2   3.2     
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One other piece of information is shown in Tables 1 and 2:  the cells corresponding 
to the 54 instances of topics improved by a feature as computed in Section 2 are 
shaded gray.  Of 33 such TV03 topic-feature associations, 14 were found with high 
agreement by raters, 2 others were found by raters with high agreement but rated as 
don’t know rather than keep, and 17 were rated with a variety of opinions.  Of the 21 
TV04 topic-feature associations, 6 were found with high agreement by raters but 15 
were rated with a variety of opinions.  When participants expressed a rating, the rating 
agreed with the pooled truth data.  They missed expressing a clear consistent opinion 
on over half the shaded cells, though.  Also, raters expressed additional consensus 
intuitions that were not supported by the pooled truth.  Of the 43 topic-feature pairs in 
TV03 and 8 in TV04 marked with high agreement as positively associated (>= 4) in 
Tables 1 and 2, 29 of the 43 and 2 of the 8 were not substantiated by the pooled truth 
procedure of Section 2.  Much of this omission can be traced back to known short-
comings of pooled truth and the assumption that ungraded shots are not relevant.  
Consider that 28 of the 29 unshaded cells with values >=4 in TV03 concern features 
11 (outdoors), 12 (face of person in the news), or 22 (non-studio setting).  Users ex-
pected these features to matter, but the pooled truth did not confirm their relevance to 
topics, because the pooled truth sets for these features are likely too small.  For exam-
ple, 2429 shots were identified as non-studio setting shots, 7.5% of the news corpus, 
but non-studio shots probably constitute at least 15% of the corpus.   

Table 2. Average association on 5-point scale (1 = ignore, 5 = keep)  from 12 raters assessing 
TV04 feature relevance to TV04 topics; blank and gray cells same meaning as Table 1 

TRECVID 2004 28 
boat 

29 
Albright 

30 
Clinton

31 
train 

32 
beach 

33 
basket

34 
plane 

35 
people

36 
violence 

37 
road 

125 street 1.3         1.2   4.9   4.8 
126 flood   1.1 1.3     1.0 1.3       
127 dog   1.1       1.0 1.1 4.8     
128 Hyde                     
129 Dome 1.2       1.0 1.0         
130 hockey 1.0 1.2 1.2 1.2 1.0   1.0     1.3 
131 keys 1.2 1.3 1.3     1.1 1.0       
132 stretcher   1.4 1.4       1.3       
133 Saddam           1.0         
134 Yeltsin           1.0   3.3     
135 Donaldson                     
136 golf   1.3       1.2 1.0       
137 Netanyahu           1.0         
138 steps           1.1 1.3       
139 weapon           1.0     4.7 2.8 
140 bike           1.0 1.3     4.6 
141 umbrella           1.2         
142 tennis 1.4     1.3     1.2       
143 wheelchair                     
144 Clinton     5.0     1.2         
145 horse           1.0 1.1       
147 fire   1.1 1.1     1.0         
148 sign           1.3 1.3 4.8   4.3 
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4   Using High-Level Features in Interactive Search 

Consider the 43 topic-feature pairs in TV03 and 8 in TV04 marked as positively asso-
ciated in Tables 1 and 2.  If users had access to accurate feature classifiers, would 
they be useful for improving recall, to find relevant shots for the topic not located by 
text and image search strategies?  We investigate this question using the pooled truth 
data from TV03 and TV04 and these 51 well-identified topic-feature associations.   

To determine the magnitude of benefit from making use of these associations, we 
compared the success of a human interactive searcher on the topics with the potential 
offered by the features.  Looking at the individual submissions to TRECVID, we 
noticed that the top variants of individual runs within a research group differed only 
minimally. We selected the best interactive search system by the top five groups for 
further analysis as representative of well-performing interactive video search systems.  
For each system on each topic, we are given the number of topic-relevant shots from 
the interactive searcher based on human assessment (pooled truth).  For each feature 
strongly associated with the topic, we computed the number of additional shots rele-
vant to both feature and topic, but not yet found by the user.  Therein is the value of 
feature sets for interactive search:  revealing additional relevant shots not found 
through other means.  We averaged the top five systems’ performance within each 
topic to come up with the average count of relevant shots returned per topic by the 
user, shown as one bar labeled “User Mean” in Figure 2, and the average new shots 
introduced by a feature strongly associated with the topic.   

 

Fig. 2. Count of topic-relevant shots for associated topic-feature pairs, showing mean user 
performance and boost provided with a set of 250 feature-relevant shots, and 500 feature-
relevant shots 

We need to account for varying feature set sizes, e.g., there are 258 TV03 shots 
with feature 20 “aircraft” but 2429 for feature 22 “nonstudio.”  Of course showing the 
users all the nonstudio shots will show them topic-relevant shots because you are 
showing them 7.5% of the corpus!  For our analysis, we assume that the topic-
relevant shots are uniformly distributed within the feature-relevant shot set (i.e., if it 
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holds 5% topic-relevant shots, then a subset drawn from the feature set will still hold 
5% topic-relevant shots).  We make use of empirical evidence indicating that users 
can browse through 250 shots via storyboards and solve a visually oriented topic 
successfully in 4 minutes [3].  Another bar in Figure 2 shows the improvement in the 
topic-relevant shot count when the user has access to 250 feature-relevant shots.  
Given that the TRECVID topic time limit is set at 15 minutes, but accounting for user 
fatigue and leaving time for other inquiries, we also report statistics for when 500 (or 
all of them, if fewer than 500) feature-relevant shots are accessible.   

Of the 51 user-identified strongly associated topics/features, 29 pass a threshold of 
introducing the user to at least 10% more topic-relevant shots (in a set of 500 feature-
relevant shots) than the user had found.  By this metric, topic-feature pair 127-35 
(person walking a dog/people walking) does not pass the threshold, because the users 
averaged finding 25.2 of the 64 shots for topic 127, and letting them browse 500 of 
the 1695 feature-35 shots would only have brought in an average of 0.4 walking-dog 
shots not already in the user’s set of 25.2.  As another example, topic-feature  112-22 
(flames/nonstudio) does not pass the threshold, as the users averaged 62.2 of 228 
flame shots, and browsing 500 of the 2429 nonstudio shots would bring in an average 
of 4 more flame shots, less than a 10% improvement over the 62.2 already collected.  
The threshold eliminated 7 of the 14 associations with feature 11 “outdoors”, all 4 of 
the associations with feature 12 “face”, and 9 of the 13 associations with feature 22 
“nonstudio.”  The other eliminated pairs were 127-35 and 148-37. 

From the original set of 17 and 10 TV03 and TV04 features, 8 and 4 demonstrate 
value to interactive searchers if available to perfect levels of accuracy (remember we 
use pooled truth feature sets to focus the investigation on feature utility for topics, 
rather than assessing the current state of the practice for automatic feature classifica-
tion).  Topics receiving the most improvement have very strong and obvious associa-
tions with a feature:  101 and 102 (baseball, basketball) with 23 (sports), 115 with 15 
(road traffic/roads), 122 with 17 (cats/animals), and 144 with 30 (Bill Clinton and 
flag/Bill Clinton).  Topics 100 and 117 are interesting in all of their feature associa-
tions passed our threshold of 10% improvement (4 each), and that the broad nature of 
the topics (aerial building-road shots, urban crowds) saw improvement when a num-
ber of features are applied individually.  Obviously, using the related features in com-
bination can produce even greater benefits, underscoring the potential for high-level 
semantic features to address generic topics if users can easily intuit their applicability.   

For 6 of 7 specific topics in TV04, feature associations either could not be identi-
fied or provided no additional value according to our threshold for interactive search.  
For 5 of the 17 generic TV04 topics, at least one feature provided a means to find 
additional topic-relevant shots.  For 7 of 8 specific TV03 interactive search topics, 
feature associations either could not be identified or provided no additional value 
according to our threshold for interactive search. Of the 16 generic TV03 topics, 12 
had at least one feature bringing in additional topic-relevant shots at our threshold 
levels.  Thus, our interactive search run evaluation presents strong evidence that se-
mantic feature sets, if capable of being produced to high levels of accuracy, will in-
deed benefit the user in addressing generic topics, but that specific topics are already 
addressed adequately through other means (such as text search against the narrative 
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text in news).  For news video, users failed to identify or realize any benefit for fea-
tures on 13 of 15 specific topics.  The only exceptions were the feature Bill Clinton 
(30) when looking for Bill Clinton and the U.S. flag (144) – unusual in that the fea-
ture is specific rather than generic – and topic-feature 108-15 (Mercedes logo/road). 

5   Impact of High-Level Features on Submitted Search Runs 

In Section 4 we explored the use of features to introduce additional relevant shots for 
interactive search.  Here, we look at an automatable strategy to re-rank ordered shot 
sets in search runs based on features.  As in the interactive search analysis, for each 
submission category (interactive - I, manual - M, and, for TV04 only, automatic - A 
[5]) we selected the best system by the top five groups for analysis. For each of the 
ordered, submitted shots for a topic, if that shot had not been judged relevant for a 
particular feature, then the shot was moved to the bottom of the list. Thus the re-
arrangement by feature grouped the submitted shots relevant to a feature at the top of 
the submission, and not feature-relevant at the bottom, and otherwise preserving the 
relative rankings. Alternatively, the absence of the feature was also tried.  If the result 
of either re-ranking improved the average precision for a topic, then the ranking from 
the single feature which improved average topic precision the most was substituted 
for the original submitted ranking. The results using mean average precision (MAP) 
are shown in Figure 3 for the submission categories across TV03 and TV04. 

 

Fig. 3. Improvements in MAP from re-ranking submitted shots for a topic based on single 
feature, across submission categories for TV03 and TV04 

Looking at TV04 results, the leftmost group is the interactive group, which essen-
tially did not benefit from the re-ranking based on true features.  The manual systems 
in the middle group all improved 12% to 30% relative to their original MAP.  The 
final, fully automatic group, experienced improvements in MAP of at least 18%.   
Similar trends were found in TV03 submissions: negligible improvements for interac-
tive runs, but, under optimal selection rules, noticeable improvements for non-
interactive runs. 
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6   Conclusions and Acknowledgements 

Pooled truth data gives evidence that some topics would benefit from features.  A 
study with 12 subjects found that people often disagree on the relevance of a feature 
to a particular topic, including disagreement within the 54 of 638 positive feature-
topic associations strongly supported by truth data (Figure 1).  Mapping features to 
topics is not a trivial task, even with the small feature and topic counts in TV03 and 
TV04.  If an interactive user makes the wrong judgment early in a retrieval session, 
e.g., choosing sporting events to solve the snow peaks topic but finding none because 
skiing is not covered, the user’s frustration may drop to where feature browsing is no 
longer tried when addressing topics, one explanation for the lack of feature use dis-
cussed in Section 1.  However, when multiple raters consistently agree that a feature 
is relevant to a topic, then the feature is likely to find additional topic-relevant shots.   

The analysis of Section 4 found that for 29 of 51 topic-feature pairings, at least 
10% more topic-relevant shots would be found by browsing 500 of the feature shots 
in well-performing interactive video search systems (19 more would provide benefits 
better than random, but not to the 10% level).  Pooled truth for features 11, 12, and 22 
is likely too small – if these features are excluded, then 18 of 20 topic/feature associa-
tions remain significant, an improvement over the stated ratio of 29 of 51.   When 
topic-feature association is clear, topic performance can improve if users have access 
to ideal classifiers for those features.  There is strong evidence that generic topics are 
helped more by features than specific topics, and that a specific feature only applies to 
a specific topic for which it is well associated.  For a news corpus where some spe-
cific topic needs of the user community can be inferred (e.g., finding world leaders 
prominent in the corpus’s time frame), developing “person X” feature classifiers 
tuned to those needs can produce a great performance improvement, as evidenced by 
our 144-30 pair.  The improvement for specific features is limited to very few topics, 
however, and therefore a set of specific features will help little if the user has no cor-
related specific topics. Generic features, however, cut across a broader range of top-
ics, and with ideal feature classification such features could present to the user many 
relevant shots for generic topics not retrieved by other means.  Of the 29 topic-feature 
pairs in Figure 2, 27 are generic features applied to generic topics.  Determining the 
features appropriate to a corpus and retrieval community’s needs is important: only 12 
of the 29 TV03 and TV04 features were clearly mapped to topics in our user study 
and then had confirmed benefits for interactive search (Figure 2).  Finally, re-ranking 
submitted shots based on features shows promise for manual/automatic search runs, 
but not for interactive runs where a person already took care to rank shots well.  For 
interactive runs, the potential improvement from features comes from introducing 
additional topic-relevant shots not found by other means.  Future work will examine 
the impact of combinations of features to finding topic-relevant shots. 

This material was made possible by the NIST assessors and the TRECVID com-
munity.  It is based on work supported by the Advanced Research and Development 
Activity (ARDA) under contract number H98230-04-C-0406 and NBCHC040037. 
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Abstract. Efficient retrieval often requires an indexing structure on the
database in question. We present an indexing scheme for cases when the
dissimilarity measure is the Kullback-Liebler (KL) divergence. Devising
such a scheme is difficult because the KL-divergence is not a metric,
failing to satisfy the triangle inequality or even finiteness in general.
We define an optimal represenative of a set of distributions to serve as
the basis of such an indexing structure. This representative, dubbed the
exponential information theoretic center, minimizes the worst case KL-
divergence from it to the elements of its set. This, along with a lower
bound on the KL-divergence from the query to the elements of a set, al-
lows us to prune the search, increasing efficiency while guarenteeing that
we never discard the nearest neighbors. We present results of querying
the Princeton Shape Database which show significant speed-ups over an
exhaustive search and over an analogous approach using a more mundane
representative.

1 Introduction

In the course of designing a retrieval system, one must usually consider at least
three broad elements — (1) a signature which will represent each element, al-
lowing for compact storage and fast comparisons, (2) a (dis)similarity measure
which will discriminate between a pair of signatures which are close and a pair
which are far from each other, and (3) an indexing structure or search strategy
which will allow for efficient, non-exhaustive queries. The first of these two ele-
ments mostly determine the accuracy of a system’s retrieval results. The focus
of this work is on the third point, and the index structure we present will not
alter the accuracy imposed by the dissimilarity measure.

A great deal of work has been done on retrieval systems which utilize a prob-
ability distribution as a signature. This work has covered a variety of domains
including shape [1], texture [2], [3], [4], [5], [6], and general images [7], [8]. Of
these, some have used the Kullback-Liebler (KL) divergence [9] as a dissimilarity
measure [4], [5], [7].
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While the KL-divergence has many nice theoretical properties, it is not a
metric. This makes it challenging to construct an indexing structure which re-
spects the divergence. Many basic methods exist to speed up search in Euclidean
space including k-d trees and R*-trees. And there are even some methods for
general metric spaces such as ball trees [10], vantage point trees [11], and metric
trees [12]. Yet little work has been done on efficiently finding exact nearest neigh-
bors under KL-divergence. In this work, we present a novel means of speeding
nearest neighbor search (and hence retrieval) in a database of probability dis-
tributions when the nearest neighbor is defined as the element which minimizes
the KL-divergence to the query.

Our method guarentees accuracy equivalent to an exhaustive search. The
basic idea is a common one in computer science: We represent a set of elements
by one represenative. During a search, we compare the query object against the
representative, and if the representative is sufficiently far from the query, we
may discard the entire set that corresponds to it without further comparisons.
Our contribution lies in selecting this representative in an optimal fashion and
determining the circumstances under which we may discard the set without fear
of accidentally discarding the nearest neighbor. We call our represenative the
exponential information theoretic center (e-ITC).

In the remaining sections we first lay the theoretical foundations for the using
the e-ITC — first defining it and enumerating its properties and then deriving
the lower bound which allows us to prune. Thereafter we present our experiment
showing increased effficiency in retrieval over an exhaustive search and over the
uniformly weighted geometric mean — a reasonable alternate representative.

2 Theoretical Foundation

In this section we define our representative, the exponential information theoretic
center (e-ITC), and present some of its properties. For a rigorous treatment of the
e-ITC along with a related information theoretic center, we refer the interested
reader to [13]. Additionally, we present a lower bound on the KL-divergence
from a database element to a query which only depends upon the the element
through its e-ITC. This lower bound allows for the pruning and subsequent
increased search efficiency which we describe in Section 3.

2.1 The Exponential Information Theoretic Center (e-ITC)

To motivate our definition of the e-ITC, we recall that its intented purpose is to
represent a set of distributions faithfully, so that the set may be safely discarded
from an exhaustive search if the center is found to be too far from the query.
In order to best serve this end, we desire that the center should minimize the
distances from itself to each of the distributions it represents. More specifically,
we desire that the representative minimizes the maximum such distance, so that
we can guarentee certain universal statements about the distances of its elements
as we will see later in this section. In this work, the “distance” with which we will
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be concerned is the Kullback-Liebler (KL) divergence between two distributions
P and Q, which is defined as

D(P ||Q) =
∑

k

P (k) log
P (k)
Q(k)

(1)

With our goal in mind, given a set of distributions {P1, ..., Pn} we first define
the exponential family of distributions as

E = {P |P =
1

Zα
exp[

∑
i

αi log Pi], 0 ≤ αi,
∑

i

αi = 1} (2)

where Zα is a normalizing constant. Note that this is equivalent to the family
of normalized, weighted geometric means of {P1, ..., Pn}. Now we can define the
e-ITC C as the member of the exponential family which minimizes the maximal
KL-divergence to the other elements,

C = arg min
C′∈E

max
i

D(C ′||Pi). (3)

By the convexity of E, equation 3 is also valid if we let the max vary over all of
E instead of merely {P1, ..., Pn}.

Also by convexity, one can show that the e-ITC is the unique member of E
with this property. Furthermore, for each member of the set {Pi|αi > 0}, we have
that the KL-divergence from the e-ITC to Pi is a constant (independent of i).
Once again, the e-ITC is the unique member of E with this property. We call this
constant the e-radius of the set, and for a distribution which has KL-divergence
from C achieving this constant, we apply the name “support distribution.” For
a non-support distribution, i.e., one with αi = 0, the KL-divergence from the
e-ITC to it is no larger than the e-radius; so the e-radius serves as a uniform
upper bound on the KL-divergences from the e-ITC to each member of the set.
Interestingly, the set of support distributions is often sparse for real-world data.
Later in Section 3 we illustrate this on a set of face images.

To efficiently compute the e-ITC of a set, we need merely to maximize a
concave function − log Zα in the weights α = (α1, .., αn) ≥ 0,

α∗ = arg max∑
i
αi=1

− log
∑

k

exp[
∑

i

αi log Pi(k)]. (4)

It so happens that the maximum value of − log Zα which α∗ achieves is the
e-radius. Then with these weights, the e-ITC is merely

C =
1

Zα∗
exp[

∑
i

α∗
i log Pi]. (5)

2.2 Lower Bound

In order to search for the nearest element to a query efficiently, we need to bound
the KL-divergence to a set of elements from beneath by a quantity which only
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P* CP

Q

D(P||P*) D(C||P*)

D(C||Q)D(P*||Q)D(P||Q)

P* CP

Q

D(C||Q)

D(P||Q)

Re

D(C||Q) − Re

Fig. 1. Intuitive proof of the lower bound in equation 10 (see text). The KL-divergence
acts like squared Euclidean distance, and the Pythagorean Theorem holds under special
circumstances. Q is the query, P is a distribution in the database, and C is the e-ITC
of the set containing P . P ∗ is the I-projection of Q onto the set containing P . On the
right, D(C||P ) ≤ Re, where Re is the e-radius, by the minimax definition of C

depends upon the e-ITC of that set. That way, we can use the knowledge gleaned
from a single comparison to avoid individual comparisons to each member of the
set, knowing that we will never accidentally discard the nearest neighbor.

We derive such a lower bound by examining the left side of Fig. 1. Here we
consider a query distribution Q and an arbitrary distribution P in a set which
has C as its e-ITC. As a stepping stone to the lower bound, we briefly define the
I-projection of a distribution Q onto a convex space E as

P ∗ = arg min
P∈E

D(P ||Q). (6)

It is well known that one can use intuition about the squared Euclidean distance
to appreciate the properties of the KL-divergence; and in fact, in the case of
of the I-projection P ∗ of Q onto E, we even have a version of the familiar
Pythagorean Theorem [14]. Applying it twice yields,

D(P ||Q) = D(P ∗||Q) + D(P ||P ∗) (7)
D(C||Q) = D(P ∗||Q) + D(C||P ∗), (8)

where we are free to select P ∈ E as an arbitrary database element and C as
the e-ITC. Equation 7 corresponds to �QPP ∗ while equation 8 corresponds to
�QCP ∗.

If we subtract the two equations above and re-arrange, we find,

D(P ||Q) = D(C||Q) + D(P ||P ∗) − D(C||P ∗). (9)
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But since the KL-divergence is non-negative, and since the e-radius Re is a
uniform upper bound on the KL-divergence from the e-ITC to any P ∈ E, we
have

D(P ||Q) ≥ D(C||Q) − Re. (10)

We can get an intuitive, nonrigorous view of the same lower bound by again
borrowing notions from squared Euclidean distance. This pictoral reprise of equa-
tion 10 can lend valuable insight to the tightness of the bound and its dependence
on each of the two terms. For this discussion we refer to the right side of Fig. 1.

The minimax definition tells us that D(C||P ) ≤ Re. We consider the case
where this is equality and sweep out an arc centered at C with radius Re from
the base of the triangle counter-clockwise. We take the point where a line seg-
ment from Q is tangent to this arc as a vertex of a right triangle with hypotenuse
of length D(C||Q). The leg which is normal to the arc has length Re by con-
struction, and by the Pythagorean Theorem the other leg of this triangle, which
originates from Q, has length D(C||Q) − Re. We can use the length of this leg
to visualize the lower bound, and by inspection we see that it will always be
exceeded by the length of the line segment originating from Q and terminating
further along the arc at P . This segment has length D(P ||Q) and is indeed the
quantity we seek to bound from below.

2.3 Related Work

Since the KL-divergence has a long history, particularly in information theory,
it does not come as a surprise that some related work can be found in this area.
Particularly, the “capacity-redundancy theorem” in universal coding [15] [16] de-
scribes a similar result to the equivalence between equations 3 and 4. More surpris-
ing, we find a connection in the online learning literature wherein the Adaboost
[17] learning algorithm is recast as entropy projection [18]. Additional work has
been done with centers with respect to the KL-divergence: In [19], Pelletier defines
a barycenter by replacing the “max” part of our equation 3 with an expectation
and reversing the order of the arguments in the KL-divergence. By only reversing
the arguments and retaining the “max,” we define the dual of the e-ITC which is
a member of the mixture family (and hence called the m-ITC) [13].

3 Experiments

In this section we apply the e-ITC and the lower bound in equation 10 to repre-
sent distributions arising from images and shapes. Since the lower bound guar-
entees that we only discard elements that cannot be nearest neighbors, the ac-
curacy of retrieval is as good as an exhaustive search.

3.1 Images

In this experiment, we show a concrete example which illustrates how the e-ITC
gives up some representative power for the elements with small variability for
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Fig. 2. Left: Eight images of faces which yield normalized gray level histograms. We
choose an extraordinary distribution for number eight to contrast how the representa-
tive captures variation within a class. The number above each face weighs the corre-
sponding distribution in the e-ITC. Right: D(C||Pi) for each distribution, for C equal
to the e-ITC and geometric mean, respectively. The e-ITC trades some representative
power in the cases with small variability for the sake of better representing the cases
with large variability — i = 8 in this example. The horizontal bar represents the value
of the e-radius

the sake of better representing the elements with large variability. Fig. 2 is an
extreme case of this, chosen to make this effect starkly clear: Here we have seven
images of the same person under slight variations along with an eighth image of a
different person. After representing each image by its global gray-level histogram,
we compute the uniformly weighted, normalized geometric mean and the e-ITC.

The right side of Fig. 2 shows that the worst-case KL-divergence from the ge-
ometric mean is 2.5 times larger than the worst-case from the e-ITC. Of course,
this better worst-case performance comes at the price of the e-ITC’s larger dis-
tance to the other seven distributions; but since in this application we are inter-
ested in a uniform bound, we are willing to make this trade.

It is also worth noting that the e-ITC only selects three support distributions
out of a possible eight, exemplifying the sparsity tendency mentioned in the
previous section. By examining the right side of the figure again, we can see that
D(C||Pi) is equal to the e-radius (indicated by the horizontal bar) for the three
support distributions (i = 1, 7, 8) and is less for the others. This illustrates the
equi-divergence property stated previously.

3.2 Shape Experiment

While the previous example verifies that the e-ITC yields a smaller worst-case
KL-divergence, we now present an experiment to test if this translates into a
tighter bound and more efficient queries. We tackle a shape retrieval problem,
using shape distributions [1] as our signature. To form a shape distribution from
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a 3D shape, we uniformly sample pairs of points from the surface of the shape
and compute the distance between these random points, building a histogram
of these random distances. To account for changes in scale, we independently
scale each histogram so that the maximum distance is always the same. For our
dissimilarity measure, we use KL-divergence, so the nearest neighbor P to a
query distribution Q is

P = arg min
P ′

D(P ′||Q). (11)

For data, we use the Princeton Shape Database [20] which consists of over 1800
triangulated 3D models from over 160 classes including people, animals, build-
ings, and vehicles.

To test the efficiency, we again compare the e-ITC to the uniformly weighted,
normalized geometric mean. Using the convexity of E we can generalize the lower
bound in equation 10 to work for the geometric mean by replacing the e-radius
with maxi D(C||Pi) for our different C.

We take the base classification accompanying the database to define our
clusters, and then compute the e-ITC and geometric means of each cluster.
When we consider a novel query model (on a leave-one-out basis), we search
for the nearest neighbor utilizing the lower bound and disregarding unnecessary
comparisons. For each query, we measure the number of comparisons required
to find the nearest neighbor.

Fig. 3 shows the results of our experiment. On the left, we see the speed-
up factor that the e-ITC achieves over an exhaustive search. Averaged over all
probes in all classes, this speed-up factor is approximately 2.6; the geometric
mean achieved an average speed-up of about 1.9.

On the right of Fig. 3, we compare the e-ITC to the geometric mean and
see that for some classes, the e-ITC allows us to discard nearly twice as many
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Fig. 3. Left: The speed-up factor versus an exhaustive search when using the e-ITC as
a function of each class in the shape database. Right: The relative percent of additional
prunings which the e-ITC achieves beyond the geometric center, again for each class
number
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unworthy candidates as the geometric mean. For no class of probes did the
geometric mean prune more than the e-ITC, and when averaged over all probes
in all classes, the e-ITC discarded over 30% more elements than did the geometric
mean.

4 Conclusion

We have presented a representative of a set of probability distributions which
minimizes the worst-case Kullback-Liebler divergence from it to the set. In ad-
dition, we derived a lower bound that allowed us to prune an entire set during a
query based only on a comparison to the representative. We hypothesized that
by making the clusters as tight as possible, this exponential information theoretic
center would outperform other representatives, and we showed this was the case
for the uniformly weighted, normalized geometric mean on data arising from a
shape database. Taken together, this offers a promising approach to indexing a
set with respect to the KL-divergence, despite the fact that it is not a metric.
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Abstract. In this paper we introduce a low complexity and accurate
technique for target image search and retrieval. This method, which oper-
ates directly in the compressed JPEG domain, addresses two of the CBIR
challenges stated by The Benchathlon Network regarding the search of
a specific image: finding out if an exact same image exists in a database,
and identifying this occurrence even when the database image has been
compressed with a different coding bit-rate. The proposed technique can
be applied in feature-containing or featureless image collections, and thus
it is also suitable to search for image copies that might exist on the
Web for law enforcement of copyrighted material. The reported method
exploits the fact that the phase of the Discrete Cosine Transform co-
efficients contains a significant amount of information of a transformed
image. By processing only the phase part of these coefficients, a simple,
fast, and accurate target image search and retrieval technique is achieved.

1 Introduction

Nowadays most image and video data are both stored and transmitted in com-
pressed form. By processing these data directly in the compressed domain impor-
tant savings can be made in terms of computational and memory requirements,
processing speed, and power consumption. These savings come from the fact that
it is no longer necessary to allocate resources to the computationally-intensive
decompression modules and from the advantage that the amount of data to pro-
cess is significantly less in the compressed domain. Multiple compressed-domain
algorithms have been reported in the signal processing literature for a wide range
of applications [1][2][3].

In this paper we address the issue of target image search and retrieval in
the compressed domain, an issue listed by The Benchathlon Network among the
multiple content-based image retrieval (CBIR) challenges [4].

Target search can be used by an image owner to track down with a Web
crawler copy images that might be utilized elsewhere on the Internet without
the proper rights. Specific target search can also be used as part of a more com-
plex automated CBIR system for trademark image retrieval applications, where
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it would assist the verification of whether a potential new logo has been pre-
viously registered [5]. Additionally, target search can be of support for testing
purposes [5], for the management of large image databases (e.g., to find dupli-
cates), and is a particular option available in commercial image search, retrieval,
and management systems [6][7].

Since the vast majority of images that populates the Web exist in com-
pressed JPEG format, it is of large interest to save time, considering the huge
number of existing images, that the target searching process takes place di-
rectly in the JPEG domain. A similar statement can be made regarding multi-
million compressed-image databases. Additionally, given the lack of an associated
feature-vector for most of the images available on the Web, the use of complex
feature-based retrieval schemes would be computationally inefficient.

In this paper we introduce a low complexity and efficient technique for tar-
get search that copes with the issues reported in the previous paragraph. That
is, it operates directly in the compressed JPEG domain, and it is applicable
both to feature-containing and featureless image collections. The study of two
different search cases will be discussed. First, when an exact copy of the target
image is part of the database, and second, when the copy of the query in the
database has been JPEG encoded with a higher compression ratio. The results of
computational-complexity-reduction schemes aiming at speeding up the target
search process will also be reported.

1.1 Previous Work

Previous papers have reported methods for indexing and retrieval in the com-
pressed DCT domain. The algorithm reported in [8] is based on the computation
of the mean value μ, and the variance σ2 of the DCT coefficients of each (8×8)-
element basic block. By executing some vector-quantization-like process on the
two-dimensional (2-D) (μ, σ) space, a 28-component vector is produced and used
as the corresponding image feature. The same idea, but based on (4× 4) blocks,
has been reported in a previous paper [9]. An energy histogram technique similar
in concept to the pixel-domain color histogram method has been proposed in [10].
The histogram is built by counting the number of times an energy level appears
in the (8 × 8)-element blocks of DCT coefficients of a transformed image. Since
most of the energy within such (8× 8)-element blocks is generally distributed in
the low frequency region, the proposed method reduces the computational com-
plexity by selecting the DC and only few additional low frequency coefficients for
creating the histogram. In [11] and [12] a procedure to speed up the generation
of image features is reported; processing time is saved by adaptively selecting a
reduced number of coefficients that are used as input to the Inverse DCT (IDCT)
operation. A good synthesis on further indexing and retrieval techniques in the
DCT-domain is reported in [13].

The previously cited papers deal with compressed-domain indexing/retrieval
methods that are in general suitable for similarity queries in CBIR systems.
Other studies more related to or specifically addressing the exact image query
issue [14][15] have been proposed in [5][16][17][18][19]. The latter are all pixel-
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domain-based techniques and are rather suitable for feature-containing image
collections.

1.2 Organization of the Paper

The remainder of this paper is organized as follows. Section 2 will present an
overview of the basic principle underlying the image matching technique used by
the proposed target search algorithm. The image matching procedure itself and
the exact image search system will the described in Section 3. A small sample of
the results of a large number of query tests will be introduced in Section 4, while
Section 5 will present the results of some computational complexity reduction
approaches. Finally, the conclusions will be stated in Section 6.

2 The DCT-Phase of Images

A study on the significance of the DCT-phase in images was reported in [20]
where it is showed that the DCT-phase in spite of its reduced binary value
{0, π} conveys a significant amount of information on its associated image. An
example from [20] is reproduced in Figure 1 and is briefly described below.

Figures 1(a) and 1(b) show the test images Lena and Baboon, both mono-
chrome and with a spatial resolution of (512 × 512) pixels. By applying a 512-
point 2-D DCT over these images, two sets of transformed coefficients are ob-
tained. Figures 1(c) and 1(d) show the reconstruction back into the spatial do-
main after an Inverse DCT (IDCT) has been applied over the magnitude array
of the two sets of transform coefficients and when the corresponding phase val-
ues were all forced to zero. Figures 1(e) and 1(f) show the reconstruction when
the IDCT is applied over the binary-valued phase arrays and when the value of
the magnitudes was set to one. These last two figures put in evidence the high
amount of information conveyed by the DCT-phase, which is further emphasized
in Figures 1(g) and 1(h) as described in the next paragraph.

The reconstructed image in Figure 1(g) is the result of the IDCT when applied
on the magnitude of the DCT coefficients of Baboon combined with the DCT-
phase of Lena; the result of the alternative magnitude-phase combination is
shown in Figure 1(h). It is clear from these images that the DCT-phase prevails
over the magnitude in this reconstruction process. It is remarked that in order
to highlight the content of the reconstructed images in Figures 1(c) to 1(f),
the result of the IDCT was normalized to the range [0, 255], and then contrast
enhanced by histogram equalization.

3 Target Image Search Algorithm

Based on the reconstructed image results presented in the previous section, an
image matching algorithm oriented to target image search was studied and imple-
mented [21]. The rationale of this algorithm is that given the significant amount
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a) c) e) g)

b) d) f) h)

Fig. 1. Examples of the relevance of the DCT-phase in images [20]. Original im-
ages: (a) Lena; (b) Baboon. IDCT reconstructed images from: (c) DCT-magnitude
of Lena with DCT-phase ≡ 0; (d) DCT-magnitude of Baboon with DCT-phase ≡ 0;
(e) DCT-phase of Lena with DCT-Magnitude ≡ 1; (f) DCT-phase of Baboon with
DCT-magnitude ≡ 1; (g) DCT-phase of Lena with DCT-magnitude of Baboon;
(h) DCT-phase of Baboon with DCT-magnitude of Lena

of information conveyed by the phase of the DCT-coefficients, a phase-only-
processing scheme can provide a reliable metric of the correlation between two
images, and thus be an efficient mean for specific target search. Since JPEG,
currently and by far the most widely used image compression algorithm, is
DCT-based, the resulting target search method suits perfectly for querying in
databases composed of JPEG encoded images, and/or to explore the Web, where
JPEG predominates as compressed image format.

An implementation scheme of the target search system is depicted in Fig-
ure 2. The image search space can be either a structured image collection or a
streaming set of images from the Web. A partial entropy decoder followed by an
elementary mapping unit are the only operations required to extract the DCT
phase information from the files or bitstreams. The DCT-phase of the query
and that of the database images are then compared by executing a correlation
metric.

3.1 Correlation Metric

Referring to Figure 2 for a given compressed query image Q with a horizontal
and vertical pixel resolution of W and H respectively, the output of the map-
ping unit is a ternary-valued {−1, 0,+1} DCT-phase matrix θQ of (W × H)
elements [21]. In accordance with the (8 × 8)-element block-based processing of
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θ hk
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Qθ hk

Fig. 2. Image matching scheme for the target search algorithm

JPEG, this matrix can also be expressed as θhk
Q , where the indexes h and k

identify the corresponding (8 × 8)-element DCT-phase subblocks that compose
the complete (W × H)-element array, and where h = 0, 1, 2, . . . , (H/8) − 1, and
k = 0, 1, 2, . . . , (W/8)−1. By following the same notation, the DCT-phase array
of the image X can be expressed as θhk

X .
Among the multiple evaluated metrics to estimate the correlation between

the images Q and X, one that proved efficient for the exact matching application
was:

ρ
QX

=
∑
hk

∑
ij

θhk
Q (i, j)θhk

X (i, j) (1)

where, i, j = 0, 1, 2, . . . , 7, represent the row and column indexes within an (8×8)-
element block. In normalized form, the previous correlation function can be
expressed as:

ρ
QXn

=
1

αWH

∑
m

ρQXm
(2)

where the index m iterates over the resulting sum in Equation (1) for each of
the Y, Cb, and Cr bands, in case they are all available. Accordingly, the value α
is used to adjust the normalization factor, (W · H), depending on whether the
compressed data corresponds to a monochrome image, in which case α = 1, or
to a color image, where α = 1.5 due to JPEG’s 4:2:0 chroma subsampling ratio.

4 Results

The target search algorithm was intensively tested by submitting a large number
of exact match queries to a database of 6’800 color images. This database cor-
responds to a subset of all the (128 × 96)-pixel images from the 10’000-element
Corel image collection that is available in [22].

A sample of these target search results is shown in Figure 3. The image on
the left column of each set represents simultaneously (to save space and avoid
redundancy) the query, i.e., the target searched image, and its perfect matching
image found in the 6’800-image database. For illustration purposes, the images
on the right column of each set correspond to the second best matching image.
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1255.jpg; 41.59% 1114.jpg; 1.57% 6555.jpg; 26.32% 6553.jpg; 11.87%

1329.jpg; 8.83% 6404.jpg; 1.67% 7234.jpg; 35.04% 8076.jpg; 1.56%

1360.jpg; 16.92% 4092.jpg; 1.56% 8000.jpg; 12.53% 7996.jpg; 2.16%

2355.jpg; 15.40% 6166.jpg; 1.65% 8111.jpg; 22.91% 8056.jpg; 1.72%

5555.jpg; 38.10% 5554.jpg; 23.00% 8223.jpg; 24.81% 8236.jpg; 2.02%

Fig. 3. Results of the target specific search. The captions indicate the image identi-
fication number (ID No.) along with its normalized correlation score obtained with
Equation (2)

The same identification number given to the pictures in [22] is indicated as
caption of each image, along with the normalized correlation measure obtained
with Equation (2).

Given the main goal of target search, i.e., to identify the existence of an
exact copy of the query image, the visual content of the second best matching
image might not be relevant. In Figure 3 it is very important however to remark
upon the high discriminating power of the proposed technique by noting the
dramatic difference of the correlation values, ρ, for the exact matching image
(found target) ρM , and that of the second best matching picture ρSB .
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Table 1. Results of target search with copies encoded with higher compression ratios

Query CR of the CR of the Correlation Correlation

Image query image found target score of the score of the CR2/CR1

(ID No.) (CR1) (CR2) found target 2nd best match

(%) (%)

1255 6.38 38.12 1.61 1.57 5.9

1329 20.30 39.47 1.69 1.67 1.9

1360 13.24 39.77 1.57 1.56 3.0

2355 14.12 31.59 1.67 1.65 2.2

5555 6.62 9.33 27.03 23.00 1.4

6555 8.35 14.97 12.23 11.87 1.7

7234 7.43 38.28 1.57 1.56 5.2

8000 16.21 35.83 2.26 2.16 2.2

8111 10.47 37.81 1.73 1.72 3.6

8223 9.85 37.39 2.05 2.02 3.7

The accuracy and the robustness of the target search system was substanti-
ated by the true positive outcome for all the large number of launched queries.
The high selectivity power was equally reconfirmed for all the launched queries
even in cases where the database contains very similar images that are, for a
human observer, visually identical to the target, e.g., when querying with image
5555.jpg.

4.1 Target Search of Higher-Compressed Image Copies

This section presents the results concerning the robustness of the target search
algorithm to identify copies when the latter have been encoded with a higher
compression ratio (CR) than the query image. The goal was to find out how
much the image copy can be compressed and still be correctly identified as a
replica of the query in a database. The results of this study for the same set of
images in Figure 3 are given in Table 1.

The CRs of the original query images in JPEG format are shown in the
second column of Table 1 in which the variable coding bit-rate nature JPEG
is put in evidence. In effect, for a similar image reconstruction quality, as it is
fairly the case for all the images in the database, the CR obtained with JPEG
varies in function of the image-complexity content of the pictures.

The third column of Table 1 shows the maximum CR that can be applied to
the target’s image copy in the database so that the search procedure continues
to produce true positive results. In other words, this is the maximum CR for
which the target’s copy produces a correlation score (which is shown in the
fourth column) that is still the highest for all the images in the database. For
comparison, the second best score previously reported in Figure 3 is shown in
the fifth column.
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Table 2. Results of the computational complexity reductions approaches

Query Ratio of correlation scores:

image found target / second best match

(ID No.) Y Y32 Y16 Y8 Y4 Y2 Y1

1255 27.57 20.11 16.37 9.45 5.98 3.72 3.08

1329 4.61 4.53 4.18 3.29 2.44 1.60 1.47

1360 10.48 10.15 8.96 5.52 3.72 2.65 2.08

2355 9.85 9.51 7.75 4.93 3.07 2.29 1.74

5555 1.73 1.56 1.39 1.27 1.22 1.22 1.18

6555 2.15 2.23 2.46 2.45 2.24 2.10 1.87

7234 18.87 16.40 11.57 8.55 6.31 4.24 3.30

8000 6.48 6.26 4.76 3.60 2.23 1.80 1.59

8111 12.61 11.06 8.44 5.75 3.91 3.27 2.45

8223 12.82 10.56 7.62 5.01 3.39 2.74 2.78

It is noticeable from columns three and six the excellent robustness of the
search target algorithm to identify higher-compressed versions of the queried im-
ages. In effect, the search algorithm continues to produce true positive outcomes
even with replicas that have undergone a dramatic increase of CR.

5 Computational Complexity Reduction Schemes

It can be easily confirmed from Figure 2 and Equation (2) that the amount
of computational resources needed by the target search algorithm is quite low.
These requirements are limited to three logic units which carry out respectively:
the partial Huffman decoding, the mapping unit, and the phase comparison in
the correlation unit, the latter being completed with an accumulator.

Beyond these very limited hardware/software implementation requirements,
an additional dramatic reduction of the computational complexity can be achieved
at the algorithm level. This is possible by lowering the amount of processed data,
by excluding both the image’s color bands and the contribution of the high fre-
quency DCT-coefficients in the DCT-phase correlation operation as reported in
the next paragraphs.

Table 2 shows the results of different computational complexity reduction
schemes for the same set of images shown before. The column identified as Y
corresponds to the results when only the luminance data is considered in the
computation of Equation (2). Then, YN , indicated in the remaining columns,
corresponds to the scheme in which only the first N coefficients (when ordered
in JPEG’s typical zig-zag scanning pattern [23]) of each 64-element block of the
luminance are considered in the computation of Equation (1). Thus, Y1 for ex-
ample, corresponds to the case where only the (DPCM encoded) DC coefficients
of each luminance block are evaluated.

The entries given in Table 2 correspond to the ratio of the correlation scores
ρM/ρSB . It can be noticed that the value of these entries are all greater than 1.0,
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a fact that was consistently observed for all the launched queries in this study.
This demonstrates the robustness of the target search system when using one
of these computational complexity reduction schemes, since true positive results
continue to be produced. When evaluating the data in Table 2, it is important
to recall that for a given query image the second best image is not necessarily
the same image when passing from column YN to column YN/2.

6 Conclusions

This paper introduced a new, simple, and efficient target search algorithm that
operates directly in the JPEG domain, along with computational complexity
reduction schemes. The presented results showed that the proposed technique
features a high selectivity power and a very good robustness to changes in the
compression ratio of the matching images. The algorithm is based on the ex-
ploitation of the rich information conveyed by the phase component of DCT
coefficients. The method can thus be extended to related video applications in
which the bitstream has been generated with any of the ISO or ITU DCT-based
video compression standards such as MPEG-x or H.26x.

This technique can be used straightforwardly at its current status in those
applications in which the copies of the target image have not been purposely
altered, for example, in database management, in CBIR testing, in searching on
the Web for non-authorized use of images from users unaware of the intellectual
property status of the utilized images, or as an embedded option in trademark
registration systems, to name a few.

This target search system is obviously open to multiple optimizations in order
to render it robust against other kinds of image modifications. This is currently
the object of further study.
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Abstract. Most modern image database systems employ content-based image 
retrieval techniques and various multi-dimensional indexing structures to speed 
up the query performance. While the first aspect ensures an intuitive retrieval 
for the user, the latter guarantees an efficient handling of huge data amounts. 
However, beyond a system inherent threshold only the simultaneous parallelisa-
tion of the indexing structure can improve the system’s performance. In such an 
approach one of the key factors is the de-clustering of the data. To tackle the 
highlighted issues, this paper proposes an effective multi-dimensional index 
strategy with de-clustering based on the vantage point tree with suitable similar-
ity measure for content-based retrieval. The conducted experiments show the 
effective and efficient behaviour for an actual image database.  

1   Introduction 

Modern image database systems usually utilise content-based image retrieval (CBIR) 
techniques and multi-dimensional indexing structures to manage the stored images 
effectively and efficiently. In summary, the CBIR techniques map real images to 
multi-dimensional features [1]. These features are extracted unsupervised and can be 
categorised into two classes, i.e. general features and domain specific features. The 
first class typically includes aspects like colour, texture, shape, spatial relationships 
and deformation, whereas the second class is applicable in specialised domains such 
as human face or fingerprint recognition [2]. Once the multi-dimensional features are 
obtained they can be straightforwardly indexed and thus speed up the query perform-
ance. Various appropriate indexing structures have been proposed for this purpose, 
e.g. the VP-EMD tree [3], which was derived from the vantage point tree (VP-tree) 
[4] and employs the Earth Mover’s Distance (EMD) [5] as the similarity measurement 
as means of addressing more complex feature spaces.  

In CBIR related applications, the nearest neighbour (NN) search is the most often 
utilised query. Given a query sample and spatial objects that represent the stored 
images in the multi-dimensional feature space, the task is to retrieve similar images 
by finding the most similar spatial objects with respect to the query sample’s 
feature vector. Similarly, the k-NN search that finds the k nearest neighbours is also 
utilised frequently. 
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One important attribute of CBIR systems is that generally the volume of image 
data is huge. For example, NASA predicted a growth of 1 TB of image data per day 
and satellite for the near future. If the amount of digitally acquired images increases 
fast, a centralised image database lacks in efficiency and parallelisation is almost the 
only possible solution. In this respect current research work on parallel image data-
base systems showed that approaches with a high degree of parallelism are beginning 
to displace traditional mainframe computers [6].  

The rest of this paper is organised as follows. Section 2 introduces some 
preliminaries, while Section 3 discusses the characteristics of complex organised 
feature vectors. Moreover, an efficient indexing structure for these features, the VP-
EMD tree, is explained which is used thereafter. In the following Section 4 a 
suitable de-clustering strategy is proposed for the parallelisation. Finally, a 
validation based on actual measurements is conducted in Section 5 and conclusions 
drawn in Section 6. 

2   Preliminaries 

There are five prominent de-clustering strategies that have been frequently employed, 
i.e. random strategy, round robin (RR), proximity index (PI), minimum area (MA) 
and minimum intersection (MI). The random strategy assigns each data point to a 
computing node randomly and thus ensures a good load balancing. The RR strategy 
employs a similar idea but assigns data in a round robin fashion while the PI strategy 
assigns data objects to the processing node which provides the largest data dissimilar-
ity [7]. The MA and MI strategies were especially proposed for range queries. The 
MA approach allocates data to a computing node that has the smallest sub-space used 
in the multi-dimensional feature space while the latter technique dispenses the data to 
a computing node that has the smallest degree of interaction with previously assigned 
data chunks. However, in CBIR the NN search is the more popular and hence the MA 
and MI strategies are not suitable. On the other hand the de-clustering performances 
of the random and RR strategies are not satisfying due to the unsystematic approach. 
In contrast, the PI technique is a suitable de-clustering strategy for CBIR. Unfortu-
nately, it is not utilisable for more complex structured feature vectors like employed 
in this paper. Hence, a novel de-clustering strategy based on vantage points within the 
data is proposed.  

3   Underlying Index Structure 

The used indexing strategy has to consider the special characteristic of the given fea-
ture vectors. Again, these are defined through the particular application and can vary 
from low-dimensional vectors with scalar values to high-dimensional data with a com-
plex structure. This section briefly introduces the features’ characteristics that were 
derived for a CBIR database specialised on multispectral satellite imagery [8], [9]. 
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3.1   Features with Varying Characteristics 

Two special kinds of features, namely the spectral distribution of the individual 
multispectral image and the textures of the equivalent greyscale image, were used to 
describe the image content [10]. The spectral features were extracted by locating the 
dominant spectral characteristics (classes) in the multispectral space and are described 
by the vector {(C1,W1),…,(Cn,Wn)}, where Ci and Wi are the multi-dimensional cluster 
centres and scalar weights of the ith cluster, respectively. On the other hand the tex-
tures were extracted based on a wavelet analysis. One important attribute of the used 
features is that they have an unpredictable length and element order, which is both 
determined by the actual image content. Moreover, additional weight information 
indicating the significance of the extracted feature makes it difficult to use traditional 
approaches. Hence, current indexing structures which focus on partitioning spatial 
features with rectangles or spheres are not suitable for the spectral and texture 
features. In order to solve this conflict, the VP-EMD tree was proposed [3].  

3.2   Similarity Measurement 

The varying characteristics of the feature vectors lead to the demand for an effective 
measurement which is used to compute the similarity among the indexed images that 
are represented by the vectors. The Earth Mover’s Distance (EMD) demonstrated to 
be an effective similarity measurement for data with the previously mentioned 
characteristics [5]. For features represented in the form x={(x1,w1),…,(xm,wn)} and 
y={(y1,u1),…,(ym,un)}, whereby xi and yi are multi-dimensional feature points with sca-
lar weights wi and uj, respectively, the EMD is the minimal flow F=[fij] between xi and 
yj with the least cost: 
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with D=[dij] being the ground distance matrix and dij representing the ground distance 
between xi and yj, e.g. the Euclidean distance. Note that the following constraints ap-
ply in combination with Eq. (1): 

= = ==

=

=

=

≤≤≤

≤≤≤

≤≤≤≤≥

m

i

n

j

n

j
j

m

i
iij

m

i
jij

n

j
iij

ij

uwf

njuf

miwf

njmif

1 1 11

1

1

,min 

1     ,

1     ,

1    ,1    ,0

 
(2) 

Equation (2) guarantees that the flow is always positive and that not more resources 
from the source i can be obtained than are available. Similarly, this holds true for the 
sink j that cannot be overloaded. The last constraint specifies the maximum possible 
flow that is bounded by the minimal total energy of the participating vectors. 
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3.3   VP-EMD Tree 

The VP-EMD tree was proposed to retrieve data with varying characteristics [3]. The 
tree is derived from the VP-tree and employs the EMD as the distance computation 
function. An example of a VP-EMD tree is shown in Fig. 1, whereby the point V 
represents the vantage point selected from the data set by using the algorithm speci-
fied by Chiueh [12]. The variable r describes the median of the EMD values from all 
points to the vantage point V which effectively partitions the points into two approxi-
mately equal subsets, denoted as S1 and S2, respectively. The variable d is used to 
limit the target points to those which distances to the query point are smaller than d. 
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EMD < r–d
EMD > r–d

r–d ≤ EMD ≤ r–d

 

Fig. 1. Planar schematic of the first level of a VP-EMD tree 

4   Parallelisation of the Indexing Strategy 

The master-slave concept was chosen for the parallelisation, i.e. one dedicated com-
puter is selected as the master machine and stores all internal nodes of the parallel 
VP-EMD tree. The leaves are distributed over the computing slave nodes. An exam-
ple of a parallel VP-EMD tree that uses three computing nodes is shown in Fig. 2. 
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Fig. 2. Parallel VP-EMD tree for three computing nodes 
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New De-Clustering Method 

One important aspect which is neglected in most research work on de-clustering 
strategies is the allocation cost. Usually it is not included in the comparison of differ-
ent approaches. However, in some applications, especially for image database with a 
frequent update characteristic, the allocation time is an important attribute. In the con-
text of CBIR and the conclusion that similarity described by any kind of metric is a 
very subjective matter, a less accurate retrieval can be acceptable if this benefits the 
de-clustering speed. The idea of the de-clustering strategy proposed here is the exten-
sion of the VP tree concept itself, which uses a vantage point to partition other points 
according to their distances to this vantage point. In the VP de-clustering strategy, a 
vantage point is selected by the same algorithm that was used for the actual tree [12]. 
For example, if the points in Fig. 1 are de-clustered and distributed to three computing 
nodes, then according to the PI algorithm the combinations (2,7,9), (1,4,6) and (2,5,8) 
are assigned to different computing nodes. The VP algorithm distributes the informa-
tion over the computing nodes as (1,4,7), (2,5,8) and (3,6,9). This is just one example 
and Section 5 provides more detailed experiments. 

Since the PI algorithm needs to remember all the previous assigned points, the time 
complexity for it is O(N2). In comparison, the VP algorithm has the better time 
complexity O(N⋅ld(N)). It is understood that the RR algorithm does not need informa-
tion about earlier allocation at all and hence has the time complexity O(N), but it re-
sults in an assignment that is not favourable for the NN search. 

Retrieval Algorithm 

Most current parallel image databases retrieve all de-clustered data to find the most 
accurate result, which is suitable if a high degree of precision is needed. However, in 
databases with a huge image archive, often the retrieval result comprises more images 
than can be handled by the user. In this case, a less accurate retrieval might also be 
acceptable as long as sufficient similar images are provided. This relaxation can be 
exploited in the form that in a parallel architecture, the retrieval procedure can be lim-
ited to finding only the most similar images in each computing node, i.e. a local opti-
mum, and then composes a candidate set on the master level. Followed by a global 
ranking, a retrieval list is produced that provides a most likely sub-optimal solution. 
However, with the proposed de-clustering approach in Sub-section 4.1 an adequate 
result can be achieved since neighbouring feature vectors are stored on the same node.  

The above retrieval algorithm is also suitable in two modified versions for the k-
NN search. In the first approach, the k most similar images from each computing node 
are retrieved and ranked on the master level to produce the actual list of the k most 
similar images from the stored data set. Note that this solution guarantees to find the 
optimal solution. The second approach applies a relaxation and finds the k/n most 
similar images from each of the n computing nodes. The result is sub-optimal but has 
the advantage of an improved retrieval time. In particular in systems with a high 
workload and a high degree of parallelisation such a sub-optimal approach is benefi-
cial for the first few iterations of a query process during which only an approximative 
retrieval is required. 
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5   Experiments 

The assessment of the VP de-clustering strategy and parallelisation was conducted on 
a distributed memory cluster which comprises ten computers with each of them host-
ing two Intel Xeon 2.6 GHz processors with dedicated 1GB RAM per processor. 
Hence, twenty processing nodes were available. For the interconnection among the 
computers a Myrinet was used. An additional computer in the same configuration 
acted as master. 

Different de-clustering approaches were investigated with a varying number of com-
pute nodes and two different feature types for the similarity description, whereby the 
assessment was based on processing time and retrieval accuracy. The test data consist of 
satellite imagery but this does not impose any limitations on the proposed approach. 

5.1    Comparison of the De-Clustering Speed  

Based on the comparisons of de-clustering strategies by Schnitzer [7], the PI is the 
most effective strategy in terms of accuracy, while the RR approach is a very fast de-
clustering strategy. Hence, both are used for the comparison with the proposed VP-
based de-clustering strategy. 

Fig. 3 shows the comparison for de-clustering speeds using texture features, which 
have up to 90 dimensions and follow the characteristic described in Sub-section 3.1. 
The number of computing nodes and indexed images were varied. The results show 
that the RR technique always needs the least amount of de-clustering time, beating the 
VP approach by a small margin. However, the PI strategy is clearly outperformed. 
Similarly, Fig. 4 shows the same investigation for spectral features with a fixed length 
of 32 for each feature vector. One of the differences is of course the faster indexing 
access due to the reduced computational burden in the similarity measurements which 
directly depend on the dimensionality. However, the general relation among the three 
candidates is unaffected. Nevertheless, the PI strategy does not provide good scalabil-
ity with respect to the number of nodes compared with the other two approaches. The 
VP technique is clearly better and loses only marginally against the RR strategy. 
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Fig. 3. Comparison of de-clustering time for texture features: (a) ten computing nodes, (b) 
twenty computing nodes 
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Fig. 4. Comparison of de-clustering time for spectral features: (a) ten computing nodes, (b) 
twenty computing nodes 

5.2   Comparison of the Accuracy Performance 

In a second investigation the retrieval accuracy was accessed by retrieving the ten 
most similar images using the three de-clustering strategies, i.e. RR, VP and PI. The 
obtained retrieval results were then compared against the actual 10-NN images. Fig. 5 
and Fig. 6 depict the results for texture and spectral features, respectively, again using 
two different configurations in terms of processing nodes. On average for the texture 
features, the RR algorithm has an accuracy of 22% for ten computing nodes, while the 
VP approach achieves for the same setting an accuracy of 60%. Thus, it even beats 
the PI technique with its 56% accuracy. Increasing the degree of parallelisation tilts 
the picture slightly in favour for the PI strategy with figures of 26%, 52% and 54% for 
the RR, VP and PI approach, respectively. 
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Fig. 5. Comparison of accuracy performance for texture features: (a) ten computing nodes, (b) 
twenty computing nodes 

Similarly for Fig. 6(a) and Fig. 6(b) the average accuracy values are 28%, 68% and 
68% as well as 26%, 56% and 62%, respectively. Although the figures suggest  
a comparable  performance  of  the VP and PI technique for different dimensionalities  
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Fig. 6. Comparison of accuracy performance for spectral features: (a) five computing nodes, 
(b) ten computing nodes 

and parallelisation degrees, a closer inspection suggests that the VP approach works 
better with more dimensions if the number of feature vectors increases. In summary, 
if the VP approach is used then a slight loss in retrieval accuracy is traded against a 
significantly increased indexing performance compared with the PI strategy.  

5.3   Retrieval Results 

The trade-off between retrieval accuracy and indexing performance pays off advanta-
geously for content-based image databases with a substantial image archive. To pro-
vide a perceptional insight, the retrieval results for the three de-clustering approaches 
are shown in Fig. 7. For the experiment 10,000 satellite images were de-clustered 
over twenty computing nodes. In the retrieval process the most similar images were 
selected from each computing node, and taken by the master for the generation of the 
finally presented retrieval result. Fig. 7(a) shows the retrieval based on the RR ap-
proach, whereby the first three images are generally among the actual top-ten images 
compared to the retrieval on a non-parallelised version. Similarly, Fig. 7(b) is the re-
sult of the VP de-clustering strategy. In this case the first six images are scored from 
the top-ten similar images. In comparison the individual ranking of the PI de-cluster-
ing strategy presented in Fig. 7(c) looks slightly different. The same accuracy was 
achieved like for Fig. 7(b), but not all relevant urban areas are ranked first. 

6   Conclusions 

The so-called vantage point de-clustering strategy was proposed to de-cluster feature 
vectors extracted from images over a parallel architecture, whereby the feature vectors 
are characterised by a variable length and the absence of a pre-determined element 
order. The suggested approach mapped the similarity concept from the indexing level 
to the architectural level and showed through empirical results that for a slight drop in 
retrieval precision an increased indexing speed can be achieved. Measurements were 
obtained in relation to the traditionally used PI de-clustering strategy and clearly 
showed the achieved retrieval accuracy are equivalent while the complexity of the de-
clustering was reduced from O(N2) to O(N⋅ld(N)). 
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Fig. 7. Retrieval results (top-ten): (a) RR de-clustering strategy, (b) VP de-clustering strategy, 
(c) PI de-clustering strategy 
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Abstract. In this study, we present a systematic evaluation of machine transla-
tion methods applied to the image annotation problem. We used the well-studied
Corel data set and the broadcast news videos used by TRECVID 2003 as our
dataset. We experimented with different models of machine translation with dif-
ferent parameters. The results showed that the simplest model produces the best
performance. Based on this experience, we also proposed a new method, based
on cross-lingual information retrieval techniques, and obtained a better retrieval
performance.

1 Introduction

With the recent developments in technology, there is a huge amount of digital multi-
media data available in many archives and on the Internet. In order to efficiently and
effectively access and make use of this huge amount of information, the automatic re-
trieval and annotation of multimedia data should be provided. This can be only achieved
with the association of low-level and mid-level features with higher-level semantic con-
cepts. However, this is a very difficult and long-standing problem and requires carefully
labeled data, which is very difficult to obtain in large quantities.

Recently, it is shown that, such relationships can be learned from multimodal datasets
that provide a loosely labeled data in large quantities. Such data sets include pho-
tographs annotated with a few keywords, news photographs on the web and videos
with speech transcripts. With careful use of such available data sets, it is shown that se-
mantic labeling of images is possible [1, 2, 3]. More recently, probabilistic models are
proposed to capture the joint statistics between image regions and caption terms. These
include the simple co-occurrence model [4], hierarchical aspect model [5], cross-media
relevance model (CMRM) [6], Correlation Latent Dirichlet Allocation (LDA) model
[7], and translation model [8].

In [8], Duygulu et.al. considers the problem of learning the correspondences be-
tween image regions and words as a translation process, similar to the translation of
text in two different languages. The correspondences between the image regions and
the concepts are learned, using a method adapted from Statistical Machine Translation.
Then, these correspondences are used to predict words corresponding to particular im-
age regions or to automatically annotate the images.

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 174–183, 2005.
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In this study, we analyze the machine translation approach for image annotation.
Although, better results are reported in the literature, this method is simple and can
be easily adapted to other applications. Also, it is shown that, when integrated to an
information retrieval task, it produces the best results compared to some other methods
[?]. Our goal is to provide a systematic evaluation of the machine translation approach
and investigate the effect of different extensions to the basic model.

In [8], statistical machine translation idea is used in its simplest form. We experi-
mented several other models and parameters of statistical machine translation methods
and compare the results with the results of the simplest model. We also integrated the
language modeling in the form of word co-occurrences. The results are evaluated on
Corel and TRECVID 2003 data sets.

Also, as new method cross-lingual information retrieval CLIR techniques are adapted
and shown that the retrieval performance is increased by the new proposed method.

The paper is organized as follows. First, the motivation for the machine translation
approach will be given in Section 2. We will describe the data set in Section 3. The
details of the basic approach will be presented in 4. Then, in Section5 we will present
the experiments performed to analyze the machine translation approach. The results of
applying CLIR techniques will be discussed in Section 6.

2 Motivation

In the image and video collections, the images are usually annotated with a few key-
words which describe the images. However, the correspondences between image re-
gions and words are unknown(Figure 1-a). This correspondence problem is very similar
to the correspondence problem faced in statistical machine translation literature (Fig-
ure 1-b).

Brown et.al [10] suggested that it may be possible to construct automatic machine
translation systems by learning from large datasets (aligned bitext) which consist of
many small blocks of text in both languages, corresponding to each other at paragraph
or sentence level, but not at the word level. Using these aligned bitexts, the problem
of lexicon learning is transformed into the problem of finding the correspondences be-
tween words of different languages, which can then be tackled by machine learning
methods.

Due to the similarity of problems, correspondence problem between image regions
and concepts can be attacked as a problem of translating visual features into words, as
first proposed by Duygulu et.al. [8]. Given a set of training images, the problem is to
create a probability table that associates words and visual features which can be then
used to find the corresponding words for the given test images.

3 Data Sets

In this study, we use Corel stock photos since that is a highly experimented data set for
image annotation. We also incorporate the TREC Video Retrieval Evaluation
(TRECVID) 2003 data set which consists of more than 100 hours of ABC and CNN
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(a) (b)

Fig. 1. (a)The correspondence problem between image regions and words. The words zebra,
grass and sky are associated with the image, but the word-to-region correspondences are un-
known. If there are other images, the correct correspondences can be learned and used to auto-
matically label each region in the image with correct words or to auto-annotate a given image.
(b) The analogy with the statistical machine translation. We want to transform one form of data
(image regions or English words) to another form of data (concepts or French words)

broadcast news videos [11]. For TRECVID dataset, the keyframes extracted from video
are used as the images and the concepts manually annotated by the participants are used
as the keywords to make the analogy to Corel data. For the experiments on Corel data,
we use 4500 images for training and 500 images for testing. The number of annota-
tion keywords is 374. For TRECVID dataset around 44K images are annotated by 137
concepts. We use 38K of the data for training and use a reduced set of 75 concepts
with higher frequencies. The regions could be obtained by a segmentation algorithm as
in [8], but in this study we prefer to use fixed sized blocks due to the simplicity and
because of the more successful results reported in the literature. Corel images are di-
vided into 24 rectangular blocks as used in [6], and from each block color and texture
features are extracted. TRECVID keyframes are divided into 35 blocks, which are then
represented by color, texture and edge features. For the TRECVID data we also ex-
perimented extracting features around interest points obtained a Harris corner detector
based algorithm.

4 Basic Approach

In machine translation, a lexicon links a set of discrete objects (words in one language)
onto another set of discrete objects (words in the other language). Therefore, in order to
exploit the analogy with machine translation, both the images and the annotations need
to be broken up into discrete items. The annotation keywords, which will be called as
concepts can be directly taken as discrete items. However, visual data is represented
as a set of feature vectors. In order to obtain the discrete items for visual data, the fea-
tures are classified by vector quantization techniques such as K-means. The labels of
the classes are then used as the discrete items for the visual data and called as visterms.
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For TRECVID data the feature vectors are separately quantized into 1000 visterms
each. For Corel data 500 visterms are obtained by using all the features at once.

The aligned bitext, consisting of the visterms and the concepts are used to construct
a probability table linking visterms with concepts. Probability tables are learned us-
ing Giza++ [16], which is a part of Statistical Machine Translation toolkit developed
during summer 1999 at CLSP at Johns Hopkins University.

Brown et. al. [10] propose a set of models for statistical machine translation (SMT).
The simplest model (Model 1), assumes that all connections for each French position
are equally likely. In the work of Duygulu et. al. [8], this model is adapted to translate
visterms to concepts, since there is no order relation among the visterms or concepts in
the data. As the basic approach, we also use Model 1 in the form of direct translation.

In order to annotate the images, the word posterior probabilities supplied by the
probability table are used. The word posterior probabilities for the whole image are
obtained by marginalizing the word posterior probabilities of all the visterms in the
image:

P0(c|dv) = 1/|dv|
∑
v∈dv

P (c|v) (1)

where v is a visterm, dv is the set of all visterms of the image and c is a concept. Then,
the word posterior probabilities are normalized. The concepts with the highest posterior
probabilities are used as the annotation words.

Figure 2-a shows some auto-annotation examples for Corel data. Most of the words
are predicted correctly and most of the incorrect matches are due to the missing manual
annotations (e.g. although tree is in the image on the top-left example it is not in
the manual annotations). In Figure 2-b, the annotation results are presented for some
images from TRECVID data by showing the concept which is predicted by the highest
probability and matches with the manual annotations.

Fig. 2. Annotation examples top: on Corel data set, and bottom on TRECVID data set. For Corel
set the manual annotations are shown at the top, and the predicted words (top 5 words with
the highest probability) are shown at the bottom. Words in red color correspond to the correct
matches. For TRECVID data set, the concepts predicted with the highest probability and match
with one of the annotation concepts are shown
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Fig. 3. Comparison between block-based features (red) and Harris interest point features (blue)

These annotation examples are obtained by using the features extracted from the
rectangular blocks. For TRECVID data set, we also experimented the features extracted
around the interest points. Figure 3 shows the effect of different features and compares
the features extracted from the blocks and around interest points. It is observed that,
the performance is always better when features are extracted from blocks. The experi-
ments also show that, color feature gives the best performance when used individually
but using a combination of all three features gives the best performance. The face in-
formation is also integrated in the form of the number of detected faces. However, this
extra information did not give any significant improvement. Feature selection based on
Information Gain is also experimented, but the results were not satisfactory. Based on
these observations, in the rest of the experiments we prefer to use the combination of
color, texture and edge features extracted from blocks.

5 Analysis of the Machine Translation Approach

In this section we will analyze the machine translation approach by providing the results
of different extensions to the basic approach. The results will be compared using the
Mean Average Precision (mAP) values.

First, we experimented the effects of using higher models. We have trained our
system with more complicated models: (i) using Model 2,(ii) HMM Model on top of
Model 1 and, (iii) Model 4 on top of Model 1 and HMM Model training. However,
the experiments show that, the simplest model (Model 1) results in the best annotation
performance. The Mean Average Precision values obtained by Model 1 are 0.125 on
the Corel data set and 0.124 on the TRECVID data set.

It is also observed that, the number of iterations in Giza++ training affects the an-
notation performance. Although, annotation performance decreases with the increased
number of iterations, with less iterations less number of words can be predicted. Due to
this tradeoff, number of iterations is set to 5 in the experiments.

We also incorporate the language modeling in the form of word cooccurrences, since
our data sets consist of individual concepts without any order. In our new model, the
probability of a concept given an image depends both to the probability of that concept
given other concepts, and the probability of other concepts given the image.
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P1(ci|dv) =
|C|∑
j=1

P (ci|cj)P0(cj |dv) (2)

It is shown that (Table 1) incorporating word cooccurrences into the model helps to
improve annotation performance for Corel data set, but does not create a difference for
TRECVID data set.

Table 1. The effect of incorporating word co-occurrences

Corel TRECVID
Model 1 0.125 0.124
Model 1 with word cooccurrences 0.145 0.124

Another experiment that has been studied but not performing well was using the
alignments provided by training to construct a co-occurrence table. For this experiments
we have trained Giza++ in both ways, i.e. one table is created for co-occurrences by
training from visterms to concepts and another one is created by training from concepts
to visterms. A third co-occurrence table is created by summing up the two tables. As
shown in Table 2, the results were worse than the base results.

Table 2. Comparison of the results obtained from a co-occurrence table of the alignment counts
with the basic Model 1 results. V represents visterms and C represents concepts

Model 1 Alignment(V to C) Alignment(C to V) Alignment(Combined)
0.125 0.103 0.107 0.114

We will now review the IBM and the HMM translation models and their underlying
assumptions, and argue why a more powerful translation model does not necessarily
result in a better performance under MAP.

P (f |e) =
∑
a

P (f ,a|e) =
∑
a

P (m|e)P (a|m, e)P (f |a,m, e) (3)

where P (f |e) is probability of translating the English sentence “e” of length l into the
French sentence “f” of length m, and “a” represents the alignment between the two
sentences. The following assumptions are made Model 1:

– P (m|e) = ε(m|l) string length probabilities
– P (a|m, e) = (l + 1)−m alignment probabilities
– P (f |a,m, e) =

∏m
j=1 t(fj |eaj

) word translation probabilities.

Model 2 differs from Model 1 in having the alignment probability in which the
alignment aj depends on j, l,m; more specifically P (a|m, e) =

∏m
j=1 p(aj |j, l,m).

However, when working with concepts and visterms, we observe that the concept in
the caption are not written in any particular order. For example, the blocks associ-
ated with sun and sky are always adjacent but the corresponding concept sentences
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can be annotated with any of the following word orders: {sky,sun, · · · }, {sun,· · · ,sky },
{sun,· · · ,sky,· · · }, {sky,· · · ,sun}. Therefore, alignment structure is not very useful here.

The HMM Model [12] assumes that there is a dependency between the aj and aj−1

by making the alignment probability P (a|m, e) =
∏m

j=1 p(aj |aj−1, l,m) dependent
on “aj − aj−1” instead of the absolute positions aj . In our scenario this means that the
knowledge of the previous alignment between a concept and a visterm can better predict
the next possible alignment. Intuitively this idea should work in our context, when we
align sun to a block and subsequently when trying to align sky, previous alignments can
easily determine the most likely blocks to align to sky (the sky is always not far away
from the sun). However the training procedure of the model requires the image to be
flattened as a sequence of visterms (enumerate the block left to right and top to bottom),
so that the adjacent blocks do not preserve this property. With this image representation
the HMM model is able to capture only dependent alignments in the same row.

For Model 3,4,5 the translation probability is the following:

P (f |e) =
∑
a

P (f ,a|e) =
∑

τ,π∈〈f ,a〉
P (Φ|e)P (τ |Φ, e)P (π|τ,Φ, e) (4)

where P (Φ|e) represents the fertility probability and P (π|τ,Φ, e) is the distortion
probability.

The concept of distortion is useful when translating between languages with dif-
ferent word orders: English is a SVO language where Arabic is a VSO language (verb
subject object). In order to use these models successfully, our training data should suf-
fer from the same problem. Even though the visterm language has a structure, this one
is lost when moving from a two-dimensions representation to a one-dimension repre-
sentation. The concept language lack of structure, the concepts are enumerated as the
annotators decided, each one with a different style. The same images can get either be
annotated with different concepts or the concepts can be presented in different orders.

The other notion used on these advanced models is fertility. The fertility parameter
gives for each English word how many French words it usually generates. For example
in [10] the authors observed that the most likely fertility of farmers is 2 because it is
most often translated as two words: les agriculteurs. We refer to fertility as the number
of concepts associated with a block. In our data there is no such fixed number, if we
have two images annotated with house, tree, ..., in one the house can occupy one block
by itself and in another house,tree can be together. Depending on the resolution of the
image, one block can be associated with either one or multiple concepts. Where in
language the fertility of each words can be almost deterministically determined, it is
not the same with visterms. As we can see neither distortion or fertility as stated offer
additional information, instead they only add noise to the parameter estimation.

6 Image Annotation Using Cross-Lingual Information Retrieval

The image annotation problem can alternatively be viewed as the problem of Cross-
Lingual Information Retrieval (CLIR). In CLIR we have queries in a language “A” and
the document collection in a language “B”. The goal is to find the most relevant doc-
uments in language B for each query Q from language A. If we assume that language
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A is the language of concepts and B is the language of visterms, the task of image
annotation becomes a CLIR problem. Suppose we would like to find for the concept
c the most relevant images in our collection, we would rank each document using the
following equation [15]:

p(c|dV ) = α
( ∑

v∈dV

p(c|v)p(v|dV )
)

+ (1 − α)p(c|GC), (5)

where c is a concept and dV is a image document. Since the term p(c|GC) is the unigram
probability of the concept c estimated on training data and does not depend on dV , it
will be dropped and the above formula can be rewritten as:

p(c|dV ) =
∑
v∈dv

p(c|v)p(v|dV ). (6)

In order to compute p(c|dV ) we need to estimate p(v|dV ) and p(c|v). The proba-
bility p(v|dV ) is computed directly from the document dV . The probability p(c|v) is
the probability of the concept c given that the visterm v is the document dV ; this is ob-
tained as the translation probability estimated in the machine translation approach. As
already mentioned each document is represented by a fixed number(105) of visterms.
The visterm vocabulary is of size 3000. For most images p(v|dV ) usually turns out to
be close to 1

105 for each visterm v ∈ dV , i.e. the v’s are unique.
However individual images are not able to produce a good estimate of p(v|dV ). So

we choose to estimate the prior probability over the training collection in the following
ways:

TFTrain(v) =
# of v in the collection

# of visterms in the collection

DFTrain(v) =
# of documents with v

# of documents in the collection

Since document frequency (DF ) outperforms the term frequency (TF ), DFTrain(v)
was used as a estimate of p(v). Using p(v) to approximate p(v|dV ) and restricting the
sum over only the visterms in the given document, we now have a score that is not a
probability:

score(c|dV ) =
∑
v∈dv

p(c|v)DFTrain(v) (7)

The annotation performance of the CLIR approach is shown in Table 3, the CLIR
approach performs significantly better than our baseline Model 1 (p=0.04).

Table 3. Annotation performance of CLIR approach

System mAP
Model1 0.124
CLIR 0.126
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(a) (b)

Fig. 4. (a)Average Precision comparison between MT and CLIR based models for the top 10
concepts (b) Recall Precision performance for the CLIR annotation mode

Figure 4-a compares the basic machine translation based approach with CLIR based
approach using average precision values for the top 10 words. The recall-precision per-
formance for CLIR is given in Figure 4-b.

7 Discussion and Future Work

We conclude that the SMT (Statistical Machine Translation) approach [10] [12] to Im-
age/Video retrieval is not tailored to this task and instead, we should look for newer
approaches to “translation” models in this scenario. The IBM and HMM based text
translation models have been developed to model the dependencies present in the trans-
lation of natural languages. However when applied to our task of image/video annota-
tion, these powerful models are unable to improve modeling. This is mainly because
our data - visterms and concept pairs - do not contain the same structure present in
language pairs. Therefore additionally modeling power of the SMT model does not im-
prove the ability of the model to predict new data. In contrast simpler translation models
such as IBM-1 which do not rely much on the structure of the language pairs perform
better when applied to the annotation task. We also note that the IBM models were
originally designed to deal with languages that generate one-dimensional strings, in our
task the visterm language generates two-dimensional strings and the concept language
generates string without any particular order. As already seen in the MT community,
the IBM models are not the only solution to the problem. Researchers are developing
translation systems using syntactic and parsing knowledge, [13] [14]. Along these lines
we should start to develop new translation systems that suit our data best.
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Abstract. This paper presents a novel method of automatic image se-
mantic annotation. Our approach is based on the Image-Keyword Doc-
ument Model (IKDM) with image features discretization. According to
IKDM, the image keyword annotation is conducted using image simi-
larity measurement based on language model from text information re-
trieval domain. Through the experiments on a testing set of 5000 anno-
tated images, our approach demonstrates great improvement of annota-
tion performance compared with the known discretization-based image
annotation model such as CMRM. Our approach also performs better in
annotation time compared with the continuous model such as CRM.

1 Introduction

Early image database systems provide image retrieval function based on the
manual annotation of images. However, the low-efficiency and inconsistency of
manual labelling can hardly suffice the large-scale, practical image retrieval prob-
lems. To overcome the limitation of manual annotation, Content-Based Image
Retrieval (CBIR)[4, 9, 22] and user’s relevance feedback [21, 16, 23] have been
studied for years[17]. Recently, automatic image and video semantic annotation
is gaining more and more research interest[2, 3, 5, 6, 8, 10, 11, 12, 13, 14, 15, 18].

The idea of image annotation by discretizing the image data and utilizing
text information processing model on discretized image features was presented
in [6, 11, 12, 15]. In these methods, images are segmented into image cells (sub-
regions). By analyzing the visual features of image cells, they build up a symbol
table of cells as the dictionary to represent each image. Each cell is like a word
in a text document, acting as the basic unit of the discretized representation of
an image. Ideally, each cell represents a specific class of semantic objects. Based
on this idea, Duygulu et al [6] proposed an annotation method using language
translation, Jeon et al [11] set up an automatic annotation model by estimating
the joint probability of keywords and cells.

The visual feature of image cells forms a continuous feature space, therefore,
mapping image cells to the cell symbols which represent their semantics is a dis-
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cretization process of a continuous variable. The typical discretization of image
cells based on clustering analysis is subject to the following problems: (1) general
clustering of visual features can hardly preserve the semantic classification of im-
ages; (2) Usually, the number of cells of an image is too small (1-10 in common
case [6, 11]), which will generate many zero items in computing the probability
model and decrease its accuracy; (3) the visual content of image is largely lost
after the discretization of cell features. To solve this, Lavrenko et al proposed
the CRM[13] method based on continuous model. However, the efficiency of this
method is greatly influenced by using the non-parameter estimation based on
gauss kernel functions (Our experiment shows that our method is about 100
times faster than CRM).

The discretization of continuous image features can greatly reduce the data
processing time afterwards, improve system efficiency, as well as make it possible
for utilization of various text processing techniques. Therefore, we proposed the
IKDM image model with stratified image discretization description method, and
an annotation method based on the language model from text retrieval domain.
Our method greatly improves the annotation performance without degenerating
the system efficiency. The main contribution of this work includes:

1. A stratified image discretization description method is proposed. Based on
the segmentation of images and the discretization method[7], each visual feature
is classified into a certain amount of feature classes, according to the training
set images and their semantic annotations.

2. The Image-Keyword Document Model is proposed. The training images are
divided into groups according to keywords. For each group, an image document
is computed by clustering the feature vectors of all the images in that keyword
group. Thus, each keyword appearing in the training set can be represented by a
group of discretized vectors. The training set is then represented as a document
set.

3. To annotate a new image, we find the k most relevant image-keyword
documents according to the similarity measurement in language model of text
retrieval domain, and the corresponding keywords of the k most relevant image-
keyword documents will make up the annotation of the new image.

The experiments are conducted on a dataset of 5000 images, which compares
the precision and recall of our method and the CMRM method[11], etc. The
experimental results demonstrate considerable improvement in both precision
and recall. In respect of recall, our method shows an increase of 132% compared
to CMRM model. With regard to precision, we achieve an increase of 22% com-
pared with CMRM model. We also evaluate the running time, which is 2/3 of
CMRM, and 1/119 of CRM[13].

The following part of the paper is organized as follows: The relevant work is
given in Section 2; In Section 3, we describe the discretization method of images.
In Section 4, the IKDM image annotation model based on language model of text
retrieval is described in detail. The experimental results are shown and analyzed
in Section 5. Finally, We concludes the paper.
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2 Related ork

The discretization model is first used in the statistical image annotation. Mori et
al. [15] proposed the Co-occurrence Model, which calculates co-occurrence fre-
quency of keywords and sub-regions, and maps the keyword to the corresponding
sub-region if their co-occurrence is frequent. Duygulu et al. [6] presented another
method based on symbol representation of image cells. They segment image into
sub-regions (cells), and generate cell symbols by clustering cell features. Based
on this, each image is described using a certain number of cell symbols. To an-
notate a new image, they use Classical Statistical Machine Translation Model
to translate all the cells in the image into keywords. Another work is the Cross-
Media Relevance Model (CMRM) proposed by Jeon et al. [11]. Based on the
relevance langauge model, the joint probability of keywords and images is esti-
mated to perform the annotation. Different from Translation Model, they assign
keyword to the whole image rather than a specific sub-region. Their experiment
showed a considerable improvement in annotation performance compared with
[6, 15].

Lavrenko et al.[13] proposed the CRM annotation method based on continu-
ous model. In order to compute the joint distribution of keyword and sub-region,
they used the kernel-based non-parameter density estimation to estimate the dis-
tribution of visual features, and calculate the probability of features in the con-
tinuous space directly, which is capable to obtain a more precise result. Blei and
Jordan [3] extended the Latent Dirichlet Allocation (LDA) Model and proposed
the Correlation LDA model to relate the keyword and the image. Barnard et al.
[2] proposed an hierarchical aspect model to labelling images. Jin et al.[12] esti-
mate the word-to-word correlations in image annotations. Other methods such
as SVM[5], LSA and PLSA[18] have all been exploited in the image annotation
methods.

3 Image Description Model Based on Stratified
Discretization

3.1 Stratified Image Description

Illuminated by the similarity of the semantic representation of document and im-
age, we proposed a stratified image description model, and the image document
concept. Compared with other discritization image annotation method [6][11],
our image document model is more similar to the text document, which makes
it convenient for us to exploit the text retrieval models and tools, and the ex-
periments demonstrates the performance improvement of our method compared
with other methods such as CMRM[11].

”An image is worth a thousand words”. The same semantic content can be
described using text or image. Despite the semantic relativity, image and text
are also similar in the structure of the representation of semantics. For example,
text document can have a stratified structure of < document −→ paragraph
or sentence −→ word >. Similarly, Images can be segmented into several sub-

W
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Fig. 1. Stratified image description

regions with particular semantic meanings, just as the paragraph or sentence in
text document. For each sub-region, more lower-level descriptors can be derived
such as the visual features, which are like the words in text document. With a
similar representation, we can describe the structural organization of image as
< image −→ sub − region −→ visualdescriptor >, as shown in Fig. 1.

According to the idea of stratified image representation, we process each
image in the following ways:

1. Image segmentation.We segment each image into different sub-regions us-
ing the segmentation method, such as normalize-cuts . Each sub-region has con-
sistent visual features.

2. Extraction of visual features for each sub-region. The visual features are
color, texture, etc.

3. Discretization of image features and the generation of visual word table.
A decision tree is constructed for each visual feature. The visual word table is
generated by training.

In this paper, normalized-cuts segmentation method are used to obtain the
sub-regions (cells), and 36 visual features are chosen for feature discretization.
Details on features can be referred to[6]. Discretization is conducted by classify-
ing each visual feature using decision tree.

3.2 Entropy-Minimization Discretization Method

Multi-interval-entropy-minimization (MIEM) discretization [7] determines the
range division of the discritization by computing the class entropy of a possible
range division of a property. Inspired by Wang and Zhang [20], The MIEM
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discritization method [7] is also used here to discretize the continuous value of
each visual feature to generate the visual word table. Each visual word of the
table represents a value range of the visual feature. The MIEM discritization is
a procedure of classification, and the details are as follows:

Given dataset S = {s1, . . . , sn} and class label set C, let vi be the continuous
data value of si and ci be the class label of si. The entropy of dataset S is:

E(S) = −
∑
c∈C

|S(Ci)|
|S| log

|S(Ci)|
|S| (1)

where S(c) denotes all data points with class label c in S. A boundary T par-
titions S into two sets S1 = {sj |vj < T} and S2 = {sk|vk > T}. The best
boundary T minimizes the entropy after partition, which is:

E(T, S) =
|S1|
|S| E(S1) +

|S2|
|S| E(S2) (2)

Then the boundary selection is repeated on S1 and S2. The partition process
is applied recursively until certain stop criteria is satisfied. Information Gain is
defined as the entropy reduction after a partition.

Gain(T, S) = E(S) − E(T, S) (3)

In Fayyad and Irani’s approach [7], the recursive partition process stops iff:

Gain(T, S) <
log2(N − 1)

|S| +
Δ(T, S)

|S| (4)

Δ(T, S) = log2(3k − 2) −
− [k · E(S) − k1 · E(S1) − k2 · E(S2)] (5)

where ki denotes the number of class labels represented in Si.
For example, we construct a decision tree for each of the 36 visual features,

then train the decision tree with all the feature values of the ranges obtained
from the training images, and generate some cutpoints on that feature. In this
way, the value on this feature can be discretized. Finally we generate 424 different
discrete ranges for the all 36 features.

4 Automatic Image Annotation Model Based on
Language Model

4.1 Image-Keyword Document Model

Based on the discretization of the visual features of images, a word table V
with

∑m
i=1(c(i)) feature classes can be generated for each training and testing

image, where c(i) is the number of visual words obtained by discretization on
the ith feature. Let f(·) denote the visual feature function, di(·) denote the
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Fig. 2. Image-keyword document model

discretization function of the ith visual feature. Suppose image p has n sub-
regions, p can be denoted as D(p) = {r1, r2, . . . , rn}, where D(p) is called the
image document of p, and ri = {bj ∈ V },where bj = dj(f(ri)), j = 1, 2, . . . , m
(In our dataset m is 36). Statistical-model-based image annotation estimates the
joint distribution of image feature and keywords. However, the joint distribution
is usually hard to model because of the small number of sub-regions and image
features (limited by system performance). Our method improves the accuracy
of the joint distribution model by generating the Image-Keyword Document set.
The Image-Keyword Document can be defined as follows:

WD(wk) = {D(pi)|wk ∈ l(pi)} (6)

Where l(pi) denotes the semantic label of pi, In fact, the image-keyword
document for keyword wk is defined as the set of image documents with the
keyword label wk. The image-keyword document is illustrated in fig. 2.

4.2 Image Annotation Based on Language Model

Based on the Image-Keyword Document Model, we propose the image annota-
tion method based on language model. The annotation of a new image can be
done in two steps: first search the most similar Image-Keyword documents in the
Image-Keyword Document set, then the keywords associated with the k most
similar Image-Keyword document are assigned to the new image as its annota-
tion. We can see that the key of this process lies in the similarity measurement
of Image-Keyword documents. We measure the similarity of image-keyword doc-
ument based on the language model.

Suppose the probability distribution of visual words within an Image-Keyword
document set is p(·|w), then the new image to be annotated is an random in-
stance of the probability p(·|x), where x is the keywords annotating the new
image. Therefore, we can determine x by searching the similar distribution with
p(·|x) in the Image-Keyword document.
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The similarity between model p(·|w) and p(·|x) is evaluated by negative
Kullback-Liebler divergence:

− KL(x ‖ w) = p(·|x)log
p(·|w)
p(·|x)

(7)

Suppose the words in visual word table V are mutually independent , I,e.

p(·|w) =
∏
v∈V

p(v|w) (8)

p(·|x) =
∏
v∈V

p(v|x) (9)

then we have

− KL(x ‖ w) =
∑
v∈V

P (v|x) log
p(v|w)
p(v|x)

(10)

Based on the above functions, we select the keywords with k-largest negative
KL distance.

4.3 Computation and Smoothing of Relative Probability

According to equ. 10, estimation of p(v|·) is a crucial step of computing the KL
distance. In general, we can approximate the probability using the frequency of
the appearance of the feature class. However,zero-probability problem still exists
during the estimation of the probability model, though we have increase the
number of visual words in each image by our discretization method. Therefore,
we adopt the smoothing method [11] to smooth the appearance probability of
each visual word, based on its appearance frequency in the whole training set.

Let x denote the keyword which will be assigned to the new unlabelled image
Q, then the p(v|·) can be calculated as follows:

p(v|x) = (1 − β)
#(v,D(x))

|D(x)| + β
#(v, T )

|T | (11)

p(v|w) = (1 − γ)
#(v,WD(w))

|WD(w)| + γ
#(v, T )

|T | (12)

where #(v,D(x)) is the number of appearance of visual word v in the new image
Q. |D(x)| is the total number of appearance of all the visual words in image Q.
#(v,WD(w)) is the number of appearance of visual word v in the image-keyword
document WD(w) of keyword w in the training set. |WD(w)| is the total number
of appearance of all the visual words appeared in WD(w). T denotes the training
set, #(v, T ) is the total number of appearance of visual word v in all image-
keyword documents of training set. #(v, T ) =

∑
w∈T #(v,WD(w)). Where |T |

is the total number of appearances of all the visual words in all training set
image-keyword documents, |T | =

∑
w∈T |WD(w)|.
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5 Experiment

5.1 Data Set

To compare with other models, we use the data set of Duygulu et al.[6]. This
data set consists of 5000 images from 50 Corel Stock Photo CDs. Each CD
includes 100 image of a certain topic. In our experiment, image is annotated
with 1-5 keywords, with 374 different keywords in the database. The whole data
set is divided into training set and testing set, with 4500 images and 500 images
respectively.

5.2 Evaluation of Performance

For each image in testing set, we choose 5 keywords with most similarity degree as
its annotation. When the annotation is finished for all the testing set images, the
number of images which are correctly annotated is calculated and denoted by N1
(|relevant∩retrieved|), the number of images which actually have the keyword as
annotation is denoted by N2 (|relevant|), and the number of images annotated
with this keyword is denoted by N3 (|retrieved|). Then we can compute recall
and precision as recall = N1/N2, precision = N1/N3.

5.3 Experimental Result and Analysis

The 5000 images are segmented into 42379 different regions. For each region, 36
visual features are computed and then discretized into several classes using our
discretization method. Therefore, each image can be represented by the vector of
feature class. The total number of visual words is 424. Our language-model-based
annotation method first estimates the distribution of feature class in query model
p(·|x) and keyword model p(·|w), and then compute the negative KL divergence
between them as the similarity to determine the keywords. The parameters in
equ.11 and equ.12 are set as β = γ = 0.1

The comparison of retrieving performance. The fig.3a,3b compares the re-
call and precision of our method with Co-occurrence model, Translation model
and CMRM. From the result we can see that the recall of our method increases
944%, 422 %, and 132% compared with Co-occurrence model, translation model
and CMRM, respectively. In respect of precision, our method also achieves an
increase of 305%, 103% and 22% compared with Co-occurrence model, transla-
tion model and CMRM, respectively. In conclusion, our method improves the
performances considerably compared with other discretziation based method.
However, fig.3c shows that the performance of IKDM is still not surpass the
Continuous Model CRM significantly (increase 10% in recall and decrease 20%
in precision), but the time complexity of IKDM is much smaller than the con-
tinuous model CRM.

The comparison of the annotation time consuming. Our experiment is
performed on a machine with CPU P4 1.8G and 384M memory, and the al-
gorithms are implemented with Matlab. We compared the CMRM,CRM and
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Fig. 3. Comparison of the annotation performance

IKDM models in terms of annotation time, the result is demonstrated in fig 3d.
From fig 3d, we can see that our method performs better with only an annotation
time 2/3 of CMRM, 1/119 of CRM.

6 Conclusion

This paper presents the IKDM image annotation model. Based on IKDM, the
language model of text retrieval is applied to measure the similarity between
images to perform the image labelling. In order to improve the effectiveness
further, we plan to apply other feature discretization methods, such as multi-
dimensional feature discretization method in our future work.
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Abstract. Multiple Instance Learning (MIL) is a special kind of supervised 
learning problem that has been studied actively in recent years. We propose an 
approach based on One-Class Support Vector Machine (SVM) to solve MIL 
problem in the region-based Content Based Image Retrieval (CBIR). This is an 
area where a huge number of image regions are involved. For the sake of 
efficiency, we adopt a Genetic Algorithm based clustering method to reduce the 
search space. Relevance Feedback technique is incorporated to provide 
progressive guidance to the learning process. Performance is evaluated and the 
effectiveness of our retrieval algorithm is demonstrated in comparative studies. 

1   Introduction 

Relevance feedback (RF) technique is widely used to incorporate user’s concept with 
the learning process [2][4] for Content-Based Image Retrieval (CBIR). Most of the 
existing RF-based approaches consider each image as a whole, which is represented 
by a vector of N dimensional image features. However, user’s query interest is often 
just one part of the query image. Therefore it is more reasonable to view it as a set of 
semantic regions. In this context, the goal of image retrieval is to find the semantic 
region(s) of user’s interest. Since each image is composed of several regions and each 
region can be taken as an instance, region-based CBIR is then transformed into a 
Multiple Instance Learning (MIL) problem [5]. Maron et al. applied MIL into natural 
scene image classification [5]. Each image is viewed as a bag of semantic regions 
(instances). In the scenario of MIL, the labels of individual instances in the training 
data are not available, instead the bags are labeled. When applied to RF-based CBIR, 
this corresponds to the scenario that the user gives feedback on the whole image (bag) 
although he/she may be only interested in a specific region (instance) of that image.  

In order to support region-based image retrieval, we need to divide each image into 
several semantic regions (instances). However, this further increases the search. 
Given the huge amount of semantic regions in this problem, we first preprocess image 
regions by dividing them into clusters. In this way the search space can be reduced to 
a few clusters that are relevant to the query region. K-means is a traditional clustering 
method and has been widely used in image clustering. However, it is incapable of 
finding non-convex clusters and tends to fall into local optimum especially when the 
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number of data objects is large. In contrast, Genetic algorithm [9] is known for its 
robustness and ability to approximate global optimum. In this study, we adapted it to 
suit our needs of clustering image regions. 

After clustering, our proposed system applies MIL to learn the region of interest 
from users’ relevance feedback on the whole image. In particular, the proposed 
learning algorithm concentrates on the positive bags (images). The motivation is that 
positive samples are all alike, while negative samples are each bad in their own way. 
Instead of building models for both positive class and negative class, it makes more 
sense to assume that all positive regions are in one class while the negative regions 
are outliers of the positive class. Therefore, we applied One-Class Support Vector 
Machine (SVM) [1] to solve the MIL problem in CBIR. Chen et al. [6] and Gondra 
[10] use One-Class SVM in image retrieval but, again, it is applied to the image as a 
whole. In our approach, One-Class SVM is used to model the non-linear distribution 
of image regions. Each region of the test images is given a similarity score by the 
evaluation function built from the model. The images with the highest scores are 
returned to the user as query results. However, the critical issue here is how to 
transform the traditional SVM learning, in which labeled training instances are readily 
available, to a MIL learning problem where only the labels of bags (e.g. images with 
positive/negative feedbacks) are available. In this study, we proposed a method to 
solve the aforementioned problem and our experiments show that high retrieval 
accuracy can be achieved usually within 4 iterations. 

In Section 2, we present the clustering method. In Section 3, the detailed learning 
and retrieval approach is discussed. In Section 4, the overall system is illustrated and 
the experimental results are presented. Section 5 concludes the paper. 

2  Genetic Algorithm Based Clustering 

2.1  Overview of Genetic Algorithm 

The basic idea of Genetic Algorithm originates from the theory of evolution -- 
“survival of the fittest”. It was formally introduced in the 1970s by John Holland [8]. 
The overview of genetic algorithm is shown in Fig. 1. 

 

Fig. 1.  Genetic Algorithm Overview 
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The possible solutions to a real world problem are first encoded. Each solution 
forms a chromosome. A population is a group of chromosomes. From the first 
generation (parents), these chromosomes will go through Selection, Crossover and 
Mutation and generate the next generation (offspring). The next generation of 
chromosomes is decoded back into real world solutions. An objective function is 
used to measure the fitness of each individual solution. This accomplishes the 
evolution of the first generation. Genetic algorithm then starts to run the next 
generation.  

2.2  Genetic Algorithm Design for Image Region Clustering 

In image region clustering, the target problem is to group semantic image regions into 
clusters according to their similarities. Each cluster is represented by its centroid. 
With this objective, we design the genetic algorithm below. 

2.2.1  Encoding 
A feasible solution to a clustering problem would be a set of centroids. Therefore we 
give each region an ID: 1, 2, ...,n (n is an integer). The centroids are represented by 
their ID in the chromosome.  

 

 

Fig. 2.  A Chromosome Example 

Fig. 2 is an example of a chromosome. In this chromosome, each integer is a gene 
in genetic world which corresponds to the ID of a centroid region.  

2.2.2   Objective Function 
The objective of image region clustering is to find the optimal combination that 
minimizes the function below: 
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pi is an image region in the cluster Rj which is represented by an representative image 
region rep[pi, Rj]. n is the total number of image regions and k is the number of 
clusters. The value of k is determined experimentally as there is no prior knowledge 
about how many clusters are there. A too large k value would result in over-clustering 
and increase the number of false negatives, while a too small k value would not help 
much in reducing the search space. According to our experiment, in which there are 
9,800 images with 82,552 regions, we divide the entire set of image regions into 100 
clusters since it results in a good balance between accuracy and efficiency. d is some 
distance measure. In this study, we use the Euclidean distance. 
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2.2.3   Initialization 
The initial size of population is set to l which is 50 in this study. For each 
chromosome we randomly generate k genes, which are actually k integers between 1 
and n (the number of image regions). These k genes correspond to the representative 
image region for each of the k clusters. We then calculate the inverse values of the 
objective function for these chromosomes: f1, f2, ... , fl. The fitness of each individual 
chromosome is computed according to Equation (2). 

∑
=

=
l

i
iii ffFit

1

/  (2) 

2.2.4   Genetic Operators 
1) Selection: There are many kinds of selection operations. We use a Roulette to 

simulate the selection as shown in Fig. 3.  

 

Fig. 3 Roulette 

For each chromosome we compute its fitness according to Equation (2). Two 
chromosomes from the population are randomly selected. The higher the fitness 
the higher the chance a chromosome is selected. This mechanism is like rotating 
roulette as shown in Fig. 3. C1, C2... are chromosomes. The area each chromosome 
occupies is determined by its fitness. Therefore, chromosomes with higher fitness 
values would have more chances to be selected in each rotation. We select l pairs 
of chromosomes and feed them into the next step. 

2) Recombination: In this step, the recombination operator proposed in [9] is used 
instead of a simple crossover. Given a pair of chromosomes C1 and C2, 
recombination operator generates their child C0 one gene at a time. Each gene in 
C0 is either in C1 or C2 or both and is not repetitive of other genes in C0. 

3) Mutation: In order to obtain high diversity of the genes, a “newly-born” child 
chromosome may mutate one of its genes to a random integer between 1 and n. 
However, this mutation is operated at a very low frequency. 

2.2.5   Wrap-Up 
At the end of clustering, we choose from the last generation the chromosome with the 
greatest fitness value. Thus we have k clusters. Given a query image region, all the 
other image regions in this cluster can be located. However, we cannot simply  reduce  
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the search space to this cluster because it is often the case that a particular region is 
closer to some regions in another cluster than some regions within the same cluster. 
This situation is illustrated in Fig. 4, where the query region A is closer to B than to 
C. Therefore we choose three clusters whose centroids are the closest to the query 
region. As an image is composed of several semantic regions, it can fall into any 
cluster that has at least one of its semantic regions. We then group all the images that 
have at least one semantic region fall into the three clusters and take it as the reduced 
search space for a given query region.  

 

Fig. 4. Cluster Result 

3   The Proposed Learning Approach 

In this study, we assume that user is only interested in one semantic region of the 
query image. The goal is to retrieve those images that contain similar semantic 
regions. In the proposed CBIR system, we adopted the automatic image segmentation 
method proposed in Blobworld [3]. After segmentation, 8 global features (three 
texture features, three color features and two shape features [3]) for each “blob” i.e. 
semantic region, are extracted.  

3.1   Multiple Instance Learning with Relevance Feedback 

In traditional supervised learning, each object in the training set has a label. The task 
of learning is to map a given object to its label according to the information learned 
from the training set. However, in Multiple Instance Learning (MIL), the label of an 
individual instance is unknown. Only the label of a bag of instances is available. MIL 
needs to map an instance to its label according to the information learned from the 
bag labels. In CBIR, each image is considered a bag of semantic regions (instances). 
By supplying feedback to the retrieved images, user labels an image positive if it 
contains the region of interest; otherwise, it is labeled negative. As a result, the label 
of each retrieved image bag is available. However, the labels of the semantic regions 
are still unknown. The goal of MIL, in the context of CBIR, is to estimate the labels 
(similarity scores) of the test image regions/instances based on the learned 
information from the labeled images/bags. In this way, the single region based CBIR 
problem can be transformed to a MIL problem as defined below. 

Definition 1. Given a set of training examples T=<B,L> where B=Bi(i=1,...,n) is a 
set of n bags and L=Li(i=1,...,n) is a set of labels of the corresponding bags. 
Li∈{1(Positive), 0(Negative)} The goal of MIL is to identify the label of a given 
instance in a given bag. 

     
     

 
 
               Cluster 1 Cluster 2

B A C
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The relation between a bag (image) label and the labels of all its instances (regions) 
is defined as below. 

1 1 1 =∃= = ij
m
ji lifL

 (3) 

0 0 1 =∀= = ij
m
ji lifL

 (4) 

Suppose there are m instances in Bi. lij is the label of the jth instance in the ith bag. If 
the bag label is positive, there exists at least one positive instance in that bag. If the 
bag label is negative, all instances in that bag are negative. In this study, the One-
Class SVM is adopted as the underlying learning algorithm. 

3.2   One-Class SVM 

One-Class classification is a kind of unsupervised learning. It tries to assess whether a 
test point is likely to belong to the distribution underlying the training data. In our 
case, the training set is composed of positive samples only. One-Class SVM has so far 
been studied in the context of SVMs [1].  

The idea is to model the dense region as a “ball”. In MIL problem, positive 
instances are inside the “ball” and negative instances are outside. If the origin of the 
“ball” is α  and the radius is r, a point 

ix , in this case an instance (image region) 

represented by an 8-feature vector, is inside the “ball” iff rxi ≤− α . This is shown 

in Fig. 5 with red rectangles inside the circle being the positive instances. 

 

 

Fig. 5. One-Class Classification 

This “ball” is actually a hyper-sphere. The goal is to keep this hyper-sphere as 
“pure” as possible and include most of the positive objects. Since this involves a non-
linear distribution in the original space, the strategy of Schölkopf’s One-Class SVM is 
first to do a mapping θ  to transform the data into a feature space F corresponding to 
the kernel K: 

),()()( vuKvu ≡⋅θθ  (5) 

where u and v are two data points. In this study, we choose to use Radial Basis 
Function (RBF) Machine below. 

( )σ2/exp),( vuvuK −=  (6) 
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Mathematically, One-Class SVM solves the following quadratic problem: 
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min ξαρ

ρξ
 

(7) 

subject to  

  nixw iii ,...,1 and 0,))(( =≥−≥⋅ ξξρθ  (8) 

where iξ  is the slack variable, and  ∈(0,1) is a parameter that controls the trade off 
between maximizing the distance from the origin and containing most of the data in 
the region created by the hyper-sphere and corresponds to the ratio of “outliers” in the 
training dataset. When it is applied to the MIL problem, Equation (7) is also subject to 
Equations (3) and (4). If w and ρ  are a solution to this problem, then the decision 
function is ))(()( ρθ −⋅= xwsignxf  and it will be 1 for most examples xi contained in 
the training set. 

3.3   Learning and Retrieval Process 

In initial query, user identifies a semantic region of his/her interest. We simply 
compute the Euclidean distances between the query semantic region and all the other 
semantic regions in the image database. The similarity score for each image is then set 
to the inverse of the minimum distance between its regions and the query region. The 
training sample set is then constructed according to user’s feedback. If an image is 
labeled positive, its semantic region that is the least distant from the query region is 
labeled positive. For some images, Blob-world may “over-segment” such that one 
semantic region is segmented into two or more segments. In addition, some images 
may actually contain more than one positive region. Therefore, we cannot assume that 
only one region in each image is positive. Suppose the number of positive images is h 
and the number of all semantic regions in the training set is H. Then the ratio of 
“outliers” in the training set is set to: 

)(1 z
H

h +−=α
 

(9) 

z is a small number used to adjust the  in order to alleviate the above mentioned 
problem. Our experiment results show that z= 0.01 is a reasonable value. 

The training set as well as the parameter  are fed into One-Class SVM to obtain 
w  and ρ, which are used to calculate the value of the decision function for the test 
data, i.e. all the image regions in the database. Each image region will be assigned a 
“score” by ρθ −⋅ )(xw  in the decision function. The similarity score of each image is 
then set to the highest score of all its regions. It is worth mentioning that except for 
the initial query in which the user needs to specify the query region in the query 
image, the subsequent iterations will only ask for user’s feedback on the whole image. 

4   Experiments 

Fig. 6 shows the architecture of our system. Fig. 7 shows the initial query interface. 
The leftmost image is the query image. This image is segmented into 7 semantic 
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regions (outlined by red lines). User identifies the “red flower” region as the region of 
interest (the 3rd image from left outlined by a blue rectangle). In initial query, the 
system gets the feature vector of the query region and compares it with those of other 
image regions using Euclidean distance. After that, user gives feedback to the 
retrieved images. Our One-Class SVM based algorithm learns from these feedbacks 
and starts another round of retrieval. 

 

Fig. 6. CBIR System Architecture 

 

Fig. 7.  Initial Query Interface 

4.1   System Performance Evaluation 

The experiment is conducted on a Corel image database consisting of 9,800 images. 
After segmentation, there are 82,552 image segments. Experiments show that when 
the number of clusters k=100, the result is most reasonable in terms of the balance 
between accuracy and reduction of search space. According to user-specified query 
region, we pull out three closest clusters as the reduced search space. Sixty five 
images are randomly chosen from 22 categories as the query images. The search 
space, in terms of the number of images in the 3 candidate clusters, is reduced to 
28.6% of the original search space on average. 

We compare our system with the one that performs full search. We also compare 
its performance with two other relevance feedback algorithms: 1) Neural Network 
based MIL algorithm [7]; 2) General feature re-weighting algorithm [2]. For the latter, 
both Euclidean and Manhattan distances are tested. 

Five rounds of relevance feedback are performed for each query image - Initial (no 
feedback), First, Second, Third, and Fourth. The accuracy rates with different scopes, 
i.e. the percentage of positive images within the top 6, 12, 18, 24 and 30 retrieved 
images, are calculated. Fig. 8(a) shows the result from the First Query while Fig. 8(b) 
shows the result after the Fourth Query. “BP” is the Neural Network based MIL 
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which uses both positive and negative examples. “RF_E” is feature re-weighting 
method with Euclidean Distance while “RF_M” uses Manhattan Distance. 
“SVM_Cluster” is the proposed system and “SVM” refers to the same retrieval 
mechanism without clustering. 
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(a)                                              (b) 

Fig. 8. (a) Retrieval Accuracy after the 1st Query;  (b) Retrieval Accuracy after the 4th Query 

 
(a) 

 
(b) 

Fig. 9. (a) Third Query Results by “SVM_Cluster”. (b) Retrieved Regions of the Images in  
Fig. 9(a) 
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(a) 

 
(b) 

Fig. 10. (a) Third Query Results by Neural Network based MIL. (b) Retrieved Regions of the 
Images in Fig. 10(a) 

It can be seen from Fig. 8 that although the search space is substantially reduced, 
the performance of our system is only slightly worse than that of the ‘SVM’ without 
clustering. In addition, the accuracy of the proposed algorithm outperforms all other 
three algorithms.  

We further compare “SVM_Cluster” with “BP” by examining the exact image 
regions learned by the two algorithms. Figures 9(a) and 10(a) show the Third Query 
results of “SVM_Cluster” and “BP”, respectively, given the query image as in Fig. 7. 
Figures 9(b) and 10(b) are the corresponding regions (outlined by red lines) learned 
by the two algorithms. It can be seen that, although “BP” seems to successfully find 
several “red flower” images, the regions it retrieved are actually the grass. 
Consequently, the “red flower” images in Fig. 10(a) will be labeled positive by the 
user. This will definitely affect the next round of learning. The bad performance of 
“BP” is due to excessive influence of “negative” samples.  

5   Conclusion 

In this paper, we proposed a MIL framework for single region based CBIR systems. 
In preprocessing, the search space is substantially reduced by using a clustering 
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mechanism based on Genetic Algorithm. We then adopt One-Class SVM in the image 
retrieval phase. The advantage of our algorithm is that it targets image region retrieval 
instead of the whole image, which is more reasonable since the user is often interested 
in only one region in the image. The proposed work also transfers the One-Class 
SVM learning for region-based CBIR into a MIL problem. Due to the robustness of 
Genetic Algorithm in approximating global optima and the generality of One-Class 
SVM, the proposed system can better identify user’s real need and remove the noise 
data.  

Acknowledgement 

The work of Chengcui Zhang was supported in part by SBE-0245090 and the UAB 
ADVANCE program of the Office for the Advancement of Women in Science and 
Engineering. 

References 

1. Schölkopf, B., Platt, J.C. et al: Estimating the Support of a High-dimensional  Distribution. 
Microsoft Research Corporation Technical Report MSR-TR-99-87, 1999. 

2. Rui, Y., Huang, T.S., and Mehrotra, S.: Content-based Image Retrieval with Relevance 
Feedback in MARS. Proc. of the Intl. Conf. on Image Processing, pp. 815-818, 1997. 

3. Carson, C., Belongie, S., Greenspan, H., and Malik, J.: Blobworld: Image Segmentation 
Using Expectation-Maximization and Its Application to Image Querying. IEEE Trans. on 
Pattern Analysis and Machine Intelligence, Vol. 24, No.8, 2002. 

4. Su, Z., Zhang, H.J., S. Li, and Ma, S.P.: Relevance Feedback in Content-based Image 
Retrieval: Bayesian Framework, Feature Subspaces, and Progressing Learning. IEEE 
Trans. on Image Processing, Vol. 12, No. 8, pp. 924-937, 2003. 

5. Maron, O. and Lozano-Perez, T.: A Framework for Multiple Instance Learning. Advances 
in Natural Information Processing System 10. Cambridge, MA, MIT Press, 1998. 

6. Chen, Y., Zhou, X., Tomas, S., and Huang, T.S.: One-Class SVM for Learning in Image 
Retrieval. Proc. of IEEE International Conf. on Image Processing, 2001. 

7. Huang, X., Chen, S.-C., Shyu, M.-L., and Zhang, C.: User Concept Pattern Discovery 
Using Relevance Feedback and Multiple Instance Learning for Content-Based Image 
Retrieval. Proc. of the 3rd Intl. Workshop on Multimedia Data Mining 
(MDM/KDD’2002), pp. 100-108, 2002.  

8. Holland, J. H.: Adaptation in Natural and Artificial Systems. University of Michigan Press 
(1975). 

9. Vladimir, E. C. and Murray, A. T.: Spatial Clustering for Data Mining with Genetic 
Algorithms. Technical Report FIT-TR-97-10, Queensland University of Technology, 
Faculty of Information Management, September 1997. 

10. Gondra, I. and Heisterkamp, D. R.: Adaptive and Efficient Image Retrieval with One-
Class Support Vector Machines for Inter-Query Learning. WSEAS Transactions on 
Circuits and Systems, Vol. 3, No. 2, April 2004, pp. 324-329. 



Interactive Video Search
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Abstract. Large video collections present a unique set of challenges
to the search system designer. Text transcripts do not always provide
an accurate index to the visual content, and the performance of visually
based semantic extraction techniques is often inadequate for search tasks.
The searcher must be relied upon to provide detailed judgment of the
relevance of specific video segments. We describe a video search system
that facilitates this user task by efficiently presenting search results in
semantically meaningful units to simplify exploration of query results
and query reformulation. We employ a story segmentation system and
supporting user interface elements to effectively present query results at
the story level. The system was tested in the 2004 TRECVID interactive
search evaluations with very positive results.

1 Introduction

The infrastructure and technology for maintaining large digital video collections
has reached a point where use and distribution of these assets over wide area
networks is fairly commonplace. Witness the popularity of video sharing through
BitTorrent [1]. However, search technology within such collections remains rel-
atively primitive despite the increasing demand for improved access to these
assets. Video management systems rest on the integration of two evolving tech-
nologies. First, video analysis and segmentation systems build content-based
indices into the video data. Secondly, information retrieval systems and user
interfaces are applied to allow searchers to identify content that satisfies some
information need. The video information retrieval problem is the focus of a grow-
ing research community as well as the TRECVID evaluations [2].

Large video collections present unique challenges to the search system de-
signer. Numerous existing video indexing and retrieval systems rely on text an-
notations of one form or another. For example, recently deployed Web-based
video search systems build indices using explicit annotations such as program
abstracts [3] and text from closed-captions [4], or implicit annotations such as
filenames and nearby text in referencing documents [5]. More advanced systems
take a multi-modal approach, integrating features such as text derived from op-
tical character recognition (OCR), image similarity, and semantic feature extrac-
tion [6, 7, 8, 9]. While text-based information retrieval technology is fairly mature,
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Fig. 1. The top row of the figure illustrates the boundaries between news stories and
advertisements. The bottom row depicts the visual shot boundaries. Each story contains
one or more shots. Story boundaries and shot boundaries need not align

its effectiveness for video retrieval is limited. When the search need is satisfied
by a large unit of video, such as a program, text search can be very effective.
But if the requirement is to identify the depiction of a specific event or item at
the shot level, the precision of text based indexing generally falls short. Even
when accurate transcripts are available, text-based indices only partially bridge
the gap between a searcher’s information requirement and the video media. This
gap is most challenging when the information need is a complex visual category
that is unlikely to be explicitly referenced in a text transcript, but exists even
for the most explicit “find person X” queries since the presence (or absence) of
referring text is not an accurate indicator of exactly where the person may ap-
pear (or not appear) [10]. This sort of semantic disconnect is exacerbated when
the vocabulary used to refer to a search object varies in ways which may be un-
known to the searcher, although this problem can be mitigated with techniques
such as latent semantic analysis [11].

Given the limitations of automatic content-based indexing techniques, the
burden is on the searcher to evaluate query results for accurate, fine-grained rel-
evancy to the information need. The design goal of an interactive search system
is to facilitate this task. More specifically, the interactive system must leverage
content-based indexing to provide both a putative set of relevant content and also
an interface by which the searcher can efficiently filter out the irrelevant results.
Our search system is based on two key design choices. First, we use automatic
analysis to organize the search results according to a topic-based story segmen-
tation rather than a visual shot segmentation. Second, we have designed a user
interface with dynamic visualizations of search results to enable the searcher to
both quickly review a list of relevant story segments and peruse the shots within
those relevant story segments.

In the next section, we describe media analysis components of our search
system. The following two sections describe the system’s interactive design ele-
ments and automated search capabilities. Section 4 describes the results of our
experiments performed in conjunction with the TRECVID 2004 evaluations [2].
While the TRECVID broadcast news corpus is a strongly structured genre (the
talking heads are called anchors for good reason), our segmentation and search
applications use no genre-specific information.
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Fig. 2. Transcripts and shot boundaries are used to build a latent semantic space (LSS)
which then provides the basis for a self-similarity-based segmentation of the transcripts
to create story boundaries. The story boundaries in turn are used to segment the text
transcript and build the LSS used for search

2 Multilevel Indexing

Search results are presented in our interface at an intermediate level using a
semantically-derived segmentation of the source material. In a wide variety of
video genres, including news and documentaries, numerous shots may be con-
tained within a single, semantically coherent, story. Figure 1 illustrates graph-
ically the hierarchy of shot and story segments. The underlying “true” story
boundaries need not align with shot boundaries. For instance, a news anchor
can change topics without a visual transition. For simplicity we assume that
they do in fact align and each shot is assigned uniquely to a single story. The
story-level segmentation puts related shots into groups easily appreciated by the
searcher. Additionally, since the story segmentation forms the basis of the latent
semantic space (LSS) used for querying the database, there is a greater synergy
between the search engine and the search results than through keyword match-
ing search or image/shot-based search results. By providing story-based results,
the searcher can more easily and productively browse and evaluate the query
results returned by the system.

Figure 2 illustrates the process used to build the story-level segmentation and
index. Preprocessing steps produce a time aligned text transcript and a shot-
level segmentation. Shots are then merged into stories based on text similarity
in the derived LSS.
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Fig. 3. A portion of the text-based self-similarity matrix for a video program. The
(i,j) element in the matrix corresponds to the cosine similarity between the ith and jth

shot-based text segments. Only elements near the diagonal are used in the analysis.
Boundaries are chosen at points of maximum novelty shown below

2.1 Preprocessing

The preprocessing of the videos consists of two components: shot boundary deter-
mination and text-extraction. Although the TRECVID test data for the evalua-
tions we present includes a reference shot segmentation[12], we typically generate
a shot segmentation with our own shot boundary determination (SBD) system
based on a combination of similarity analysis and supervised nearest neighbor
classification [13]. Our SBD system was evaluated at TRECVID 2003 and 2004
with very favorable results. Automatic speech recognition (ASR) transcripts are
provided by LIMSI [14] as part of the TRECVID corpus. In the absence of these
transcripts, closed captioning, manual transcription, or another source of ASR
(or possibly OCR) would be required to generate text annotations.

2.2 Story Segmentation

We combined the text transcripts and visually-based shot segmentation to build
a story segmentation using latent semantic analysis (LSA) [15, 16] and a similarity-
based segmentation technique [17] as follows. We stopped and stemmed the text
of the speech recognition transcripts [18], resulting in a dictionary of approx-
imately 12000 terms. The shot-level segmentation was then used to compute
document statistics and collect term vectors from which to build an LSS. The
TRECVID 2004 corpus consists of 128 approximately half hour news programs,
with an average of 260 shots per program in the reference shot segmentation.
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Shots were joined until a minimal number (20) of text tokens was contained
in each segment. This resulted in an average of 72 shot-based non-overlapping
text segments per program, 9188 text segments total, in the bootstrap step. A
truncated singular value decomposition (SVD) of order 100 was performed on
this 12000-term by 9188-document matrix to generate the LSS used for story
segmentation. A term vector was generated for every shot in the original shot
segmentation and projected into this shot-based LSS. Thus each shot is repre-
sented by a vector of projection coefficients in the LSS.

For each term vector the cosine similarity with adjacent vectors was computed
to generate a (partial) similarity matrix for each program. An example appears
in Figure 3. The (i,j) element of the matrix is the cosine similarity between the
projection coefficient vectors from the ith and jth shots in the video. From this
matrix a novelty score was computed via kernel correlation [17], and local max-
ima in the novelty exceeding a preset threshold were chosen as story-boundaries.
The novelty score computed from the example similarity matrix is shown in the
bottom of Figure 3. If necessary, boundaries were added at lesser maxima in the
novelty score until each resulting story contained less than a maximum number
of shots (16). This process resulted in an average of 25 story segments per half
hour program and 83 text tokens per story.

The story segments were then used to segment the transcripts and build a
new LSS for use in search. The text from each story segment was treated as a
unit for the computation of the story-level LSS. Corresponding document fre-
quency statistics were recomputed and story term vectors generated resulting in
a 12000-term by 3237-document term matrix from which to compute the new
story-based LSS, also of order 100. During search operations query text was
compared to story text or shot text by measuring the cosine similarity between
term vectors in the story-based LSS. The number of documents and text tokens
involved in this semantic analysis process is fairly small by the standards of
the literature on latent semantic analysis [11], and the resulting semantic group-
ings are predictably noisy. Despite this apparent drawback, the semantic index
smooths across vocabulary use and co-occurrence in ways that are intricately
tied to the content of the corpus from which it is derived. With appropriate
feedback (see Figure 5) the searcher may gain insight into fruitful topics to ex-
plore. Additionally, the smoothing can be expected to mitigate the impact of
errors in ASR transcripts. We also generated a keyword matching index at both
shot and story levels to be used during search at the discretion of the user. In
practice this option was rarely used, and only after exploring the vocabulary
space with the LSS-based search.

3 Search Support in the User Interface

Figure 4 shows the interactive search interface. In the user interface, stories are
the main organizational units for presenting query results to the user. The user
enters a query as keywords and/or images in region A. Once the user has entered
a query and pressed the search button, story results are displayed in order of
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Fig. 4. The search interface. A text and image query is specified in area A. Query
results are summarized as story keyframe collages in area B. Selecting a story expands
the shots program timeline in area C. Relevant shots are collected in area D. the
TRECVID topic is displayed in area E

decreasing relevance in region B. The collages in the search results area are also
sized proportional to their relevance. When the user wants to explore a retrieved
story, he clicks a collage. The corresponding video program is opened in region
C and the selected story is highlighted in the video timeline. Below the timeline
the keyframes from the shots in the selected story are expanded. The program
timeline is color coded by story relevance and segmented by story. Below the
timeline a click-able sequence of story collages is displayed. This is also pictured
in Figure 6. This enables the user to explore the neighborhood of a search result
in a structured fashion. When the user finds a shot of interest, he drags it to the
result area in region D.

3.1 Representing Shots and Stories

In the user interface, stories are the main organizational units for presenting
query results to the user. While the frames comprising a video shot are visually
coherent, and can generally be well represented with a single keyframe, stories
consist of multiple shots and are unlikely to be satisfactorily represented by
a single keyframe. Therefore, we represent stories as collages of relevant shot
keyframes as in Figure 5. This provides an easy way for the user to visually
judge whether a story is worth exploring. To build a story collage we select the
shots with the highest relevance scores and use their keyframes. We determine
a retrieval score for each shot using the same story-based LSS. We crop the
keyframes instead of scaling them down in an attempt to keep the content rec-
ognizable at reduced scales. Each keyframe is assigned an area in the collage
proportional to its relevance score.
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Fig. 5. Tooltips showing relevant keywords for the top two results pictured in Figure 4
for the query terms: “hockey”,“ice”. Words shown in bold are those closest to the
query terms. Words in plain font are those with the highest tf*idf values. Note that
the obvious query term, “hockey”, does not appear

Fig. 6. Expanded shots for the top story in Figure 4 and the stories immediately pre-
ceding and following. By visual inspection of the keyframes and keywords it is easy to
see that the preceding and following stories are not related to the search topic, hockey

3.2 Keyword Relevance Cues

As depicted in Figures 5 and 6, tooltips for story collage and video shot keyframes
provide information about both the most distinctive words in the document and
the words most relevant to the current query. These keywords provide guidance
to the user for re-formulating search terms. The words with the highest term
frequency * inverse document frequency (tf*idf) [19] values are used as the most
distinctive keywords for a shot or story. In Figures 5 and 6 these are rendered
in normal strength font. The terms shown in bold are the story terms most
closely related to the query and indicate why the document is deemed relevant
by the search system. When using a keyword matching text search, the terms
most related to the query are the subset of the query terms that appear in
the story. When LSA-based text search is used, a relevant document may not
contain any of the query terms. We use the LSS to identify terms in the document
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Fig. 7. Mean average precision (MAP) for all TRECVID 2004 interactive search sub-
missions. We submitted 3 runs each, one for each post-processing method, from 3
different user groups for 9 total runs. Our 3 groups placed 3rd-5th, 8th-10th, and
11th-13th in overall MAP

that are closest to the query by first projecting the query term vector into the
LSS, then re-expanding the reduced-dimension vector back to a full length term
vector. The document terms are then ranked by their corresponding values in
this smoothed query term vector. For the example illustrated in Figure 5 the
query text was “hockey ice”. In this example the most discriminative terms
include proper names such as “bourque”, “brind’amour”, and “portugal”, while
the boldface terms closest to the query are more general and reflect the global
nature of the LSS: “goal”, “score”, “beat”, “win”.

4 Evaluations

We tested our search system as part of the TRECVID 2004 interactive search
evaluation[20]. The TRECVID interactive search task is specified to allow the
user 15 minutes on each of 24 topics to identify up to 1000 relevant shots per topic
from among the 33,367 shots in the test corpus. It is unlikely that a user will be
able to identify every relevant shot in the allowed time, or alternatively, identify
1000 shots with any degree of care. Meanwhile, the primary global performance
metric, mean average precision (MAP), does not reward returning a short high-
precision list over returning the same list supplemented with random choices.
Thus, the search system is well advised to return candidate shots above and
beyond what the user identifies explicitly.

We apply 3 different methods to fill out the remaining slots in the TRECVID
shot result list. A first step in all cases is a heuristically motivated one where
the shot immediately preceding and immediately following each shot in the user-
identified relevant list is added. The rationale behind this step is that relevant
shots often occur in clumps [21], and that a searcher may simply miss some. The
nature of the reference shot segmentation [12] contributed to this phenomena
during evaluation. Because shots were limited to a minimum length of 2 seconds,
many shots contained subshots whose content was not reflected in the main shot
keyframe. Other SBD systems are subject to similar problems when the shots
contain significant visual change; static keyframing can not anticipate future



Interactive Video Search Using Multilevel Indexing 213

user needs. In these cases the searcher needs to play the video clip to accurately
evaluate the shot contents. The bracketing step accounts for roughly half of the
improvement in MAP that we garner from the post-processing. After bracketing,
three variations of automated query are used to fill the remaining slots:

Weighted Query History (WEIGHTED). Each query from the interactive
session is re-issued and its precision measured against the list of relevant
shots. Each shot is given the precision-weighted sum of the individual query
relevance values.

Single LSA Query (LSA1). In this mode the text from the shots that have
been judged by the searcher to be relevant is combined to form a single
LSA-based text query. This query is applied to the unjudged shots and the
highest scoring ones retained for the result list.

Multiple LSA Query (LSA2). The text for each shot in the relevant list is
used to form an individual LSA-based text query. The relevancy values for
each query are then combined based on the precision against the relevant
list as in the WEIGHTED method.

The mean average precision (MAP), for all participants is shown in Figure 7.
We employed 6 searchers to collectively complete each search topic 3 times. As
described above, 3 variations of automated search post-processing step were ap-
plied to each topic result, yielding the 9 submissions graphed in Figure 7. The
difference in performance between automation types was quite low, as was dif-
ference in performance between users. The MAP performance of our system
was very competitive with systems using very rich video features as part of
their search criteria [6, 7, 8, 9]. As shown in Figure 7, 2 other submissions outper-
formed our best submission, and 4 outperformed our worst submission. While
the performance of a search system of this nature is subject to a great many
confounding factors, we attribute the success of our effort to the combination of
the story-based search and powerful interface elements.

5 Summary

We have described the design and implementation of an interactive video search
system aimed at leveraging the power of automated analysis techniques to fa-
cilitate the application of human judgment of query results in an interactive
system. A story-based segmentation of the source material, coupled with inter-
face methods that succinctly summarize the results and their relevancy to the
query, form the foundation of the system. In evaluation we found our system to
be very competitive with other systems employing more advanced content-based
video analysis.

As we move forward we plan to incorporate more content-based indexing
methods into our search system, but will continue our emphasis on applying these
methods in ways that leverage the unique discriminative abilities of the searcher.
In the near term, highly accurate recovery of complex semantic information from
video may be impractical. Nevertheless, the opportunistic use of ever-improving
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content analysis within inspired user interfaces holds a great deal of potential
for creating powerful access to a wide variety of video media.
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Abstract. This paper examines results from the last two years of the
TRECVID video retrieval evaluations. While there is encouraging ev-
idence about progress in video retrieval, there are several major dis-
appointments confirming that the field of video retrieval is still in its
infancy. Many publications blithely attribute improvements in retrieval
tasks to the different techniques without paying much attention to the
statistical reliability of the comparisons. We conduct an analysis of the
official TRECVID evaluation results, using both retrieval experiment er-
ror rates and ANOVA measures, and demonstrate that the difference
between many systems is not statistically significant. We conclude the
paper with the lessons learned from both results with and without sta-
tistically significant difference.

1 Introduction

More people use video and television as information sources, yet video retrieval
still lags far behind text retrieval in terms of effectiveness. In recent years, video
retrieval research has been a very active field, and many different approaches to
video retrieval have been proposed both in the non-interactive setting [1, 2, 3]
and the interactive setting [3, 4, 5].

What makes a difference in video retrieval? This paper examines the ques-
tion by looking at the TRECVID 2003 and TRECVID 2004 official results, which
evaluated video retrieval systems in a variety of conditions and on a variety of
topics. Our initial goal was to examine the rankings of the evaluated systems,
analyze the descriptions and establish which approaches were more effective than
others. However, as soon as we took a closer look at the differences in evaluation
scores between the systems, it quickly became clear that many evaluation score
differences are very small, hinting that any conclusions drawn from the score
difference alone may be inconclusive. We began to investigate which differences
were statistically significant when comparing results in the TRECVID evalu-
ation. Much to our surprise, the significant differences were relatively sparse.
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Since it also turned out to be very difficult to determine from the descriptions
which approaches were part of the system versions that made a real difference,
we reduced our analysis to comparing versions of our own submitted systems,
when they produced statistically significant results.

The paper is organized as follows. We first describe the NIST TRECVID eval-
uations in 2003 and 2004 in Section 2, followed by an analysis based on retrieval
experiment error rate (REER) to determine whether a system is reliably better
than the other in Section 3. An alternative analysis is provided in Section 4
through analysis of variance (ANOVA) and the Newman-Keuls pairwise signifi-
cance tests, where we also introduce the idea of pseudo-grouping to summarize
statistically significant comparisons succinctly. We present the empirical results
of our analysis on various TRECVID submission conditions and describe, based
on our own participation, which approaches seemed to be effective in Section 5.
Finally, Section 6 provides a discussion and summary of the findings.

2 NIST TREC Video Retrieval Evaluations in 2003 and
2004

TREC Video Retrieval Evaluations (TRECVID) is an independent evaluation
forum devoted to research in content-based retrieval of digital video [6]. Its goal
is to encourage research in information retrieval from large amounts of videos
by providing a large test collection, uniform scoring procedures, and a forum
for organizations interested in comparing their results. TRECVID focuses on
the single shot as the unit of information retrieval rather than the scene or
story/segment/movie. The TRECVID test corpora for 2003 and 2004 consisted
of broadcast news from ABC, CNN, and C-SPAN (for 2003), with 32,318 refer-
ence shots in the test video corpus for 2003 and 33,367 reference shots in 2004.

The nontrivial size of the corpus, its definitions of sets of information needs
(topics), and human-determined truth for the topics provide a starting point
for scientifically valid evaluations and comparisons. Taking advantage of this
framework, a total of 135 runs were submitted for search results in 2003, and
participation grew to 219 runs in 2004. For the search tasks, there were 61
interactive runs in 2004 on 23 topics (37 on 25 topics in 2003), 52 “manual”
search runs in 2004 (38 in 2003), where a manual run gives the researcher 15
minutes per topic to “translate” the information need into a form suitable for
the system. Finally, there were 23 fully automatic runs in 2004 (this condition
was not not evaluated in 2003). More detailed information can be found at the
NIST TREC Video Track web site, where interested readers are referred to the
complete descriptions on the TRECVID guidelines[7].

3 Retrieval Experiment Error Rate

As a first approach, we examined the TRECVID evaluation results with the
retrieval experiment error rate, as suggested by Voorhees and Buckley [8]. Re-
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trieval experiment error rate (REER) is motivated to evaluate the reliability of
evaluation results in a retrieval experiment like TRECVID. REER is defined
as the probability of making opposite effectiveness judgments about two sys-
tems over two sets of topics based on a common evaluation metric, like Mean
Average Precision (MAP). If we make an effectiveness statement about two re-
trieval systems (or two submission runs in the TRECVID setting) based on
that evidence that one system has higher MAP over a set of topics, REER
is the likelihood that the effectiveness judgment will be reversed, i.e. an ex-
periment error, if we compare the two systems on another set of topics. In-
tuitively, if two video retrieval systems are equally effective, we would expect
to observe that one system performs better than the other only half of them
time, i.e. REER is 0.5, when two systems are repeatedly over different sets
of topics. Therefore, only when REER is much lower than 0.5 can we have
much confidence that one retrieval system is significantly more effective than
the other. By calculating the REER of retrieval experiments, we can obtain
better insights into the reliability of the score difference between systems in-
stead of assuming that System X is better than System Y merely because the
MAP of System X is minimally larger. When it may not be appropriate to
make normality assumptions1, REER provides an alternative tool to objectively
evaluate if the score different is meaningful. Note that REER does not make
assumptions on the score distributions and is not designed to be a statistical
test.

REER can be estimated in the frequentist manner [8] by counting how often
retrieval experiment errors occur, but this method requires large amounts of
retrieval experiment results, and an extra curve fitting step is needed in order
to extrapolate a prediction of the REER for larger topic set sizes. Instead, we
estimate REER by directly following the theoretical analysis in [9] and estimate
REER in the following equation,

REER = 2Φ(
−(μX − μY )√

σ2
X+σ2

Y

|T |
)

⎛⎝1 − Φ(
−(μX − μY )√

σ2
X+σ2

Y

|T |
)

⎞⎠ (1)

where μX , μY and σ2
X , σ2

Y are the means and variances of MAP probability
distribution of the two systems X and Y, respectively, T is the set of topics in
the retrieval experiment, Φ is the standard normal distribution function.

3.1 REER of TRECVID 2003 and 2004

We estimate REER of the TRECVID 2003 and 2004 evaluation results based
on Equation 1, and the REER curves of various MAP differences are plotted

1 We perform Anderson-Darling test for normality on TRECVID 2003 and 2004 re-
trieval submissions. After controlling the False Discovery Rate at the level of 0.05
using Benjamini-Hochberg procedure, 92.82% of the 209 runs are rejected to be
normally distributed.
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Fig. 1. The Retrieval Experiment Error Rate (REER) curves are estimated from all
search submission runs in TRECVID 2003 and 2004. Each REER curve represents
different MAP difference as a function of the topic set size. The topmost curve stands
for the MAP difference greater than 0 but less than 0.01, and the second curve sands
for the difference greater than 0.01 but less than 0.02, and so on. Two horizontal dashed
lines are drawn at the REER of 0.01 and 0.05, respectively

in Figure 1. We consider only submission runs that answer all the topics. In
order to independently sample two sets of topics of equal size and calculate
the MAP difference between two systems, a set of 12 topics for each experi-
ment is the maximum number we can draw from typical 25 search topics in one
TRECVID year. The sample means and variances of two systems in (1) is hence
estimated at the topic set size of 12, and REER is extrapolated to topic set size
of 252.

If we follow the dashed line of REER 0.05 and look the MAP difference at
the topic set size of 25, which is typical in TRECVID, we can see that the MAP
difference must be greater than 0.02. Many MAP difference between submission
runs in TRECVID, especially for manual runs (see Figures 4,5, and 7), are less
than 0.02, and REER suggests that conclusions drawn from MAP differences less
than 0.02 are unlikely to hold in other retrieval experiments at the error rate of
0.05. If we want to be really confident and make comparisons at the stringent
error rate of 0.01, the MAP difference between two systems must be greater than
0.05, which renders most video retrieval systems indistinguishable in terms of
effectiveness.

2 Extrapolation may be avoided by combining two years’ results together, resulting in
total 50 topics. However, most retrieval systems changes across years, and we have
no way to tell which run in 2003 is the same run in 2004 based on descriptions in
the workshop papers only.
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4 ANOVA and Pair-Wise Significance Tests

As an alternative method, we apply an Analysis of Variance (ANOVA) approach
to determine how well TRECVID evaluation results can be explained by topics
and systems. Instead of applying multiple t-test and suffering from the multiple
testing problem, where random differences appear significant if enough experi-
ments are preformed, the Newman-Keuls test is used to estimate is the pairwise
MAP difference between two systems is statistically significant. ANOVA has
been shown to be very robust to violations of the assumption that errors are
normally distributed, which is why it is so heavily used in psychology3.

4.1 The ANOVA Model

We use a standard Analysis of Variance (ANOVA) repeated measurements design
[10] to analyze the data for statistical significant differences. ANOVA models the
average precision scores Yi,j of System j for Topic i as a combination of effects
in the following formula,

Yi,j = M + ti + rj + ei,j (2)

where M is the global mean for all topics and systems, ti is Topic i mean for all
systems, rj is System j mean average precision for all topics, and ei,j is the error
term, which “explains” the rest of the Yi,j score as due to random measurement
noise.

ANOVA allows us to compute the probability that this model can explain
the data. The resulting confidence probability p asserts the rejection of the null
hypothesis, i.e. that all data comes from the same distribution according to the
model.

4.2 The Newman-Keuls Test of Pairwise Significance

For TRECVID data, we generally find that there is a significant effect due to
topic and system differences overall, but we also want to find out which pairs
of differences are significant, and which are not. The method we used for this
is the Neumann-Keuls post-hoc test of pairwise significance. While neither the
most conservative or generous test, Newman-Keuls has the advantage that it
takes the number of pairwise comparisons into account when computing the
significance and adjusts the significance criterion. The reasoning is that if you
make many pairwise comparisons on randomly selected data, some will seem to
be significant, and the Neumann-Keuls test raises the bar for each additional
comparison. This avoids a situation where several hundred t-test are performed
at the p < 0.05 significance level, and some appear significant due to random
sampling effects. Alternative (and in many ways comparable) tests would be
Tukey’s test or Scheffe’s test.

3 In our case, the actual estimation is complicated by the fact that we only have one
value in each cell.
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The Neumann-Keuls test first arranges all means in descending order. Ac-
cording to the statistic, different cells now have different “critical differences”,
depending on the mean square error, the degrees of freedom and a so-called r
value. The r value is obtained from the difference in the number of comparison
between compared cells.

4.3 Pseudo-grouping

As a practical matter, we find that many pairwise differences are significant [11],
as shown in Figure 2 which shows just the top 30 submissions for 2004 interactive
search, and many others are not, with no easy way to spot “groups” of equally
effective systems.
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Fig. 2. The top interactive video retrieval systems in TRECVID 2004 ranked in de-
scending order by MAP. Systems covered by the same vertical bar have no significant
differences

Thus we introduce serial pseudo-grouping of systems, where each (pseudo)
group, going in order from highest MAP to lowest, has no significant differences
and there cannot be any overlap between groups. For example, if there is no
difference between System 1 and System 3 but there is difference between System
1 and System 4, then System 1 through 3 are in one group, and the next group
starts might at System 4. The complete data of interactive runs from Figure 2
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is plotted this way in Figure 3. In this format all differences, significant or not,
of systems in the middle of a group with others in the middle of another group,
get ignored. This provides a fairly concise summary of the data, emphasizing
the distinctions among the top systems, which is usually what researchers care
about. However, the pseudo-groups might mislead readers to think all systems
in one group are equivalent and better than all systems in the next group, when
instead, the interpretation should be that there are no significant differences
within the group, and at there is least one significant difference between the
best member of the group and the best member of the next group.

5 Analysis of Results

We perform ANOVA and the Newman-Keuls tests on the TRECVID 2003 and
2004 search evaluation results, and summarize the pairwise significance results
in the pseudo groups. The analysis of variance finds strong significant effects for
topics and systems in all 2003 and 2004 tests at p < 0.001. The red bars indicate
the runs that are CMU submissions, for which we can distinguish what aspects of
retrieval made a difference. Unfortunately, we can only speculate what happened
in other systems’ submissions, but we can describe with certainty what among
our own approaches made a significant difference.

 

0

0.1

0.2

0.3
  No significant difference                                            N.S.D. N.S.D. 

N.S.D. 

Fig. 3. TRECVID 2004 Interactive Search Results. Systems are ordered by descending
MAP. Arrows show pseudo-groups without significant differences

TRECVID 2004 Interactive Search (see Figures 2, 3): Looking at the
pseudo-groupings of pairwise differences, for the 2004 systems, we find that the
top 2 interactive systems are not significantly different, followed by the next
group of runs that are not significantly different ranging down to rank 15. No-
tice that the highest MAP difference between adjacent pseudo groups is around
0.5, which stands for REER 0.01. Therefore, the statistically significant MAP
difference between the two runs using the Newman-Keuls test is consistent with
REER.
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Fig. 4. TRECVID 2004 Manual Retrieval Results

In the case of the interactive runs, we find that our top ranked system was
by an expert using the full features of the Informedia system[?]. The second red
bar, significantly worse than the expert, is the submission by a novice user with
the full system. The last two red bars, again significantly worse than the other
CMU submissions, are both expert and novice users, but using a system that
did not exploit any textual information such as speech recognition transcripts.

TRECVID 2004 Manual Retrieval (see Figure 4): In the manual retrieval
condition, we find that the top 11 runs are not significantly different. Among the
red CMU submissions, we find that none of the runs are significantly different
from each other, including the baseline of retrieval based only on the transcript
text from speech recognition. This holds for all our submissions, as confirmed by
a full pairwise analysis between our run, despite the fact that they appear in dif-
ferent pseudo-groups. None of the more sophisticated video retrieval techniques
provide a significant boost over text baseline.

 

0

0.02

0.04

0.06

0.08

N.S.D. No significant difference 

Fig. 5. TRECVID 2004 Automatic Retrieval Results
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Fig. 6. TRECVID 2003 Interactive Search Results
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Fig. 7. TRECVID 2003 Manual Search Results

TRECVID 2004 Automatic (see Figure 5): The top 16 automatic runs in 2004
were also not significantly different. This includes the two CMU submissions.

TRECVID 2003 Interactive Search (see Figure 6): For 2003, our expert
interactive system at rank 1 is significantly different from our non-expert sys-
tem at rank 2. Both of these are significantly different from a number of other
submissions, whereas the next 19 systems are statistically indistinguishable.

TRECVID 2003 Manual Retrieval (see Figure 7): In the 2003 manual sub-
mission runs, we find that the top seven runs are not significantly different from
each other, even though much time has been spent interpreting the results of
different multimedia combination schemes [4]. The text baseline used for these
runs distinguishes it from the following pseudo-group, but none of the addi-
tional multimedia analysis techniques result in a significant improvement. The
next (pseudo-)group of ten systems is also not significantly different from each
other.
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6 Discussion and Conclusions

There are several lessons to be learned from this analysis of the data. The first
one is, of course, that one should not believe all the hype surrounding effective
techniques in video retrieval. Too often small differences are interpreted as sub-
stantial, even though they may just reflect uncertainty in measurement. Both the
retrieval experiment error rate and ANOVA analysis give a strongly consistent
interpretation of the results, and MAP difference of 0.05 between two retrievals
is the minimal value to have a meaningful difference. Our data provides consis-
tent evidence, across two years, that there are no clearly distinguished effective
techniques for either manual or automatic video retrieval. Perhaps the relatively
small number of topics is to blame; compared to the standard text retrieval
evaluations, 25 and 23 search topics per year makes it very difficult to ascertain
significant differences. If we take the risk of over-generalizing results in Figure 1
and continue the REER curves, we could justify 0.02 MAP difference at the
error rate level of 0.01 if we conduct retrieval experiments with 50 topics, but
this will pose a significant burden on the TRECVID organizers.

What is disappointing about our analysis is that we repeatedly find that
none of the multimedia analysis and retrieval techniques provide a significant
benefit over retrieval using only textual information such as ASR transcripts or
closed captions. This is actually consistent with findings in the earlier TRECVID
evaluations in 2001 and 2002, where the best systems were based exclusively on
retrieval using automatic speech recognition. However, we should also point out
that it is not the case that “nothing works” here. In interactive systems, we do
find significant differences among the top systems, indicating that interfaces can
make a huge difference for effective video search. Not surprisingly, from com-
parisons of our own data, we find that expert users significantly outperform
novice users, and visual only systems that do not exploit broadcast news speech
transcripts are significantly inferior to systems that exploit all available knowl-
edge. While in 2003, there were big, significant gaps between the top systems,
that difference shrunk in the 2004 TRECVID interactive submissions, indicating
that the knowledge about effective interactive search systems is more broadly
disseminated.
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Abstract. Matching people based on their imaged face is hard because of the
well known problems of illumination, pose, size and expression variation. Indeed
these variations can exceed those due to identity. Fortunately, videos of people
have the happy benefit of containing multiple exemplars of each person in a form
that can easily be associated automatically using straightforward visual tracking.
We describe progress in harnessing these multiple exemplars in order to retrieve
humans automatically in videos, given a query face in a shot. There are three
areas of interest: (i) the matching of sets of exemplars provided by “tubes” of the
spatial-temporal volume; (ii) the description of the face using a spatial orientation
field; and, (iii) the structuring of the problem so that retrieval is immediate at run
time.

The result is a person retrieval system, able to retrieve a ranked list of shots
containing a particular person in the manner of Google. The method has been
implemented and tested on two feature length movies.

1 Introduction

The objective of this work is to retrieve shots containing particular people/actors in
video material using an imaged face as the query. There are many applications of such
a capability, for example: ‘intelligent fast-forwards’ – where the video jumps to the next
scene containing that actor; and retrieval of all the shots containing a particular family
member from the thousands of short video sequences captured using a typical modern
digital camera.

In this paper we explore person retrieval using (near) frontal faces, though clearly
other attributes such as hair or clothing could be added to the feature vector. Face match-
ing is notoriously difficult [4, 5, 8, 18] – even under quite controlled conditions the vari-
ation in the imaged face due to lighting, pose, partial occlusion, and expression, can
exceed that due to identity. The approach we take is to eschew matching single faces
but instead match sets of faces for each person, with the representation for each person
consisting of a distribution over face exemplars. This approach has been investigated in
the literature, e.g. [1, 2, 11, 19]. However, we bring three areas of novelty: first, sets of
face exemplars for each person are gathered automatically in shots using tracking (sec-
tion 2); second, an individual face is represented as a collection of parts [9, 23], with the
feature vector describing local spatial orientation fields (section 3.2); third, a face set is
represented as a distribution over vector quantized exemplars (section 3.3).

Our aim is to build a description which is largely unaffected by scale, illumination,
and pose variations around frontal. Expression variation is then represented by a dis-
tribution over exemplars, and this distribution (which in turn becomes a single feature
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vector) is distinctive for each identity. This single feature vector for identity enables
efficient retrieval.

We will illustrate the method on the feature length movie ‘Pretty Woman’ [Marshall,
1990], and use the ‘opera’ shot shown in figure 4 as our running example. Shots are
detected by a standard method of comparing colour histograms in consecutive frames
and motion compensated cross-correlation.

In terms of the challenge faced, we have uncontrolled situations with strong light-
ing changes, occlusions and self-occlusion. Also we can have multiple people in a
frame/shot. The entire processing is automatic.

2 Obtaining Sets of Face Exemplars by Tracking

In this section we describe the method for associating detected faces within a shot in
order to have multiple exemplars covering a person’s range and changes of expressions.

Face detection: A frontal face detector [17] is run on every frame of the movie.
To achieve a low false positive rate a rather conservative threshold on detection
strength is used, at the cost of more false negatives. The face detector is based on
AdaBoost with weak classifiers built from local orientation detectors. Example face
detections are shown in figure 1. Alternatively, a face detector for video could be used
instead [3].

2.1 Associating Detected Face Exemplars Temporally

The objective here is to use tracking to associate face detections into face-tracks corre-
sponding to the same person within a shot. This is achieved by first running a general
purpose region tracker and then associating face detections in different frames based on
the region tracks connecting them.

Fig. 1. Example face detections of the Julia Roberts’ character in the movie ‘Pretty Woman’. Note
that detections are not always perfectly frontal. Note also successful detections despite varying
lighting conditions, changing facial expressions and partial occlusions

Fig. 2. Detail of a region track covering the deforming mouth whilst the actor speaks. This track
extends over 28 frames. The figure shows alternate frames from a subset of the shot
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(a) (b) (c)

Fig. 3. (a) Two region tracks as ‘tubes’ in the video volume between frames 7 and 37 of the
‘opera shot’ (shown in full in figure 4). The two tracked regions are superimposed in yellow.
There are 27 region tracks on the actor’s face between the two frames. These ‘tubes’ allow us to
temporally associate face detections in different frames. The ‘kink’ in the tube arises when the
actor moves first left and then right while standing up from a chair. At the same time the camera
follows the actor’s vertical motion. (b) Four frames from the video volume with face detections
superimposed. (c) The same four frames with tracked regions superimposed. In (b) and (c) the
frame numbers shown are 7, 17, 27, and 37 (from bottom)

Region tracking: The affine covariant region tracker of [21] is used here. Figure 3(c)
shows a typical set of tracked elliptical regions. This tracking algorithm can develop
tracks on deforming objects (a face with changing expressions, see figure 2), where
the between-frame region deformation can be modelled by an affine geometric trans-
formation plus perturbations, e.g. a region covering an opening mouth. The outcome is
that a person’s face can be tracked (by the collection of regions on it) through signif-
icant pose variations and expression changes, allowing association of possibly distant
face detections. The disadvantage of this tracker is the computational cost but this is
not such an issue as the tracking is done offline. Note, the face detections themselves
are not tracked directly because there may be drop outs lasting over many consecutive
frames (e.g. as the person turns towards profile and back to frontal). However, the region
tracker survives such changes.

Connecting face detections using region tracks: A typical shot has tens to hundreds
of frames with possibly one or more face detections in each frame. Face detections
are usually connected by several region tracks as illustrated in figure 3 – think of this
as magnetic flux linking the detected rectangular face regions. We use a single-link
agglomerative grouping strategy which gradually merges face detections into larger
groups starting from the closest (most connected) detections. We also utilize a tem-
poral exclusion constraint in the clustering, not allowing face tracks arising from dis-
tinct face detections in a single frame to be grouped (cf [15]). The temporal exclu-
sion is implemented as a ‘cannot link’ constraint [10] by setting connectivity to zero
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Fig. 4. Associating face detections within a shot. (a) Overview of the first 250 frames of a
shot where actors 1 and 2 cross while the camera pans to follows actor 1. Around frame 100
actor 1 turns away from the camera while occluding actor 2. Actors 3 and 4 appear and are
detected later in the shot. The circles show positions of face detections. Face detections of the
same character are colour coded and connected by lines. The thumbnails on the right show face
detections numbered and colour coded according to the actors identity. The raw face detections
in the shot (shown in (b)) are connected temporally into face-tracks (shown in (c)). Note some
face-tracks are still broken due to occlusion (actor 2) and self-occlusions (actor 1 turns away
from the camera). These face-tracks are subsequently linked using intra-shot face-track matching
(shown in (d)). The whole process is fully automatic. The temporal association and the intra-shot
matching are described in sections 2 and 3.4 respectively

for all groups which share the same frame. The merging is run until no two groups
can be merged, i.e. have connectivity above certain threshold (five region tracks in this
work). This technique is very successful when region tracks between nearby face detec-
tions are available. An example of temporal associations of face detections is shown in
figure 4(c).

3 Representing and Matching Sets of Face Exemplars

In this section we describe our representation of face sets and the matching distance
used to compare them. Each face in the (face-track) set is described by a collection
of five affinely transformed local spatial orientation fields based around facial features.
The entire set is represented as a single distribution over these local feature descriptors.
This turns matching sets of exemplars into comparing probability distributions. The
following sections describe each of these steps in more detail.
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3.1 Facial Feature Location

The goal here is to localize facial features (left and right eyes, tip of the nose and centre
of the mouth) within a face detection. This allows us to place the local face descriptors
and affinely deform their support regions to normalize for pose variations. As shown in
figure 1 the face feature positions within the face detections vary considerably. This is
mainly due to varying head pose and noisy face detector output, e.g. over scale.

Model of feature position and appearance: A probabilistic parts-based “constellation”
model [6, 7] of faces is used to model the joint position (shape) and appearance of the
facial features. To simplify the model, two assumptions are made: (i) the appearance
of each feature is assumed independent of the appearance of other features, and (ii)
the appearance of a feature is independent of its position. The position of the facial
features is modelled as a single Gaussian with full covariance matrix. In contrast to
other work [6, 7] the model does not need to be translation invariant as we expect the
face detector to have approximately normalized the position of the face. To model the
appearance of each feature, a rectangular patch of pixels is extracted from the image
around the feature and projected onto a subspace determined by principal component
analysis (PCA) during the training stage; in this subspace, the appearance is modelled
as a mixture of Gaussians, allowing the model to represent distinct appearances such as
open and closed eyes. To model the appearance of background (image patches where a
facial feature is not present), the same form of model is used as for the facial features,
but the position of the patches is assumed uniform.

The parameters of the model are learnt from around 5,000 hand-labelled face images
taken from the web. The face detections are scaled to 51 × 51 pixels and the patches
around each feature are between 13 × 13 (eye) and 21 × 13 pixels (mouth) in size.
A mixture of five Gaussians is used to model the appearance of each part, and the
dimensionality of the subspace for each part is chosen by PCA to retain 80% of variance
in the training patches.

Locating the facial features using the model: Given the learnt model, the facial fea-
tures are located by searching for the joint position of the features which maximizes
the posterior probability of the feature positions and appearance. To make this search
tractable, a few (5) candidate positions are selected for each facial feature by finding

Fig. 5. (a) Original frame. (b) Close-up with face detection superimposed. (c) Detected facial
features (eyes, nose, mouth). (d) Face is represented as a collection of local affinely deformed
spatial orientation fields (SIFT descriptors). The green circles illustrate the location and support
region for each of the five SIFT descriptors. Note how the position of the local regions adapts to
the slightly rotated pose of the head in this case
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local spatial maxima of the appearance term. An example of detected feature points is
shown in figure 5(c).

3.2 Representation of Single Faces

Each face in the set is represented as a collection of local overlapping parts. Part based
approaches to face recognition [23] have been shown [9, 20] to outperform global face
description as they cope better with partial occlusions and pose variations. The disad-
vantage is that the process of facial feature detection is an additional source of possible
errors. This becomes a significant factor for more extreme poses [9] where some of
the salient components (eyes, mouth, nose) are not visible or extremely distorted. We
exclude such cases by limiting ourselves to near frontal poses (by using a frontal face
detector).

Our face representation consists of a collection of five overlapping local SIFT de-
scriptors [14] placed at the detected feature locations (eyes, mouth, nose) and also at
the mid point between the eyes. The intention is to measure local appearance (e.g. of an
eye) independently and also, by the support region overlap, (e.g. of the two eyes) some
joint feature appearance. Each local SIFT descriptor is an eight bin histogram of image
gradient orientations at a spatial 3 × 3 grid. This gives a 72-dimensional descriptor for
each local feature position, i.e. the joint feature for the five regions is a 360-vector. The
circular support regions of SIFT descriptors are deformed into ellipses by (the inverse
of) an affine geometric transformation which maps feature locations within the face de-
tection into a common canonical frame. This compensates for head pose variation to
a certain degree, as is illustrated in figure 5(d). The SIFT descriptor has been shown
superior to other local descriptors [16] because it is designed to be invariant to a shift of
a few pixels in the feature position, and this localization error often occurs in the facial
feature detection process. The SIFT descriptor is also invariant to a linear transforma-
tion of image intensity within the (local) support region. This in turn makes the face
description robust to more local lighting changes, such as shadows cast by the nose.

In some cases there is a gross error in the face or feature detection process, e.g. one
of the features is detected outside of the face. We flag such cases by putting limits on
the affine rectifying transformation and do not use those as exemplars.

3.3 Representation of Face Sets

The goal here is to compactly represent an entire face-track containing a set of (10 to
600) faces. Representing entire face tracks brings a significant data reduction which is
very advantageous in the immediate retrieval scenario, i.e. a query face(-track) needs
to be compared only to few hundred face-tracks in the entire movie (instead of tens of
thousands of single face detections).

Each face is a point, x, in the the 360-dimensional descriptor space (section 3.2)
and we assume that faces of a particular character have certain probability density func-
tion f(x) over this space. A face track of that person than provides a set of samples
from f(x). We use a non-parametric model of f(x) and represent each face track as a
histogram over precomputed (vector quantized) face-feature exemplars. A similar rep-
resentation (over filter responses) has been used in representing texture [13] and re-
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Fig. 6. Quantized facial features. Each row shows ten random samples from one cluster of a
vector quantized facial feature (upper: left eye; lower: nose). Each sample is shown as an affinely
transformed elliptical region superimposed on an image. The size of the features shown is 3/5
of the actual scale. This reflects the Gaussian weighting of the region support (with decreasing
weight towards the boundary) which occurs in the SIFT descriptor computation. Note, there is
generalization over pose and illumination

cently has been also applied to face recognition [12]. An alternative would be to use
a mixture of Gaussians [1]. The vector quantization is performed separately for each
local face feature, and is carried out here by k-means clustering computed from about
30,000 faces from the movie ‘Pretty woman’. The k-means algorithm is initialized us-
ing a greedy distance based clustering which determines the number of clusters K. The
final number of face feature clusters is 537, 523, 402, 834 and 675 for the the left eye,
the eyes middle, the right eye, the mouth and the nose respectively. Random samples
from facial feature clusters are shown in figure 6.

For each detected face each facial feature is assigned to the nearest cluster centre
(e.g. the left eye is coded as one of 537 possibilities). The final representation of a face
then is similar to a face identikit where the appearance is composed from the nearest
cluster centre for eyes, nose, mouth etc. Each set of faces is represented as a (2971
bin) histogram, p, over the cluster centres, where an element pi of p is the frequency of
occurrence of the ith vector quantized face feature cluster. Note that this representation
ignores any image ordering or temporal information. The histogram is normalized to
sum to one so that it is a probability distribution.

3.4 Matching Face Sets

The distribution, p, covers expression changes naturally, for example closed and open
eyes, or neutral and smiling faces. It is here that we benefit from matching sets of faces:
for example with the correct matching measure a shot containing a smiling person can
match a shot containing the same person smiling and neutral.

Two histograms, p, q, are compared using the χ2 statistic as

χ2(p, q) =
S∑

k=1

(pk − qk)2

(pk + qk)
, (1)

where S is the number of histogram bins (2971 in our case). χ2(p, q) takes value be-
tween 0 and 2, being zero when p = q.

Matching sets of faces within a shot: The face-tracks developed in section 2 can be
broken due to e.g. occlusion by another person or object, or self-occlusion when the
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actor turns away from the camera. The goal here is to connect such face-tracks. This is
beneficial as it gives larger and more representative sets of faces. It is also an easier task
than inter-shot matching as the imaging conditions usually do not change dramatically
within a shot. The intra-shot matching is achieved by grouping face-tracks with similar
distributions, where the distance between distributions is measured by χ2 as in (1). The
grouping is again carried out by the single link clustering algorithm used in section 2.
Note that the temporal exclusion constraint is used here again. An example of con-
necting several face-tracks within a shot is shown in figure 4. The intra-shot matching
performance on ground truth data is given in section 4.

Retrieving sets of faces across shots: At run time a user outlines a face in a frame of
the video, and the outlined region tracks are used to ‘jump’ onto the closest face-track
– a set of face detections. The face-tracks within the movie are then ranked according
to the χ2 distance to the query face-track.

4 Results

We have built a person retrieval system for two feature length movies: ‘Groundhog
Day’ and ‘Pretty Woman’. Performance of the proposed method is assessed on 337
shots from ’Pretty Woman’. Ground truth on the identity of the detected faces for the
seven main characters of the movie is obtained manually for these shots. The entire
movie has 1151 shots and 170,000 frames. The 337 ground truth shots contain 38,846
face detections of which 31,846 have successful facial features detection. The temporal
grouping algorithm of section 2 groups these into 776 face tracks of which 431 have
more than 10 face detections.

The main parameters of the overall system are the face detection threshold (which
controls the number of false positives and negatives); the size of the support regions for
the SIFT descriptors; the distance threshold on SIFT responses determining the number
of cluster centres for each face feature region; and the threshold on the χ2 distance used
in face-track intra-shot matching.

Intra-shot matching: The intra shot matching algorithm is applied to the 66 (out of
the 337 ground truth) shots that contain more than two face-tracks. The 143 original
face tracks from these shots are grouped into 90 face-tracks. The precision is 98.1%
(1.9% incorrect merges, i.e. one incorrect merge) and recall is 90.7%, i.e. 9.3% possible
merges were missed. Examples of several successful within shot matches on the ‘opera’
shot are shown in figure 4.

Inter-shot matching: Example retrievals on a ground truth set of 269 face-tracks (after
intra-shot matching) of the seven main characters are shown in figures 7 and 8. The
query time on this data is about 0.1 second on a 2GHz PC using matlab implementa-
tion. Note that the 269 face-tracks contain 25,366 face detections. In some cases the
precision recall curve does not reach 100% recall. This is because face tracks with non-
overlapping histograms (χ2(p, q) = 2) are not shown.
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Fig. 7. Example retrieval of the main character from the movie ‘Pretty woman’. (a) The query
frame with the query face outlined in yellow. (b) close-up of the face. (c) The associated set of 10
face detections in this shot. (d) Precision-Recall curve. (e) Right: the first 33 retrieved face sets
shown by the first face detection in each set. Left: example of a retrieved face set. (f) Example
face detections from the first 15 retrieved face sets superimposed on the original frames. Note the
extent of pose, lighting and expression variation among the retrieved faces. For this character, the
number of relevant face-tracks in the ground truth set is 145

Fig. 8. Retrieval examples of the other six main characters from the movie ‘Pretty woman’. The
graphs show precision (y-axis) vs. recall (x-axis). Thumbnails show close-ups of the first face
detection from each query set. The number of relevant face-tracks in the ground truth set is 67,
12, 10, 8, 4 and 14 for each character respectively (from left)
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5 Conclusions and Extensions

We have developed a representation for sets of faces which has the dual advantage that it
is distinctive (in terms of inter-person vs. intra-person matching), and also is in a vector
form suitable for efficient matching using nearest neighbour or inverted file methods.
Using this representation for sets of faces of each person in a shot reduces the matching
problem from O(104) faces detections over the entire movie, to that of matching a few
hundreds probability distributions. This enables immediate retrieval at run time – an
extension of the Video Google system [22] to faces.

This work may be improved in several ways, for example: (i) extending the intra-
shot matching to clustering over the entire movie (with constraints provided by the
exclusion principle); (ii) using the exclusion principle to provide negative exemplars
for retrieval at run time.
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Abstract. We present a method of tracking multiple players in a soccer
match using video taken from a single fixed camera with pan, tilt and
zoom. We extract a single mosaic of the playing field and robustly derive
its homography to a playing field model, based on color information,
line extraction, and a Hausdorff distance measure. Players are identi-
fied by color and shape, and tracked in the image mosaic space using a
Kalman filter. The frequent occlusions of multiple players are resolved
using a novel representation acted on by a rule-based method, which rec-
ognizes differences between removable and intrinsic ambiguities. We test
the methods with synthetic and real data.

1 Introduction

Tracking sports players over a large playing area is a challenging problem. The
players move quickly, there are occlusions and the size of players have large
variations depending on their position in the playfield.

Currently there are several popular methods for tracking moving targets,
which include: Active Shape Models [4] which are flexible shape models, allow-
ing iterative refinements of estimates of the objects’ pose, scale and shape; the
Kalman filter [3, 9], which has been used in many tracking applications due to
its computational efficiency and its ability to estimate future states; and Isard
and Blake’s method of condensation [6], which is a powerful technique allowing
the propagation of conditional densities over time.

In our case we deal with soccer sequences taken from a fixed camera with
pan, tilt and zoom, which makes it necessary to obtain the camera parameters
prior to background subtraction. We solve this problem by using a mosaic image
of the playing field that has been synthesized using robust techniques.

One main contribution of our paper is the robust method that we have de-
veloped to match the playfield model with the image mosaic of the play, in order
to obtain the homography that relates the model and the mosaic. The difference
with other papers [1, 2], where the authors match only using the information of
a single frame, is that we use the white playing field lines that the whole mosaic
contains. This has advantages we describe in section 2.
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A second contribution is that we robustly track multiple objects using a
Kalman filter [9], but then follow it by a collision resolution step. Kalman filtering
has been used in many applications, but it fails when there are collisions. Once
we have calculated all the trajectories, including those of unresolved collisions,
we propagate constraint information taken from all the frames before and after
the collision to resolve possible ambiguities.

In section 2 we explain the method to estimate the homography between
the mosaic and the model field. In section 3 we discuss the tracking method to
obtain the trajectories of the soccer players, in section 4 we present the collision
resolution algorithm, and in section 5 the experimental results. Finally, in section
6 we present our conclusions and plans for future work.

2 Homography Estimation

Initially, we construct the mosaic of the play using robust techniques that allow
us to deal with sequences that contain moving objects.

With this mosaic image, we have put in correspondence all the frames against
a single common frame of reference. That is, given a certain frame, we have a
camera-based spatial context of the play; we know its position with reference of
the other sequence frames. However, through all of this, we do not know anything
about the relative position of the mosaic image against the limits of the field.
For this reason it is necessary to obtain the homography between the soccer field
model (see figure 1a) and the resulting mosaic image of the play (see figure 2a).

We derive this positioning by finding in the imagery the white lines that
contain the soccer field, and then by using this information, we put into corre-
spondence those white lines and the “white lines” of the model. We can do that
either by using directly the frames of the play, or by using the image mosaic
representation of the play. We select the second way, because there is a high
probability that only the mosaic contains enough white lines to compute the
homography between the model and the mosaic.

(a) (b) (c)

Fig. 1. a) The complete metric model of the soccer playfield. b) The two possible
configurations of the extracted lines: If the play is in the left side of the field the
vertical lines will have an angle < 90o, otherwise if is in the right side the vertical lines
will have an angle > 90o. c) The 3 vertical and 6 horizontal lines of the playfield model
that we use to find the homography between the mosaic and the model
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Therefore, we need to find white straight lines in the mosaic, and to compute
the homography we need to find at least two horizontal and two vertical lines
there.

First, we process the mosaic image in order to obtain a binary version that
contains 1s in the regions where there are white lines and 0s otherwise. Then, we
will apply the Hough transformation to this binary image. To obtain this binary
version, we assume the existence of a single dominant color that indicates the
soccer field, a tone of green. Therefore, field colored pixels in the mosaic image
are detected by finding the color distance of each pixel to this dominant color
by a robust cylindrical color metric [7].

To find the dominant color, we apply a k-means algorithm with three clus-
ters: one contains the dominant color, and the other two the colors of the players
and the outside field, respectively. We assign as a dominant color the color rep-
resented by the biggest cluster’s H, S, V , using the Hue-Saturation-Value color
space. To find field-colored pixels we apply the cylindrical metric; the field region
is defined as those pixels having dcylindrical < Tcolor, where Tcolor is a pre-defined
threshold. In our case, Tcolor = 0.12.

Using this technique we obtain a noisy binary version of the mosaic. Then,
by applying a sequence of morphological operations, we obtain a segmentation
mask of the white lines, which we then thin (figure 2b).

We use a priori information about soccer sequences to find a more accurate
localization of the straight lines. We know that the configuration of the lines
that we want to extract will be one of the two possible configurations shown in
figure 1b. Our algorithm continues:

1. We use the Hough transform to extract a first horizontal line. We limit it to
search in the angular interval of 10o to −10o.

2. Once we have a horizontal line, we mask out all points that are within 3
pixels of this line, in order to avoid finding a second very similar horizontal
line.

(a) (b)

(c) (d) (e)

Fig. 2. a) Mosaic image of a soccer play synthesized using robust registration tech-
niques. b) Segmentation mask of the image. c) Extracted straight lines. d) Corre-
sponding segmentation mask of the extracted lines. e) The warped model against the
segmentation mask
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3. We use the Hough transform to extract a second horizontal line similarly.
4. We use the Hough transform to extract a first vertical line. We limit it to

search in an angular interval of 45o to 135o, because initially we do not know
if the play is in the left or right side.

5. Once we have a first vertical line, we again mask out nearby points. If the
angle of the extracted first vertical if less than 90o, we know that the play
is the left side, otherwise is in the right side.

6. Finally, we use the Hough transform to extract a second vertical line, but
this time we limit it to search in an interval from α− 10o to α + 10o, where
α is the angle of the first vertical line.

We now have 2 horizontal and 2 vertical lines, and their corresponding seg-
mentation mask (see figure 2d). Moreover, we know which horizontal line is the
top one and which vertical line is the left, and we know if the play is in the left
or right side of the field.

Then, we examine a subset of all possible combinations between the extracted
lines and the lines of the model (see figure 1c), using the fact that we know
the relative positions between the lines. We evaluate 45 such correspondences.
For each correspondence we warp the model against the mask of the extracted
lines, and we calculate the Hausdorff distance [5] from the extracted lines to the
warped model. (We do not use a bidirectional Hausdorff distance, because the
warped model contains more lines that the lines that we extract from the mosaic
image). We select as a correct correspondence (or homography) the one that has
the minimal Hausdorff distance:

minHi,i=[1,···,45]h(A,HiM) (1)

where Hi is transformation that registers the model against the mosaic using
the ith correspondence, A is the mask of the extracted lines, M is the model,
HiM is the wrapped model, and h(A,HiM) is the Hausdorff distance between
A and HiM . The Hausdorff distance is defined as follows:

h(A,B) = maxa∈Aminb∈B ||a − b|| (2)

where ||a− b|| is the L2 or Euclidean norm. In figure 2e is a warped model made
by using the homography that we obtained with our method.

Once we have the registering transformation, we can warp the mosaic image
against the model in order to obtain an orthographic projection of the mosaic.

3 Tracking

To track the soccer players present in the play we will use the Kalman filter
[9]. But first we need to construct binary player masks, that is, binary images
that contain 1s in the pixels that belong to a player and 0s otherwise. We use
field color information and background subtraction. Given a frame, we subtract it
from the median mosaic image; this results in a mask with players and other field



Robust Methods and Representations for Soccer Player Tracking 241

information. We then also compute the field mask described in section 2, which
gives a second mask that distinguishes the markings of the soccer field. Logically
combining both masks, we obtain a final but noisy mask of only the players,
erasing mistaken zones. Applying a sequence of morphological operations, we
obtain a clean final segmentation mask, and we remove any remaining blobs
that do not have the shape properties belonging to players.

Once we have the corresponding player segmentation mask for each frame,
we further apply the following:

1. We assign as the current segmentation mask the segmentation mask of the
first frame.

2. For each blob of the current segmentation mask we:
(a) Track the blob in the next segmentation masks using the Kalman filter,

until the blob disappears or the sequence ends. If the blob is discovered
to have been tracked before, this means that the blob contains two or
more objects. In this case, when we apply the Kalman filter to find the
next corresponding blob, we assign the closest blob to the prediction,
but only under the condition that it has not yet been taken by any other
trajectory. If all possible choices have already been taken, we assign the
closest blob.

(b) Update the list of tracked blobs for each mask.
3. If we have processed all the segmentation masks then we exit. Otherwise, we

assign as the current segmentation mask the mask of the next frame, after
deleting from it all the blobs that have been tracked in previous iterations,
and then go to 2.

Once we have processed all the masks we have a set of trajectories and their
derived properties. For each object, we keep its initial and the final frame of the
trajectory, and the position of the mass center of the blob in each of the frames.
However, due to occlusions between players, we need to design a post-processing
method to resolve any collisions between trajectories.

4 Collision Resolution

We have developed a collision resolution algorithm. Using our method, each
player is labeled according to three levels of certainty: with a unique identifying
label, with a label indicating their team, or with a label indicating an unresolv-
able multiple occlusion. Once we have obtained all the trajectories, we:

1. Separate all trajectories into non-interacting groups. A group that contains
the trajectory of a single player has no collisions, and is not further processed.

2. Given a group of interaction trajectories, we construct a corresponding graph
representation of its components (see figure 4). This graph contains as initial
nodes all the starting trajectories, and as final nodes all the ending trajecto-
ries. We also represent all the joins and splits that the trajectories contain.
Using color masks for either team, we compute team identifications for each
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starting trajectory, using all the frames of the trajectory until we reach ei-
ther a split or a join. We do the same, in reverse order, with the ending
trajectories of the graph. (Trajectory labeling is insensitive to the direction
of time.) We use the following team identifications:

– A if the trajectory belongs to a single player of the A team.
– B if the trajectory belongs to a single player of the B team.
– X otherwise; the trajectory contains more than one player.

3. We next construct a trajectory join/split table. This table of m×m elements,
where m is the number of trajectories in the group, contains in each position
the associated trajectory relationships. For example, if trajectories 1 and
2 join to produce trajectory 3, then the position (1, 3) and (2, 3) will be
checked. If trajectory 3 splits into trajectories 4 and 5, then the position
(3, 4) and (3, 5) will be checked. We also label the rows that contain splits,
and the columns that contain joins, and denote this fact in the table with
an asterisk (∗).

4. Finally, we apply the collision resolution step. We exploit the following con-
cepts:

– The (split/join rule): The sum of players before a split or join is equal
to the sum of players after the split or joins

– Uncertain trajectories are limited to no more that M players; we use
M = 4. Because of this, we can represent exactly 3 types of team iden-
tifications:
• A → (1, 0): there is one A and zero Bs.
• B → (0, 1): there is one B and zero As.
• X → [(0, 2), (0, 3), . . . , (4, 0)]: all possible combinations of As and Bs

such that 2 ≤ A + B ≤ 4.

However, to propagate the constraint information that the split/join rule
implies, we need to construct one more table. It contains as many columns
as trajectories, and we name each column TN , where T is the team iden-
tification, which is one of A,B,X, or?. A name of A or B indicates that
the team is one of the two teams possible, a name of X indicates that is a
unresolved group of players, and finally ? indicates that we do not have any
information about the trajectory. N simply denotes the trajectory number.
Initially the structure contains in each A,B,X column all the possible com-
binations as we described above for its name. Next we apply a variant of
Waltz filtering [8], and eliminate any combinations within a column that
are strictly impossible under the split/join rule, given any other trajectories
that participate in its split or join. We repeat the filtering until there is no
change in the edge labeling. Although the temporal order of the filtering
is not significant, we alternate left-to-right with right-to-left applications of
the split/join rule. Whenever we find a ? trajectory that does not yet con-
tain any initialization, then we update the column, filling its column with
all combinations that are compatible with the splits and/or joins to which
it belongs.
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5. Once we have finished filtering, we have eliminated all impossible label-
ings for individual trajectories. However, we still have to find by exhaustive
search which particular combinations of labelings respect the split/join rule
throughout an entire trajectory group.

6. Finally, given the exhaustive list of fully compatible labeled trajectories with
the group, we search among them for any subtrajectories that can be iden-
tified with a unique player. We track all possible trajectories from any start
to any finish, and check whether the count of players for either team on that
entire path does not decrement. If it does not decrement, this means that
the trajectory has not encountered any split through which a single player’s
path cannot be uniquely forecast.

4.1 Speed Up Modification

If the graph contains at least one starting or ending trajectory labeled as X,
then we apply the following method prior to the full filtering method above, in
order to first determine a range of how many players are contained within the
X trajectory. Essentially, this abstracts away the player team identification, but
this often significantly reduces the possibilities of player assignment once the
full filtering begins. After making the more abstract assignments below, we then
apply step 4 of the collision resolution algorithm.

– A → 1: an A edge always contains one object.
– B → 1: a B edge always contains one object.
– X → (2, 3, 4): a X edge contains from 2 to M players; we use M = 4.

At the conclusion of this simpler filter, we usually have fewer possibilities
to assign to X edges for the full filtering method. In the experimental results
section, we show two examples with more detailed information.

4.2 Team Identification

To derive team identification for the imagery, we use the vertical distribution of
player colors, according to the following method:
Given a player mask:

1. Compute the vertical distribution of R,G,B.
– Project player pixels horizontally and compute average values of R,G, B

of each row.
– Normalize the length of the distribution.

2. Finally, compare this distribution with each team’s model distribution.

Model distribution is obtained using information provided by the user; at
least one blob of each team is necessary to compute each team’s model.
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5 Experimental Results

We tested our collision algorithm on numerous real and synthetic cases. We show
here one real case and one synthetic case.

5.1 Experiment 1

In this experiment we have the two trajectories shown in figure 3 that have a
join and a split. We construct its corresponding graph and its split/join structure
(see figure 4). Then we apply the filtering method, and in figure 4 we can see
the iterations until the table does not change. In this case it is not necessary to
use the speed-up modification, because the graph does not have any X node.

Once we have resolved the collision, we know that the true trajectories of
the objects can be seen in figure 3. In this case, the two trajectories are unique
because the A1 node has the path [A1, ?3, A4] with this corresponding inter-
nal representation: (1, 0) → (1, 1) → (1, 0), and B2 has [B2, ?3, B5] : (0, 1) →
(1, 1) → (0, 1). The counter of As in the A1 path do not decrement, and the
same happens with the B2 path, therefore they are both unique.

Fig. 3. Left: The two trajectories that we want to analyze in experiment 1. Center:
One of the unique trajectories that we are able to distinguish. Right: The other unique
trajectory

1 2 3∗ 4 5

1
√

2
√

3∗ √ √
4

5

A1 B2 ?3 A4 B5

Ini (1,0) (0,1) (1,0) (0,1)

→ (1,0) (0,1) (1,1) (1,0) (0,1)

← (1,0) (0,1) (1,1) (1,0) (0,1)

Fig. 4. Left: Graph representation of experiment 1. Center: Split/Join structure of the
above graph. Right: Summary of the iterative collision resolution algorithm. In this
table, Ini means the initialization state, → is a left-to-right iteration, and ← is a
right-to-left iteration

5.2 Experiment 2

In this synthetic experiment we have three trajectories that have two joins and
two splits. We construct its corresponding graph and then the split/join structure
(see figure 5). In this case, we apply the speed up modification because the graph
has X nodes (see figure 6), and finally we apply the filtering method. In figure
6 we can see the different iterations until the table does not change.
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In this case the A2 trajectory is unique because the A2 node has the next path
[A2, ?4, ?5, ?7, X9] : (1, 0) → (1, 1) → (1, 3) → (1, 2) → (1, 1) or the same path
with this other internal representation [A2, ?4, ?5, ?7, X9] : (1, 0) → (1, 1) →
(2, 2) → (2, 1) → (2, 0). The counter of As in the A2 path does not decrement
in any of the two possibilities, and therefore it is unique.

1 2 3 4∗ 5∗ 6 7 8 9

1
√

2
√

3
√

4
√

5∗ √ √
6

7∗ √ √
8

9

Fig. 5. Left: Graph representation of experiment 2. Right: Split/Join structure of the
above graph

X1A2B3?4?5B6?7B8X9

Ini 2 1 1 1 1 2
3 3
4 4

→ 4∗ 2 1 1 2 1 1 2
3 3
4 4

→ 5∗ 2 1 1 2 4 1 1 2
3
4

← 7∗ 2 1 1 2 4 1 3 1 2
4 3

← 5∗ 2 1 1 2 4 1 3 1 2
3

→ 2 1 1 2 4 1 3 1 2
3

← 2 1 1 2 4 1 3 1 2

→ 2 1 1 2 4 1 3 1 2

X1 A2 B3 ?4 ?5 B6 ?7 B8 X9

Ini (2,0)(1,0)(0,1) (0,1) (0,1)(2,0)
(1,1) (1,1)
(0,2) (0,2)

→ 4∗(2,0)(1,0)(0,1)(1,1) (0,1) (0,1)(2,0)
(1,1) (1,1)
(0,2) (0,2)

→ 5∗(2,0)(1,0)(0,1)(1,1)(3,1)(0,1) (0,1)(2,0)
(1,1) (2,2) (1,1)
(0,2) (1,3) (0,2)

← 7∗(2,0)(1,0)(0,1)(1,1)(3,1)(0,1)(2,1)(0,1)(2,0)
(1,1) (2,2) (1,2) (1,1)
(0,2) (1,3) (0,3) (0,2)

← 5∗(2,0)(1,0)(0,1)(1,1)(2,2)(0,1)(2,1)(0,1)(2,0)
(1,1) (1,3) (1,2) (1,1)
(0,2) (0,2)

→ (1,1)(1,0)(0,1)(1,1)(2,2)(0,1)(2,1)(0,1)(2,0)
(0,2) (1,3) (1,2) (1,1)

(0,2)

← (1,1)(1,0)(0,1)(1,1)(2,2)(0,1)(2,1)(0,1)(2,0)
(0,2) (1,3) (1,2) (1,1)

→ (1,1)(1,0)(0,1)(1,1)(2,2)(0,1)(2,1)(0,1)(2,0)
(0,2) (1,3) (1,2) (1,1)

Fig. 6. Left: The summary of the Speed Up process of experiment 2. Right: The sum-
mary of the Collision Resolution method of experiment 2, after applying the Speed Up
process. For example, a ← 5∗: in this case we show the operations of the right-to-left
iteration when we process the 5∗ split
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6 Summary and Conclusions

We have presented two novel methods. First, a method to obtain the homog-
raphy between the play and the model field based on the mosaic image of the
play. Second, a robust method to obtain the trajectories of the players with a
post-processing step to resolve the collisions. Although there is not sufficient
room to explain them here, we also devised user interface experiments using the
extracted information, which show how these methods can be incorporated into
summarization and retrieval tools.

Future work will concern how to make the collision resolution algorithm ro-
bust to inconsistencies. Currently, it simply stops with an error when an entire
column of possibilities are found all to be in conflict with the split/join rule. For
example, if we compute erroneously that an initial trajectory is a trajectory of
the B team, we would like the algorithm to respond to whatever contradictions
the filtering algorithm detects, and then to solve that inconsistency with the
least amount of alteration of the image-based initial information.
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Abstract. Geospatial information analysts are interested in spatial con-
figurations of objects in satellite imagery and, more importantly, the
ability to search a large-scale database of satellite images using spatial
configurations as the query mechanism. In this paper we present a new
method to model spatial relationships among sets of three or more ob-
jects in satellite images for scene indexing and retrieval by generating
discrete spatial signatures. The proposed method is highly insensitive
to scaling, rotation, and translation of the spatial configuration. Addi-
tionally, the method is efficient for use in real-time applications, such as
online satellite image retrievals. Moreover, the number of objects in a
spatial configuration has minimal effect on the efficiency of the method.

1 Introduction

Satellite images are playing an important role in many applications, such as envi-
ronmental study and homeland security. For example, in the context of geospatial
intelligence, query methods that provide selections of objects in a query image
and retrieve images with similar spatial relationship among objects will greatly
assist analysts to have deeper understanding of relevant geospatial information.

Traditional approaches in spatial indexing of image objects normally partition
images into several bounding rectangles or spheres to describe the locations of the
extracted objects. This approach includes R-tree [1], R+-tree, R∗-tree [2], and
bounding spheres SS-tree [3]. These indexing methods are designed specifically
for the purpose of localizing objects of interest in an image when the locations
of the extracted objects are invariant to scaling, translation, or rotation.

In addition to the traditional spatial indexing approaches, many CBIR re-
searchers have made significant contributions to the modeling of spatial rela-
tionships for image retrieval [4][5][6]. The SaFe system developed by Smith and
Chang [4] applied a 2-D string approach [7] to capture spatial relations, e.g.,
adjacency, nearness, overlap, and surround. Shyu and Matsakis [8] applied his-
togram of forces [9] to model spatial relationships between lesions and anatomi-
cal landmarks on medical images. A domain-independent technique presented by
Natsev et al. [10] uses sliding windows within an image to capture the relation-
ship among neighboring objects and extracts signatures from it. This method
may not be robust enough to identify the variety of inter-object relationships

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 247–256, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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found in the geospatial domain because the sliding window technique may suffer
from sensitivity to rotation. In [11], Matsakis et al. provide a method to deter-
mine affinity applied to a spatial object configuration to produce another view
of the configurations.

Recently, many prominent content-based image retrieval (CBIR) approaches
for satellite image databases have been implemented with certain degrees of
success. The work presented by Datcu et al. [12] shows the results of breaking
an image into regions for the purpose of classification, but not for the anal-
ysis of inter-object relationships. While, such techniques are useful for being
able to identify general classes of inter-object relationships, they lack the ability
to search for many specific relationships within geospatial imagery. A pair-wise,
single-object, query-by-shape method, defined by Dell’Acqua [13], uses the point
diffusion technique for efficient object comparisons in remote sensing images. Ad-
ditionally, the work presented by Prasher and Zhou [14] highlights an efficient
scheme for encoding the spatial relationships of objects. The paper demonstrates
sensitivity to object translation and rotation. Bian and Xie [15] use geographic
properties to model global object dependence. However, none of the aforemen-
tioned approaches address the issue of modeling multi-object spatial relation-
ships to provide query methods that allow users to select a set of objects from
a satellite image and retrieve database images with similar spatial configura-
tion. In this paper, we provide a method to extract spatial information that
is highly insensitive to rotation, scaling, and translation of configuration, with
applicability in an efficient indexing structure for fast online retrievals.

This paper is organized as follows. In Section 2 we briefly review the con-
cepts of modeling the spatial relationship between two objects using histogram
of forces, then detail our method of extending this to n − tuple object configu-
rations for spatial signature extraction. We provide results from experiments on
collections of real satellite image object sets in Section 3. Finally, we offer some
insights and future discussions in Section 4 along with our concluding remarks.

2 Generating Spatial Features of Multiple Objects

In this paper, we operate under the assumption that relevant objects can suc-
cessfully be extracted from image scenes. The extraction and grouping of objects
into configurations may be fully automated, require a human-in-the-loop, or be
manually performed. This section details the concepts used to generate a spatial
signature of an object configuration by extending the pair-wise determination of
spatial relationships through application of histogram of forces.

2.1 Histogram of Forces

The histogram of forces, introduced by Matsakis and Wendling [9, 16], is a
method for computing the spatial relationship between a pair of objects. A
collection of parallel directional lines is conceptually rotated 360◦ through an
image. Along each angle, Θ, parallel lines may cross the two objects, designated
as referent and argument, to form longitudinal segments. The histogram of forces
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(a) (b) (c)

(d)

Fig. 1. Histogram of Forces: For each angle, Θ, longitudinal raster segments of referent
and argument objects are used to measure force between a pair of objects. (a) two
objects with maximal forces when Θ = 226◦, (b) scaled-down objects, (c) after 90◦

rotation of the original objects, no force accumulated at 226◦, (d) histogram of forces
for (a)-(c)

is calculated by rotating around the centroid of the referent object, and measur-
ing forces between the argument and referent. A measure of forces is calculated
between the two objects from segments of the two objects which occupy the same
parallel line. All of the parallel lines together provide the response for the given
Θ component of the histogram of forces. Figure 1(a), depicts two objects that
have a distinct spatial relationship, namely the rectangle is above and to the
right of the other object. The resulting histogram of forces, Fig 1(d), peeks at
angle Θ equal to 226◦. The histogram peeks when the longitudinal segments ex-
ert maximal force. As the angle Θ changes, less of the parallel lines pass through
both objects, thereby decreasing the intensity of response in the force histogram.
A notable property of a normalized histogram of force is scaling invariance. This
quality is demonstrated by the overlapping response peaked at 226◦ from Fig
1(a) and 1(b) depicted in Fig 1(d). Readers are encouraged to examine [16] for
detailed treatment of the histogram of forces.

2.2 Multiple Object Configuration Problem

The spatial relationship between any two objects can be efficiently represented
by histogram of forces. However, representing configurations of n objects using
pair-wise spatial relationships introduces scalability concerns from an informa-
tion indexing perspective. To extend histogram of forces to configurations of
more than two objects, there are a few important considerations. The first issue
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to address for multiple object configurations is representing the spatial rela-
tionship independent of the number of objects. Some approaches, such as [17],
encode the relationship between every pair of objects. However, as the number
of objects in the spatial configuration increases, the lack of scalability becomes
evident. For example, when comparing two k-object configurations k(k − 1)/2
histograms are used to represent each configuration. Correlating sets of his-
tograms between k-object configurations becomes a significant computational
task equivalent to graph matching. Applying pair-wise histogram of forces is
complicated by the possibility that an object may be the referent object during
one analysis, but the argument object in a subsequent analysis. The second, and
perhaps more challenging issue is to automatically generate signatures which are
approximately rotationally invariant. Such signatures should be indexable and
searchable without human intervention. Consider again Fig. 1(a) and 1(c); if this
image was rotated any significant amount, such as 90◦, the spatial relationship
has an entirely new representation in the histogram of forces, depicted in Fig
1(d). Preferably, for a given spatial configuration of objects the signature gener-
ated should be approximately equal in the spatial feature space for any rotation,
scaling, or translation.

One could possibly extend the F-signature concept proposed by Wending et al.
[18] to obtain features from the union of multiple objects by computing histogram
of forces from a set of objects to themselves. However, to our knowledge, there is
still no automatic algorithm to make the F-signature indexable and searchable
without rotating the signatures in increments of a certain angle during each com-
parison. At this moment, such a signature is still inapplicable to real-time large-
scale satellite image database retrievals for spatial configuration queries.

2.3 Extraction of Spatial Signatures

Our approach to model spatial configurations for multiple objects is to develop
spatial signatures which are insensitive to rotation, translation, and scaling. We
devised a method to use a synthetic reference object to obtain a spatial signa-
ture that is unaffected by the ordered consideration of objects. This object is
placed outside of the configuration, allowing it to simultaneously capture spatial
features relative to each member of the spatial configuration. Given a reference
object, A, and the spatial relationships to members of an object configuration,
a portion of the spatial information describing the intra-object relationships is
encoded. To maintain order invariance, we conceptually treat all members of the
spatial configuration as a single disjoint object. This leads to a force histogram
from the reference object that spans no more than 180◦. If a fixed image position
is utilized for the synthetic reference object position, configuration rotation and
translation both drastically affect the spatial signature. To obtain a rotation
insensitive feature set, we must simply place the reference object in a position
relative to the spatial configuration. A natural approach to this task is the appli-
cation of principal component analysis. In the case of our spatial configurations
of image objects, we treat each pixel position that is a member of an object
as a sample point in 2D space. This allows the calculation of the centroid of
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the spatial configuration. Given the centroid and the pixel samples, a covariance
matrix (Σ) can be computed. Knowing that our spatial configurations always
exist in the simple 2D coordinate plane, the eigenvalues and first eigenvector are

λ =
tr(Σ) ±√tr(Σ)2 − 4 ∗ det(Σ)

2
(1)

e1 =
(
1,

−σ01

σ11 − λmax

)
(2)

where tr(Σ) and det(Σ) are the trace and determinant of the covariance ma-
trix, respectively. Equation (2) represents the direction of the principal axis of
the spatial configuration, in (y,x) order, where σ01 and σ11 are elements of Σ,
and λmax is the larger eigenvalue from (1). We position our rotation invariant
reference object along this principal axis. The distance along the axis is deter-
mined by finding the radius of the smallest circle positioned at the configuration
centroid and bounding the entire configuration. Figure 2 shows the placement
of our reference object, A, outside the bounding circle.

In (2), the y component is always fixed to a positive value. This causes a
reference object to rotate through a 180◦ arc along the bounding circle when
the configuration rotates. To achieve full 360◦ rotational invariance, two refer-
ence objects must be used and the resultant features merged. Figure 2 depicts
the placement of the dual reference objects. We construct our spatial signatures
by calculating the histogram of forces, H+y and H−y, for each reference object
against the object configuration. The histogram generated from each reference
object is then aligned to the principal axis of the configuration. After this align-
ment, two windows up to 180◦, W+y and W−y, centered at the principal axis are
constructed from H+y and H−y. Each W is partitioned into F bins, and each
bin generates a feature value which is the average response from H over that
bin. In our experiments, we chose an F value of 20. This results in each feature

Fig. 2. Multi-Object Spatial Modeling: Three objects are shown with their centroid
and principal axis, e1. Two reference objects are placed outside the bounding circle
along e1, equidistant from the centroid
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being an average response across 8◦. From both reference objects we compute
2 ∗F histogram response features for a spatial configuration. To ensure that the
features are rotationally insensitive, we order each bin, i ∈ [1, F ], from W+y and
W−y, such that

S[i] = max{W+y[i],W−y[i]} (3)
S[i + F ] = min{W+y[i],W−y[i]} (4)

where S is the spatial signature from the object configuration and W+y[i] and
W−y[i] represent bin i in from W+y and W−y, respectively. As a final step, the
spatial signature, S[i], is normalized to [0, 1], and a final feature is added to
represent density of the objects within our earlier defined bounding circle.

(a) (b) (c)

(d) (e) (f)

Fig. 3. Rotation Insensitive Multi-Object Spatial Modeling: (a) represents an original
panchromatic IKONOS image; (b) the spatial configuration of interest, extracted from
(a); (c) the spatial signature extracted from (b); (d) the panchromatic image rotated
90◦ clock-wise; (e) the spatial configuration of interest, extracted from (d); (f) a surface
plot of the spatial signatures generated as the configuration is rotated through 360◦

3 Experimental Results

The algorithms presented above were applied to sets of objects identified from
several scenes of satellite imagery at 1-m resolution. From these images, groups
of three and four objects were analyzed using our presented algorithm, yielding
features representing spatial relationships among objects for more than 10,000
groups of objects. Although the number of configurations analyzed may be very
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Table 1. Average Recall of Rotated Configurations: Ten object configurations were
rotated between 0 and 360 degrees at 5 degree increments for a total of 720 sets. The
values shown indicate the average recall at rank n in the results. Recall at rank n is
calculated as the percent of the expected configurations correctly returned in the top
n results. Recall of Scaled Configurations: Ten object configurations were scaled to
ten different image sizes for a total of 100 sets. The values shown indicate the recall at
rank n in the results

Recall
%

Rank 1 2 3 4 5 10

Rotation 82 91 97 98 98 100

Scale 82 97 99 100 - -

large, the time required to extract features from a configuration is well under
one second for a 256x256 pixel image on a typical Pentium 4 computer.

Evaluation of the spatial configurations extracted by our approach is a very
subjective task. To address this issue, the queries selected for evaluation were
morphed from their original configuration using object scaling, rotation and
translation. For a given query using a morphed configuration, we expect the
original configuration as the top ranked result. To demonstrate that our approach
has the ability to detect a wide variety of spatial relationships among objects,
we require an equally varied set of test data for evaluation. For example, some
of the relationships include linear configurations, triangular layouts, L-shaped
patterns, etc.

The first test seeks to verify the claim that the algorithm presented is in-
sensitive to rotation. This is measured by generating test queries resulting from
rotating several selected sets of objects. Ten object sets were chosen and each
was rotated between 0 and 360 degrees at 5 degree intervals. The resulting con-
figurations were then analyzed using our algorithm and used as a query in our
indexing system. The results shown in Table 1 validate the claim that the pre-
sented method is insensitive to rotation. Theoretically, we expect spatial sig-
natures to be rotationally invariant, however, due to the raster arrangement of
image pixels, small variations occur. In our collection many arrangements have
high similarity in spatial configuration; from our observations, in queries where
the expected configuration was not returned at rank one, configurations with
highly similar configurations were returned.

The second experiment serves to confirm the scaling insensitivity of the al-
gorithm. In this experiment, the image dimensions were varied from 100x100 to
1000x1000 pixels. Again, each of these resulting images was analyzed and fed
into our information retrieval system as a query. Once again, the results shown
in Table 1 validate the claim that the algorithm is scale insensitive. Figure 4(a)
and (b) depicts a single object configuration at two scales. As seen in the surface
plot in Fig. 4(c), the spatial signature is nearly identical at each scale analyzed
for this configuration.

The final experiment translated a single object of the configuration by varying
distances. These translations are performed to evaluate the robustness of our
approach with regard to subtle changes in spatial configuration. In this test,
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(a) (b) (c)

Fig. 4. Scale Insensitive Multi-Object Spatial Modeling: (a) A spatial configuration
of five objects scaled to 100x100 pixels, (b) original 256x256 pixel image, and (c) the
surface plot of the spatial signature across 10 image sizes from 100x100 to 1000x1000
pixel image scenes

only one object is translated at a time – this is due to the fact that translating
multiple objects at the same time in different directions may dramatically alter
the spatial relationships among the objects. Again, at this stage ten sets of
objects were used for evaluation. In the first iteration of this stage, each object
is translated a distance of two pixels; distance is measured by the Manhattan
distance measure. This is repeated a total of ten times for a total number of
30 morphed configurations. For the next iteration, the distance of translation is
increased by two pixels, continuing up to a total displacement of 20 pixels. This
increase in translation distance allows for the similarity of signature generated to
be analyzed as the original spatial configuration becomes increasingly distorted.
As the amount of object displacement increases, the difference of the spatial

(a) (b)

Fig. 5. Precision of Object Translated Configurations: Ten object configurations were
morphed by translating a single object by a variable displacement. The degree of dis-
placement varied from 2 to 20 pixels. The numbers shown indicate the precision at
rank 1 and rank 3. (a) Precision plots of three object configurations as a single object
of the configuration is displaced by increasing amounts, (b) the equivalent evaluation
of four object configurations
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signature between the original and morphed configuration increases. This trend
is depicted in Fig. 5.

4 Discussion and Conclusion

We propose a method for extracting signatures which represent spatial con-
figurations of multiple objects. Our method is efficient and robust, making it
applicable for real-time retrieval systems. The efficiency of our algorithm is not
bound by the number of objects which compose the spatial configuration. We
achieve a high degree of insensitivity to rotation of the spatial configuration due
to our use of the principal components to place reference objects. As the features
of our spatial signature are derived from the histogram of forces, they inherit
an image scaling invariance property as well. It is noteworthy to mention that
as number of objects in the configuration increases, the effect of translating a
single object decreases, as shown in Fig 5. Since our spatial signature is a dis-
crete feature vector, we plan to apply the Entropy Balanced Statistical k-d tree
[19]. This will allow very large data sets of spatial configurations to be indexed
for real-time satellite image retrievals. Further research will explore coupling
object-based information with our spatial signatures to further refine searches.
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Abstract. This paper proposes a new approach for hot event detection and 
summarization of news videos. The approach is mainly based on two graph al-
gorithms: optimal matching (OM) and normalized cut (NC). Initially, OM is 
employed to measure the visual similarity between all pairs of events under the 
one-to-one mapping constraint among video shots. Then, news events are repre-
sented as a complete weighted graph and NC is carried out to globally and op-
timally partition the graph into event clusters. Finally, based on the cluster size 
and globality of events, hot events can be automatically detected and selected as 
the summaries of news videos across TV stations of various channels and lan-
guages. Our proposed approach has been tested on news videos of 10 hours and 
has been found to be effective. 

1   Introduction 

Due to the rapidly growing amount of video collections, an effective yet efficient way 
for video browsing and retrieval is a highly challenging issue. Although traditional 
query-based retrieval is useful for known facts, it is deficient for generic retrieval 
such as “What happened?” or “What’s new?”. Suppose one person return from his 
office and want to know what happened in the world. Watching all the news videos in 
all channels is a daunting task, and query about unknown facts is unrealistic. In such 
situation, applications such as broadcasting hot events summarization from all chan-
nels today for users are highly demanded. In these applications, the basic problem is 
the hot events detection and summarization. In general, the repeated broadcast num-
ber of the same event by different channels can reflect whether an event is important 
and hot. To measure the number of relevant events from different channels, two basic 
techniques need to be developed:   

• How to measure the similarity between two events? 
• How to cluster the relevant news events? 

In the past decade, most approaches in news video retrieval focus on the news 
events detection [1, 2]. To date, representative news video retrieval systems include 
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Informedia project [3] and VideoQA [4]. The recent work in Informedia project [3] 
introduced video collages as an effective interface for browsing and interpreting video 
collections. The system supports queries by allowing users to retrieve information 
through map, text and other structured information. In VideoQA system [4], users 
interact with VideoQA using text-based query, the system returns the relevant news 
fragments as the answer.  

The existing news retrieval systems in [2, 3, 4] are mainly the query-based re-
trieval, generic retrieval such as “what’s hot events today?”, however, has not yet 
been addressed. In this paper, we propose a new approach for hot events detection and 
summarization. The proposed approach lies on the similarity measure of news events 
by optimal matching (OM), and clustering of events by normalized cut (NC) [5, 23] 
based on graph theory. Hot events can be automatically detected and summarized by 
investigating the properties of event clusters. The major contributions of our approach 
are as follows: 

• Similarity matching and measure. We model two clips as a weighted bipartite       
graph: Every vertex in the bipartite graph represents one shot in a clip, and the 
weight of every edge represents the visual similarity between two shot. Then op-
timal matching is employed to measure the similarity between two clips accord-
ing to the visual and granularity factors. 

• Highlight detection and summarization. Based on the results of clip similarity 
measure by OM, all news events are represented as a complete weighted graph. 
Normalized cut [5, 23] is carried out to globally and optimally partition the 
graph into event clusters. Based on the cluster size and globality of events, hot 
events can be automatically detected and selected as the summarization of news 
videos across TV stations of various channels and languages. 

Currently, our approach is based on the visual similarity for matching and clus-
tering of news events. Multi-model features such as speech and caption cues are not 
considered since the broadcasts from different TV channels can be in different lan-
guages. To incorporate speech and caption recognition, multilingual translation 
problem need to be explicitly handled. In fact, different broadcasts of hot events, 
although different in term of language, and naming of person and location, partially 
share some common visual content that can be vividly explored for event similarity 
measure. In this paper, we adopt two graph-based approaches, namely OM and NC, 
to measure and cluster the relevant events in different channels by utilizing visual 
information. 

2   Clip-Based Similarity Measure 

A shot is a series of frames with continuous camera motion, while a clip is a series of 
shots that are coherent from the narrative point of view. A clip usually conveys one se-
mantic event. Existing approaches in clip-based similarity measure include [7-19]. Some 
researches focus on the rapid identification of similar clips [7-12], while the others focus 
on the similarity ranking of video clips [13-19]. In [7, 8, 10, 12], fast algorithms are pro-
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posed by deriving signatures to represent the clip contents. The signatures are basically 
the summaries or global statistics of low-level features in clips. The similarity of clips 
depends on the distance between signatures. The global signatures are suitable for match-
ing clips with almost identical content but little changes due to compression, formatting, 
and minor editing in spatial or temporal domain. One successful example is the high 
accuracy and speed in retrieving commercials clips from large video database [10]. Re-
cently, an index structure based on multi-resolution KD-tree is proposed in [12] to further 
speed up clip retrieval. 

In [13-18], clip-based retrieval is built upon the shot-based retrieval. Besides rely-
ing on shot similarity, clip similarity is also dependent on the inter-relationship such 
as the granularity, temporal order and interference among shots. In [14, 15, 19], shots 
in two clips are matched by preserving their temporal order. These approaches may 
not be appropriate since shots in different clips tend to appear in various orders due to 
editing effects. Even a commercial video, several editions are normally available with 
various shot order and duration.  

One sophisticated approach for clip-based retrieval is proposed in [17, 18] where 
different factors including granularity, temporal order and interference are taken into 
account. Granularity models the degree of one-to-one shot matching between two 
clips, while interference models the percentages of unmatched shots. In [17, 18], a 
cluster-based algorithm is employed to match similar shots. The aim of clustering is 
to find a cut (or threshold) that can maximize the centroid distance of similar and 
dissimilar shots. The cut value is used to decide whether two shots should be 
matched. 

In this section, we propose a new approach for the similarity measure of video clips 
based on optimal matching (OM). Instead of adopting cluster-based algorithm as in [17, 
18], we formulate the problem of shot matching as a bipartite graph matching. An obvi-
ous advantage is that the effectiveness of our proposed approach can be verified 
through OM in graph theory. In addition, temporal order and interference factors in [17, 
18] are not considered because they will only affect the ranking but not the clustering of 
clips. OM is able to measure the similarity of clips under the one-to-one shot mapping 
constraint. Compared with commercials clips, the effective similarity measure of 
news events is difficult since a same event is usually reported in different profiles, 
editions and camera shooting. Despite the difficulties, our proposed approach is still 
able to match and cluster the relevant clips with reasonable results as shown in  
Section 5. 

2.1   Video Preprocessing  

The preprocessing includes shot boundary detection, keyframe representation and 
shot similarity measure. We adopt the detector in [20] for the partitioning of videos 
into shots. Motion-based analysis in [21] is then employed to select and construct 
keyframes for each shot. For instance, a sequence with pan is represented by a pano-
ramic keyframe, while a sequence with zoom is represented by two frames before and 
after the zoom.  
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Let the keyframes of a shot is  be { },..., 21 ii rr , the similarity between two shots is 
defined as 
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The similarity function ( )jqip rrtInter ,sec  is the color histogram intersection of two 

keyframes ipr  and jqr . The function 
^

max  returns the second largest value among all 

pairs of keyframe comparisons. The histogram is in HSV color space. Hue is quan-
tized into 18 bins while saturation and intensity are quantized into 3 bins respectively. 
The quantization provides 162 ( 3318 ×× ) distinct color sets. 

2.2   Notation 

For the ease of understanding, we use the following notations in the remaining paper: 

• Let { }pxxxX ,...,, 21= as a clip with p  shots and ix  represents a shot in X . 

• Let { }qyyyY ,...,, 21= as another clip with q  shots and jy  is a shot in Y . 

• Let { , , }G X Y E=  as a weighted bipartite graph constructed by X  and Y . 

V X Y= ∪  is the vertex set while ( )ijE ω= is the edge set. ijω represents the 

shot similarity between ix and jy  based on Eqn (1). 

2.3   Optimal Matching (OM) 

Given two clips X  and Y , a weighted bipartite graph G is formed by applying  

Eqn (1). OM is employed to maximize the total weights of matching under the one-to-
one mapping constraint. The output of OM is a weighted bipartite graph OMG  where 

one shot in X  can match with at most one shot in Y  and vice versa. Although the 
shot mapping in OMG  may be not unique, the total weight in OMG  is unique. The 

similarity of X  and Y  is assessed based on the total weight in OMG  as follows 

                                       ( ) ( )qp
YXSim

ij
OM ,min

, =
ω

                                                (2) 

where the similarity is normalized by ( )qp,min . The implementation of OM is based 

on Kuhn-Munkres algorithm [6]. The details are given in Figure 1. The running time 

of OM is ( )4nO  where qpn +=  is the total number of vertices in G . 
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1. Start with the initial label of ( ) ( )ijjixl ωmax=  and ( ) 0=jyl , where 

tji ,...,2,1, =  and ( )max ,t p q= . 

2. Compute {( , ) | ( ) ( ) }l i j i j ijE x y l x l y ω= + = , ( )lkl EYXG ,,=  and one match-

ing M in lG . 

3. If M contains all the vertices in X, M is the optimal matching of kG  and the algo-
rithm ends. Otherwise, goto step 4. 

4. Find a vertex ix X∈  and ix  is not inside M. Set { }iA x←  and φ←B , where A 
and B are two different sets. 

5. Let ( ) kG YAN
l

⊆  as the set of vertices that matches the vertices in set A. If 

BAN
lG =)( , then goto step 9, otherwise goto step 6.  

6. Find a vertex ∈jy BAN
lG −)( . 

7. If ( ) Myz j ∈, , set }{},{ jyBBzAA ∪←∪← and goto step 5. Otherwise goto 

step 8. 
8. There exists an augmenting path P from ix  to jy . Set )(PEMM ⊕←  and goto 

step 3. 
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Compute '', ll GE  based on 'l . 
10. Set ',' ll GGll ←← , goto step 6. 

Fig. 1. Kuhn-Munkres Algorithm for Optimal Matching 

3   Graph-Based Clustering 

Given a set of video clips, we model the similarity among clips as a weighted undi-

rected graph ( )EVG ,
^

=  where V  is a set of video clips, and E  is a set of edges that 

describes the proximity of clips. Our aim is to decompose 
^
G  into sub-graphs (or 

clusters) so as to minimize the intra-cluster distance while maximizing the inter-
cluster distance. We adopt the normalized cut algorithm [5] for the recursive biparti-

tion of 
^
G  into the clusters of clips. Normalized cut aims to globally and optimally 

partition a graph 
^
G  into two disjoint sets A  and B ( )VBA =∪  by minimizing 
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( )BAcut ,  is the sum of inter-clip similarity between A  and B , ( )Avolume  is the 

total similarity for all pairs of clips that connect A  and V , and ( )jiSimOM ,  is the 

similarity between clips i  and j  based on Eqn (2). Eqn (3) can be transformed to a 

standard eigen system 
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where D  and W  are VV ×  matrices. D  is a diagonal matrix with 

( ) ( )
∈

=
Vj

OM jiSimiiD ,,  and W  is a symmetrical matrix with ( ) ( )jiSimjiW OM ,, = . 

In Eqn (6), the eigen vector that corresponds to the second smallest eigen value is 
used to find the sets A  and B . The value 0 is selected as the splitting point to divide 
the eigen vector into two parts that correspond to A  and B  respectively. The algo-
rithm will run recursively to further bipartition the resulting sets (or clusters). The 
procedure terminates when the average similarity for all pairs of video clips in a clus-
ter is below ασμ + , where μ  and σ  are respectively the mean and standard devia-

tion of all clip similarity in 
^
G  and α  is an empirical parameter. 

4   Highlight Detection and Summarization 

Based on the event clusters obtained in Section 3, highlight can be readily detected by 
selecting the representative clips from the clusters with large size. Assuming the 
skimming time S  of a summary is given, we use two heuristic criterions to select the 
highlight from clusters: 

• Cluster size. Highlighted events are usually repeatedly broadcasted by different 
TV channels at different periods of time. Therefore, the number of times an event 
is broadcasted is a vivid hint in deciding the highlight. Based on the skimming 
time constraint S , we select the clusters for highlight summarization in the 
descending of their cluster size. 

• Globality of an event. An event broadcasted by different TV channels is 
intuitively more important than an event that is broadcasted by one channel 
only. Similarly, an event that is broadcasted at different periods of time (e.g., 
morning, afternoon, night) is more important than an event reported in a 
particular time of a day only. Hence, we use these two hints (the number of 
channels and the number of periods) that an event is broadcasted to decide the 
highlight, when the cluster sizes of two events are same. 
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For each selected cluster C , one representative clip is chosen for highlight 
summary. We select the clip (medoid) that is most centrally located in a cluster as 
representative. The medoid clip cM  is the clip whose sum of similarity with all other 
clips in its cluster is maximum, i.e., 

                                             ( )=
∈

∈
cj

OM
ci

c jiSimM ,max                                       (7) 

5   Experiments 

We use 10 hours of news videos for testing. The videos are recorded continuously in 
four days from seven different TV channels. There are a total of 40 different news 
programs with duration ranging from 5 minutes to 30 minutes. As observed from 
these videos, the same events are repeatedly broadcasted in different editions and 
profiles by different stations. Even a same event reported in one channel, it appears 
differently at different time of reporting. 

We manually segment the videos into clips. In total, there are 439 news clips. The 
numbers of events that are reported for more than one time are summarized in Table 
1. In total, there are 115 clips involved in reporting 41 events. Our aim is to group 
news clips that describe a same event under a cluster, and then select the clusters as 
well as the representatives of clusters for summarization. 

Table 1. The number of news events that are broadcasted for more than one time 

Broadcast # Number of events 
6 3 
4 5 
3 11 
2 22 

5.1    Clustering  

We employ F-measure [22] to evaluate the performance of video clip clustering. F-
measure evaluates the quality of clusters by comparing the detected and ground-truth 
clusters. Let Q  be the set of ground-truth clusters and D be the set of detected clus-
ters, the F-measure F  is given as 
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CZ  is a normalization constant. The value of F  ranges [0, 1], 

and 1=F  indicates perfect clustering. By the normalized cut algorithm and clip-
based similarity, we detect 291 clusters in the ten hours of videos. The value of F-
measure is F =0.8225, where 290=Q  and 291=D . Table 2 shows the details of 

few clustering results. Some clusters such as events #1 and #3 are over-segmented 
into two clusters respectively. Some false clips are included due to the similarity in 
background color, but none of the relevant clip is missed. Because we select the 
medoid of a cluster as representative, false clips are not selected in video summaries. 
Figure 2 shows the clustering result of event #6 in Table 2. Our approach successfully  

Table 2. Clustering Results of Some News Events 

  
News event 

Number 
of clips 
in the 
event 

Average 
number 
of shots

Final 
cluster(s) 

Falsely 
included 

clips 

1 Six-way talk about North Korea 6 55 2 2 
2 New financial policy 6 22 1 2 
3 The death of an Iraq aga in bomb 6 21 2 0 
4 A conflict event in Iraq 4 15 1 2 
5 Economic development of Beijing 4 8 1 1 
6 Conflict between Israel and Palestine 3 11 1 0 
7 Report about blaster virus 3 6 1 0 

         
 

           
 

          

Fig. 2. The clustering results of event #6 in table 2. The three news clips are clustered correctly. 
The cluster medoid is listed in nd2  row 



  Hot Event Detection and Summarization by Graph Modeling and Matching 265 

 

groups the three video clips in one cluster although they are from three different TV 
channels and appear differently.  

5.2   Summarization  

Given a skimming time, our approach selects clusters based on the cluster size and 
globality of events. The medoids of selected clusters are then included in the sum-
mary. The ground-truth summary ifs manually generated in a same way based on the 
ground-truth clusters. For instance, when the skimming time equals to 10min, the 
ground-truth summary will include all the three events that are broadcasted for six 
times and other three events that are reported for four times (see Table 1). Table 3 
shows the results of summarization. Experimental results indicate that our approach 
can include most of the expected events for summarization. Some events are repeated 
due to the over-segmentation of clusters. 

Table 3. Results of summarization from videos of 10 hours 

 
Skimming time

(Minute) 

Number of Ex-
pected events 

(Ground-truth) 

Number of 
clips included 
in summary 

 
Detected 

events 

 
Missed  
events 

 
Repeated 

events 
10 6 8 4 2 0 
20 11 14 8 3 0 
30 24 26 21 3 0 
40 39 39 31 8 1 
45 41 42 34 7 2 

6   Conclusions 

We have presented a new approach for hot events detection and summarization. Op-
timal matching is employed to measure the similarity of news events, and normalized 
cut is employed to cluster news events. Hot events are automatically detected and 
summarized by investigating the properties of event clusters. The experimental results 
show the effectiveness of our proposed approach.  

Currently, news events are detected manually. In addition, event-based similarity 
measure considers only color features. In future, automatic news events detection 
will be developed and incorporated in our system. Besides, other features such as 
motion and audio classes (e.g., speech, music, environmental sound and silence) can 
also be incorporated in the proposed approach for more effective clip-based similar-
ity measure. 
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Abstract. A novel method for video event analysis and description based on the 
domain knowledge ontology has been put forward in this paper. Semantic concepts 
in the context of the video event are described in one specific domain enriched 
with qualitative attributes of the semantic objects, multimedia processing ap-
proaches and domain independent factors: low level features (pixel color, motion 
vectors and spatio-temporal relationship). In this work, we consider one shot (epi-
sode) in the Billiard Game of video as the domain to explain how the high-level 
semantic mapped into low level features and the detection of the semantically im-
portant event.  

1   Introduction 

Nowadays, the rapid increase of the available amount of multimedia information has 
revealed an urgent need for developing intelligent methods for understanding and 
managing the conveyed information. To face such challenges developing faster hard-
ware or more sophisticated algorithms has become insufficient. Rather, a deeper un-
derstanding of the information at the semantic level is required [1]. This results in a 
growing demand for efficient methods for extracting semantic information from such 
content. Although new multimedia standards, such as MPEG-4 and MPEG-7 [2], 
provide the needed functionalities in order to manipulate and transmit objects and 
metadata, their extraction, and that most importantly at a semantic level, is out of the 
scope of the standards and is left to the content developer. Extraction of low-level 
features and object recognition are important phases in developing multimedia data-
base management systems [3]. 

We have got some significant results in the literature recently, with successful im-
plementation of several prototypes [4]. However, the lack of precise models and for-
mats for object and system representation and the high complexity of multimedia 
processing algorithms make the development of fully automatic semantic multimedia 
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analysis and management systems a challenging task. Correspondingly, referring to 
the low level, the features of the moving object have become more and more con-
cerned. Because moving objects refer to semantic real-world entity definitions that are 
used to denote a coherent spatial region and be automatically computed by the conti-
nuity of spatial low-level features. This is due to the difficulty that often mentioned as 
the semantic gap, in capturing concepts mapped into a set of image and low-level 
features that can be automatically extracted from the raw video data. The use of do-
main knowledge is probably the only way by which higher level semantics can be 
incorporated into techniques that capture the semantic concepts. Although there were 
some works about the domain application, they are restricted by the gap [5,6].  So, in 
this paper, a novel method for video event analysis and description based on the spe-
cific domain knowledge ontology was proposed. 

The remainder of the paper is organized as follows:  In section 2, a video modeling 
and representation was given, showing how the raw video data is structured, while in 
section 3, Domain Knowledge Ontology for video analysis based on the video shot in 
raw video data model, this is that most important part in this paper. Experimental 
results using the novel method have demonstrated in section 4. After these compre-
hensive explanations, we will conclude in section 5.  

2   Video Modeling and Representation  

Video is a structured medium in which actions and events in time and space convey 
stories, so, a video program (raw video data) must be viewed as a document, not a 
non-structured sequence of frames. So, before the raw video data is integrated into the 
VDBMS (Video Database Management System), it must be structured in one kind of 
reasonable model according to video program’s characteristics, the information con-
tent, and the applications it is intended for. The process of converting raw video into 
structured units, which can be used to build a visual video program is referred to 
Video modeling and representation. 

SHOT

SCENE

CLIP

FRAME

 

 

FRAME 400
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SHOT 1  SHOT 2  SHOT K

SCENE  1 SCENE  M

CLIP  1
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camera still
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Fig. 1. Video Modeling and Representation 
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The Figure1 has shown us one video clip about the Billiard Game’s program mod-
eling and presentation. The Hierarchical levels of video stream abstraction was in 
decreasing degree of granularity. 

The raw video data has to be modeled, indexed and made structured. And, how an-
notation and video content can be performed taking advantage of this kind of model 
for catering the user’s requirement both from the semantic concepts and low level 
features. However, it’s necessary to make the comprehensive analysis of the video 
description. In this paper, we didn’t refer to the video modeling too much, but analyz-
ing the video shot as the specific domain for knowledge representation. These jobs 
will be completed in the next section. 

3   Video Analysis Based on Domain Knowledge Ontology 

In order to apply large-scale semantic knowledge in vision problems effectively, ca-
tering the naive user’s retrieval and index processing with semantic (human) lan-
guage, a few major issues must be resolved. Firstly, how can we get the semantic shot 
for the specific knowledge domain? The former existing algorithm has been adopted 
to solve the problem. Secondly, what visual observables should be collected? This is 
usually dependent on the problem domain. Here, we consider one shot of the Billiard 
Game clip as the specific knowledge domain. Thirdly, how can these observables be 
translated into the semantic representation, a domain ontology was constructed. The 
multimedia analysis ontology is used to support the detection process of the corre-
sponding domain specific objects. In this section, we will be from these three direc-
tions to expose for the video event retrieval and video analysis comprehensively. 

3.1   A Video Indexing and Retrieval Framework 

Currently, object and event recognition algorithms are not mature enough to scale up to 
such a large problem domain, as this would require huge libraries of object and event 
representations and associated algorithms [7, 8]. Furthermore, the semantic meaning of 
many events can only be recognized in context. So, our approach is to couple video 
analysis with a structured semantic knowledge base. The use of the domain knowledge 
is probably the only way by which higher-level semantics can be incorporated into 
techniques that capture the semantic concepts. Moreover, the building domain knowl-
edge for the video object detection in is the preferred method for mapping the domain 
dependent concepts into the domain independent low-level features. 

Content-based analysis of multimedia (event as such) requires method which will 
automatically segment video sequences and key frames into image areas correspond-
ing to salient objects (e.g. ball, player, spectator, table, etc), track these objects in 
time, and provide a flexible framework for object recognition, indexing, retrieval and 
for further analysis of their relative motion and interactions.  Semantic concepts 
within the context of the examined domain are defined in ontology, enriched with 
qualitative attributes of the semantic objects (spatial relations, temporal relations, etc), 
multimedia processing methods (motion clustering, respectively), and numerical data 
or low-level features generated via training.  
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Fig. 2. Framework for the retrieval system 

The proposed approach, by exploiting the domain knowledge modeled in ontology, 
enables the recognition of the underlying semantics of the examined video. The re-
trieval system overall framework, shown in Figure 2, addresses the first issue with 
one important component: domain semantic knowledge based on video analysis, con-
sisting of domain knowledge ontology. The multimedia analysis ontology is used to 
support the detection process of the corresponding domain specific issue. Knowledge 
about the domain under discourse is also represented in the terms of the domain spe-
cific ontology. The domain-independent, primitive classes comprising the analysis 
ontology serve as attachment points allowing the integration of the two ontologies. 
Practically, each domain ontology comprises a specific instantiation of the multimedia 
analysis ontology providing the corresponding motion model, restrictions etc as will 
be demonstrated in more details in the next section.  

3.2   Video Shot Detection for Domain Knowledge  

Video shots, which are directly related to video structures and contents, are the basic 
units used for accessing video and a sequence of frames recorded contiguously and re-
presenting a continuous action in time or space. An automatic shot detection tech-
nique has been proposed for adaptive video coding applications [9]. We focus on 
video shot detection on compressed MPEG video of Billiard Game. 

Since there are three frame types (I, P, and B) in a MPEG bit stream, we first pro-
pose a technique to detect the scene cuts occurring on I frames, and the shot bounda-
ries obtained on the I frames are then refined by detecting the scene cuts occurring on 
P and B frames. For I frames, block-based DCT is used directly as 
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One finds that the dc image [consisting only of the dc coefficient (u=v=0) for each 
block] is a spatially reduced version of I frame. For a MPEG video bit stream, a se-
quence of dc images can be constructed by decoding only the dc coefficients of I 
frames, since dc images retain most of the essential global information of image com-
ponents.  

Yeo and Liu have proposed a novel technique for detecting shot cuts on the basis 
of dc images of a MPEG bit stream, [10] in which the shot cut detection threshold  
is determined by analyzing the difference between the highest and second highest 
histogram difference in the sliding window. In this article, an automatic dc-based 
technique is proposed which adapts the threshold for shot cut detection to the  
activities of various videos. The color histogram differences (HD) among  
successive I frames of a MPEG bit stream can be calculated on the basis of their dc 
images as 

2
j1j

M

0k

)]k(H)k(H[)1j,j(HD −=− −
=

 (3) 

where Hj(k) denotes the dc-based color histogram of the jth I frame, Hj–1(k) indicates 
the dc-based color histogram of the ( j – 1)th I frame, and k is one of the M potential 
color components. The temporal relationships among successive I frames in a MPEG 
bit stream are then classified into two opposite classes according to their color histo-

gram differences and an optimal threshold cT , 

,),1,( cTjjHD >−      shot_cut, 

         ,),1,( cTjjHD ≤−    non_shot_cut 
(4) 

          
billiard_Shot_I01.jpg    billiard_Shot_I02.jpg     billiard_Shot_I03.jpg     billiard_Shot_I04.jpg 

 

          
billiard_Shot_I05.jpg     billiard_Shot_0I6.jpg    billiard_Shot_I07.jpg      billiard_Shot_I08.jpg 

Fig. 3. Billiard Game’s Detection Shot 
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The optimal threshold cT  can be determined automatically by using the fast 

searching technique given in Ref. [10]. The video frames ~including the I, P, and B 
frames. Between two successive scenes cuts are taken as one video shot. The Figure 3 
has shown us the shot we have detected using the algorithm mentioned above. The 
shot has contains a series of I frames.  

3.3   Domain Knowledge Ontology Infrastructure Building  

The low-level features automatically extracted from the resulting moving objects are 
mapped to high-level concepts using ontology in a specific knowledge domain, com-
bined with a relevance feedback mechanism is the main contribution in this part.  In 
this study, ontologies [11, 12] are employed to facilitate the annotation work using 
semantically meaningful concepts (semantic objects), Figure 4 displays the hierarchi-
cal concepts of the video shot ontology with three and shows a great extensibility to 
describe common video clips, which has the distinctive similarity of knowledge do-
main. The simple ontology gives a structural framework to annotate the key frames 
within one shot, using a vocabulary of intermediate-level descriptor values to describe 
semantic objects’ actions in video metadata.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. A protégé snapshot of Specific Billiard Video Shot Description Ontology Hierarchies 

Through this domain ontology, we map the low-level features with high-level con-
cepts using spatio-temporal relations between objects. Moreover, in order to give 
specific annotation to frames, we defined some semantic concepts with clear and 
typical characteristics to describe shot events.  

 Class Object: the subclass and instance of the superclass “Object”, all video 
objects that can be detected through the analysis process. Each object instance 
is related to appropriate feature instances by hasFeature property. Each ob-
ject can be related to one or more other objects through a set of predefined 
spatial properties. 
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 Class feature: the subclass and instance of the superclass “feature”, which is 
the low-level features of multimedia associated with each object. In our video 
shot domain, the features covered low-level background features like color, 
moving object direction, each of which has a closely relation with the object 
that will be detected and throughout the whole process of shot analysis; for 
the high-level semantics associated with foreground features such as motion 
activity, status… it emphasize on their instinct meaningful description of cer-
tain video events.  

 Class featureParameter: denotes the actual qualitative descriptions of each 
corresponding feature. It is subclassed according to the defined superclass 
“featureParemeter”,including:ColorfeatureParameter,MotionfeatureParameter,  
PositionfeatureParameter, DirectionfeatureParameter. 

 Spatial Relations: approach, touch, disjoint. These three spatial descriptors 
are used to describe the object relations between each individual frame; and 
describe the differences and relations between two adjacent frames. 

 Temporal Relations: before, meet, after, starts, completes. Plus the three spa-
tial descriptors, a whole process of describing the moving video objects, em-
phasize the semantics and relations between shots, come up with a meaning-
ful metadata in the backend.  

 Actions: beforeShooting, cue ball hitting, object ball hitting, finishShooting, 
change player. We defined five actions to describe the semantic event in one 
shot, and could use it as a keyword annotation of free-text, as well as index 
the key frame instead of getting all the I-frames an annotation. 

The developed domain ontology mainly focused on the representation of semantics 
in each detected shot and its frames. As a consequence, we could simply pick up the 
key-frames from the shot depository, and annotate them sequentially and semantically 
according to the inner presentation of moving objects.  

To facilitate the explanation, we consider one shot in the Billiard Game put for-
ward above as our knowledge domain. Because one shot usually has the semantic 
meaning that contains a sequence of frames, we call one shot an Event.  The event we 
are going to describe and analysis is named as “The Three Ball”. So, the following 
section shows the application to “the three ball” billiard game video shots. 

4   Experiment Results 

The proposed approach in the section 3 was tested in one specific knowledge domain: 
The Billiard Game Shots. In the domain, appropriate domain ontology was defined. In 
this case, the exploitation of the knowledge contained in the system ontology and the 
associated rules resulted to the application of the appropriate analysis algorithms 
using suitable parameter values, for the detection of the domain specific event. For 
ontology creation the protégé ontology engineering environment was used, OWL 
(ontology web language)[13] the output language (in the section 3). A variety of 
video shots of 1024 * 768 pixels were used for testing and evaluation of the knowl-
edge domain.  
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Event "The Three Ball" participanted by Wlliam

before shooting hitting cue ball hitting object ball complete
 shooting

 
 

 

 

Fig. 5. Key-Frames Annotation of Specific Event-“The Three Ball” 

Figure 5 has shown the results of the annotation of key-frame of the video event. 
These descriptors are presented by the xml description output from the ontology mod-
eling described above, then, parsed by the xml parser. All of the keywords, not only 
extracted from the clip, scene from the video storage, but the annotators from the 
ontology modeling are integrated into the keywords database for catering the user’s 
retrieval.  

5   Conclusions 

In this paper, we proposed a novel method for video event analysis and description on 
the fundamental of the domain knowledge ontology. It helps us overcome gap be-
tween the low-level features and high level semantics, but combining these two as-
pects in the most efficient and flexible (expressive) manner. The proposed approach 
aims at formulation a domain specific analysis model facilitating for the video event 
retrieval and video object detection. 

Our future work includes the enhancement of the domain ontology with more 
complex model representation and especially, the video object description, we try to 
use the trajectory to analysis the moving features. We will also do more technical 
work to intensify our retrieval part function.  
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Abstract. A multi-modal method to improve the performance of the anchorper-
son shot detection for news story segmentation is proposed in this paper. The 
anchorperson voice information is used for the verification of anchorperson 
shot candidates extracted by visual information. The algorithm starts with the 
anchorperson voice shot candidate extraction using time and silence condition. 
The anchorperson templates are generated from the anchorperson face and cloth 
information from the anchorperson voice shots extracted. The anchorperson 
voice models are then created after segregating anchorperson voice shots con-
taining 2 or more voices. The anchorperson voice model verifies the anchorper-
son shot candidates obtained from visual information. 720 minutes of news 
programs are tested and experimental results are demonstrated. 

1   Introduction 

Both the deluge of the video contents through media such as digital broadcasting and 
the emerging industry involving PVR, EPG, and large-size storage, are changing the 
paradigm of how to watch TV. For example, Tivo and ReplayTV are already chang-
ing the life style such that viewers can watch any contents in anytime on behalf of 
viewer’s will. The nutshell of this trend is that viewers can record any broadcasting 
contents through EPG and watch them in a digested or arranged format. Since sports 
and news programs retain well-organized structures and take much time to watch after 
recording, there are substantial needs from viewers to see some highlights or story-
boards for quick browsing. In the case of the news program, viewers often want to see 
the main topics and their reports with a storyboard and quickly decide what they want 
to see more in detail. The anchorperson shot detection has been a fundamental re-
search issue to compose such a news storyboard. 

There have been active research efforts going on the anchorperson shot detection. 
The template based search and match method [1], [2], [3] is good for the formatted 
news structure but has a weakness on news structure or format change. The occur-
rence frequency and time constraint of the anchorperson shot were used for the an-
chorperson shot candidate extraction in [4]. The motion information was used for the 
false alarm (e.g. interview shot and report shot) removal. The Graph-Theoretical 
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Clustering method [5] was proposed for the similar anchorperson shot clustering in an 
unsupervised and model-free manner. Multi-feature information such as motion, 
color, face, cloth, and caption was used in [6]. This extracts faces in DC domain and 
uses luminance variation in the cloth area to confirm the anchorperson shot. Most of 
the previous works have been suffered from false alarms caused by anchorpersonshot-
like report shots and news format changes. 

The purpose of this paper is to propose a method to enhance the extraction per-
formance of anchorperson shot by effectively eliminating such anchorpersonshot-like 
report shots and adaptively generating templates with respect to the input news for-
mat. To achieve the goal, we are using information from face, clothes, and audio, 
especially using anchorperson’s voice. The entire anchorperson shot extraction proc-
ess proposed is described in section 2. The section 3 shows the experimental results 
followed by discussion and conclusions in section 4. 

2   Anchorperson Shot Extraction Process 

The main topic of this research is to precisely extract anchorperson shots in news 
videos using a combination of visual and audio information; especially, using the 
anchorperson’s face/cloth detection and voice information. The overall process flow 
is shown in Figure 1.  
 

 

Fig. 1. The flow chart of anchorperson shot extraction 
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2.1   Anchorperson Shot Candidates Extraction  

2.1.1   Audio Signal Extraction 
The audio signal is separated from the input news video in MPEG-1/2. Even though 
the audio signal in MPEG-1/2 is usually 48kHz or 44.1kHz, which corresponds to CD 
sound quality, the result PCM data would be too large to analyze. In order to save 
computation, we down-sampled the input audio signal into 8kHz. The 8kHz signal 
retains enough voice/audio characteristics that correspond to the mobile phone sound 
quality. This signal is proven to be enough for our experiment. 

2.1.2 Anchorperson Voice Shot Extraction 
This step extracts shots containing anchorperson’s voice. One thing should be noted is 
that the purpose in this step is not of extracting all of the shots with anchorperson 
voices but of finding a subset of the shots that explicitly contains anchorperson 
voices. In order to find news shots with anchorperson’s voice, we assume two ground 
conditions based on the long observation on news programs. The first condition is that 
the length of the anchorperson shot is usually longer than 10 seconds. The second one 
is that the boundary between an anchorperson shot and the following news report shot 
contains substantial amount of a silent period.  In other words, a news anchorperson 
shot contains a substantial silence in the vicinity of the end of the shot. In Figure 2, 
the red boxes indicate the anchorperson shot and the yellow ellipses indicate the si-
lence area of each anchorperson shot. These two ground conditions are combined to 
detect the shots containing anchorperson voices.  

 

 

Fig. 2. Examples of the silence region in the real part of the anchorperson shot 

The shots longer than a predefined length are selected as candidate shots contain-
ing anchorperson voices. In order to find the length of the silent period, the energy of 
the audio signal is calculated from each shot frame. An audio frame covers 25ms so 
that a frame contains 200 audio samples. The following equation is how to calculate 
an audio energy of a frame: 
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After calculating the energy from all of the audio frames, we can deduce a threshold 
for silence frames. Since news programs from different stations have different magni-
tude of silence, the threshold for silence should be adaptively derived from the audio 
energy information obtained from each input news program. This can be done by quan-
tizing the energy values, counting the number of frames for each energy value, and 
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finally taking a silence threshold from a low energy level (e.g. low 20%). This way of 
detecting silence threshold was proven to be effective through the experiment.  

After determining the silence threshold, we can count the number of silent frames 
from each anchorperson voice shot candidate. The method is to count the frames 
having less energy than the silence threshold from the end of the candidate shot. Once 
we know the number of silent frames from each candidate shot, we can select shots 
retaining more than a predefined number of frames (e.g. 34 frames = 0.85s). The 
result shots are defined as the anchorperson voice shots. The result shots might in-
clude the report shots obeying the two ground conditions defined above. But, these 
shots are discarded through the steps described in 2.2. Figure 3 demonstrates an ex-
ample of key frames of the anchorperson voice shots detected. 

 

 

Fig. 3. Key frames from anchorperson voice shots 

2.2   Anchorperson Shot Model Generation 

2.2.1 Anchorperson Template Generation 
(1) From the anchorperson voice shots candidates extracted in the previous step, the 

faces in the key frame are detected by the Adaboost method [9], [10]. We per-
formed skin color region detection and then ran the Adaboost algorithm in order 
to achieve faster and more reliable face detection. The shots with no face are re-
moved from the further process. 

(2) Extract the anchorperson cloths. The YCbCr color histograms are automatically 
extracted from body part of each anchorperson shot candidate. The extracted face 
and cloth are demonstrated in Figure 4. 

(3) Using the YCbCr color histogram, the shots are grouped by clustering anchorper-
son cloth color. The YCbCr histogram is normalized between 0 and 1 by dividing 
with the size of the cloth region. The reference cloth color histogram and candi-
date cloth color histogram are described as follows: 
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The distance between the reference cloth color and the candidate cloth color is cal-
culated using the histogram intersection as follows: 
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We used a predefined threshold to determine the similarity of cloth colors compared. 
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Fig. 4. Anchorperson faces and cloth extraction 

 

Fig. 5. Three dominant representative frames from grouping by cloth colors 

Select two or three dominant shot groups to generate the anchorperson template. 
Figure 5 demonstrates the representative frame of three dominant groups.  

The selected frames generate the model templates for anchorperson shot. The loca-
tion of anchorperson face would usually place in the right, middle, and left part of the 
image as shown in Figure 5. If the face places in the right or left part of the image, the 
opposite part would usually contain the news icon or text. Therefore, we screen out 
the rest of the part so as to generate the model templates as shown in Figure 6. If the 
face places in the middle of the images, make the image as a template as it is. Some-
times, however, the anchorperson frames with its face placed in the middle are not 
extracted from the previous step. Therefore, we can generate the template for the 
faces placed in the middle using the other templates by just moving the face parts to 
the middle of the image as shown in Figure 6. 

 

  

Fig. 6. Anchorperson templates generated 
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2.2.2   Voice Model Generation 

2.2.2.1. Voice shot detection with multi anchorperson. The goal of extracting anchor-
person voice shots is to cluster and make a reference to each anchorperson’s voice 
presented in the news program. In order to do so, we should find voice shots including 
2 or more anchorperson voices and exclude them from the voice clustering and mod-
eling process. 

From the audio information in the anchorperson voice shots extracted, we can now 
calculate Zero Crossing Rate (ZCR) per audio frame. The ZCR is of counting the 
number of sign changes in audio PCM data. The high ZCR means high frequency 
characteristics in the audio signal. The human’s voice is composed of consonants and 
vowels. The vowels especially contain the fundamental frequency of the human voice. 
The ZCR can be used to classify audio frames as either a consonant or a vowel.  The 
following equation is how to calculate the ZCR from an audio frame: 

 windowain  samples of #

(DB) PCMin  changesign  of #
ZCR i =  (4) 

The next step is to calculate Mel-Frequency Cepstral Coefficient (MFCC) from 
an audio frame. The MFCC is proven to be effective in a speech recognition task 
which is composed of 13 coefficients. In order to compare voices in an anchorper-
son voice shot, we first need to get rid of silent frames in the shot. We use the 
energy information obtained from the previous step described in section 2.2. The 
next step is to remove consonant frames from the shot. We can get rid of the con-
sonant frames by using the average ZCR in the shot. If a ZCR of an audio frame is 
as twice larger than the average ZCR of the shot, the audio frame is considered as 
a consonant frame.  

Another important feature to distinguish between male voices and female voices is 
the power spectrum between 100Hz and 150Hz [7]. Figure 7 demonstrates the aver-
age long-time speech spectrum between male/female voices. The spectrum shows big 
difference between 100Hz and 150Hz. Besides the fundamental frequency between 
male and female has a distinctive difference. Since the fundamental frequency is dif-
ficult to calculate, we instead divide the shot into windows and calculate the average 
spectrum in the window. The spectrum is then converted to decibel so that the decibel 
values between neighbor windows are compared to discover the existence of both 
male and female anchorperson in a shot 

We can move a 3s window with 1s difference through the shot, and calculate 
average MFCC (i.e. average of 7th, 8th, 9th, 10th, 11th, and 12th coefficient) and 
average decibel between 100Hz and 150Hz. The two features are combined to 
determine a distance between windows. If this distance is larger than a predefined 
threshold, the shot is considered as a shot with more than or equal to 2 voices.  The 
shots detected in this step are used for confirming news anchorperson shots in the 
later step. 

Diff = W*diff_Avg_MFCC + (1-W)*diff_Avg_Decibel (5) 
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Fig. 7. Long-time average speech spectrum calculated for utterances made by 80 speakers [8] 

2.2.2.2 Anchorperson voice clustering and modeling. After detecting shots containing 
two or more voices, the next step is to make voice models presented in the news pro-
gram. The MFCC coefficient and the decibel value between 100Hz and 150Hz ob-
tained in the previous step are used again for clustering the anchorperson voice shots. 
First, the closest two shots in the average MFCC are selected. Then, their decibel 
values between 100Hz and 150Hz are compared. If they are far apart, the two shots 
are not merged and flagged not to be merged later. 

 

 

Fig. 8. Anchorperson voice shot clustering 

The merging is proceeded until every shot is merged into one of the clusters or 
there are not two shots left in a predefined MFCC distance. The voice shots contain-
ing more than or equal to 2 voices are added to compose the voice models. Each 
model contains the average MFCC and the average spectrum decibel value. Finally, 
for the short anchorperson shot detection (e.g. less than 6s), we provide a separate 
model for each anchorperson voice cluster from the first 4 seconds. Figure 8 shows an 
example of key frames after clustering. 

2.3 Anchorperson Shot Confirmation 

2.3.1 Confirmation Using Anchorperson Templates 
We created a set of anchorperson templates using face detection and cloth color as 
explained in section 2.2.1. The anchorperson-shot candidates are selected by compar-
ing these templates with key frames in the entire news program. Both the anchorper-
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son visual templates and the key frames are divided into N x N blocks for the com-
parison. The algorithm returns the anchorperson shot candidates with begin/end time 
and the block color differences between anchorperson shot templates and anchorper-
son shot candidates. The block color difference is calculated using normalized value 
after applying Grey World algorithm in order to be robust to illumination change. 

(1) Each template is compared to the key-frames from every segmented shot. 
(2) In order to measure similarity between anchorperson shot templates and key-

frames, we divided the templates and the same region of key-frames into 16 
blocks. Since there are camera motion and illumination changes between anchor-
person shots, we applied a Retinex Algorithm based on Grey World algorithm 
[11] first and then extracted colors from each block. Figure 9 demonstrate blocks 
of the anchorperson shot templates and key-frames. 

 

 

Fig. 9. Block divisions of templates and key-frames 

The color of each block is calculated as follows: 
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where the BK  is the average value of block K  and RGBK (i) is the color value for each 
pixel in the block K. N is the number of pixel in a block. The difference between 
template blocks and key-frames blocks is calculated as follows: 
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where A_BK  is an average color value of template block K and S_BK is an average 
color value of a key-frame block K. G is the number of blocks compared. If the dif-
ference is less than a predefined threshold, the key-frame is regarded as an anchorper-
son shot. 

2.3.2   Anchorperson Shot Confirmation Using Multi-modal Information 
From the time information of the anchorperson shot candidates, we can get the corre-
sponding audio signal and extract the average MFCC and the spectrum decibel values. 
We can calculate the voice difference between anchorperson voice models and voices 
from the anchorperson shot candidates. The multi-modal difference could be obtained 
by combining this voice difference information with block color difference informa-
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tion. If this multi-modal distance is larger than a predefined threshold, the correspond-
ing anchorperson shot candidate is considered as a false alarm (i.e. a shot with no 
anchorperson voice) and removed from the candidate list. The remaining shots are 
confirmed as final anchorperson shots in the input news program. 

MM-dist = W2*Block_Color_Diff + (1-W2)*Voice_Diff (8) 

3   Experimental Results 

Experiment has been performed with IBM PC Pentium-� 2.4GHz, 512MByte RAM. 
We used MPEG-1 news data of 5 different types of news programs from 3 different 
Korean broadcast stations, i.e., KBS, MBC, and SBS. 12 news programs correspond-
ing to around 720 minutes were tested for the verification of the proposed algorithm. 
We used Recall and Precision for performance evaluation as follows: 
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where Nc is the number of right anchorperson shots detected, Nf  is number of false 
alarms, and Nm is number of missed. The anchorperson shots in 12 new programs are 
marked manually as ground truth and compared with the result of the proposed an-
chorperson shot detection algorithm. 

When using only visual features, i.e., face, cloth, and background, to detect the an-
chorperson shots, we deliberately tune our parameters so that the recall becomes 
100%. As a result, we could get 86.87% of precision. When using the visual features 
along with audio features, i.e., low-level audio features and voice, as proposed, we 
could get 99.69% of recall and 97.61% of precision. This result reflects not only on 
the successful prime anchorperson shots detection, but also on detection of subsidiary 
anchorperson shots like sports news segments with different background. Also, our 
test data set include several interview scenes where there is a repetition of shots show-
ing the person being interviewed. Those cases are successfully removed from the final 
result through the proposed method described in section 2. The processing time is less 
than 2 minutes for a 60 minute news program. The performance demonstrates enough 
capacity of the proposed method for the automatic new storyboard composition, and 
its effectiveness for the false alarm detection and removal. 

4   Discussion and Conclusions 

The proposed algorithm has been applied to realize the news storyboard interface in 
DVR-EPG application. Viewers can easily select a news segment using the remote 
controller and the storyboard interface displayed at the bottom of the screen. Viewers 
can play the selected segment to watch in detail or stop as they want. Using the audio 
information may do many goods for the video contents analysis. This substantially 
saves the computation time of handling visual features in Standard Definition (SD: 
640 x 480p) and High Definition (HD: 1024 x 720p) quality programs. 
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In conclusion, we have shown that anchorperson’s voice information combined 
with some simple audio features is very effective tool for the verification of anchor-
person shot candidates. Most of the false alarms that are visually similar to the an-
chorperson shot are removed by this method. 
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Abstract. Dialogue sequences constitute an important part of any movie
or television program and their successful detection is an essential step
in any movie summarisation/indexing system. The focus of this paper is
to detect sequences of dialogue, rather than complete scenes. We argue
that these shorter sequences are more desirable as retrieval units than
temporally long scenes. This paper combines various audiovisual features
that reflect accepted and well know film making conventions using a se-
lection of machine learning techniques in order to detect such sequences.
Three systems for detecting dialogue sequences are proposed: one based
primarily on audio analysis, one based primarily on visual analysis and
one that combines the results of both. The performance of the three sys-
tems are compared using a manually marked-up test corpus drawn from
a variety of movies of different genres. Results show that high precision
and recall can be obtained using low-level features that are automatically
extracted.

1 Introduction

Advances in compression technology, coupled with the decreasing cost of digital
storage, has stimulated the growth of large collections of digital video whether for
professional or personal use. In order to support efficient user-friendly indexing
of this video, it is crucial that it be temporally segmented into units that reflect
the semantics of the content. In this way, users can browse content on the basis of
things they are likely to remember or be interested in - for example, a memorable
dialogue or an exciting action sequence. The aim of this paper is to show that
audio-video analysis can be used to facilitate more efficient and effective browsing
of movie content. To this end, we address the issue of detecting specific types of
scenes, focusing on dialogue scenes. In fact, what we actually detect is usually
a subset of a full scene, that we term a dialogue sequence. A scene is defined
as a subdivision of a movie containing a number of shots that are semantically
related, whereas a sequence is a sub-division of a scene that contains an event
of interest. For example, a single scene could begin with ten shots of people
talking (dialogue sequence), in the following fifteen shots a fight could break out
between the people (exciting sequence), and finally end with eight shots of the
people conversing again (dialogue sequence).

Some approaches to scene-level temporal segmentation aim to find the tran-
sitions between scenes and thus segment the video on this basis [5, 12, 6, 13, 11].
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Although this facilitates ‘browsing by scene’, scenes can be quite long and thus
it may be difficult to find the exact sequence of interest. Furthermore, nothing
is learned about the events of the scene during analysis that could be leveraged
for more sophisticated browsing. A more useful approach is to segment specific
occurrences in the video. This is highly advantageous as it allows users to search
for specific events instead of trawling through large amounts of video. In [4],
the authors detect both dialogue and action scenes, however their approach is
applicable only to dialogues with two actors. In [14] a finite state machine is used
to classify a scene from a movie into various categories, although this approach
is only applied to manually segmented movie scenes where the start and end
points are already known. In [3, 7], action scenes are extracted based on the
tempo and motion in the video. Since dialogue sequences typically constitute an
extremely important component of any movie, we believe that indexing on this
basis will enable more efficient and reliable browsing of video content. Although
the research presented is carried out in the domain of movies, the techniques and
practices shown here could be applied to other forms of content such as fictional
broadcast television content or news.

The remainder of this paper is organised as follows: Section 2 gives an
overview of some general filmmaking conventions that directors and editors use
when making a movie or television programme. Sections 3 and 4 describe the au-
tomatically extracted low-level audio and visual features used in our approach.
Section 5 gives details of how the elements from sections 3 and 4 are combined to
create an overall system. Finally, sections 6 and 7 illustrate experimental results
obtained and indicate future work yet to be done.

2 Film Grammar

We propose to use generally accepted film editing and directorial conventions in
order to assist our analysis. A general rule followed by many directors is that
the viewer must be able to comfortably view the action taking place [10]. For
example, if there is an explosion, the camera should be placed so that there is
nothing between it and the explosion to obstruct the view. The camera should
also pan and zoom to follow any subsequent action that the viewer is required
to see. In a dialogue sequence, the camera must remain fixed on the focus of
interest (either the person talking, or one of the people he/she is talking to).

Another widely used convention is the concept of a 180o line [1] where cameras
remain on the same side of the characters. This line is set up at the start of the
scene, and used for the remainder of the scene so that viewers can follow the
action. This has the implication that the camera angle that characters are shot
at remains consistent for the duration of the scene. The 180o line is also used
when following a moving character. If a character begins walking from left to
right in the cameras view, then as long as he/she keeps walking in the same
direction, he/she must be seen to walk from left to right in the camera. If the
camera switches to the other side of the line, viewers will think that the character
has switched direction. There will be significant repetition of shots in a dialogue
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sequence, since the camera on the characters will generally remain in the same
position for all shots of a character [8].

It is a matter of some debate as to how important sound is in the overall con-
text of a film. Some filmmakers argue that sound is merely there to accompany
the visuals; after all we talk of watching films and refer to ourselves as viewers
[1]. Although such filmmakers don’t deny that sound has an effect on our movie-
watching experience, they simply prefer to focus more of their attention on the
visual elements of the film. Another school of thought puts sound on a par with
the visuals, seeing it as an essential tool in mood creation and for setting tone,
and also a means of conveying information to the viewer. It is usually possible to
understand what is taking place with just the sound and no visuals, although the
reverse is not always true. However much importance a director/editor places
on the audio track, clearly some consideration must be given to sound in order
to make a coherent film. In [1] it is noted that “Sound in the cinema is of three
main types: Speech, music, and noise (also known as sound effects). Our audio
analysis is therefore based on these three categories. Another important feature
of the audio track is that, analogous to the video track, the audience should hear
what the filmmaker wants them to hear. This has the implication that if, for ex-
ample, a character is talking, then as long as the director wants the audience to
hear the character, there should be no other sounds competing with this for the
audience’s attention. If, however, other sounds are clearly audible, then this is
usually intentionally to shift the audience’s attention away from the speech.

3 Visual Analysis

3.1 Colour Analysis

An individual camera shot is the basic unit of our subsequent analysis. In order
to generate shot cuts, a histogram-based shot boundary technique is used where
keyframes are extracted based on distance from an average histogram [2]. Shot
clustering is then carried out to group visually similar shots. The clustering
algorithm proposed in [13] is used:

1. Make N clusters, one for each shot.
2. Stop when the difference between 2 clusters is greater than a predefined

threshold.
3. Find the most similar pair of clusters, R and S, within a specified time

constraint.
4. Merge R and S (more specifically, merge S into R).
5. Go to step 2.

The time constraint in step 3 ensures that only shots that are temporally close
together can be merged. Directorial grammar dictates that there should be shot
repetition associated with a dialogue sequence. This is to ensure that viewers
can concentrate on what is happening to the characters and not be distracted
by fresh backgrounds. To this end, shots that are filmed from the same camera
angle will be clustered together. Thus once shots are clustered it is possible to
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Fig. 1. Colour Based Shot Clustering

detect changes in the focus of on-screen activity by detecting when the one group
of clusters ends and another begins. In figure 1 shots 1,3 and 9 belong to cluster
A (i.e. shots 1, 3 and 9 are all shot from the same camera angle and contain
visually similar information), thus the transition between cluster D and E marks
a change in focus, as the earliest shot in cluster E occurs later than the latest
shot in cluster D. This is explained further in [8].

3.2 Motion Analysis

Motion analysis is carried out using motion vectors extracted directly from the
compressed bit stream, which is MPEG-1 in this case. Only P-frames are consid-
ered as they are deemed to provide all required information in order to analyse
the motion. Using the MPEG-1 motion vectors means that motion analysis can
be quite fast. After the vectors have been extracted the following statistics are
calculated: the percentage of zero motion vectors in a frame, the total length of
the motion vectors in the frame, and the number of short (i.e. less than 1

3 the
width of the frame), medium (between 1

3 and 2
3 the width of the frame) and long

(greater than 2
3 the width of the frame) runs of zero motion vectors. The runs

of zero motion vector features are used in order to detect camera movement.
Reliably detecting camera movement is important as it gives insights as to what
the director/editor is trying to convey on screen. The number and type of zero
runs indicates the presence of camera motion. If camera movement is present,
the number of runs should be low, as the majority of macroblocks will move
from one frame to the next. Each P-Frame is labelled as being either static or
containing motion, and each shot is thus labelled as being either a static shot
or a shot with motion depending on the amount of static or non-static P-frames
contained in the shot [8].
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4 Audio Analysis

We extracted a number of low-level audio features with the aim of classifying the
audio into three categories, speech, music and silence. All of the audio analysed
is generated using 44100Hz audio data in .WAV format. The audio features
ultimately generate a single value for each second of audio.

4.1 High Zero Crossing Rate Ratio (HZCRR)

This is the amount of times the audio signal crosses the zero line in the analysis
window. First, the zero crossing rate is calculated for a single sample (using a
1

100 second, or 441 value, window). After this, the average zero crossing rate for a
full second is calculated. The HZCR (High Zero Crossing Rate) value is defined
as 1.5× the average zero crossing rate. the HZCRR (HZCR Ratio) is, for a one
second window, the ratio of the amount of ZCR‘s over the HZCR to the amount
of ZCR‘s under the HZCR. This feature is very useful in speech classification, as
speech commonly contains short silences. These silences drive the average down,
while the actual speech values will be above the HZCR [9, 4].

4.2 Silence Ratio

The silence ratio is a measure of how much silence there is in an audio sample.
The Root Mean Squared (RMS) value of a one second clip is first calculated.
The clip is then split up into fifty 20ms segments and the RMS value of each
of these segments is calculated. The silence ratio is defined as the ratio of the
number of segments whose RMS value is less than half of the RMS value for the
entire clip. This feature is useful for distinguishing between speech and music as
music tends to have constant RMS values throughout the entire second, while
the gaps in speech mean that the silence ratio tends to be higher [4].

4.3 Energy Values

Two energy values are extracted. The first is the Short-Term Energy that gives
a convenient representation of the signal’s amplitude variations over time:

En =
1
N

∑
[x(m)]2, (1)

where x(m) is the discrete-time audio signal and n is the index of the short
term energy. The second energy feature is a variant of the short term energy.
The one second window is divided into 150 non-overlapping windows and the
short term energy is calculated for each window. Then, the number of samples
that have an energy value of less than half of the overall energy for the clip is
calculated. The ratio of low to high energy values is obtained and used as a final
audio feature. Both of these energy-based audio features are good distinguishers
between silence and speech/music values, as the silence values will have low
energy values [9].
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5 Dialogue Detection Systems

5.1 System 1: Detection Using Audio and Colour

As mentioned in section 2 audio in movies can loosely be grouped into three
categories: speech, music and other noises (sound effects etc.). Using the audio
features extracted in section 4 we designed a system to classify audio into these
categories.

The first step is to create a silence filter. This is a threshold-based classifi-
cation method that uses the silence ratio and the energy features to determine
if a one second audio clip contains audio events or only silence. If there is no
audio in a clip, then the silence ratio and energy values should both be low.
In order to detect the presence of speech or music, a Support Vector Machine
(SVM) is used. For this, a number of manually segmented training audio clips
were created. Two SVMs were used, one for speech and one for music. A radial
basis kernel function was chosen for both. Although four features were generated,
only features that generate reliable results were chosen to be used in practice. As
silence ratio and HZCRR are both more reliable than the energy values, these
were used. After training the SVM using various parameters, values for the cost
factor and C value were chosen.

In order to generate more accurate results, additional post processing was car-
ried out on the audio classification results. It was observed that short undesirable
classifications could occur. For example, in a sequence of speech, if a character
pauses between sentences, this will result in silence frame being detected. Al-
though this is a correct classification, in order for further, high-level analysis to
be as reliable as possible it should be classed as speech. So, if the situation arises
where frame X is classified as audio type A, and frames (X−2), (X−1), (X +1),
and (X + 2) are classified as audio type B where A! = B then frame X is re-
classified as audio type B.

In addition to the silence, speech and music classes, observations showed that
it was necessary to create two new classes, silence/quiet music and other. Firstly
the silence/quiet music class was necessary as there was a classification overlap
between silence frames and music frames. Due to the similarity between quiet
music (for example a single piano playing softly) and silence, often frames were
misclassified. So if a sequence is detected as having both silence and music, it is
inserted into this class. The “Other” category is for all of the audio frames that
don‘t fit into the other four categories.

A finite state machine (FSM) was created to detect long sequences of dia-
logue. This is shown in Figure 2. State S is the start state, when in this state
no dialogue is present. When in the D state, the movie is deemed to be in a
state of dialogue. The three I states are intermediate states where the FSM is
unsure as to whether the movie is in a state of dialogue or not, typically the
state machine enters these states at the start/end of a dialogue sequence, or
during a dialogue sequence when non-speech shots are present. The objective is
to find sequences of shots in which the dominant shot type is dialogue. It is not
a requirement that every shot contains dialogue, as, for example, a conversation
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Fig. 2. Audio State Machine

could have a reaction shot (where the only thing shown is the reaction of an
actor). As can be seen, it takes at least two consecutive audio shots in order for
the start of a dialogue sequence to be declared, this is so that sparse dialogue
shots are not considered. The FSM is designed so that it is easy to declare the
start of a dialogue sequence to ensure that all possible dialogue sequences are
detected.

If one scene ends with a conversation and the following one begins with a
conversation, then the FSM will remain in a state of dialogue. This is a serious
drawback to pure audio based classification thus we need to employ additional
colour information. If the FSM is in a state of dialogue, and according to the
colour information a change of focus is detected, then the state machine declares
an end to the dialogue, and returns to the initial state. Without this colour
information the state machine could classify a number of successive dialogue
sequences together. The addition of the colour information does not affect the
recall of dialogue sequences (as all of them would have been detected anyway),
but improves the accuracy of the start/end points.

5.2 System 2: Detection Using Colour and Motion

As indicated in section 2, an important element in shooting a dialogue sequence
is the relaxed state of the viewers. This is so that they can take in and inter-
pret what each character is saying. In order for this to be achieved, the cam-
era should be fixed on the characters. This means that in a conversation the
majority of shots will not contain camera movement. In order to detect these
sequences of dominant static shots, a separate FSM was created. This was pre-
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sented in [8]. The output of this state machine is a number of sequences where
static shots are dominant. A further processing step, is the calculation of the
cluster to shot ratio (CS ratio). Again, this is based on filmmaking convention
which dictates that in order for viewers to comprehend the dialogue, repeti-
tive shots should be presented to the audience. This means that a number of
shots of the same character in a conversation should have the same camera an-
gle. This is so that new backgrounds are not shown to the viewers which may
distract them from the dialogue (this convention is encapsulated in the 180o

rule). Thus, the CS ratio is calculated and used as a check to see if the se-
quence detected by the FSM is an actual dialogue, or simply a sequence of static
shots. Sequences of actual conversation should have a low CS ratio as there will
be relatively few clusters (usually one for each character in the conversation)
compared to the amount of shots. Note that this method of detecting conversa-
tion is invariant to the number of people talking. Further details are provided
in [8].

5.3 System 3: Detection Using Audio, Colour and Motion

One possible approach to combining the two previously presented dialogue de-
tection systems is to create a state machine that accepts both audio and motion
inputs. However, this will result in detecting sequences that contain both speech
and low motion shots. Although this is consistent with most conversations, if
one of these features is absent from the sequence (or the features are misclassi-
fied in a sequence) dialogues will be missed. For this reason, we propose to use
the state machines separately and then combine them with further statistical
analysis. First, the original state machines are used to create potential dialogue
sequences. Once these sequences are generated two additional statistics are gen-
erated for each sequence as follows:

– The CS ratio explained in section 5.2 is generated for both types of sequences
– For sequences detected using the audio-based FSM (System 1), the percent-

age of shots that contain a static camera is calculated;
– For the sequences detected by the motion-based FSM (System 2), the per-

centage shots containing speech in the sequence is calculated.

For a potential sequence detected using System 1 to be retained, it must have
either a low CS ratio or a high percentage of static shots. Similarly for a sequence
detected by System 2 to be retained, it must have either a low CS ratio or a
high percentage of speech shots. The final step merges the retained sequences
using a Boolean OR operation.

6 Testing and Results

In order to generate a ground truth for testing, the dialogue scenes in a selection
of movies of different genres were manually identified using the guiding princi-
ple that a dialogue sequence corresponds to: ‘A sequence of five or more shots
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Table 1. Results of Dialogue Detection for Three Systems

System 1 System 2 System 3
Film Name Precision Recall Precision Recall Precision Recall

American Beauty 77.6 87.75 87 96 86 96
Dumb and Dumber 65.6 97.2 87 72 74 91.7
High Fidelity 78.3 97.7 75 86 80 100
Life of Brian 75.5 96.8 76.67 78.12 75 100
Reservoir Dogs 79 100 94 88 89.2 94.4
Snatch 74.7 93.5 87.89 83.87 83.78 96.77

Average 75.1 95.49 84.59 83.99 81.33 96.5

containing at least two people conversing, where the main focus of the sequence
is the conversation’. In other words, there needs to be significant interaction be-
tween protagonists as appropriate to short conversations (e.g. a passing ‘hello’
between two characters does not qualify). Also, people conversing in the middle
of a car chase would not be deemed a dialogue, as the main focus of the sequence
is the car chase. Although we believe this to be an accurate definition of a dia-
logue sequence, there is still a certain amount of human interpretation required.
The manually generated sequences were tested against the automatically gener-
ated results. If part or all of a manually marked up sequences is detected by the
system then it is judged as being correct. Occasionally, one manually marked
up sequence is detected as two separate conversations and this is also judged as
being correct. All three systems were tested in order to compare performance
and investigate which features are most useful. The results are presented in Ta-
ble 1 (a subset of the results for System 2 were previously presented in [8]).
Note that the input to the system is a complete movie file, no manual editing is
required.

It should be noted that recall is quite high for System 1, while the precision
is lower. This is not surprising as the audio features used cannot distinguish
between different levels of activity (e.g. a fight vs a conversation). System 2
has higher precision, but lower recall. System 3 shows the best results in gen-
eral, this is due to the combination of the features used in systems 1 and 2.
Although the average precision is slightly (3%) lower than the average preci-
sion of System 2, there is a 12.5% improvement in recall. Also there is a 6%
improvement in precision over System 1 with a small (1%) improvement in re-
call. This indicates that the combination of all features improves performance
of the system. There were 241 manually marked up dialogue sequences, and
only 8 of these were missed by the complete system. The most common rea-
son for a conversation being missed is if it contains significant motion with low
amount of shot repetition. Usually in this case the speech is correctly detected
by System 1, but is then misclassified during post processing. False positives
occur when a non-dialogue sequence of shots contains all the hallmarks of a dia-
logue. For example a voiceover may contain speech, and possibly shot repetition.
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Similarly, a character talking directly to the camera may contain speech, a static
camera and shot repetition. As these sequences contain similar characteristics
to dialogues, they are erroneously labelled as such.

7 Conclusions and Future Work

The results presented for dialogue detection are quite encouraging, however more
work is required in order to detect the exact start and end points of the conver-
sations. The addition of audio analysis certainly helps in this regard, as it is now
possible to detectwhen the characters start andfinish talking, butweneed examine
how other features can contribute to the successful location of the exact sequence
boundaries. The use of these features in the detection and classification of other
types of sequences (exciting sequences/montages etc.) should also be examined,
although our initial experiments in this direction are encouraging [7]. Finally, we
aim to apply this research to media other than movies. Many television programs
adhere to the same film grammar techniques mentioned earlier so these are an ob-
vious first choice.
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4. L. Chen, Shariq J. Rizvi, and M.T. Ötzu. Incorporating audio cues into dialog
and action scene detection. In Proceedings of SPIE Conference on Storage and
Retrieval for Media Databases, pages 252–264, 2003.

5. Jincheng Huang, ZhuLiu, and Yeo Wang. Integration of audio and visual information
for content-based video segmentation. In IEEE Int’l Conf. Image Processing, 1998.

6. John R. Kender and Book-Lock Yeo. Video scene segmentation vis continuous
video coherence. In Proceedings CVPR, pages 167–393, 1998.

7. Bart Lehane, N. O’Connor, and N. Murphy. Action sequence detection in motion
pictures. In The international Workshop on Multidisciplinary Image, Video, and
Audio Retrieval and Mining, 2004.

8. Bart Lehane, N. O’Connor, and N. Murphy. Dialogue scene detection in movies
using low and mid-level visual features. In International Workshop on Image,
Video, and Audio Retrieval and Mining, 2004.

9. Ying Li and C.-C. Jay Kou. Video Content Analysis using Multimodal Information.
Kluwer Academic Publishers, 2003.

10. Michael Rabiger. Directing. Focal Press, 1997.
11. Hari Sundaram and Shih-Fu Chan. Condensing computable scenes using visual

complexity and film syntax analysis. In IEEE Conference on Multimedia and
Exhibition, 2001.



296 B. Lehane, N. O’Connor, and N. Murphy

12. B.-L. Yeo and B. Liu. Rapid scene analysis on compressed videos. In IEEE
Transactions on Circuits and Systems for Video Technology, pages 533–544, 1995.

13. M. Yeung and B.-L. Yeo. Video visualisation for compact presentation and fast
browsing of pictorial content. In IEEE Transactions on Circuits and Systems for
Video Technology, pages 771–785, 1997.

14. Yun Zhai, Zeeshan Rasheed, and Mubarak Shah. A framework for semantic clas-
sification of scenes using finite state machines. In International Converence on
Image and Video Retrieval, 2004.



Person Tracking and Multicamera Video
Retrieval Using Floor Sensors in a

Ubiquitous Environment

Gamhewage C. de Silva, T. Ishikawa, T. Yamasaki, and K. Aizawa

Department of Frontier Informatics, University of Tokyo,
707, 5-1-5 Kashiwanoha, Kashiwa-shi, Chiba 277-8561, Japan

Abstract. A system for video retrieval from a ubiquitous environment
is presented. Data from pressure-based floor sensors are used as a sup-
plementary input for retrieving video from a large number of cameras.
An algorithm based on agglomerative hierarchical clustering is used to
segment footpaths of individual persons. Video handover is proposed and
two methods are implemented to retrieve video clips and key frame se-
quences showing a person moving inside the house. The video clips are
further segmented according to the actions performed. We evaluate the
performance of each stage of retrieval and present the results. The paper
concludes with suggestions for improvements, and future directions.

1 Introduction

Video retrieval from ubiquitous environments is a difficult task associated with
several challenges. Ubiquitous environments generate a large amount of video
data that increases with time. The content is less structured compared to a
single video from a specific category. Often, retrieval is required at multiple
levels of granularity. With the presence of multiple cameras to view a single
location, view selection becomes a critical subtask in retrieval.

Given the amount of image data and the current performance of image anal-
ysis algorithms, it is evident that video retrieval based solely on image analysis
is a difficult task. Therefore, it is desirable to obtain and analyze supplementary
data from other sensors for faster and more accurate retrieval.

This paper presents our work on video retrieval from a ubiquitous environ-
ment that simulates a house, by analyzing supplementary data. Instead of video
data, we analyze data from floor sensors that are activated by footsteps. The
results are used to create a video chronicle that can be queried interactively, to
retrieve images and video at different levels of granularity. Automated switching
between video from multiple cameras, which we call video handover, is proposed
for showing a person moving in the environment.

The rest of the paper is organized as follows. Section 2 contains a brief survey
of related work. Section 3 describes the ubiquitous environment and the experi-
ment for data acquisition. Section 4 describes the algorithms used for clustering,
video handover and retrieval. We evaluate the performance of the algorithms

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 297–306, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and present the results in Section 5. Sections 6 and 7 present the conclusion and
suggests possible future directions respectively.

2 Related Work

A thorough review of the state of the art of image and video retrieval can be
found in [1]. Most of the existing work deals with a previously edited single video
stream with specific content [2, 3]. Audio is the most common supplementary
input for retrieval [4]. Life log video captured by a wearable camera has been
dealt with by using supplementary context information [5, 6]. Context such as
location, motion, time etc. is used for retrieval.

The Ubiquitous Sensor Room [7] is an environment that captures data from
both wearable and ubiquitous sensors to retrieve video diaries related to experi-
ences of each person in the room. In Aware Home [8], floor sensors are mounted
in strategic locations of the house for person identification using step signatures
[9]. Jaimes et al. [10] utilize memory cues for interactive video retrieval from a
ubiquitous environment.

3 Ubiquitous Environment and Data Acquisition

This work is based on the Ubiquitous Home [11], an environment based on a two-
bedroom house. It is equipped with cameras, microphones, floor sensors and wall
sensors. We attempt to use the data from the floor sensors for summarization
and retrieval of video recorded using the cameras. Figure 1 illustrates the layout
and floor sensor arrangement of the ubiquitous home.

3.1 Floor Sensors and Cameras

The floor sensors are point-based pressure sensors spaced by 180 mm on a rect-
angular grid. Their coordinates are specified in millimeters, starting from the
bottom left corner of the house floor as seen in Figure 1. The pressure on each
sensor is sampled at 6 Hz. The sensors are initialized to be in state ’0’ before
data acquisition. When the pressure on a sensor crosses a specific threshold, it is
considered to change its state to ’1’. State transitions are recorded in the format
shown in Table 1.

A few problems arise from the installation and interfacing floor sensors. A
single footstep can activate 1 to 4 sensors. Damping due to flooring above the
sensors can cause a delay in activation. Due to the low sampling rate, accuracy
of the timestamps is low. The floor sensor data was found to contain two types
of noise. One consists of pairs of state transitions with a time interval of 30-60
ms between them. These are caused by footsteps on nearby sensors. The other
occurs when the sensors are loaded with a relatively small weight such as a leg
of a stool. This consists of periodic state transitions over a prolonged duration.

Stationary cameras, mounted on the ceiling, are used for image acquisition.
Images are recorded at the rate of 5 frames/second and stored in JPEG file
format. The cameras are not synchronized, even when they are in the same
room. The timestamp for the acquisition of each image is recorded.
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Fig. 1. Ubiquitous home and sensors

Table 1. Format of floor sensor data

Timestamp X Y State

2004-09-03 09:41:20.64 1920 3250 1

2004-09-03 09:41:20.968 2100 3250 1

2004-09-03 09:41:20.968 1920 3250 0

2004-09-03 09:41:21.609 2100 3250 0

3.2 Data Acquisition

Our work on video retrieval takes a bottom-up approach. We attempt to find
patterns and groupings within data and use them for the design of algorithms
for efficient video summarization and retrieval. Two voluntary subjects spent
three days in the ubiquitous home. Data were acquired during two sessions, from
9:00 a.m. to 12:00 noon and from 1:00 p.m. to 4 p.m. each day. The subjects
performed simple tasks such as cooking, watching TV, walking, and cleaning
the house. They had short meetings with visitors to the ubiquitous home. A
maximum of 5 people were present inside the house at any given time during the
experiment. The actions were not pre-planned, so that the data are sufficiently
general to be considered as from a real-life situation. The image sequences and
the sensor data were stored with timestamps for synchronization.

4 Description of Algorithms

Our approach in this work is to cluster the data from floor sensors together so
that they represent higher-level entities such as a step sequence corresponding
to a person. Thereafter, images/video clips corresponding to these higher-level
entities can be retrieved using the temporal information.

We use techniques based on unsupervised learning for finding natural group-
ings in data, instead of trying to train a system on predetermined actions. Ko-
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honen Self-Organizing Maps (SOM’s) are used as the main tool for finding the
clusters within the collection of data. The main advantage of selecting SOM’s is
that the number of classes does not have to be predetermined.

We attempt to retrieve images and video in two levels of detail. In one level,
we retrieve a summary of what took place inside the house using key frame
sequences. In the other, we would like to see detailed video clips showing what
each person did. The following subsections describe the steps from floor sensor
data to video retrieval.

4.1 Preprocessing

The placing and removal of a foot on the floor will result in one or more pairs of
lines in floor sensor data records, as seen by pairs of entries with matching X and
Y coordinates in Table 1. We use a pair-wise clustering algorithm to produce
a single data entry, referred to as a sensor activation hereafter, for each pair of
lines in the input data. Table 2 presents the results of preprocessing the input
data appearing in Table 1. The timestamps are encoded to a numeric format
later for ease of implementing the algorithms.

Table 2. Format of sensor activation data

Start time End time Duration X Y

2004-09-03 09:41:20.64 2004-09-03 09:41:20.968 0.328 1920 3250

2004-09-03 09:41:20.968 2004-09-03 09:41:21.609 0.641 2100 3250

4.2 Noise Reduction

We constructed SOM’s using the variables X, Y and Duration to distinguish noise
from data corresponding to footsteps. Both types of noise mentioned in Section
3.1 form distinct clusters in the SOM’s, enabling easy removal. For example,
1/6th of data from a 3-hour session consisted of signals from a single sensor,
forming a cluster with a high hit count. However, this sensor was in a room that
only one person entered during the entire session. This was identified by manual
observation as noise due to moving a stool.

4.3 Step Segmentation

The objective of step segmentation is to divide the data into subsets, each sub-
set corresponding to the footsteps of a single person. This is performed using a
technique based on Agglomerative Hierarchical Clustering (AHC). Figure 2 is
a visualization of this process. The grid corresponds to the floor sensors. Acti-
vations that occurred later are indicated with a lighter shade of gray. Nearest
neighbor clustering is performed in 3 levels with different distance functions
defined as appropriate.
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In the first level, sensor activations caused by a single footstep are combined.
The distance function is based on connectedness and overlap of durations. For
the second level, the distance function is based on the physiological constraints of
walking, such as the range of distances between steps, the overlap of durations
in two footsteps, and constraints on direction changes. However, due to the
low resolution and the delay in sensor activations, the floor sensor data are
not exactly in agreement with the actual constraints. Therefore, we obtained
statistics from a data set corresponding to a single walking person and used the
same to identify the ranges of allowable values.

The third step compensates for fragmentation of individual paths due to
the absence of sensors in some areas, long steps etc. Context data such as the
locations of the doors and furniture, and information about places where floor
sensors are not installed, are used for clustering. In addition to paths, data
regarding persons entering and leaving the house are extracted. These consist of
timestamps and key frames from cameras near the entrance to the house.

Fig. 2. Step segmentation

It should be noted that using data from only the floor sensors cannot guar-
antee 100% accuracy on step segmentation. This is particularly true with the
situation that people can sit on chairs and keep their legs up, moved furniture
can create noise, and there are regions without floor sensors.

4.4 Video Handover

Our intention is to automatically create a video clip showing a given person as he
moves within the ubiquitous home. With more than one camera to view a given
location, it is necessary to choose the most appropriate camera. There can be
different, sometimes conflicting requirements. Examples are, to obtain a frontal
view of the person in most of the sequence, and to have a smaller number of
transitions between cameras.

Figure 3 shows a graphical representation of the camera view model that we
use. For each camera, the projection of the optical axis of the camera on the
XY plane is calculated and stored as a unit vector. The visibility of a human
standing at the location of each floor sensor is represented by the value of 1.
Similar data are stored for all cameras.

In this work we implement 2 methods for video handover. In the first method,
only the current position of a walking person is considered when selecting a cam-
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Fig. 3. Camera view model

era to view that person. If the person can be seen from the previous camera, the
same camera is selected. Otherwise, the mapping for each camera is examined
in a predetermined order and the first match is selected. This method is compu-
tationally simple and attempts to minimize the number of transitions between
cameras.

In the second method, we try to obtain a frontal view of the person where
possible, by calculating the direction of his/her movement and selecting the
camera accordingly. The direction vector of a walking person at step p, Dp is
calculated as

Dp = αDp−1 + (1 − α)(Xp − Xp−1)

Here, Xp is the position vector of the step p. The value of α has been empirically
selected to be 0.7 so that a relatively smooth gradient can be calculated for the
steps. The camera to view the person is selected by calculating the scalar (dot)
product of camera axis projection vector and the direction vector for each camera
and searching for the camera for which the value is closest to −1 (implying the
directions are closest to an angle of 180◦).

After determining the camera to be used at each step, it is straightforward
to retrieve video from that camera, using the timestamps. In order to provide
a summary of each person’s behavior, a set of key frames is extracted from the
video clip. A key frame is acquired every time the camera is changed and once
every 5 seconds.

4.5 Clustering Actions

Step segmentation and video handover results in video and key frame sequences.
However, these can be lengthy if the persons tracked stayed a long time in the
house. Furthermore, it is desirable to partition these results further according to
the actions they performed.

We observed the results of clustering different combinations of variables in
sensor activation data. The activation durations showed a grouping that is inde-
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pendent from other variables. Durations between 0.10 and 0.96 seconds formed a
distinct cluster consisting of 90% of the data. To examine if this grouping leads to
any meaningful summarization, the video data was retrieved using the following
approach. Sensor activation data was segmented using [0.10, 0.96] seconds as the
threshold interval. The activations that occur with less than 1 second time gap
in between were clustered to obtain activation sequences, corresponding to time
intervals. Video clips for these time intervals were retrieved from the relevant
cameras and examined.

It was evident that video clips corresponding to the segment with durations
> 0.96 s corresponded to video containing activities with irregular or infre-
quent foot movement, such as sitting, waiting, and preparing food. The rest
corresponded to walking and vacuum cleaning. Therefore, clustering using this
approach enables retrieval of short video clips pertaining to two basic categories
of actions.

4.6 User Interaction and Retrieval

The results are stored in a database to be queried through a graphical user inter-
face. A query is initiated by entering the time interval for which the summary is
required. For the people who entered or left the house during the time interval,
the key frames showing them entering or leaving the house will be displayed with
timestamps. For those who entered the house before the specified time interval
and remained inside, a key frame at the start of the time interval is displayed.
By clicking each key frame, it is possible to retrieve a video clip or a sequence
of key frames showing each person using the handover method selected by the
user. Video clips for the two different categories of actions are listed separately,
and can be accessed by user’s choice.

5 Evaluation and Results

At the current state of this work, there is no scheme for evaluating the over-
all effectiveness of video retrieval using our approach. Instead, we evaluate the
performance of each stage of retrieval separately.

5.1 Step Segmentation

Table 3 presents the results of step segmentation. Two types of errors were
present in the segmented paths. Some paths were still fragmented after cluster-
ing. There were some cases of swapping of paths between two persons when they
cross each other’s path.

The number of errors present in the results is very small compared to the
number of sensor activations and footsteps, despite the presence of noise, delays,
and low resolution. Most of the errors occurred when there were many people in
one room and when people entered the areas without floor sensors.
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Table 3. Results of step segmentation

Description Value

Number of sensor activations 27020

Total number of paths detected 52

Actual number of paths 39

Number of fragmented paths 15

Number of paths with swapping 4

5.2 Handover Method

Video clips and key frame sequences that were retrieved using the two meth-
ods were evaluated subjectively. Key frame summaries were more effective than
video clips when a person stays in the house for a reasonably long duration.

Fig. 4. Position-based handover

Fig. 5. Direction-based handover
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Video clips obtained using position-based handover had fewer transitions than
those obtained using direction-based handover. For direction-based handover,
the calculated gradient is not a robust measure of direction when a person sits
and makes foot movements or takes a step back.

Figures 4 and 5 show key frame sequences corresponding to a small time
interval, extracted using position-based handover and direction-based handover
respectively. The person being tracked is marked by rectangles. It is evident that
frame sequences for direction-based handover consist of more key frames, though
not necessarily more informative.

5.3 Clustering Actions

We calculate precision P , recall R, and balanced F-measure F for evaluation of
retrieval of video with regular foot movement.

P = Nc/(Nc + Nm)

R = Nc/(Nc + No)

F = 2PR/(P + R)

Here Nc is the number of correctly retrieved video clips, Nm is the number
of clips that were not retrieved, and No is the number of mistakenly retrieved
clips.

Step sequences with accurate step segmentation were clustered to retrieve
video clips and the clips observed to evaluate the performance. The precision of
retrieval was 93.7% and the recall 96.7 %. The F-measure was 95.2%.

6 Conclusion

A system for video summarization and retrieval for a ubiquitous environment
has been presented. Data from floor sensors are clustered using Kohonen SOM’s
and hierarchical clustering to achieve meaningful groupings of data. Two dif-
ferent video handover techniques have been implemented for retrieval of video
corresponding to a walking person. The results are accessed interactively, with
simple queries. The results of evaluation indicate that it is possible to retrieve
images and video accurately in order to obtain summaries and descriptions on
what happened in the environment.

7 Future Work

Ability to classify the actions of persons with further detail can enhance the
quality of the summaries created. Improved video handover is possible by con-
sidering all the points in the estimated path of the person. We intend to design
experiments for more detailed evaluation of clustering and video handover. An
interesting future direction is to investigate the possibility of integrating data
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and video from wearable devices together with those from ubiquitous home, en-
abling two view points for the same event; one by the person himself and the
other by the environment.
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Abstract. We define a style similarity measure for video documents based on 
the localization of common elements and on the temporal order in which they 
appear in each document. Common elements for a couple of compared videos 
are segments presenting similar behaviors on a subset of low or mid level fea-
tures extracted for the comparison process. We propose a method to compare 
two video documents and to extract those similar elements using dynamic pro-
gramming and one-dimensional morphological operations. The similarity meas-
ure is applied on TV-news broadcast to illustrate its behavior. 

1   Introduction 

Given two video documents, our goal is to compare automatically their content as 
well as their structure, in terms of time order. Based on this automatic comparison, we 
define a generic measure for video documents, to identify style similarity. We con-
sider that similarity in style relies on the occurrence of common elements between the 
compared documents, from a production point of view. Those more or less perceptu-
ally common elements - we call them production invariants [2, 8] - can be character-
ized by a combination of audiovisual characteristics. They can be highlighted, for 
example, by the fact that the dominant color (corresponding to a given set, a given 
lightning) evolves in the same way along two different documents from a low-level 
point of view, or the fact that a same commercial is repeated at different moment in a 
TV program at a higher-level point of view. Measuring the degree of style similarity 
between two compared documents relies then, on the ability to identify and to quan-
tify the occurrence of these common elements. 

Considering that only a set of low-level features is available for such an analysis 
and that most of automatically extracted video features can be seen as functions of 
time, this type of problem can be addressed by different algorithms developed for 
Time Series analysis. Notably, identifying motifs [5], matching trajectories [20] and 
finding similar subsequences of variable lengths in presence of noise, distortion, etc 
[1, 6, 7, 12, 17]. The list of references is not exhaustive. To measure a similarity bet-  
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ween two given subsequences, the most popular methods used are LCSS (longest 
common subsequence), DTW (dynamic time warping), and their derivatives. The first 
step of the algorithm we propose is also dedicated for the search of all possible similar 
subsequences in the series. The LCSS algorithm measures the similarity of two se-
quences, by verifying if one series is, most of the time, included in the envelop of the 
other one. Each time a sequence seems to contain a similar subsequence; its size is 
reduced of one value at each iteration to operate a sharper comparison. In our proposi-
tion, the similarity measure is dichotomous by nature. The main advantage is that 
useless sequence matching computations are eliminated sooner and time can be so 
economized. 

The evaluation of a similarity measure between multimedia streams has already 
motivated several works [3, 4, 9, 13] (this list is not exhaustive). Most researchers 
have focused on shot similarity, and computed it from similarity between keyframes, 
which reduces the importance of the content dynamical evolution. Cheung and al. in 
[4] defined a similarity measure for video, based on frames classification, however, 
the temporal composition of the document was not taken into account. Further, some 
researches used specific features (motion [16], dominant colors [15], shot duration 
[20], etc), arguing their semantic influence on the content, to measure video similar-
ity. In addition, video segments retrieval by clip comparison is also a wide related 
problem [16]. Temporal pattern identification with automatic learning phases have 
also addressed this problem with classification and mining tools (probability decision 
rules [10], clustering [18], HMMs [21]). Nevertheless, similarity measures between 
documents, independently from any a priori knowledge on the content, its genre, or 
even the automatically extracted low-level features remain an almost unexplored 
subject.  

The comparison method presented in section 2 is able to deal with documents of 
different genres, lengths, and does not require any intervention to fix a start point 
for the comparison. In section 3, we present the similarity measure, which derives 
from this comparison method. This measure finds the best temporal alignment be-
tween two documents in order to maximize the similarity comparison. Finally, in 
section 4, we show results obtained on a given application and then we conclude in 
section 5. 

2   Comparison Method 

We would like to obtain a comparison schema representing invariant elements shared 
by two video documents. Invariant elements may occur at different moments and may 
have different lengths. We represent a video document by a set of extracted low- and 
mid-level audiovisual features. Each feature extracted from the stream is considered 
as a time series. The problem is addressed like the comparison of two time series. 
Therefore, we present the Recursive Quadratic Intersection (RQI) algorithm that de-
tects all similar subsequences, of variables lengths, between two time series, and then 
the RQI algorithm refinements dedicated to audiovisual features comparison.  
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2.1   Time Series Matching  

Due to the dichotomous approach used in the comparison algorithms, time series to be 
compared shall have an equal, power of two, length. Therefore, values, that will affect 
neither the results nor the computational time, are concatenated to the compared  
series.  

Now, let us consider an intersection function that can be applied on two sequences 
so that, to be potentially similar, two sequences of a same length must be associated 
with a non-null value of this intersection function:  

∩ : S2  R / ( I potentially similar to J )  ∩ ( I , J ) ≠ ∅  (1) 

To compare two time series, the RQI algorithm performs a dichotomic division and 
a quadratic comparison -see figure 1- until the length of compared series reaches a 
given threshold; tMax. If, and only if, two compared sequences, are potentially simi-
lar, we split both sequences into two equal parts and the intersections of each part of 
the first one with each part of the second one are checked. No continuation in depth is 
necessary unless suspected resemblance is possible. At the end of this first step, only 
a finite number of sequence couples remains. They are matching candidates and their 
length is tMax.  

level n

level n+1

I J

I1 I2 J1 J2

level n

level n+1

I J

I1 I2 J1 J2

 

 

Fig. 1. Quadratic comparison representation (on level n+1): main process of the RQI algorithm. 
Horizontal lines represent the subsequences, while dashed lines indicate comparison. I1 (respec-
tively I2) is the first (respectively the second) half of I, and J1 (respectively J2) is the first (re-
spectively the second) half of J 

Then, in a second step, a similar process with a sharper comparison criterion is ap-
plied on the matching candidates. Two candidate sequences of length t are considered 
to be similar if their covering rate bypasses a given threshold T (equations 2 and 3). 
The choice of the covering similarity threshold T depends on the accuracy requested 
for the similarity measure. 

cover  : S2  R / ( I similar to J )  coverstrt ( I , J ) ≥ T (2) 

For all couples of candidate - similar or not - subsequences, the quadratic compari-
son continues until reaching, this time, the second threshold tMin.  At each iteration of 
this step, all similar subsequence couples are identified. Their lengths vary between 
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tMin and tMax.  tMax and tMin are respectively the maximum and the minimum 
length of the possible detected similar subsequences. Final detected subsequences will 
be sets of adjacent similar subsequences. 

Then, the covering rate coverstrt(I,J) of two sequences I and J is evaluated as the 
percentage of sub-sequences which can be matched. To calculate it, we proceed as 
follows. For each couple of sequences, I and J, the size of a structuring element strt is 
computed and the covering rate is obtained by the application of a recursive function 
(equation 3). When t is the length of the compared sequences, I and J at each iteration, 
we have: 
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where estrt(X) (respectively dstrt(X)) is the piecewise one-dimensional morphological 
erosion (respectively dilation) of the sequence X. Dilation (respectively erosion) con-
sists in extracting the max (respectively the min) value over a sliding temporal win-
dow of size strt. Using both operators, we obtain thus the morphological envelop 
around the sequence X. (Figure 2) 
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Fig. 2. A visual feature (here the contrast), extracted from a video steam, associated to one 
value per frame, and represented as a time series in a solid line, with its dilation (the upper 
dashed line) and its erosion (the lower dashed line) 

The cover recursive function manages to deal with time distortions and gaps, by 
searching for the best alignment of subsequence couples, at each recursion and allow-
ing (100 - T) unmatched percentage of elements. Furthermore, when establishing a 
piecewise comparison, of size strt, on the sequence morphological envelops, we also 
reduce the effects of noise.   

As we can notice in equation (3), instead of comparing the sequences iteratively as 
in LCSS classic algorithm, we execute a deep down comparison, in a dichotomic 
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division  until reaching the desired precision for the morphological envelop. This 
process has the advantage to stop as soon as there is no more interest in further con-
tinuation (first line of equation (3)). Therefore, despite the fact that theoretically our 
algorithm complexity is O(1/3×4n+1) compared to LCSS complexity, which is of O(4n ) 
for sequences of a same lengths 2n, we can show that our cover algorithm is a low 
estimation function of LCSS and that it is faster. In fact, to evaluate our algorithm, we 
executed comparison algorithms, cover and LCSS, on a database of 1 million ran-
domly selected sequences, of length varying between tMin and tMax. We found that 
the cover error rate relatively to the LCSS one is around 4% while the cover algorithm 
is 8 to 12 times faster.  

On the other hand, the accuracy of the covering rate is directly dependent on the 
choice of the one-dimensional morphological structuring element. As far as, for con-
sistent comparisons, the structuring element must be continuous, it corresponds actu-
ally to a time duration, which has to be determined. A representative morphological 
envelop must be flexible enough in order to allow imprecise matching, but not too 
flexible to avoid to match incomparable sequence shapes. In particular, for smooth 
sequences, the structuring element could be relatively long comparing to sequences 
with high coefficient of variation V, - V(X) is the ratio of the standard deviation of a 
subsequence X over the mean value of X -. The structuring element size should be 
also proportional to the sequence length. We propose to initialize its size on the base 
of the compared sequences:  

strt_size ( I,J ) = t / f ( max( V(I),V(J) ) ) (4) 

Finally, the choice of tMin and tMax boundaries depends on the scale of the docu-
ments and affects directly the detected invariants. For example, boundary thresh-
olds for TV game shows will be much smaller than for a comparison of whole day 
video broadcasts. Extracted similar segments of very small length would not be 
significant; on the other hand an invariant element could not bypass a logical cer-
tain size. Experiments made on a big video database showed that values corre-
sponding to half a second for tMin and 30 seconds for tMax were adequate for 
documents of lengths varying between three minutes to one hour, and allow detect-
ing relevant invariant segments. For larger documents, such as a continuous TV 
streams, these parameters have to be adapted considering the various purposes of 
such an analysis.  

2.2   The Comparison Matrix 

The RQI algorithm detects similar sequences of variable lengths. In this paragraph, 
we show how we keep track of these sequences and present a schema of the global 
results. The schema is a matrix. Axes of the matrix correspond to the temporal dimen-
sion of the two compared series. The matrix unit is tMin. First, the matrix is initial-
ized to zeros. When sequences of length m×tMin are matched, the m cells on the cor-
responding diagonal are set to ones. The comparison matrix is a schema of all possi-
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ble alignments of any couple of sequences, of any length, such that tMin  length, of 
the compared time series. 

An invariant video segment can be characterized by a subset of features, which 
may differ depending on the invariant type. For this reason, we have to observe the 
fusion of all comparison matrices computed independently, each on one feature. Deci-
sions have to be taken considering the discrimination of audiovisual features regard-
ing their accuracy or reliability, their expected efficiency considering the document 
genre, and their semantic significance to be used by an automatic post-processing of 
interpretation. Since the basic motivation of our work is the automatic comparison 
without any learning phase or genre adaptation, we choose, for a first step, not to 
weight matrices before fusion. Another point in fusion is whether we should consider 
the eventual systematic integration of all features or only of a subset for the invariant 
analysis. This choice is made according to the application domain. For example, if we 
are comparing two documents of a same collection, the similarity must be more 
strictly checked than for two heterogeneous documents with very low probable  
similarity. 
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Fig. 3. The comparison matrix result for two TV commercials breaks. Dark diagonals (high 
values in the matrix) indicate four couples of similar commercials of different lengths and 
order. The first document is on the first dimension of the matrix vertically, while the second 
document is represented by the horizontal dimension. By projecting the blocks containing those 
four diagonals we can find the corresponding occurrences of the similar elements in each 
document. Dark squares identify commercials which are rather similar while light rows or 
columns identify commercials which are rather different to each other ones. The matrix initially 
square (after extension) is cropped to the initial dimensions of compared documents 
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Figure 3 illustrates a typical comparison matrix resulting from the comparison of 
two commercial breaks, each around 3 minutes duration (3 minutes x 60 seconds x 30 
frames x 11 features = 59.400 values to compare). The comparison is made on a Pen-
tium 4, 2.6GHz, and 512MO Ram without any parallelization in the code and lasted 
less than one minute. As far as this method can parallelized on a 6-processor platform 
due to the independent quadratic calls in the recursive functions from one hand and to 
the independence of features one to the other, on the other hand, we reduced the proc-
essing time to 10 times less than the sequential processing. In this example, the eleven 
features used were activity rate (number of pixels whose value has significantly 
changed between consecutive frames), dominant hues, saturations and luminances, 
mean frame luminance, horizontal and vertical image granularity, and contrast. 

It is interesting to mention that the values on the matrix, marked with a solid line 
ellipse result from the detection of two different commercials for a same product, 
which underlines the fact that the producer of those commercials followed the same 
set of guidelines and those guidelines were reflected in the features. 

3   Similarity Measure 

In this section, we define a similarity measure based on the comparison matrix. The 
high values in the matrix are due to invariant segments. Their density is proportion-
ally related to style similarity between the compared documents. 

3.1   Points Distribution 

An intuitive measure could be defined on the base of density 
and the values of the points in the matrix. Let M be such a 
measure, where dim2 is the square matrix dimension, σi is the 
sum of the values on the diagonal i, and diagonal indices vary 
from –dim+1 to dim-1, we have: 
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Although it gives an idea of the similarity between two documents, the measure de-
fined above does not take into account the spatial distribution of the elements in the 
matrix. When considering matrices in figure 4, we intuitively expect that the first 
compared documents produce a greater similarity measure than the two other ones 
because of the diagonal distribution of their points, even if both of them have the 
same density of votes in matrices. 

Let us consider the kth diagonal of the matrix. This diagonal is the representation of the 
comparison, for a time shifting equal to k×tMin of the second document relatively to the 
first. Accordingly, the matrix in its integrity summarizes all the time shifting possibilities 
in a scale of [-dim+1, dim-1] times tMin. As a result, a more accurate similarity measure 
must weight pointsw according to their distance to a certain diagonal k. For  example, if a 
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Fig. 4. On the right, the 4x4 comparison matrix indicates that the two compared documents are 
similar (they have in common three quarters A, B and C). It has a measure m1=3/16. On the 
left, the matrix indicates that only the second quarter, B, of the second document is similar to 
three quarters of the first. However, we obtain a measure m2=3/16 which is equal to m1  

document D2 is comparable with the second half of a document D1, the similarity meas-
ure should then be defined relatively to this time shifting, by weighting the number of 
votes on the diagonal k=(dim-1)/2 with high values.  

3.2   Scenarios Identification 

To apply the reasoning detailed above, we define a linear function, which, applied on 
the closed interval [-dim+1, dim-1], weights the total values present on each diagonal. 
Different scenarios are identified:  

Scenario 1. Constant time shifting: we only take into account elements present on a 
specific diagonal k in the matrix. We weight those elements by one and the other ones 
by zero. 
Scenario 2. Variable time shifting: a band of diagonals surrounding the diagonal k 
has the same importance than the diagonal k. We weight the elements in this strip by 
one and zero for the others.  
Scenario 3. Symmetric synchronism: this case is the same as the previous one but the 
importance of the elements decreases as they get far from the diagonal k. 
Scenario 4. Asymmetric synchronism: unlike the symmetric synchronism, both sides 
of the diagonal do not have the same importance. Etc. 

These different scenarios can be achieved by a weighting function f with four pa-
rameters (x1,x2,x3,x4): fk :[1-dim, dim-1] ]0,1] that associates for each diagonal i the 
y-coordinate of the  corresponding point on the  segment ]-dim,x1]  ]x1,x2[  [x2,x3] 
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Fig. 5. A weighting function f and its parameters; The x-axis is for the diagonals of the com-
parison matrix, the y-axis is for the corresponding weights 
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]x3,x4[ [x4,dim[, where k is the middle of the segment [x2,x3]. Let Σ  be the sum of 
the weights. Σ is strictly positive, due to the inequality: -dim  x1< x2  x3< x4  dim.  

3.3   Similarity Measure Definition 

Let Wi = wi /Σ be the normalized weights and σ i = σi / (dim-|i|) the normalized sum of 
values on diagonal i; we define the style similarity measure Mfk relative to k with the 
weight function f, by: 

( )
−

−=

′×=
1dim

dim1i

iifk WM σ  (6) 

Finally, we define our style similarity measure; given a certain scenario, with a 
weighting function f, the style similarity measure Mf for two compared documents is 
given by the diagonal k that ensures their best alignment. 

fk
k

f MM max
1dim

1dim

−

+−=

=  (7) 

4   Applications and Results 

We worked on a collection of CNN evening news from the TREC VIDEO database [11]. 
We measured the similarity of each member of the collection to all the others and itself. 
The aim was to determine the ability of this measure to highlight the belonging of all 
those documents to a same collection and thus to detect the style of the collection. To 
enforce our perception, we completed this collection with a news broadcast, but this time 
ABC news, and compared it to the CNN collection. Measures obtained were not far but 
they clearly indicated slightly different documents. Finally, we measured the style simi-
larity between a document of a different genre, a TV game, and the CNN collection. It 
revealed that the ABC news program was nearer to the collection than this last document. 
Concerning the parameters of the application, they have been set as follows. All the re-
cordings we used start around the beginning of TV news or the TV game program. It 
implies that the diagonal k of weights is not too far from diagonal zero of the comparison 
matrices. In order to find the best alignment between documents, the centre k of the 
weighting function f is varied to cross the central 10% of the total number of diagonals 
(2×dim-1). The best measure was kept as the output of the analysis process. We used a 
weighting function to cover the symmetric synchronism scenario, where the interval [x1, 
x4] covers 50% of the total number of diagonals around k. We observed that the TV game 
document and the ABC news can be easily distinguished. We could also determine that 
the fifth document of the CNN collection was the nearer to the collection and could be 
considered as a representative document. When  we examined  the document 8, we re-
marked that, in fact, it contained a special report on fashion which occupied a large 
portion of the news and made it slightly different from the collection. Results are 
presented in figure 6. 
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Fig. 6. Graphical representation of the cumulative similarity measures between each of the 
documents identified by their numbers on the x-axis (1-9: CNN news collection, 10: TV game 
show, 11: ABC evening news) and the CNN news collection 

5   Conclusion 

We proposed a method for video style comparison. The method is based on a hierar-
chical comparison approach using a morphological filtering. Given two audiovisual 
documents, we used fast search techniques able to extract all similar subsequences, of 
different lengths, and this for any digital feature characterizing the content evolution. 
Based on the detection of common elements, we proposed a style similarity measure. 
We then showed how useful this measure can be in various analysis domains, espe-
cially for video retrieval or classification.  

Further works will aim at evaluating the ability of a feature to discriminate an 
audiovisual content evolution and more precisely its relevance for the automatic de-
tection of production invariants. When taking into account a new feature in the com-
parison matrix, votes could be weighted on the base of a relevance degree. A method 
for the automatic evaluation of that relevance degree and its impact on results still has 
to be determined.  

Another point to be addressed in our future works is the scalability of the approach. 
The comparison algorithm has been designed in order to be able to deal with large 
document collections as well as full days of TV recordings. The robustness of the 
proposed method on documents of a long duration as well as the kind of results we 
can expect to produce has still to be evaluated in this case. 
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Abstract. We introduce a view–point invariant representation of mov-
ing object trajectories that can be used in video database applications. It
is assumed that trajectories lie on a surface that can be locally approx-
imated with a plane. Raw trajectory data is first locally–approximated
with a cubic spline via least squares fitting. For each sampled point of
the obtained curve, a projective invariant feature is computed using a
small number of points in its neighborhood. The resulting sequence of
invariant features computed along the entire trajectory forms the view–
invariant descriptor of the trajectory itself. Time parametrization has
been exploited to compute cross ratios without ambiguity due to point
ordering. Similarity between descriptors of different trajectories is mea-
sured with a distance that takes into account the statistical properties of
the cross ratio, and its symmetry with respect to the point at infinity. In
experiments, an overall correct classification rate of about 95% has been
obtained on a dataset of 58 trajectories of players in soccer video, and
an overall correct classification rate of about 80% has been obtained on
matching partial segments of trajectories collected from two overlapping
views of outdoor scenes with moving people and cars.

1 Introduction

Given a trajectory of a moving object acquired from a video sequence, we in-
troduce a view–invariant representation of the trajectory based on algebraic
projective invariants. Our envisioned use case is a video database application
that returns all the objects whose trajectories are similar to a query trajectory,
regardless of the view point from which the video has been taken. The user
should be allowed to select both the object/trajectory of interest and the part
of the trajectory to be used for the matching process. Examples of contexts that
would benefit from such capabilities are sports videos and surveillance videos,
where multiple cameras are usually deployed to cover the scene. Similarity could
be measured across different views of the same object, for example to recon-
struct the entire trajectory of the object throughout the scene, or across views
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of “similar” scenes, for example to retrieve players across multiple sports videos
that move in similar way, allowing semantic event understanding.

More generally, this work is focused on analyzing multiple video streams cap-
tured from fixed cameras distributed in an indoor or outdoor environment, e.g.,
offices, classrooms, parking lots, a soccer field, etc. It is assumed that extrin-
sic/intrinsic calibration information for the cameras is not available, and it is
not explicitly known if two or more cameras’ fields of view actually overlap.
Objects are assumed to move on surface that can be, at least locally, well ap-
proximated by a plane. Trajectories are acquired independently in each view,
and for each trajectory its representation is based on projective invariant fea-
tures measured at each observed point. For each point, the feature is computed
using a small number of points in its neighborhood. The resulting sequence of
invariant features computed along the entire trajectory forms the view–invariant
descriptor of the trajectory itself. The time parametrization is exploited to com-
pute (without ambiguity due to point ordering) the feature sequence. Once the
descriptor is computed, it can be stored together with the trajectory it belongs
to, to allow later retrieval. Since the descriptor is semi–local with respect to a
point of the trajectory, partial matching can be performed using the relevant
part of the descriptor. An example of this will be shown in Sect. 4.

To measure the similarity between two trajectory descriptors, a distance that
takes into account the properties of the cross ratio is adopted. The proposed
framework is tested both with synthetic data and with trajectories obtained
from real videos, one from a surveillance dataset and the other from a soccer
game. For each trajectory, we measure the distance with all the other trajec-
tories for corresponding time segments. In quantitative evaluation, matching is
performed with increasing levels of noise variance to verify the robustness of the
method.

2 Related Work

Several works have been proposed that investigate description, indexing and re-
trieval of video clips based on trajectory data. An important issue to be addressed
is to provide a trajectory representation for which the effect of the perspective
transformation due to the imaging process is minimized as much as possible.
Earlier video database applications typically ignore this view-dependence prob-
lem, simply computing similarity directly from image trajectories [5, 4, 9]. More
recent approaches have achieved some degree of invariance by using weak per-
spective models [2], or by recovering the image–to–world homography when an
Euclidean model of the ground plane is available [14]. Such a method is not
always viable, for example one could be interested to detect interesting patterns
of people that move across public places, such as squares or stations, for which
an Euclidean model of the scene could not be available. The proposed method
allows to directly compare the projective invariant representation of each trajec-
tory with either prototypes of interesting trajectories, for which their invariant
representation has been precomputed, or with trajectories selected by the user.
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In the context of video analysis for surveillance, trajectories have been used
to align different views of the same scene using geometric constraints. In fact, it
has been observed how trajectory data can be more reliable than static feature
points under wide variations in the viewpoint. In [10], objects are moving over a
common ground plane which is captured from cameras with significant overlap,
and the perspective plane correspondence is recovered using a robust estima-
tion of homography between each camera pair. Here, moving objects are used as
“markers” to recover point correspondences. Caspi and Irani [3] extended this
approach to deal with non-planar trajectories, while also taking advantage of
the temporal nature of the data. Their method recovers the fundamental ma-
trix or the homography between two views, and can deal with asynchronous
observations. Synchronized planar trajectories have been instead used in [15] to
recover the correspondence model both for the cases of overlapping and non–
overlapping cameras, to produce plausible homographies between two views.
Each of the above methods explicitly recovers the geometric relation between
different views, using either a homography or a fundamental matrix. Our method
is suitable for solving a crucial step of all these approaches, which is to provide
pairwise correspondence between trajectories, to initialize the registration algo-
rithm. Furthermore, if the application only requires that each object is being
stored with its (view–invariant) tracks, our representation can be used to this
end without actually performing image registration.

Our approach is closely related to methods developed in the context of invari-
ant model–based object recognition. Invariant theory is a classical mathematical
theory, with results dating back to antiquity. Two invaluable references on the
subject are [11, 12]. The method presented in [13], and recently used in [7], uses
four points on a given object to establish a map with a canonical frame where a
fifth point along the outline of the object has projective invariant coordinates.
In [17], semi–differential invariants, constructed using both algebraic and differ-
ential invariants have been introduced. With respect to the above approaches,
our method is more suited to the task of describing trajectories, in particular
allowing for configurations of collinear points that often occur along trajectories.

3 View–Invariant Trajectory Representation

We are given a set of time–indexed trajectories of the form T = {p(ti)}, p(ti) =
(x(ti), y(ti)), i = [1 . . . n], where (x(ti), y(ti)) are image coordinates and [ti . . . tn]
are discrete time indices. It is assumed that at least locally, trajectories approx-
imately lie on a planar surface. We want to derive a view point–invariant rep-
resentation of such trajectories of the form ξ(ti), where each point is computed
over a “small” neighborhood of p(ti):

ξ(ti) = f(p(ti − δti) . . . p(ti + δti)).

The function f must be invariant to planar projective transformations. Theoreti-
cally, given a curve in parametric form and its first eight derivatives, it is possible
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Fig. 1. a) 5 coplanar points that can be used to compute a cross ratio - b) The con-
struction used in our method to compute cross ratios along the curve: p1,p2,p3,p4,p5

are the points used to compute the cross ratio for p(t)

to find such signature in analytic form [18]. If the curve is given in implicit form,
e.g. in the form g(x, y) = 0, at least four derivatives are necessary. Computing
high order derivatives is known to be highly sensitive to noise. Since our data
will come from a person or object tracking algorithm, we would need to fit high
order parametric curves, which would be prone to over-fitting, especially in the
case of simple, but noisy, trajectories. Given these considerations, we decide to
use point–based projective invariants to avoid the problem of fitting high order
curves.

The most fundamental point–based projective invariant in the plane is the
cross ratio of five coplanar points, no three of which are collinear (Fig. 1(a),
see also [11], Chapter 1). Two independent cross ratios can be computed from
this configuration. If points are expressed in homogeneous coordinates, the cross
ratio takes the form:

τ =
|m125||m134|
|m124||m135| (1)

where mijk = (pi,pj,pk) with pi = (x(ti), y(ti), 1)t and |m| is the determi-
nant of m. The point p1 is the reference point. If points p2 . . .p5 are collinear,
the cross ratio becomes independent of p1, and it is reduced to the cross ra-
tio of the distances between points on the segment joining p2 and p5. Under
planar perspective transformations, the cross ratio (1) is unchanged. However,
its value depends on the order of the points used to compute it; for instance:
τ(p1,p2,p3,p4,p5) �= τ(p1,p2,p3,p5,p4). This is a serious issue in model–
based object recognition, since usually point correspondences are unknown, and
one needs to rely on projective and permutation invariant features. Although
such features have been derived [16], it is known that permutation invariant fea-
tures turn out to be considerably less stable and less discriminative than features
computed on labeled points.

Since in our case trajectories are time–indexed sets of points, we have a natu-
ral parametrization that allows us to compute the cross ratio using a predefined
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point ordering. However, choosing the points along the trajectory to be used in
the cross ratio is non trivial, since we need to ensure that at least the reference
point is not aligned with the other points, otherwise the cross ratio is undefined.
A potential solution is to choose points p2 . . .p5 on the trajectory, and p1 off
the trajectory, such that even if p2 . . .p5 are aligned, the cross ratio can still be
computed and reduces to the cross ratio of four collinear points under a suit-
able choice of the point order. However, to obtain a consistent feature, the point
p1 must be chosen according to a projective invariant construction, otherwise
a feature computed using an arbitrary point off the trajectory would be just
meaningless.

A simple but effective method is sketched in Fig. 1(b) and detailed in Algo-
rithm 1. For each point p(ti) along the curve, four other points p(ti−2k),p(ti−
k),p(ti + k),p(ti + 2k) are used to compute the representation value of the
current point. k is a time interval that controls the scale at which the repre-
sentation is computed. The greater is k, the less local the representation. The
points are first locally smoothed using a cubic spline fitted via least squares.
If (xr(ti), yr(ti)) are the raw data, the local feature is computed with points of
the form (xs(ti), ys(ti)) obtained from the fitted spline at corresponding time
indices.

This construction can always be computed, provided that there are no four
collinear points. With respect to of Fig. 1(a), if points p2,p3,p4,p5 are collinear,
then the cross ratio becomes independent of the choice of p1. Hence, if collinear-
ity is detected, we simply use the collinear points to compute a 4–point cross
ratio. If collinearity is not detected, points p(ti−2k),p(ti−k),p(ti+k),p(ti+2k)
are used to compute the point q, and then the intersection between the lines de-
fined by segments p(ti),q and p(ti −2k),p(ti +2k) is chosen to be the reference
point for the cross ratio. Being based on collinearity and intersection between
points, the construction is obviously projective invariant. The projective invari-
ant representation of the trajectory is the sequence of the cross ratios computed
along the trajectory at each ti. The parameter k controls the locality of the rep-
resentation. In principle, a small k is desirable, since it would give a more local
representation for matching partial trajectory segments. However, this must be
traded–off with the informative content of the resulting transformed sequence,
since on smaller scale the cross ratios tend to assume very similar values. In our
experiment, we verified that for objects like people and cars, a good choice is to
select k approximately equal to the observation rate.

3.1 Comparing Trajectories

In [1], it is shown that a probability density function for the cross ratio can be
computed in closed form, together with the corresponding cumulative density
function. A distance measure derived from this function has been proposed in
[8] in the context of object recognition. This measure has the property of stretch-
ing differences of cross ratios of big values, which are known to be less stable.
Moreover, it takes into account the symmetric properties of cross ratios, in par-
ticular the fact that there are two ways to go from one cross ratio to another:
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Algorithm 1. Computing the feature for a point p(ti)

p(ti) the current point, obtained from the local spline approximation of the raw data
(i = [1 . . . n]); k predefined time interval
p1,p2,p3,p4,p5 the points used for computing the cross ratio
p2 ← p(t − k),p3 ← p(t),p4 ← p(t + k),p5 ← p(t + 2k)
if p2,p3,p4,p5 are collinear then

Compute the cross ratio of four collinear points using p2,p3,p4,p5

ξ(ti) = |p2−p5||p3−p4|
|p2−p4||p3−p5|

else
l1 = p(t − k) × p5 line through p(t − 2k) and p5

l2 = p(t − 2k) × p4 line through p(t − 2k) and p4

q = l1 × l2 intersection between l1 and l2
l3 = p(ti) × q line through p(ti) and q
l4 = p(t − 2k) × p5 line through p(ti − 2k) and p5

p1 = l1 × l4
Compute the cross ratio of p1,p2,p3,p4,p5

ξ(ti) = |m125||m134|
|m124||m135|

end if

one passing through the real line, and the other through the point at infinity. We
have verified experimentally that the invariant feature described above obeys the
distribution derived in [1], although input points are not exactly independent.
Hence, to compare two cross ratios τ1 and τ2, we use their distance with respect
to the cumulative distribution function:

d(τ1, τ2) = min(|F (τ1) − F (τ2)|, 1 − |F (τ1) − F (τ2)|)
where F (x) is defined as follows:

F (x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F1(x) + F3(x) if x < 0
1/3 if x = 0
1/2 + F2(x) + F3(x) if 0 < x < 1
2/3 if x = 1
1 + F1(x) + F2(x) if x > 1

F1(x) = 1
3

(
x(1 − x)ln(x−1

x ) − x + 1
2

)
,

F2(x) = 1
3

(
x−ln(x)−1

(x−1)2

)
,

F3(x) = 1
3

(
(1−x)ln(1−x)+x

x2

)
.

Given two trajectories T1 = (x1(ti), y1(ti)), T2 = (x2(ti), y2(ti)) and the
corresponding invariant representation ξ1(ti), ξ2(ti), their distance is defined as
follows:

D(T1,T2) =
n∑

i=1

d(ξ1(ti), ξ2(ti)).
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Fig. 2. Three views of three of the synthetic trajectories used to test the algorithm

Fig. 3. From left to right: results obtained from the soccer dataset for Gaussian noise
with variance 0, 5% and 10% of the average distance between points. Element i, j of
the matrix is the distance between trajectories i and j (darker means closer). The red
square on each line indicates the best match. White lines correspond to very short
trajectories that have not been used for matching

4 Experimental Results

The proposed method has been tested on three different sets of data. In the
first experiment, we generated several planar trajectories, and we applied two
different homographies to obtain the views shown in Fig.2 for three sample tra-
jectories. Each trajectory was uniformly sampled in the first view, and then the
“observed” points were projected into the other views and corrupted with Gaus-
sian noise to simulate the effect of the measurement error. Each curve consisted
of about 300 points, and we set k = 10. This value was appropriate to capture
the overall shape of the trajectory in the neighborhood of a given point.

The experiment was repeated for increasing levels of the noise variance, up
to approximately 20% of the average distance between points. Up to this level, it
was observed that the method is always able to recover the correct match, while
further increasing the amount of noise produced correspondences that were no
longer valid.

In the second experiment, we used a dataset made available for the VS–PETS
2001 workshop1. It consists of a video from a soccer game, taken from a fixed

1 http://peipa.essex.ac.uk/ipa/pix/pets/PETS2001/DATASET1/
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Fig. 4. Examples of correctly matched trajectories from the surveillance videos super-
imposed on the background image of the two views
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Fig. 5. a) Distances between time–aligned trajectories across the two views. Darker
means closer, crosses indicate failed cases - b) Trajectories corresponding to the group
highlighted in yellow in the distance matrix

position. There are 58 trajectories in this dataset, although some of them are
very short and have not been considered for the matching test. Two views of the
trajectories were generated from the data, and noise was added independently to
simulate the effect of measurement error. For this and the following experiment,
we set k = 25. We verified experimentally that this value is suitable for trajec-
tories that shown a sufficient degree of variability for our method, such as those
of players in a soccer game. Fig.3 shows the results obtained for different level
of noise, up to 10% of the average distance between points on the trajectories.
The correct overall classification rate, (correct/total) was 95%, 81% and 65%
respectively. As can be expected, it was observed that the more long and varying
the trajectory is, the more robust the match.

In the third experiment, we used another dataset from the VS-PETS work-
shop. In this dataset, two cameras observe the same outdoor scene from two
widely separated points of view with a significant overlap (Fig.4). The scene
features a number of moving persons and cars. Time–aligned positions of the
image–centroid are provided for each object through the entire sequence for both
views. This was the most challenging experiment because most trajectories take



326 W. Nunziati, S. Sclaroff, and A. Del Bimbo

place in the region of overlap only for a short time. We used the same approach
described in the previous experiments to recover similarity between trajectories
across views, except that this time artificial noise was not added since with inde-
pendent tracking data in both views was provided. Moreover, trajectories were
compared only using the part of the descriptor related to their common temporal
support, to verify the performance in the case of partial matching. The results
are shown in Fig. 5(a) in the form of a distance matrix, where intensity level are
distance measures (darker means closer). It can be seen that the correct corre-
spondence was almost always the best match; the overall correct classification
rate was about 80%. It is also interesting to notice how similar trajectories can be
clearly identified in the distance matrix with a connected block of low–distance
values; for example, trajectories 3, 4 and 5 come from observing people walking
together, and so do trajectories 8 and 9.

In two cases the matching method failed (trajectories 13 and 14, highlighted
with crosses in Fig.5). The first false match was due to a trajectory of a person
suddenly turning and walking back. This introduced a discontinuity in the tra-
jectory that was not reflected in the corresponding invariant representation. In
the second case, the object appeared in the region of overlap for a very limited
time, hence the observed trajectory was too short to be distinctive.

5 Discussion

We proposed an algorithm that matches trajectories of objects moving over a
locally–planar surface across different perspective views. We derived a trajectory
representation based on projective invariant features that can be computed using
information extracted only from the trajectory itself. The distance measure from
two trajectories is derived from the distance between two cross ratios, which in
turn is related to the probability density function of the cross ratio.

Preliminary experimental results showed that the algorithm is quite robust
to noise in the case of synthetic generated data, and that it can reliably discover
similarity between real world trajectories, such as those of people or cars.

Since the algorithm is based only on information extracted from the trajec-
tory, a potential problem may arise in scenes where multiple objects move on
similar trajectories at similar speed (for instance, pedestrians walking across a
square). In this situation, the algorithm cannot differentiate between trajecto-
ries. To overcome this problem, other features should be considered, in particular
those based on object’s appearance such as proposed in [6].

Several other improvements could be made to the basic algorithm. For exam-
ple, matching trajectories across different but similar video streams would benefit
from a similarity measure performed at different scales, whereas the current for-
mulation operates at only one scale. At the coarser scale, the descriptor would
capture the overall shape of the trajectory, ruling out obvious false matches,
while decreasing the value of k would help to discriminate between trajecto-
ries at a finer level. In the case of streams obtained from different views of the
same scene, it would be interesting to recover the time alignment if this is is not
provided, in particular under conditions of partial overlap.
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Abstract. In this study, we propose a new dynamic warping algorithm for cy-
clic sequence comparison, which approximate the optimal solution efficiently. 
The comparison of two sequences, whose starting points are known, is per-
formed by finding the optimal correspondence between their elements, which 
minimize the distance. If the sequences are cyclic and their starting points are 
not known, the alignment computation must determine the amount of cyclic 
shift for the optimal solution. However, this process increases the complexity of 
the algorithm and may be cumbersome especially for large databases. Instead of 
finding the optimal solution, the proposed algorithm finds the approximate dis-
tance at once and decreases the time complexity substantially. The algorithm is 
tested in boundary based shape similarity problem. The experiments performed 
on MPEG-7 Shape database, show that the proposed method performs better 
than the classical cyclic string comparison methods in the literature and gives 
very similar results with the optimal solution.  

1   Introduction 

The similarity measurement of two patterns represented by sequences is used in vari-
ous pattern recognition applications such as speech recognition and molecular biol-
ogy. Given two or more sequences, comparison of them is a process by which one 
attempts to measure the extent to which they differ. The calculation of distance is 
performed by aligning one sequence with the other according to a cost function. The 
alignment defines a set of elementary operations that transforms one sequence into the 
other. Each individual operation is qualified by associating a cost. The alignment 
which minimizes the total cost of elementary operations determines the distance be-
tween the sequences [1], [2].  

The comparison of sequences, which consist of items in finite length alphabets as in 
text processing, is called string matching. The elementary operations in string matching 
are substitution, deletion and insertion of elements. There are also other operations 
used in various applications. For instance, the sequences from infinite alphabets, such 
as speech signal obtained by sampling from continuous functions of time, are generally 
compared by using dynamic warping (DW). The elementary operations in DW, which 
differs from the string matching, are compression and expansion. 

No matter what the elementary operations are used in alignment process, the simi-
larity of two sequences is generally calculated by dynamic programming approach. 
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Given two sequences A and B with lengths N and M respectively, the alignment is 
performed by constructing a minimum distance table of dimensions (N x M) with a 
time and space complexity of O(NM). 

Many patterns such as the closed contour of objects are cyclic in nature. In order to 
align two cyclic sequences optimally using dynamic programming, the starting ele-
ments of them are to be matched. In other words, the amount of cyclic shift of se-
quences must be included in the definition of optimal alignment. However, this proc-
ess increases the time complexity of the algorithm so that it may not be practical to 
search for the optimal solution, especially for the database applications, which require 
large number of sequence comparisons. For this reason, instead of finding the exact 
distance, the suboptimal solutions which measures the distance between the sequences 
approximately may be more appropriate. 

The approximate solutions to the problem of cyclic sequence comparison, has been 
investigated thoroughly in the literature when the sequences are from a finite alphabet 
[6], [7]. DW has also been widely and successfully applied to the comparison of se-
quences from infinite alphabets. In this study, our motivation is whether we can ex-
tend DW in approximate cyclic comparison. For this purpose, we develop a new dy-
namic warping algorithm, which finds the approximate distance between two cyclic 
sequences whose items are from infinite alphabets. The proposed algorithm combines 
the approaches in classical DW and approximate cyclic string matching algorithms. It 
finds the approximate solution with a time and space complexity of O(NM). The per-
formance of the proposed algorithm is tested on contour based shape similarity prob-
lem. The shape contours are represented using a set of sequences, and the distance 
between them, are approximately measured using the proposed algorithm. The ex-
periments performed on MPEG-7 Shape Database show that the proposed algorithm 
outperforms the available approximate string matching algorithms and gives almost 
the same results with the algorithm which finds the exact distance by determining the 
starting elements. 

The paper is organized as follows. The formal definition of cyclic sequence com-
parison and an overview of available methods in the literature are given in section 2. 
The proposed cyclic DW algorithm is described in section 3. The experiments on 
shape similarity are discussed in section 4. Finally, the last section concludes the 
paper and discusses future studies. 

2   Cyclic Sequence Comparison Background 

Given two cyclic sequences, the exact distance between them is calculated by aligning 
their elements optimally. This requires to find the starting elements of the sequences. 
For this reason, the alignment computation must determine the amount of cyclic shift 
in order to find the best match.  

Mathematically speaking, let us denote two cyclic sequences as A and B with the 
elements Ai, i=1,...,N and Bj, j=1,...,M respectively. If we denote the shifted version of 
A as A’ , then;  

( ) NkforAAAA k ≤≤=′⇔≡′ 1,σ  (1) 
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where  

( ) ....... 2121 kNkk
k AAAAAAA ++=σ  (2) 

The cyclic distance, DC between A ve B is defined as  

( ) ( ) ( )( ){ }.1,1,,min, MlNkBADBAD lk
C ≤≤≤≤= σσ  (3) 

The easiest method of solving cyclic sequence comparison problem is to shift any 
of the sequences one item at a time and recompute the alignment. The optimal align-
ment is then found by the cyclic shift which results with a minimum distance [1], [2]. 
This can be formulated as follows; 

( ) ( )( ){ }.,min,
1

BADBAD l

Ml
C σ

≤≤
=  (4) 

The minimum value among the shifted distances is taken as the exact distance be-
tween the sequences. However, shifting the elements of any sequence at each time, 
makes the complexity of the algorithm O(MN2). There are also other studies for opti-
mal solution to cyclic sequence comparison in the literature [3], [4], [5], [9]. A Divide 
and Conquer method is presented in [3] to efficiently compute the optimal cyclic 
alignment with a computational complexity O(MNlogN) in the worst case. Another 
algorithm is introduced in [4], which uses a channeling technique to reduce the com-
plexity of each alignment and a shift elimination technique to reduce the number of 
alignments carried out. The computation complexity of this algorithm is also 
O(MNlogN). In [5], the optimal solution is found by a guided search that discards 
candidate cyclic shifts as suboptimal on the basis of bounds on the corresponding 
alignment costs, which results in a data dependent computation complexity that varies 
between O(MN) and O(MN2). 

Searching for strict optimality is not practical and efficient in the applications 
which require large amount of sequence comparison. Therefore, in practical prob-
lems, it is worth to find a suboptimal solution by approximate distance measures, 
rather that exact solution. The approximate techniques may serve as realistic alterna-
tives to the optimal matching. The approximate solutions in the literature mainly 
focus on the cyclic string matching. These approaches double one of the sequences 
and then find the subsequence therein that best resembles the other sequence. A 
lower bound estimation of cyclic distance is computed in [6] by working on an edit 
graph which is defined by a quadratic set of nodes of (M+1) rows and (2N+1) col-
umns and a set of arcs. In this method, the horizontal arcs correspond to insertions, 
diagonal arcs to substitution and vertical ones to deletions. This approach builds 
partial edit sequences between A and the doubled B (the concatenation of B with 
itself) and takes the minimum weighted sequences as its approximate value with a 
complexity of O(MN). The extensions to this approach are proposed in [7]. Simi-
larly, another approximate approach is developed in [8] for partial shape matching 
problem. 
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3   Cyclic Dynamic Warping 

Let us start by briefly summarizing the classical dynamic warping algorithm, used for 
the sequences matching, when starting elements are known in advance. The DW algo-
rithm compares two sequences whose elements are sampled from a continuous do-
main by finding an optimal match between their elements. The optimal match allows 
stretching and compression of the sequences. 

In order to align two sequences, A=A1,...,AN and B=B1,...,BM using DW, we con-
struct and N-by-M table, where each element (i,j) contains the distance between the 
points Ai and Bj . The goal is to find a path through the table, which minimizes the 
sum of the local distances of the points, starting from (1,1) and ending at (N,M). This 
path is called warping path; 

KwwwW ,...,, 21=  (5) 

and it is subject to several constraints; 

• Boundary Conditions : This requires the warping path to start at w1=(1,1) 
and finish at wK=(N,M). 

• Continuity : Given wk=(a,b), this constraint requires   wk-1=(c,d), where 

11 ≤−≤− dbandca  (6) 

• Monotonicity : Given wk=(a,b) and wk-1=(c,d), this constraint insures that 

00 ≥−≥− dbandca  (7) 

The warping path on the DW table is found by dynamic programming algorithm, 
which accumulates the partial distances between the sequences. As we discuss in the 
previous section, if the sequences to be compared are cyclic, all the shifted versions of 

 

Fig. 1. Cyclic Minimum Distance Table 
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sequences must be considered in order to find the exact distance between the  
sequences. 

In order to avoid the computational burden of matching all shifted versions of the 
sequences we propose the following method: Given two cyclic sequences A and B, as 
the first step, the sequence B2 is built by concatenating B with itself, resulting in a 
doubled sequence. A cyclic minimum distance table with N rows and 2M columns is 
then constructed as shown in Figure-1. In this table, there are more than one warping 
paths different from the classical DW. The warping paths start from the first M entries 
of the first row and end at various points of last M elements in the last row. The warp-
ing path with the minimum accumulated distance is selected as the solution to the 
problem. The goal of this algorithm is to find a subsequence of B2 with length M, 
which is most similar to A. 

Let us define the entries of cyclic minimum distance table D(i,j) as the total dis-
tance from some point in the first row to the entry (i,j). The value of  D(i,j) is evalu-
ated as; 

( )
−+−

−+−
−−+−−

+=
),1,()1,(

),,1(),1(

),1,1()1,1(

min),(,

jiPjiD

jiPjiD

jiPjiD

BAdjiD ji
 (8) 

for i=2,...,N  and  j=2,...2M-1. 
The boundary conditions are ;  

( ) ),(,1 1 jBAdjD =  (9) 

for j=1,...,2M  and 

( ) )1,1(),(1, 1 −+= iDBAdiD i
 (10) 

for i=2,...,N . 
In the above recurrence relation, the function P( ) is called penalty function and 

used for controlling the warping paths throughout the table. The function takes the 
coordinates of the previous entry, which the warping path can move and returns a 
penalty value or zero.  

Ideally, the warping path starting from kth entry of the first row, is expected to 
end at  the (M+k)th entry of the last row. In other words, the warping paths should 
proceed with the slope of (N/M), that we call ideal slope of the paths in cyclic 
minimum distance table. The function penalizes the paths that move away from the 
ideal slope. 

In order to make the calculations efficiently, first an ideal path table, S is con-
structed simply by drawing ideal paths from the first M entries of the first row to the 
corresponding entries of the last row. The entries on the same ideal path are numbered 
with the same value. 

After the construction of ideal path table, the calculation of penalty function P(k,l) 
for the entry D(i,j) in the cyclic minimum distance table can be achieved by the fol-
lowing equation; 
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Note that, if the warping paths are not controlled during the computation, the 
length of subsequence of B may tend to go far away from M, the length of B. This 
leads to a partial matching of B against A. As a matter of fact, this result is a lower 
bound of the cyclic distance between the sequences, as in the case of string matching 
[7]. For this purpose, the proposed algorithm enforces the paths to proceed with the 
ideal slope and penalizes the other paths that move away from the ideal slope. 

Finally, the values at D(N,j) for j= M+1,...,2M contain the total distances of the 
paths through the table, from each starting point in B running from the first point to 
the last point of A. The path with the lowest D(N,j) is the minimum distance path in 
the table. The total distance of this path is taken as cyclic distance between the se-
quences as follows; 

( ) ( ){ } .,min,
21

jNDBAD
MjM

C ≤≤+
=  (12) 

Illustration of the cyclic DW is shown in figure-2. In the example, the distance be-
tween the sequences, A=[0 4 3 5 3 2] and B=[5 2 2 6 1 0] is calculated as 7. For sim-
plicity, the penalty function returns 0 for this particular example. 

 
(a) 

 
(b) 

Fig. 2. An example of cyclic DW  (a) Warping Path, (b) Matching between the elements 



334 N. Arica 

 

4   Experiments 

The performance of the proposed algorithm is compared with both the exact distance 
algorithm and the other cyclic string matching algorithm in the literature. In the ex-
periments, the contour based shape similarity problem is selected as the application 
area. MPEG-7 Shape Data Set is used as the test data. The shape boundaries are rep-
resented as cyclic sequences using Beam Angle Statistics (BAS) method, which is 
described in [1]. BAS represents a closed contour by a varying length cyclic se-
quence. Therefore, the output of BAS is a set of cyclic sequences representing the 
shape boundaries in a shape database. 

The main part of MPEG-7 data is Part B. The total number of shapes in the data-
base is 1400; 70 classes of various shapes, each class with 20 shapes. Each image is 
used as query and the number of similar shapes, which belong to the same class, is 
counted in the top 40 matches. Since the maximum number of correct matches for 
single query is 20, the total number of correct matches is 28000. 

In the experiments, the exact cyclic distance is calculated by keeping one of the se-
quences fixed and shifting the other sequence, one item at a time. The classical DW is 
recomputed over and over again. The minimum distance is taken as the exact distance 
between the sequences [1]. The Bunke and Buhler algorithm proposed in [6], which is 
also considered as the basic approximate cyclic string matching algorithm, is another 
method used in the experiments. The proposed algorithm is also compared with the 
study proposed for partial shape matching [8]. The results of tests are depicted in table 
-1. In order to make the comparisons fair, the penalty values in all the algorithms are 
taken as 50. In the same way, the penalty function in our algorithm returns 50 for the 
arcs out of the ideal warping paths. 

Table 1. Results of Cyclic Sequence Comparison Algorithms tested on Shape Similarity 
Problem (%) 

Length of Sequence Algorithm 
10 20 30 40 50 

Exact Distance  62.15 75.94 79.74 81.19 81.85 
Cyclic DTW   59.85 74.72 79.30 80.56 81.26 

Cyclic String Match 51.95 67.76 75.02 78.17 79.70 
Partial Shape Matching 54.90 70.22 75.72 77.26 77.79 

As it is shown in the table, the results of proposed algorithm are almost the same as 
the ones achieved in optimal solution which gives the exact distance. In addition, for 
this particular data set cyclic DW algorithm outperforms the other approximate cyclic 
string matching algorithms in the literature. 

5   Conclusion 

In this study, a DW algorithm is proposed for the cyclic sequence comparison. De-
termining the amount of cyclic shift for the optimal solution increases the computa-
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tional complexity. The proposed algorithm decreases the time complexity signifi-
cantly by abandoning the strict optimality. For this purpose, firstly, one of the se-
quences is concatenated with itself resulting in a doubled sequence. Then the subse-
quence on this doubled sequence, which is most similar to the other sequence, is 
found. The experiments performed on MPEG-7 Shape database show that the pro-
posed algorithm gives satisfactory results, when it is used for contour based shape 
similarity problem. 

Cyclic sequence comparison is one of the most important problems in shape based 
image retrieval applications. The nature of closed boundary represents a cyclic pat-
tern. To ensure a consistent description of shapes, a unique starting point must, there-
fore be defined for each shape. Since this task is impractical to achieve, the alignment 
computation must determine the amount of cyclic shift. However, the computation of 
optimal solution to cyclic alignment increases the complexity of shape description, 
the complexity of whose representation is already high. For this purpose, we consider 
that the proposed algorithm provide significant contribution especially to the compu-
tation of shape similarities. 
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Abstract. With the advent of Storage Area Networks (SAN) and Net-
work Attached Disks (NASD), a new trend in storage systems design is
to move disks from behind storage servers and attach them to a SAN for
direct client access. Such designs remove storage servers from the path
of data transfer leading to highly scalable file systems. While there ex-
ists many file systems built using such direct attached disks, they are
all optimized for traditional text-based data and are not well-suited for
streaming continuous media, i.e., audio and video data. In this paper
we present the architectural details of a scalable distributed continu-
ous media file system built using SAN-attached disks. We describe the
implementation details of our Linux-based prototype and show by exper-
imention that the performance of our file system scales linearly with the
number of disks and the number of clients, and the file system provides
strict bandwidth guarantees for continuous media streams.

1 Introduction

Traditional file systems attach disks behind a centralized file server, which han-
dles all file system operations on behalf of clients (e.g., Network File System
(NFS) [8], Symphony [9], Continuous Media File System (CMFS) [2]). It has
been shown in [5] that such centralized file systems do not scale with increasing
number of clients and disks: As the number of clients grow, the server becomes
a performance bottleneck.

To achieve scalability, a new trend in storage system design is to directly
attach disks [6, 11, 7] to a storage area network (SAN), thereby exposing them to
direct client access. While highly scalable file systems have been built using direct
attached storage paradigm (e.g., File Systems for NASD [5], Global File System
(GFS) [10], xFS [3]), they have all been designed for traditional text-based data,
i.e., large number of small files, and are not well-suited for streaming continuous
media, which tend to occupy huge amount of space and require certain streaming
bandwidth guarantees from the file system.
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In this paper we propose a scalable distributed continuous media file system
built using Storage Area Network (SAN)-attached disks that can handle large
volumes of continuous media data, and provide strict bandwidth guarantees to
open media streams. We describe the details of our prototype implementation
of file system on the Linux platform using the Fibre Channel SAN. We call
the file system the Fibre Channel Distributed File System (FCDFS). FCDFS
uses off-the-shelf hardware components (Fibre Channel Disks, PCs) and exports
well-known Ext2fs [4] interface to the applications. We detail different compo-
nents of FCDFS and experimentally show that FCDFS is a scalable file sys-
tem, and is able to guarantee and isolate bandwidth usage among contending
streams.

2 Architecture and Components of the File System

The architecture of FCDFS is shown in Figure 1(a). Main components are a
file server (FCDFS-Server) and several Storage Area Network (SAN)-Attached
disks, which are directly exposed to the clients. While the SAN is used for data
transmission between the disks and the clients, a control network connects the
clients and the server and is used for exchange of file system meta-data and
control messages. Depending on the capabilities of the SAN, the Control Network
and the SAN can both coexist on the same physical network.

FCDFS consists of a client part, which we call the Client-FCDFS, and a
FCDFS-Server. Client-FCDFS is responsible for maintaining open files (streams)
and actual reading and writing of the data from/to the disks (refer to Figure 1(b)
and (c)). FCDFS-server is responsible for maintaining meta-data for all volumes,
files and directories, and coordinating client access to the data disks. Client-
FCDFS and FCDFS-Server work together in a coordinated fashion to make the
operations seamless to the users.

Below we detail different components of the file system and their functions.
Although we describe the implementation of the different components of Client-
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Fig. 1. (a) Architecture of FCDFS: A file server, client and disks connected together,
(b) Open, and (c) Read/Write Operations: A and D denotes attribute and data disks,
respectively
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Fig. 2. (a) Components of FCDFS and their relationship, (b) Functions of FCDFS File
Translation Layer

FCDFS with respect to the Linux [4] kernel, it is easy to build Client-FCDFS in
other operating systems (e.g. Windows).

2.1 Client FCDFS

Client-FCDFS is responsible for handling user file and directory operation re-
quests (refer to Figure 2), and consists of 3 components: File Translation Layer
(FTL), Transmit-Receive Layer (TRL) and Disk Management Layer (DML).
While FTL performs all file system API related functions, TRL communicates
with FCDFS-Server for read/write request scheduling, and DML performs the
actual reading/writing of data from/to the data disks.

File Translation Layer (FTL). FTL is responsible for handling of file sys-
tem API related functions. As illustrated in Figure 2(b), FTL receives user I/O
requests (directory or file manipulation) from the Virtual File System (VFS) of
Linux following the Ext2fs API.

As with any file system, FCDFS must implement some mechanism for iden-
tifying files. Ext2fs (as well as many others) implements this mechanism by
defining a hierarchy of directories and files, and a set of operations on this hier-
archy. FCDFS also implements a hierarchical directory structure by mapping a
FCDFS volume’s directories and files to NFS [8] directories and files relative to
a configurable attribute root directory. Mapping volume’s directories and files to
NFS directories and files greatly simplifies the implementation of FCDFS. FTL
simply borrows most of the file system API implementation from NFS, and only
implements functionality specific to FCDFS. Specifically, FTL borrows all di-
rectory manipulation functionality from NFS and implements functions such as
file open, close, read, and write by overriding the corresponding NFS functions.
Thus an FCDFS volume appears as an NFS volume to the application programs.
Whenever a directory operation is called, FTL simply invokes the correspond-
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ing NFS functions to handle it. Whenever a file operation specific to FCDFS is
invoked, FTL interacts with TRL and DML to implement it.

To implement bandwidth sensitive read/write operations on a continuous me-
dia stream, FTL associates a bandwidth value per file and uses that information
to specify the bandwidth of a stream when the stream (the file) is opened1.
Then for each read/write request on an open file, FTL calculates the logical
block to read/write, associates a deadline with the request based on the ne-
gotiated stream bandwidth and the past bandwidth usage by the stream and
passes the request down to TRL for completion. TRL then sends the request to
FCDFS-server along with a unique identifier identifying the file (stream) that
the request belongs to. We use the inode number of the file as the file’s unique
identifier at FCDFS-Server.

Transmit-Receive Layer (TRL) and Disk Management Layer (DML).
TRL and DML work together to complete read/write requests passed down by
FTL. TRL is responsible for communicating requests and request scheduling in-
formation with FCDFS-Server, and interacting with DML to get them executed.
DML is responsible for actual reading/writing data from/to the data disks.

Since the message exchange between TRL and FCDFS-Server must be reliable
and constitutes a very small amount of traffic, we use the TCP/IP protocol:
When the client host gets authorized by the server to use the volume, it makes
a TCP connection to the server. All communication between TRL and FCDF-
Server takes place over this TCP connection. Because TCP provides a reliable
path between TRL and the server, communicating parties does not have to worry
about lost messages.

A read/write request from TRL to FCDFS-Server is a 6 tuple: (Request Type,
Transaction ID, File ID, Disk ID, Logical Block Number, Deadline): A request
type, (Read/Write), a unique transaction ID assigned by TRL, the unique file
(stream) ID, the disk ID identiying the disk to access, the logical block to
read/write and the deadline of the request. The response message from the
server is a 3 tuple: (Response Type, Transaction ID, Result): A response type,
(RUN/PAUSE/ERROR), the transaction ID that uniquely identifies the request
at the client site, and a result. The result field is interpreted based on the reply
message type. For example, if the request type is READ and the reply type is
RUN, then the result contains the physical block to read from the disk. Notice
that a request contains both a unique transaction ID and a stream ID. The
stream ID is used by the server to identify the file being accessed while the
transaction ID is used by TRL to uniquely identify the request when a reply is
received from the server. TRL runs a kernel thread for asynchronous communi-
cation with the server.

DML is responsible for the actual reading or writing of the data from/to
the data disks of the volume. Each RUN message from the server specifies the

1 Note that legacy Ext2fs API does not have any provision to specify the bandwidth.
FTL allows an application to specify and manipulate its bandwidth usage by special
functions implemented by ioctl() calls.
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physical block to access on the disk. DML then accesses the block of data on the
disk and notifies TRL of the completion of the request when done. TRL then
notifies the process that issued the request and the file server.

To serve user requests, DML runs a kernel thread for each data disk in the
system. A one slot request queue (RQ) that resides between the DML and the
TRL is used to hold the request to be executed. When TRL gets a RUN reply
for a request, it inserts the request into the RQ of DML thread serving the disk.
DML thread then executes the request.

2.2 FCDFS-Server

FCDFS-Server is at the heart of FCDFS. It keeps track of free blocks list for
each data disk and performs read/write request scheduling for bandwidth en-
forcement. Recall that FCDFS offloads directory management from FCDFS-
Server by borrowing this functionality from NFS. But it is FCDFS-Server’s
responsibility to keep track of blocks occupied by each file of an FCDFS
volume.

Physical Layout of Data on a Data Disk. For each data disk in the system,
FCDFS-Server must not only know which blocks are occupied on the disk, but
also which file uses the block. That is, for each occupied block, the server must
know the following mapping: (File ID, logical block, physical block). We use the
file’s inode number as the unique file ID.

Figure 3 shows the organization of data on a data disk. The first 1KB of the
disk is reserved for the disk header which contains information about the disk.
As the figure shows, this information includes the FCDFS assigned disk number,
total number of FCDFS blocks on the disk, number of free blocks, total number
of files on the disk and the read and write bandwidth in Mbps. In our example
the disk has a total of 15 FCDFS blocks, 3 of which are currently occupied.
There are 2 files on the disk. Also, the disk read bandwidth is 60 Mbps and the
write bandwidth is 55 Mbps.
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The file hash table follows the disk header. The size of the hash table depends
on the total number of files that the disk can hold. It is easy to see that a disk
with N blocks can hold at most N files, each file occupying one FCDFS block.
Although in principle it is possible to create files that do not occupy any blocks
on the disk, we make the assumption that a file will eventually contain data
and occupy at least a block. In the other extreme, the disk can hold a single file
occupying all the blocks. Because we allow at most N files, N being the total
number of blocks on the disk, the file hash table size is set to at least N so that
files do not hash to the same place on the hash table too often. In the Figure, it
is set to N +1 which is the total number of blocks on the disk. The hash table is
a simple array of integers. An E indicates that the entry is empty. Any integer
greater than equal to 0 is a pointer into the file table.

The file table follows the file hash table. File table is an array of file structures.
For each file, we keep the file ID and the number of the first physical block that
the file occupies on the disk. The last element of the file structure is a pointer
to the next file that hashes to the same slot in the file hash table. The files that
hash to the same slot on the file hash table are linked together in a single linked
list on the file table. In the Figure, both of the files hash to the same slot in
the hash table and are linked together in the file table as indicated by the next
pointer in the file structure. An E indicates that the slot is empty, and $ marks
the end of the list.

The block table follows the file table and contains the list of blocks that each
file occupies. This is an array of integers. The list of blocks occupied by a file
are linked together in a single linked list. In the Figure, File 32 does not occupy
any blocks. File 17 occupies blocks 2, 0, 4 in that order and they are linked on
the block table. Lastly, data blocks follow the meta-data of the disk.

Notice that the metadata of a disk occupies a very small amount of space
and is cached in main memory. This allows for very efficient logical-to-physical
block number translation. The block size of FCDFS is configurable. Since the
usage of FCDFS will mostly be with continuous media, we choose a large block
size to reduce the effect of disk seek time and protocol overhead.

2.3 Details of the File Operations: How the System Fits All
Together

In this section we describe the basic file operations, e.g., opening, reading, writing
and closing a file. In general a user application process performs a file operation
fileop by executing fileop()2 system call. This causes a trap to the kernel.
The kernel then calls the corresponding sys fileop() VFS function which im-
plements the fileop system call within the kernel. This function retrieves the
inode for the file, creating it if necessary. The retrieval of an inode is done by
function namei() in VFS that in turn calls the lookup() function of the under-
lying file system. After sys fileop() obtains the inode of the file, it calls the
function pointed to by “fileop()” function pointer in inode’s function list. In

2 In our context fileop() can be open(), read(), write(), close().
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Fig. 4. Detailed steps in FCDFS file operations: (a) Read and (b) Write

the case of FCDFS, this corresponds to “fcdfs fileop()”. In the rest of the dis-
cussion, we assume that the corresponding fcdfs fileop() has been obtained
and discuss FCDFS specific operations only. Figure 4 shows the detailed steps in
the read and write procedures between the Client-FCDFS and FCDFS-Server.

Opening a file. When the user application opens a file, FTL first gets the
inode of the file from the NFS server implementing the volume attribute disk.
This creates an inode for the file if the file did not exist before. If a file is
created, FCDFS-Server must create a file object on each of the data disks of the
file’s volume with the inode number of the file as the file ID. These file objects
represent the file on the data disks and contain physical blocks occupied by the
file on the data disk. This was explained in detail in section 2.2. Although we
could have changed the NFS server so that when the inode is created, the file
objects on the data disks are also created, we kept the NFS server and FCDFS-
Server seperate for ease of implementation. The file object creation at data disks
are done by Client-FCDFS: When FTL creates an inode for the file at the NFS
server, it sends a CREATEFILEOBJECT request to FCDFS-Server to create
the file objects at the data disks of the volume.

After the inode is obtained from the NFS server, FTL performs admission
control at the FCDFS-Server by sending a REQUESTBW request. We employed
a very simple additive admission control policy at the server. If the requested
bandwidth is available, the server grants it and returns it to the client. Otherwise
it allocates whatever is left.

Reading and Writing a file. To write a block of data, FTL calculates the
data disk and the logical block to be written from the stripe set and the current
file position and assigns a deadline to the request. The request is then passed
down to TRL. TRL first inserts the request into a transaction list, assigns a
unique transaction ID and sends a WRITE request to the server. The server
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gets the request, converts the logical block in the request to a physical block
and sends a RUN message back the the client. Notice that, logical to physical
block convertion at the server might cause new blocks be allocated for the file
at the data disk. When the RUN message arrives from the server, TRL inserts
the request into the RQ of DML thread for execution. DML thread executes
the request, and when the execution completes, TRL sends a DONE message
to the server so that the server can schedule another request. TRL deletes the
request from the transaction list and notifies FTL of the completion of the re-
quest. The read request is executed very similar to the write request and is not
detailed.

Closing a file. Closing a file is very simple. Client-FCDFS simply returns the
allocated bandwidth to FCDFS-Server, and if necessary, flushes the size of the
file to the NFS server.

3 Bandwidth Allocation and Enforcement

To preserve the quality guarantee across all streams in FCDFS, per stream
bandwidth allocation and enforcement is performed. Bandwidth allocation
and negotiation is performed by Client-FCDFS. Client-FCDFS negotiates a
stream bandwidth when the stream is opened, and subsequently assigns a ser-
vice deadline to each pull request such that the negotiated bandwidth is sat-
isfied. The deadline calculation is sensitive to the past bandwidth usage by the
user. Bandwidth Enforcement deals with effective scheduling of user requests
and is performed at the server. We employ a deadline-sensitive scheduling algo-
rithm. Details of bandwidth allocation and enforcement in FCDFS can be found
in [1].

4 Numerical Results

To measure the performance our file system, we set up an architecture consisting
of 4 client hosts, a server and 8 disks connected to a Fibre Channel Arbitrated
Loop (FC AL) with a maximum tranfer rate of 800. Client hosts and the server
are connected with a switched 100Mbps Ethernet network. The block size for
the file system was fixed at 1MB 3.

4.1 Scalability of FCDFS

Scalability analysis of a file system shows how efficiently the file system uses
the system resources and where the bottleneck of the system lies. FCDFS is
designed not to have any software bottleneck so long as there is capacity (i.e.,
disk bandwidth, SAN bandwidth and processing power) available. Scalability in

3 Optimal block size of 1MB was determined by experimentation.
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Fig. 5. Total bandwidth achieved under FCDFS as the number of users and disks
increases (a) for read operation, (b) for write operation, (c) Bandwidth enforcement
with heterogeneous users (half read and the rest write users)

disk bandwidth implies that FCDFS should be able to deliver all “raw” disk
bandwidth to the user processes running at the clients.

Figure 5 shows the aggregate read and write bandwidths out of the system
as the number of users and the volume stripe size is increased. The aggregate
bandwidth increases with the number of users and the line becomes horizontal
when the aggregate volume bandwidth from FCDFS saturates to its maximum.
As the volume stripe size is increased, the bandwidth scales up and saturates
at an incrementally higher level. From the figure we observe that FCDFS scales
linearly with the number of disks and the number of users present in the system,
and is able to extract the total raw disk bandwidth of the volume. With 7 disks
and above however, the system is limited by FC AL bandwidth. With a higher
bandwidth SAN, FCDFS should continue scaling linearly.

4.2 Evaluation of Bandwidth Enforcement Policies

To show that FCDFS enforces user bandwidths, we have conducted an experi-
ment with 32 users with half of the users writing and the other half reading. We
created a volume consisting of 6 disks with an aggregate volume bandwidth of
660Mbps. In our set-up we have 4 fast users asking for 80Mbps. Each of these
fast users run on a different client host. The remaining 28 user are evenly dis-
tributed among the clients. 8 of these users ask for 5Mbps, 4 ask for 7Mbps,
4 ask for 11Mbps, 4 ask for 13Mbps, 4 ask for 17Mpbs and the last 4 ask for
19Mbps for a total of 628Mbps.

Figure 5(c) shows the results of the experiment, where all odd-numbered users
are readers and all even-numbered users are writers. The gray portion of the bar
corresponds to the requested bandwidth and is always 100 in the figures. The
black portion of the bar shows the percentage of the extra bandwidth received
to the requested bandwidth and is simply computed by Received−Requested

Requested ×100.
As the figure clearly shows, the bandwidths are enforced for all users as all black
bars are above the gray bars. We also see that the extra available bandwidth has
evenly been distributed among the active users.
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5 Concluding Remarks

In this paper we presented the architecture and implementation details of our
Continuous Media Fibre Channel Distributed File System (FCDFS). Experimen-
tal results obtained from our Linux prototype implementation show that FCDFS
is highly scalable and is well-suited for emerging continuous media applications.
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Abstract. Recently, a digital document takes place of a paper document. How-
ever, because the paper document has many advantages, people prefer the paper 
document to digital document as before. The Advanced Paper Document using 
Projection Display System has advantages of both off-line documents and on-
line documents. In this paper, we propose the Advanced Document Authoring 
Tool (ADAT), which can insert, delete, and modify on-line information to the 
off-line document. Users can attach on-line information to the off-line docu-
ment using ADAT like that the user writes on the paper document with a pencil. 
Therefore this system provides a natural and intuitive environment to the user. 
As shown by experimental results, the proposed the ADAT is applicable to pro-
vide an interactive computing environment using PDS. 

1   Introduction 

Due to the growth and popularization of the computer, a digital document in an on-
line world takes place of a paper document in an off-line world. However, because the 
paper document is inexpensive, handy to carry, and good to read, people prefer the 
paper document to digital document as before. Therefore recently studies about au-
thoring tools, which can insert, delete, and modify on-line information to the off-line 
document, are done lively. Above all studies using AR, which can easily attach on-
line information to the off-line document, are done variously. As shown in Table 1, 
the previous studies are classified into one method using extended marks on the off-
line document, and the other method using an image of the document, by a method of 
the document retrieval. Also, these methods are classified into one method using input 
devices as a digital pen, a mouse, etc., and the other method using a camera and im-
age processing algorithms for detecting hands of users by a method that detects the 
position that users want to select in the document. Studies using the method using 
extended marks are the Paper++ [2, 3, 4, 5], the Listen Reader [6], the EnhancedDesk 
[8], and the AugmentedDesk [9]. And studies using the method using an image of the 
document are the Advanced Paper Document (APD) [1], the DigitalDesk [7], the 
ScreenCrayons [10], and the Paper Augmented Digital Documents (PADD) [11]. The 
APD proposed by Kwangjin Hong and Keechul Jung, the DigitalDesk proposed by 
Pierre Wellner, the EnhancedDesk proposed by Hideki Koike et al., and the Aug-
mentedDesk proposed by Yoichi Sato use the Projection Display System (PDS) for 
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providing environments those can attach the on-line world to the off-line world. Also 
these systems use the user’s hand likes a pointing device. Therefore these provide 
natural and intuitive environments to the user. However these can use limited com-
mand, because these cannot recognize various gestures. The Listen Reader proposed 
by Maribeth Back uses sound effects as on-line information for expanding functions 
of the book. To use sound effects in the book, the Listen Reader uses the Radio Fre-
quency Identification (RFID). Therefore this can easily recognize books and can eas-
ily attach on-line information to off-line books. However this cannot recognize books 
without RFID, and cannot insert new information in the book. The Paper++ proposed 
by Moira C. Norrie et al. and the PADD proposed by Guimbretière François use a 
digital pen for showing the same information on the on-line document as that on the 
off-line document. However these systems must use sheets that are pre-printed with a 
given pattern. And the user can insert limited on-line information that can insert to the 
off-line document.  

Table 1. Previous studies about AR authoring tool 

Retrieval method Position detecting method Author [Paper] Year

External Marks Using input devices Corsin Decurtins [3] 2003

Moira C. Norrie [4] 2003

Paul Luff [2] 2004

Maribeth Back [6] 2001

Moira C. Norrie [5] 2003

Using camera Hideki Koike [8] 2000

Yoichi Sato [9] 2002

Image processing Using input devices François Guimbretière [11] 2003

Dan R. Olsen Jr. [10] 2004

Using camera Kwangjin Hong [1] 2004

Pierre Wellner [7] 1991  

In this paper, we propose the Advanced Document Authoring Tool (ADAT), 
which can insert, delete, and modify on-line information to the off-line document. 
The ADAT retrieves the document using the camera, and attaches on-line informa-
tion to the off-line document using the Digital Pen like that the user writes on the 
paper document using a pencil. On-line information is shown to the user on the PDS. 
When the user selects a document with the Digital Pen, the ADAT get an image of 
the document and the marker through a camera above the projection display. After 
the ADAT retrieves stored information of the selected document and gets the  
position of the document using the maker, it provides on-line information to user 
through a projector. The user is able to modify and delete on-line information pro-
jected on the off-line document, and to insert new information with the digital pen 
(Fig. 1). Fig. 2 shows a detailed flowchart about insertion and modification of on-
line information.  
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Fig. 1. The flowchart of the ADAT 

 

Fig. 2. The detailed flowchart about insertion and deletion of information 

2   ADAT 

If the user uses the ADAT, the user can be provided the natural and intuitive environ-
ment like that the user writes on the paper document with a pencil as shown in Fig. 3.  

In the proposed system, the off-line document is synchronized with the projection 
display, for editing the off-line document with a digital pen. Because the user can 
attach on-line information to the selected position in the off-line document, the  
position  of  a digital pen in the off-line document is synchronized with the position in  

    
(a)   (b) 

Fig. 3. Attaching on-line information with a digital pen: (a) modifying information of a stored 
document, (b) inserting new information to a document 
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created by stacking the four or more points’ correspondences. The matrix A uses 4 
point correspondences between the real image(ui, vi) and the corresponded camera 
image(xi, yi). The matrix parameters, a to i, are obtained as the eigenvector corre-
sponding to the smallest eigenvalue of ATA [16].  
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2.2   Document Synchronizing and Tracking 

In the proposed system, the off-line document is synchronized with the projection 
display, for editing areas of the off-line document that the user wants to edit. For 
synchronizing the off-line document with the projection display, we use a digital pen. 
The digital pen can detect the absolute coordinate of the location of the pen in the off-
line document. And we use a marker for tracking the position and the orientation of 
the off-line document on the desk with the ARToolkit [17]. Previous studies, which 
retrieve and track a document using markers, have defect that each document has a 
marker of its own. In this paper, we use a same marker for all documents, because we 
reduce functions of the marker. In the proposed system, the marker only has the func-
tion for tracking documents. 

When the off-line document is laid on the desk, the user selects the top-left corner 
and the bottom-right corner using a digital pen for synchronizing the document with 
the ADAT. After the user selects the position of the document, our proposed system 
shows attached information of the selected document using information of the docu-
ment’s position and information of the marker’s position and orientation. 

2.3   Document Retrieval 

After the user selects the document, the ADAT retrieves the stored document that 
corresponds to the selected document. In this paper, we use a low-resolution binary 
image. The input image is the binary edge image of a camera image that is calibrated 
the geometry distortion, and stored images for comparing are binary edge images 
that are scanned by a scanner. First of all, we segmented both the captured camera 
image and stored images using the X-Y recursive cut algorithm [15]. This system 
retrieves the stored document, which corresponds to the selected document, with 
comparing corresponded components. To calculate the similarity of documents, we 
use the pixel matching algorithm that compares corresponded pixels of the input 
image with those of stored images. To reduce errors those appear when compares 
corresponding components, the proposed system minimizes blanks around document 
components. 
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Fig. 5. Document segmentation using X-Y recursive cut algorithm: (a) camera image, (b) bi-
nary edge image, (c) document segmentation, (d) result image 

And then this system makes sizes of two images same for comparing corresponded 
pixels. If the mth pixel of the input image is Im and the mth pixel of the input image is 
Sm, the rate of similarity (referred to as D(I, S))is calculated by the equation (3) as 
follow: 
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In this paper, to calculate the similarity of documents, we use two methods and 
compare the performance and the speed between two methods. The result of compari-
son will explain in section 3. When there is the accepted document of the selected 
document, previous works of the document is projected on the off-line document by a 
projector. 

2.4   Document Information Management 

The digital pen, which use for inserting on-line information, can detect the absolute 
coordinate of the pen in the off-line document. And, through this information, we can 
attach the on-line information to the position of the off-line document. We divide on-
line information into attached files which are pictures, moving pictures, audio files, 
and document files and memos which are inputted by the user. Through linking on-
line information, the user can get further information about the off-line document. All 
information can be inserted, deleted, and modified by the user. 

In case of files, when the user selects the area of the off-line document, this system 
shows a rectangle around the selected area, and two buttons: ‘G’ and ‘X’. The ‘G’ 
button can run the attached files, and the ‘X’ button can delete the connection be-
tween the file and the document, on the right-side of the rectangle. When the user 
selects the ‘G’ button, the user can run attached files on the outside of the area of the 
off-line document. And when the user selects the ‘X’ button, the user can delete the 
connection of files. 

In case of memos, when the user selects the area of the off-line document, this sys-
tem shows a rectangle around the selected area, and a ‘X’ button which can delete the 
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connection between memos and the document, on the right-side of the rectangle for 
written by the virtual keyboard. And this system shows handwritten characters which 
are written by the digital pen. If the user wants to modify or delete memos, first, the 
user selects the ‘X’ button and can delete the connection of memos which written by 
the virtual keyboard. Second, the user can modify and delete memos using the digital 
pen like using an eraser. When the user pushes the ‘R’ button on the digital pen, the 
mode of the digital pen is changed from a pen mode to an eraser mode. And if the 
user want to insert memos, first, the user selects an area of the off-line document, and 
selects the ‘Inserting Memos’ button like inserting files. Second, the user inserts 
memos personally using a digital pen like using a pencil.  

This on-line information is stored in the Database in the ADAT. Stored informa-
tion consists of three tables: Contents, Memos, and Files those have relation as shown 
in Fig. 6. 

s 

Fig. 6. Structure of database 

The ‘Contents’ table consists of the index of the off-line document, the index of the 
‘Files’ table, and the index of the ‘Memos’ table. The ‘Memos’ table consists of the 
‘Type’, which classifies the type of the memo, the attached position(PositionX1, Posi-
tionY1, PositionX2, PositionY2), the location of the attached memos inserted by the 
digital pen(File_Loc), and contents of memos inserted by the virtual key-
board(Contents). The ‘Files’ table consists of the ‘Type’, which classifies the type of 
the file, the attached position(PositionX1, PositionY1, PositionX2, PositionY2), the 
location of the attached file(File_Loc). 

3   Experimental Results 

The experiment system consists of a camera to capture a projection display and an 
off-line document image, a digital pen to attach on-line information to the off-line 
document, a projector, a physical desk, and a standard PC to get information using the 
input image. The image processing system consists of the CPU Intel® Pentium4 
2.66Hz, and the graphic card ATI® Radeon 9600. The projection display is 1152×864 
pixels made by a projector BenQ® HD2100. Camera images is 720×480 pixels cap-
tured by a Sony® DCR-VX2000 camcorder. In the camera image, the document image 
is 190× 260 pixels. The stored document is 1119× 1576 pixels scanned by a HP® 
Scanjet 5P scanner. In this system, we use one hundred of stored image to retrieve the 
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corresponded document. The digital pen is the NAVIsis® NAVInote. The experimen-
tal system is implemented using Microsoft® Visual C++ 6.0, DirectX 9.0 SDK, and 
NAVInote SDK.  

When the user selects the area of the document laid on the desk, the ADAT ana-
lyzes an image of the document, and retrieves the most similar image out of one hun-
dred stored images. In this paper, we retrieve documents using two different size of 
the document image: 190×260 and 190×260 pixels. First of all, we compare the rate 
of correctness between two methods. Fig. 7(c, d) shows results of retrieval using two 
methods respectively1. As shown in Fig. 7, both methods show the satisfied result in 
document retrieval. 

Fig. 7. The results of document retrieval: (a) input images, (b) stored images in the DB, (c) 
results using 190× 260 size images, (d) results using 190× 26 size images� 

Table 2 shows the result compared two methods which use two different sizes of 
the input image. In the segmentation section, two methods take about 170ms. How-
ever, in the comparison section, the method used 19 × 26 size image is two times 
faster than the method used 190×260 size image. Therefore, in the total section, table 
2 shows that the method used 19 × 26 size image is faster than the method used 
190×260 size image about 200ms.  

Fig. 8 shows the ADAT system. When the user selects the off-line document, the 
ADAT shows on-line information on the off-line document as shown in Fig. 8(b). Fig. 
8(c) shows a scene that the user runs a file attached to the off-line document. When 
the user selects an area of the off-line document, this system shows a menu box as 

                                                           
1  In Fig. 7, black lines represent document retrieval using 190× 260 size images, and gray lines 

represent document retrieval using 19× 26 size images. 

(a)

… …

(b)

           
(c)             (d)  
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shown in Fig. 8(d). Fig. 8(e) shows a scene that tat ADAT runs the virtual keyboard 
when the user selects the “Insert Memos” menu in the menu box.

Table 2. Average performance time of the document retrieval 

 convert input image compares with stored 100 images total 
19× 26 171ms 396ms 567ms 

190× 260� 168ms 572ms 740ms 

  
(a)                     (b) 

  
(a)       (c)                   (d) 

Fig. 8. Running the ADAT: (a) ADAT system, (b) projected on-line information on the off-line 
document, (c) showing the picture attached to the off-line document, (d) selecting area and 
showing the menu box, (e) running the virtual keyboard for inserting memos 

4   Conclusions 

In this paper, we proposed the ADAT that can insert, delete, and modify on-line 
information using a digital pen on the PDS. Because the user can insert on-line 
information to the off-line document using a pen in person, the ADAT provided the 
natural and intuitive environment to the user. When we apply the ADAT to  
the office environment, we expect that we can get some advantages which are sav-
ing times and improvement efficiency of work through providing effective envi-
ronment for working with off-line documents. Also, when we apply the ADAT to 
the education environment, we expect that we can get improvement efficiency of 
study through using both the off-line document and on-line information, and pro-
viding information that suitable for student respectively. Our proposed system used 
the low-resolution binary image to retrieve document. Therefore the rate of the 
correctness of our system is lower than that of systems which use the high-
resolution image.  
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We will study about document tracking without a marker for providing more natu-
ral and intuitive environment to the user. Also, we will study about the expanded  
ADAT. The expanded ADAT synchronized the on-line document with the off-line 
document and if the user modifies the off-line document, we confirm the result using 
a printed document.  
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Abstract. Keypics are graphical metadata intended for indexing of im-
ages on the Internet. They are conceived as hand-drawn sketches, not re-
stricted to a definite set. An obvious difficulty when dealing with keypics
is that they elude rigid geometric treatment.

A proposal of solution comes from Size Functions. This paper is
the report of a complete experiment on 494 keypics with Size Functions
based on three measuring functions (distances, projections and jumps)
and their combination.

1 Introduction

The recent, original idea (by P. Frosini and our Vision Mathematics Group
in Bologna) [7] of “Keypics” poses serious problems to an Image Retrieval (IR)
System. In fact, the main difficulty inherent to the “search–by–sketch” paradigm
is by–passed by Keypics: “search–by–sketch” doesn’t work well because it tries
to match sketches with real images; with Keypics, an IR System needs to match
sketches with sketches. This seems to be more promising; still, the problem of
comparing hand–drawn sketches for similarity is hard, as for any recognition
and retrieval system which has to deal with “natural” images (like signatures,
biological images, faces, the sign alphabet etc.).

Size Functions (SF’s) have proven to be particularly apt to this kind of set-
tings, because of their geometrical–topological nature and their modularity. The
mathematical core of SF’s was exactly conceived for formalizing qualitative as-
pects of signals (images, but also 3D data, sounds, etc.). Modularity allows the
user to fit a SF to the specific nature of the objects to be recognized or retrieved,
through the choice of a “measuring function” (see Section 3).

When proposing [7], our team had just performed a preliminary study on
a set of Keypics, with only one type of measuring functions: distances from a
set of fixed points. Here we enhance that experiment by using two more sets
of independent measuring functions: “projections” and “jumps”, and finally by
integrating the three subsystems (see Section 5).

Two necessary clarifications: 1) The adjective “complete” in the title refers to
the fact that the present experiment considers not only the retrieved sketches,

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 357–366, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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but also the images that they are indexing. So it is really an experiment on
keypics, whereas our preliminary studies were only on retrieval of sketches by
sketches. 2) We want to show that image retrieval through keypics has at least
Size Functions as a possible solution. We do not claim that Size Functions are a
better tool than the competitors’; in fact, we invite other researchers to try their
methods on keypics. We shall be very glad, for instance, to make our dataset
available for comparison and integration of retrieval methods.

2 Keypics

In [7] it was proposed that the owner or the manager of a set of images on
a Web site, equips each image with a simplified drawing, called “Keypic” (as
alternative to “keyword”). This might be performed by use of simple drawing
and processing tools, or by hand, but preferably in SVG [1]. The Keypic should
be representative of what is felt as essential by the site manager. So it could be
an outline of the relevant shapes in the image, or a symbol semantically referring
to its content. Several images might be associated to the same keypic, and more
than one Keypic might be associated to the same image. Keypics could also be
used for indexing Web pages or sites.

Keypics should be plastic, in the sense that they should not be limited to any
pre–defined set. They should be, in terms of an image, as synthetic, meaningful
and free as keywords are in general use. Actually, they would be superior to
keywords, in that they would not suffer from the linguistic barrier, they would
allow much more freedom of expression, they would be less severely affected by
errors. We think that the drawing of keypics should definitely be performed by
human operators, focusing the aspects of shapes that they consider important for
recognition and retrieval. In this way semantic comparison of shapes is partially
reduced to geometrical comparison of icons. This could be a partial reply to the
warning, contained in [16], that “information is not only in the pixels”. A dataset
manager, e.g., might wish to index the image of a saxophone by its geometrical
outline, but also (or only) with a musical note (see Figure 1, which also hints
that a Keypic can give evidence to what is unclear or incomplete in the original
image).

Fig. 1. An image and two possible Keypics for it
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3 Size Functions

The key idea underlying SF’s is that of setting metric obstructions to the classical
notion of connectedness, thus conveying informations both on the geometry and
the topology of the viewed shape.

Let us recall the formal definition of a SF. Consider a continuous real-valued
function ϕ : M → IR, defined on a subset M of a Euclidean space. The Size
Function of the pair (M,ϕ) is a function �(M,ϕ) : {(x, y) ∈ IR2 |x < y} → IN. For
each pair (x, y) ∈ IR2, consider the set Mx = {P ∈ M |ϕ(P ) ≤ x}. Two points
in My are then considered to be equivalent if they belong to the same connected
component of My. The value �(M,ϕ)(x, y) is defined to be the number of the
equivalence classes obtained by quotienting Mx with respect to the previous
equivalence relation in My.

SF’s have a simple geometric interpretation: �(M,ϕ)(x, y) is equal to the num-
ber of connected components of My containing at least one point of Mx.

A discrete version of the theory exists, which substitutes the subset M of
the space with a graph G = (V,E), the function ϕ : M → R with a function
ϕ′ : V → R , and the concept of connectedness with the usual connectedness
notion for graphs.

It is important to remark that SF’s are easily and fast computable; see [4]
for details.

Figure 2 shows a simple example of SF. In this case the topological space M
is a curve, while the measuring function ϕ is the distance from point C.

As Figure 2 shows, SF’s have a typical structure: They are linear combina-
tions (with natural numbers as coefficients) of characteristic functions of trian-
gular regions. That implies that each SF can be described by a formal linear
combination of cornerpoints and cornerlines. Due to this kind of representa-
tion, the original complex issue of comparing shapes can be turned into a sim-
pler algebraic problem: Each distance between formal series naturally produces
a distance between SF’s. A detailed treatment of this subject can be found
in [8].

Of the many available distances between formal series(see, e.g., [5]), the one
we use in this paper is the Hausdorff distance.

Fig. 2. A curve and its SF with respect to the distance from point C
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4 The Dataset

Seven nonprofessional draftsmen were given templates chosen within very het-
erogeneous pictures of a commercially available clip–art collection; the stated
aim was to depict the essentials of the given template, not to reproduce it ac-
curately. A standard drawing program was used by all of them, endowed with
standard tools as free–hand, straight–line or ellipse drawers, thresholding and
edge detection. A set of 494 drawings resulted of it, all of a standard size, all
black on white.

The strategies adopted were very heterogeneous. Some drew a fairly accu-
rate imitation as in Figure 3a. Sometimes the imitation was very rough (Fig-
ure 3b); in other cases (e.g. in Figure 3c) the use of an edge detector was
evident. Some draftsmen thought it necessary to stress details (Figure 3d),
or to ignore them (Figure 3e), but sometimes even to add nonexisting ones
(Figure 3f).

Fig. 3. Different strategies in drawing Keypics

After a moment’s perplexity, we accepted this variety of approaches. In fact,
we think that a dataset manager will stress the aspects and cure the details
of what he/she considers essential in the images. So his/her Keypics will be
particularly high in score for the users “tuned on the same wavelength”, i.e.
interested in the same aspects and the same details.
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5 Measuring Functions

Three different and independent sets of measuring functions were used. Of these,
only the first set had already been used in [7]. The first set consists of sixteen
distances from points [6].

Let us fix a Cartesian reference frame (O,e1,e2) in the plane. From now on
points will be identified with their coordinate pairs. Let p = (px, py) ∈ IR2. We
define the measuring function ϕp: IR2 → IR as ϕp(x, y) = d(p, (x, y)) with d the
Euclidean distance.

Every input binary image is normalized (but without resolution loss) and
translated so that its center of mass is taken to the origin of the reference frame.
Therefore each measuring function ϕp is invariant by scale change and transla-
tion; as a consequence, the corresponding SF’s turn out to be invariant by the
same transformation group.

Here is the formal definition of the first set of measuring functions used in
this research:

Φ = {
ϕp | p = r̄
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where the constants r̄ and ᾱ take value respectively 0.8 (all images are scaled
with respect to average radius) and 0.349 (approximately corresponding to a 20
degrees phase–displacement).

The next two sets of measuring functions are much less rigid. The second
set contains five measuring functions, having each a segment as domain. One
of the five is a “projection” of the image on the horizontal base segment: The
whole image is fibered into a set of vertical pixel segments; for each of these, the
number of black pixels contained in it is counted. The corresponding pixel of
the horizontal base segment receives this number. The final measuring function
is obtained by convolving these values with a narrow Gaussian. The other four
measuring functions are its variations built by projecting along the horizontal
direction and along the three at π/8, π/4, 3π/8.

The third set consists of four functions. One conts “jumps” along the vertical
direction. Again, the whole image is fibered into a set of vertical pixel segments;
for each of these, a counter is incremented each time two consecutive pixels of
the vertical segment are of opposite color. The corresponding pixel of the hori-
zontal base segment receives this number of black–to–white and white–to–black
jumps. Again, convolution with a narrow Gaussian yields the final measuring
function. In this case, the other three measuring functions are its variations
built by counting jumps along the horizontal direction and along the two at 45
degrees.

Retrieval was performed with each of the three sets of SF’s by computing the
average of the normalized distances coming out of the different SF’s of the set.
A final distance combines the contribution of the three.
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6 Evaluation

As stressed in several papers (e.g. [14], [15] and[11]) evaluation is a very critical
issue for IR Systems. Apart from the common problem of possessing a reliable
and objective ground truth, all most common parameters have some drawbacks.

A particular fault of several evaluation methods, is that they don’t take
sufficiently well into account the position of the retrieved relevant objects within
the scope (i.e. within the whole retrieved set). In what follows, we try to overcome
this problem in two ways. First, we adopt the normalized average rank R̃ank
introduced by [15]:

R̃ank =
1

NNrel

(
Nrel∑
i=1

Ri − Nrel(Nrel + 1)
2

)
where Ri is the rank at which the ith relevant image is retrieved, N is the
dataset size, and Nrel is the number of relevant images for a given query. It is 0
for perfect performance and approaches 1 as performance worsens.

Second, we have also computed P (k) and R(k), respectively precision and
recall on the first k retrieved images, with k = Nrel, 2Nrel, 3Nrel, so adapting
the scope to the (varying) number of relevant objects, rather in the line of the
normalizations supported by [11]. (Of course, R(Nrel) = P (Nrel)) Explicitly,

P (k) =
NR(k)

k
R(k) =

NR(k)
Nrel

,

where NR(k) is the number of relevant items among the first k retrieved.

7 Experimental Results

20 queries were submitted, in the form of sketches belonging to the dataset. The
following tables (1 to 4) gather the results for the three measuring functions
teams and for their combination. For each evaluation parameter, the average,
minimum and maximum value are given. These values are followed by the num-
ber of queries reaching the minimum and maximum score respectively (indicated
as “# at min” and “# at max”).

Table 1. Evaluation of results for the distances

avg min max # at min # at max

R̃ank 0.1970 0.0 0.6839 2 1

P (Nrel) 0.4831 0.07 1.0 3 6

P (2Nrel) 0.3558 0.04 1.0 3 4

P (3Nrel) 0.2682 0.02 1.0 1 1

R(2Nrel) 0.4314 0.10 1.0 1 2

R(3Nrel) 0.5046 0.10 1.0 1 3
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Table 2. Evaluation of results for the projections

avg min max # at min # at max

R̃ank 0.2360 0.0171 0.5655 1 1

P (Nrel) 0.4795 0,07 1.0 5 7

P (2Nrel) 0.2701 0.04 1.0 2 4

P (3Nrel) 0.2096 0.02 1.0 2 1

R(2Nrel) 0.3543 0.10 0.67 1 1

R(3Nrel) 0.3942 0.10 0.75 1 1

Table 3. Evaluation of results for the jumps

avg min max # at min # at max

R̃ank 0.1539 0.0010 0.4622 7 1

P (Nrel) 0.4962 0,07 1.0 4 7

P (2Nrel) 0.2886 0.04 1.0 2 1

P (3Nrel) 0.2376 0.02 1.0 2 1

R(2Nrel) 0.3887 0.07 0.75 1 1

R(3Nrel) 0.4274 0.14 1.0 1 1

Table 4. Evaluation of results for the combination

avg min max # at min # at max

R̃ank 0.1794 0.0 0.4852 1 1

P (Nrel) 0.5117 0,07 1.0 2 7

P (2Nrel) 0.3719 0.04 1.0 2 3

P (3Nrel) 0.2703 0.02 1.0 2 1

R(2Nrel) 0.4749 0.10 1.0 1 2

R(3Nrel) 0.4856 0.10 1.0 1 2

The number of relevant items Nrel for each queried class is greatly variable:
it goes from a minimum of 2 to a maximum of 14. The reader should keep in
mind that good ranks have low values, while good precision and recall have
high scores.

The precision–recall graph of Figure 4 (left) refers to the combined distance.
The system runs on an Athlon 900 MHz based PC, under Linux OS. Response
time for a query is, for the moment, between 7 and 10 seconds.

Figure 4 (right) depicts the GRiP graph, plotting the value of precision=recall
versus − log2(g), where the generality g is the ratio of the number of relevant
items for each query (2 to 14) by the total size of the data set (494) [11].

Browsing the actual outputs of the queries is rather interesting. For instance,
the query consisting of a stylized bird yields a sequence of as uninteresting bird
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Fig. 4. Precision–recall (left) and GRiP graph for the combined distance

Fig. 5. A successful query

Fig. 6. An unexpected output

sketches, as Keypics; things turn interesting if we look at the real images to
which the Keypics point (Figure 5): Without the intermediation of the Keypics
— rough and childish as they may appear — it is unlikely that a “normal” query
would have retrieved such heterogeneous images. More remarkable is a query
with the USA flag, where the map of Nevada pops up, because the operator had
decided to add the Stars and Stripes — absent in the original image — in order
to convey a meaning to the Keypic (Figure 6; by the way, that image has not
been considered as relevant in the statistics of this Section).
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8 Other Descriptors

Of course, there are several shape descriptors and shape matching methods (see,
e.g., [17]). A comparison of methods is really possible only when performed on
the same data. We have actually done it recently on a data set of trade marks [3].
For the moment, let us examine similarities and differences with competitors.

Take the classical Fourier descriptors, for instance [9]. A coincidence in the
first few coefficients would grant that two shapes are roughly superimposable, dif-
ferences being limited to the higher frequencies. SF’s (with distance from center
of mass as a measuring function) recognize the presence and size of comparable
bumps even if they are differently disposed in the two images to compare; this
is a simple case of similarity with no (even rough) superimposition. We remind
that, anyway, also SF’s enjoy completeness theorems like Fourier descriptors [6].

Other descriptors, like order structure [2], turning function [13], chain code
histogram [12], need a sort of local superimposition and are mainly limited to
silhouettes. A much closer relative to size functions is the Reeb Graph [10], which
has been used so long — as far as we know — only for 3D objects.

9 Conclusions

Keypics — plastic graphical metadata — cannot have a chance of diffusing and
succeeding as universal bridges of the semantic gap, unless powerful, qualitative
tools are developed for comparing and retrieving hand–drawn sketches.

The feasibility of Keypics is shown by the experiment reported here. Size
Functions propose themselves as a possible candidate for retrieving images through
Keypics. Our research shows that different measuring functions can integrate to-
gether effectively. Of course, integration with still different methods should give
Keypics an even better chance.
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Abstract. 3D reconstruction over long sequences has been to the main problem 
of computer vision. Projective reconstruction is known to be an important proc-
ess for 3D reconstruction in Euclidean space. In this paper, we present a new 
projective reconstruction algorithm using invariant properties of the line seg-
ments in projective space: collinearity, order of contact, and intersection. Points 
on each line segment in the image are reconstructed in projective space, and we 
calculate the best-fit 3D line from them by Least-Median-Squares (LMedS). Our 
method regards the points unsatisfying collinearity as outliers, which are caused 
by false feature detection and tracking. In addition, both order of contact and in-
tersection in projective space are considered. By using the points that are the or-
thogonal projection of outliers onto the 3D line, we iteratively obtain more pre-
cise projective matrix than the previous method. The experimental results 
showed that the proposed algorithm can estimate camera parameters and recon-
struct 3D model exactly. 

1   Introduction 

3D reconstruction and camera recovery from un-calibrated images have long been one 
of the central topics in computer vision. Many researches on 3D modeling from un-
calibrated images have been presented up to now [1~6]. These are mainly focused on 
improving auto-calibration algorithm, applying to long sequence with key frame se-
lection, and using user’s knowledge for complete 3D model. However, there were few 
studies on more precise projective reconstruction, which is needed as a preceding step 
for 3D reconstruction in metric space.  

In this paper, we present a new projective reconstruction algorithm based on in-
variant properties of the linear components in projective space: collinearity, order of 
contact, intersection. Collinearity means any points located on the 2D imaged line 
should lie on the reconstructed projective line. Therefore, we regard the points unsat-
isfying collinearity as outliers caused by false feature detection and tracking. In addi-
tion, the order of contact and the intersection points of the line segments in projective 
space are considered.  

At the first, we establish correspondence over images and estimate a fundamental 
matrix (F-matrix) to determine the set of inlying feature tracks. After the points on 
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each line segment in the image are transformed into projective space, we examine 
whether they satisfy linear properties in projective. More specifically, after a new 3D 
line is determined from the reconstructed points by Least-Median-Squares (LMedS), 
we iteratively obtain more precise projective matrix by using the points that are the 
orthogonal projection of outliers onto the line. Our method can alleviate the effect of 
false correspondences. This work is targeted on architectural scenes with a polyhedral 
shape. Because many man-made objects are constructed by using predefined rules, 
they often have many line segments. 

 

Fig. 1. Proposed 3D reconstruction algorithm 

The remainder of this paper is structured as follows: Sec. 2 presents how to detect 
and match the line segments over views. Sec. 3 discusses projective reconstruction, 
and the proposed algorithm is detailed in Sec. 4. After comparisons of the experimen-
tal results are given in Sec. 5, the conclusion is described in Sec. 6. 

2   Detecting and Matching Line Segments 

When the points consisting of the line segment are transformed into projective space, 
those linear invariant properties are preserved. This paper uses the line segments for 
more precise calibration, so we have to detect and match them over two views.  

The lines are obtained by Hough transform, which is a very popular algorithm to 
detect lines [7]. Since Hough transform finds the lines on a parametric space, they 
always do not coincide with the edges in the image. Therefore, our method applies 
Canny edge operator to extract the line candidates from the images. By comparing a 
distance between the lines and the edges, we can select the line segments located on 
the edges in the image.  
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Given a line l in one image and a corresponding line l  in the second image, we can 
find a correspondence on the epipolar line (l  e). Epipolar geometry is a fundamental 
constraint used whenever two images of a static scene are to be registered. In Fig. 2, 
the epipolar line, F-matrix (F) and two points (x, x ) are satisfying [8, 9]:   

)('''' Fxlllx e ×=×=                                     (1) 

The corresponding points satisfying Eq. (1) on two views are located on two lines 
(l and l ), and we can obtain the corresponding lines. Fig. 3 shows the corresponding 
line segments over two views of the cube.    

 

Fig. 2. Relation of lines and points on two views 

 

Fig. 3. Corresponding line segments over two views 

3   Projective Camera and Reconstruction 

Projective reconstruction is necessary for auto-calibration and 3D reconstruction from 
un-calibrated images [1]. Without some knowledge of a scene’s placement with re-
spect to 3D coordinate frame, it is impossible to reconstruct the absolute position or 
orientation of a scene from a pair of views. Therefore, the first camera is assumed to 
be located at the origin of a Euclidean coordinate system, and the projective matrix of 
the second in the camera coordinate is derived from F-matrix as follows:  
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[ ] [ ][ ]''
21 |,0| eFePIP ×== ,                                       (2) 

where 'e  and Pn are the epipole of the second image and the projection matrix of the 
nth camera, respectively.  

The image points are inversely projected from each camera center, and then the 
point in Euclidean 3D space is reconstructed using the intersection point on the epipo-
lar plane. We can derive the linear equations for the camera projective matrices, the 
image points (x), and the points in 3D space (X) in Fig.2. In each image we have a 
measurement x = PX, x  = P X in homogeneous, and these equations can be combined 
into a form AX = 0, which is an equation linear in X.  

The homogeneous scale factor is eliminated by a cross product to give three equa-
tions for each image point, of which two are linearly independent. For the first image, 
x×(PX) = 0 and writing this out gives:  
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where  pnT represent the transposed nth row of P. These equations are linear in the 
components of the world point X.  

An equation of the form AX = 0 can then be composed as follows:  
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where two equations have been included from each image, giving a total of four equa-
tions in four homogeneous unknowns. This is a redundant set of equations, since the 
solution is determined only up to scale. After setting up the linear equation for the 
camera matrices and the corresponding points in two views, we can determine 3D 
points by linear method such as Singular Value Decomposition (SVD). 

4   Proposed Algorithm 

4.1   Determining 3D Lines in Projective Space 

Fig. 4 presents the linear segments on a plane of the cube and the transformed lines in 
projective space. Though the shape of the plane and the slopes of the line segments 
are distorted, their linear properties are preserved as shown in Fig. 4. For example, 
any points located on the 2D imaged line must be on the reconstructed projective line 
because of collinearity. In general, since it is difficult to establish correspondences 
between two views, some segments may get disappeared as (b).   
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(a)                                                                (b)  

Fig. 4. Line segments (a) on a plane and (b) in projective space 

Reconstruction of the points in the projective space is followed by refinement of 
the projective matrix. In order to refine the projective matrix, we determine 3D lines 
accurately in projective by LMedS based on random sampling. After the image points 
on each linear segment are transformed into projective space, we select any two 
points, ),,( 111 zyxp and ),,( 222 zyxq , among them. Our method examines the dis-

tances between 3D line and other projective points by the vector operations as fol-
lows:   
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The threshold value to discriminate the points with high errors is computed as fol-
lows:   

median
n

r
−

+××=
2

0.51
4826.15.2 ,                              (6) 

where median and n are a minimal median value, and the number of points consisting 
in the 2D line segment, respectively [9]. As removing the outliers by false feature 
detection and tracking, LMeds based method determines iteratively an optimal 3D 
line accurately. Then, the outliers within some distances are orthogonally projected 
onto the 3D line. That means the points on the lines in projective space are moved so 
that they satisfy linear invariance.  

As described in the previous, both 3D points on the lines in projective space and 
2D image points are used to estimate the camera projective matrix. The 3D points are 
back-projected to 2D images, and compute each residual as follows:      

( ) ( ) 22 )()( ysyxsx QPqQPqresidual −+−= ,                       (7) 
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where Ps, q, and Q are the camera projective matrix by 6 points pair, the image point, 
and 3D points, respectively. LMedS based method obtains an optimal projective ma-
trix that minimizes residual (Eq. 7). The threshold for rejecting the camera that causes 
projective matrix estimation to fail can be computed as follows:  

median
n

r
−

+××=
6

0.51
4826.10.2 ,                               (8) 

where n is the number of correspondence pairs between the image points and 3D 
points. In final, we can determine a precise camera projective matrix iteratively [9].  

4.2   Reconstruction of Planes Based on Linear Invariance 

It is difficult to establish correspondences of every points and lines over views. This 
paper presents that the linear invariant properties can be effectively used to cope with 
missing correspondences.  

The surface equation of a 3D plane is obtained from the cross product of the direc-
tion vectors of 3D lines, and we can classify 3D lines on the same plane. By examin-
ing iteratively whether two lines are located on a plane, 3D planes in projective space 
are reconstructed. Our method makes 3D lines longer on a plane, and hypothesizes the 
intersection points based on linear invariance to ascertain if they are the missing cor-
respondences through views. This verification process can be used for more precise 
feature detection and tracking in the image sequence. Fig. 5 shows 2D line segments 
on the cube and the reconstructed 3D planes. 

 
                           (a)                                 (b)                                 (c)  

Fig. 5. (a) 2D line segments on the cube and reconstructed (b) 3D lines (c) 3D planes 

5   Experimental Results 

We have experimented on three images (640 × 480) of the cube with a checkered 
pattern. The internal parameters of the projective cameras by the proposed algorithm 
and the previous are compared in table 1. The previous method uses only the corre-
sponding points to obtain the projective matrix [1]. On the contrary, our algorithm re-
estimates the projective matrix based on linear invariance. 

In order to evaluate an accuracy of the camera matrix, 3D points are back-projected 
into 2D images, and we compute the squared average errors that are the distances 
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between the projected points and the real image points. The distance errors by the 
proposed algorithm and the previous are 2.4978 and 2.5776, respectively. Fig. 7 
shows the reconstructed cube with 3D lines, planes, and textured surfaces. The results 
showed that the proposed method can estimate precisely the camera parameters and 
reconstruct 3D model from un-calibrated images. 

 

Fig. 6. Input images 

 
(a) 

 
(b)                                    (c) 

Fig. 7. Reconstructed (a) lines, (b) planes, and (c) textured surfaces 

Fig. 8 and 9 show the input sequence and an accumulation error of the internal 
camera parameters, respectively. Merging-based projective method estimates the 
projective matrix of the second camera from that of the first by using F-matrix. Merg-
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ing methods successively obtain the projective matrices and combine them over im-
age sequences [11]. Comparing the squared average errors of the internal parameters - 
focal length ratio, the principal point, and the skew - by the previous merging-based 
method, we ascertain that a reduction of 84, 77, and 85% percent of their averaged 
errors is achieved, respectively. 

Table 1. Internal parameters of the projective camera 

Previous method  Our method (error) 
 1st camera 

2nd camera  3rd camera  2nd camera  3rd camera  

Focal length ratio 
(error) 

1.00 
1.0056 

(+0.0056) 
0.7320       

(-0.2680) 
1.0048 

(+0.0048) 
0.943        

(-0.057) 
Principal point 

(error) 
0.00 

0.0053 
(+0.0053) 

0.6150       
+0.6150) 

0.0050 
(+0.0050) 

0.411 (+0.411) 

Skew 
(error) 

0.00 
-0.040        

(-0.040) 
-0.040        

(-0.040) 
-0.02219      

(-0.02219) 
0.040 (+0.040) 

Fig. 8. Input sequence: 1~6 frame 
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Fig. 9. Accumulation error graph of the focal length ratio 
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6   Conclusion 

This paper presents a new projective reconstruction algorithm using projective invari-
ant properties. In order to evaluate the performance of the method, we estimate the 
internal parameters of the projective camera. In addition, after 3D points in projective 
space are back-projected to the image, their squared average errors are computed. By 
comparing the proposed method with the previous, we ascertained that our method 
can cope with the effects of outliers and recover the camera parameters precisely. Our 
method is a suitable for architectural scenes with many line segments and planes. 
Further study will include a detailed formulation of the algorithm, a simulation of 
various images, and more consideration for obtaining an optimal solution. 
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Abstract. The purpose of this paper is to visualize a still image and video on 3-
dimensional medical image on the web using volume rendering board and 
VRML(Virtual Reality Modeling Language). Using VRML, the compressed 3-
dimensional still image was represented effectively on the web through polygon 
reduction. The real time 3-dimensional volume rendering was compressed by 
Window Media Video 9 codec for implementation on the web. This paper 
focuses on detecting the most optimized 3-dimensional medical image on 
different bandwidths. Performance test has been carried out by evaluating the 3-
dimensional medical image using various encoding bit rates on several network 
conditions. The network conditions were ADSL(Asymmetric Digital Subscriber 
Line), VDSL(Very high-data rate Digital Subscriber Line), LAN(Local Area 
Network), and Wireless LAN, which are common in South Korea. 

1   Introduction 

The development of medical image devices has made possible the visualization of 
anatomy structures and internal organs’ functions in human body on computer 
screens. The representative image devices of medical treatment are CT(Computerized 
Tomography) and MRI(Magnetic Resonance Imaging). The development of 3-
dimensional visualization from section images has been studied and commercialized 
worldwide since the study of Herman’s research team that reconstructed the 3-
dimensional image from the medical tomography images[1]. In order to provide 3-
dimensional medical video on the web, both network bandwidths and image qualities 
should be considered. While previous studies have mainly focused on the 3-
dimensional still images operated off-line, this study suggests the Hybrid 3-
dimensional Medical Image System. This system integrates 3-dimensional medical 
still images using VRML and real time 3-dimensional video controller that utilized 
the  ActiveX control on the web. 
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2   Method and Materials  

2.1   Web Visualization Based on VRML 

Polygon Reduction 
The 3-dimensional visualization of CT data was reconstructed by the volume render 
property of Analyze AVW 5.0(Mayo Biomedical Imaging Resource, Rochester, 
USA) program. Then Analyze AVW 5.0 segmented specific parts and made separable 
objects. The objects were mandible and lefort I, II, III of maxillary bone(Fig.1). They 
were reconstructed into the polygon-based 3-dimensional image using Marching Cube 
Algorithm [2]. For more rapid visualization of images, polygon reduction operation, 
which uses an optimization modifier [3-4], was implemented The isolated objects 
were loaded into Analyze AVW 5.0 Surface Extractor. Then the curve editor mode of  
Studio Max5.0 (discreet, San Francisco, USA) made the movement  of objects 
possible [5]. 

 

        (a) Segmented skull                             (b) Mandible, Lefort I, II, and III 

Fig. 1. Volume visualization of the skull and isolated objects 

Web-Based Visualization 
VRML with Java Script was utilized to create 3-dimensional visualization of 
isolated objects. VRML is an open standard that is used for 3-dimensional 
visualization on-line. On the web, the preprocessed VRML file was quickly 
represented by VRML plug-in of Blaxxun technologies(Munich, Germany). 
Through the process, the user could control the movement of the medical image [6-
8]. For user interface, the 3-dimensional still image system was composed of 11 
slide bars and 1 button for the connection with web browser, which contains 
ActiveX Control. The upper 7 bars controlled transparency and the lower 4 bars 
control object's motion(Fig.2). 
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Fig. 2. 3-dimensional medical still Image on the web 

2.2   Real-Time Volume Rendering  

System Configuration 
A high performance PC is required to reconstruct high quality 3-dimensional medical 
images in real time. In this study, a PC with 3.2GHz Pentium4 processor, 
512RAM(random access memory), 128Mbytes 3D graphic card(GeForce FX 5700, 
nVIDIA, California, USA) with AGP(accelerated graphics port) Interface and  real-
time volume rendering board(VolumePro1000, TeraRecon, Massachusetts, USA) 
with PCI Interface were used. Operating system was Microsoft Windows XP. 

 

Fig. 3. PC System with volume rendering board 
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3-Dimensional Visualization Using Volume Rendering Board 
VolumePro1000 board with 64bit PCI interface makes real time 3-dimensional 
medical image rapidly. The volumePro1000 board renders 2563(8- or 12-bit voxels) 
with trilinear interpolation at the rate of 30 frames per second based on sheared warp 
transformation with Phong shading [9]. Also, functions provided by the 
VolumePro1000 SDK were used for real-time user interaction, including an opacity 
lookup table, a 3D cursor, and clopping utilities. The functions were programmed in 
Visual C++ 6.0 with VLI(Volume Library Interface, TeraRecon) and OpenGL 
[10](Fig.3).  

2.3   Hybrid Visualization on the Web 

Hybrid 3-Dimensional Medical Image System 
Fig4 is a schematic diagram of the Hybrid 3-dimensional Medical Image System. It 
has two window regions. The first represents the 3-dimentional medical still image 
which is processed off-line. The other can operate the 3-dimensional video controller 
on-line through ActiveX control. Both regions are hybridized on the web by 
JavaScript (Fig. 4).  

 

Fig. 4.  Hybrid 3-dimensional Medical Image System 

Web-Based ActiveX Control 
On the web, ActiveX control technologies created by Microsoft cooperation were 
used to control operations of 3-dimensional volume rendering of Server computer, 
which has VolumePro1000 board. An active platform can be created in terms of 
active client and active server. The ActiveX concept based on COM ties together the 
active client and the active server[11-15]. This ActiveX control was named ‘3-
dimensional video controller’. The 3-dimensional video controller is made up of a 
window showing  the 3-dimensional images with 5 buttons and 6 check boxes (Fig5); 
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- Initialization: Initializes conditions of volume rendering board 
- Execution: Represents the changed result image according to mouse movement 
- Check box: Selects encoding bit rate 
- Bit rate control: Applies selected encoding bit rate 
- Save: Saves 3-dimentional medical video 
- Finish: Finishes volume redering 
- 3-dimensional visualization window: Represents the result image 

 

Fig. 5.  Web based 3-dimensional video controller using ActiveX control 

 

Fig. 6.  Operation scheme of 3-dimensional video controller  
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Fig. 6 explains the operating scheme of the 3-dimensional video controller. The 
direction of the first image can be controlled through the mouse movement of the 
client on the 3-dimensional visualization window. Execution button represents the 
reconstructed image on the 3-dimensional visualization window after calculating 
direction changes on the server computer. Before the representation on the window, 
this image was compressed by check box setting. The encoded 3-dimensional video 
file was stored to the web folder of the server computer, and then the real-time live 
video was automatically expressed on the client’s web browser, which was linked to 
Server’s web folder.  

Save button enables clients to download files, which are stored on the web folder 
of the server, once they are satisfied with the result image. 

Compression using Windows Media Video 9 Codec 
Live video contents need broad bandwidth when it is streamed a big size on the web. 
The Window Media Video 9 codec was used for the solution of problems associated 
with high bit transmission rates(Fig.7). Window Media Video 9 codec can decode 
automatically in the Window Media Player without any effort to find the decoder.   
First, Window Media Encoder captures the 3-dimensional image in the server 
computer. Second, Captured 3-dimensional images are encoded by Window Media 9 
codec.  The CBR (Constant Bit Rate) encoding, the efficient method for screen 
capturing & streaming scenario, was used. Finally, encoded result video is streamed 
on the web. For high quality 3-dimensional image visualization, this study applied 
various compression bit rates to the data in different network environments. Visual 
C++ 6.0[15] was used for the programming of this procedure.  

 

Fig. 7.  Encoding Structure of Window Media Video 9 codec 

3   Experiments 

Network Environment 
The experimented network environments were ADSL(Asymmetric Digital Subscriber 
Line), VDSL(Very high-data rate Digital Subscriber Line), LAN(Local Area 
Network) and Wireless LAN. These network environments are the representative 
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network systems in South Korea. Each communication network has different 
transmission characteristics. In this study, the transmission rate was measured 
between Yonsei University school and Severance Hospital (distance: about 1km). 
When experiments were conducted on WLAN, there was no transfer of reception 
group and no user was connected to the same router.  

Experimental Method 
The choice of optimum compression bit rate was needed for the most suitable real-
time transmission on the web. Therefore, five compressibilities (500kbps, 2Mbps, 
4Mbps, 7Mbps, 10Mbps, 20Mbps) were experimented at the Window Media 
Encoder. For 7 days, the test durations were 5 minutes from 8 am to 2 pm with 2 time 
intervals. The compression program connected volume rendering was embodied by 
Visual C++ 6.0. 

4   Results 

Comparison of Downloading Speeds with Different Network Setting 
The experiment measured the minimum, the maximum and the mean value of the 
download speed in each network environment. Table 1 shows the maximum and the 
minimum download speed for 7 days. The Fig 8 is the graph of average download 
speed. 

Table 1. Maxumum & Minimum download speed for 7 days(Mbps) 

 ADSL VDSL WLAN LAN 
Minimum 2.07 4.22 2.01 4.78 
Maximum 6.56 12.3 9.3 38.3 

 

Fig. 8. Average downloading speed about different network  
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Comparisons of Image Quality with the Different Bit Rates Compression and 
Network Settings 
Table 2 compares the image qualities in six compressibilities for each network 
environment. The image qualities were classified into three levels (High, Middle, 
Low) for each network environment.(Fig. 10) Low quality means that the video has 
image distortion and network lag by the bandwidth changes. Middle quality means 
that the video has network lag in the worst network environment without any image 
distortion. High quality means no network lag in any situations and an excellent 
quality of image. The arrows clarify the differences of quality in Fig.10. 

Table 2. Comparison of Image quality with different compression bit rates (Quality, Mbps) 

              Encoding 
Network 500K 2M 4M 7M 10M 20M 

ADSL M H M L L L 
VDSL M M H M M L 
WLAN M H M M L L 
LAN M M H M M M 

Quality (H: high, M: middle, L: low)  

 
(a)                                          (b)                                          (c) 

Fig. 10. Quality comparison (a) low (b) middle (c) high 

5   Conclusion and Discussion 

Through this study, the Hybrid 3-dimensional Medical Image System was 
implemented. 3-dimensional medical still image by VRML was represented quickly 
on the web using polygon reduction, and the object’s movements were controlled by 
the user. Furthermore, 3-dimensional video controller using volume rendering board 
represented real-time 3-dimensional medical image on the web. Then the user was 
able to rotate the 3-dimensional result image and they could see a particular side. The 
experiment confirmed that the download speed of the still image was 5.4sec at the 
maximum for 10 trials in four different network environments (ADSL, VDSL, 
WLAN, LAN). The real-time image qualities at the different network environments 
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and compressibilities were analyzed to seek the best encoding bit rate. In order to 
keep fixed bit rates, CBR encoding was used. The best qualities were obtained at 
2Mbps encoding bit rate in ADSL, WLAN, and at 4Mbps in VDSL, LAN (Fig.9) 
Unlike the existing 3-dimesional medical image systems that require costly hardware 
and software, the Hybrid 3-dimensional Medical Image System supports high quality 
web-based 3-dimensional image visualization at low cost. In the future, the 3-
dimensional still images by VRML will proceed to a geared motion model, which will 
even visualize the skin according to the movement of facial bones. Also, the 
development of various 3-dimensional image processing functions and data 
compression technologies will put the 3-dimensional video controller to common use 
for the medical operation and education. 
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Abstract. We propose a novel retrieval method for fractal coded im-
ages in the compressed data domain. A fractal code is a contractive
affine mapping that represents a similarity relation between two regions
in an image. A fractal coded image consists of a set of these contractive
mappings. Each mapping can be approximately represented by a vector
spanning two regions. Therefore, a fractal coded image can be approxi-
mated as a set of vectors. By introducing a new similarity measure that
reflects the difference of distribution and cardinality between two vec-
tor sets, a novel retrieval method for fractal coded images is realized.
We also propose a new efficient retrieval method using upper bounds of
the similarity measure. The effectiveness of the proposed method is also
illustrated by various experiments.

1 Introduction

Retrieval methods in the compressed data domain provide an opportunity to
construct a database that consists of only compression codes. A fractal code
of an image is a compression code generated by exploiting the self-similarity of
the image [1]. The original image can be decoded with an arbitrary resolution
from the fractal coded image. Moreover, techniques based on fractal codes, such
as image segmentation [2], highly precise boundary extraction [3] and digital
watermarking [4], have been proposed. These advantages make fractal coding an
extremely promising compression method that is suitable for the development
of image retrieval systems in the compressed data domain.

Several retrieval methods have been proposed for fractal codes. Neil [5], Las-
fer [6] and Tan [7] observed the speed of decoding fractal coded files (fractal
coded images) from the given initial (queried) image and selected the most ef-
ficient one as a retrieval result. In order to realize direct (decode-less) retrieval
of fractal coded images, Marie-Julie [8], Nappi [9] and Chandran [10] compared
fractal code parameters generated under restricted coding conditions. However,
these restrictions narrowed the applicability of their methods and they could not
be applied to efficient and well-known codes, such as PIFS, that do not obey
their restrictions. In this paper, we propose a new method that is free of these
restrictions.

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 385–394, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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A fractal code is a contractive affine mapping that represents a similarity
relation between two regions in an image. A fractal coded image consists of a set
of these contractive mappings. Each mapping can be approximately represented
by a vector spanning two regions. Therefore, a fractal coded image can be ap-
proximated as a set of vectors. By introducing a new similarity measure that
reflects the difference of distribution and cardinality between two vector sets, a
new retrieval method for fractal coded images is realized.

However, retrieval time reduction emerged as a new problem. In order to solve
this problem, a data structure and a stepwise retrieval method have been intro-
duced. The high calculation cost of the similarity measure due to the nearest data
search is reduced by introducing an appropriate data structure. An upper bound
of the similarity measure is derived from its definition and exploited to prune
candidate images during the retrieval computation. A more elaborate stepwise
retrieval method that exploits multiple upper bounds to prune candidate images
leads to further drastic improvement of the retrieval time.

The main contribution of this paper is the proposal of a new framework for
a direct retrieval method of fractal coded images. The key idea includes the
following: the use of a spatial relation between similar regions contained in a
fractal coded image as a new feature for retrieval, representation of the relation
as a vector set, the introduction of a new similarity measure for two vector sets
and a new efficient retrieval scheme exploiting upper bounds of the similarity
measure. The usefulness of these ideas is illustrated through experiments.

2 Fractal Image Coding

Typically fractals are self-similar and independent of scale. Fractal image cod-
ing is based on the self-similarity in an image. Its compression principles were
proposed by Barnsley [1]. He used a system of mappings called an Iterated Func-
tion System (IFS). Jacquin [11] improved Barnsley’s method to realize fully au-
tomatic encoding. Since an image is partitioned into regions in the encoding
(affine mapping generation) process, Jacquin’s method is generally called a Par-
titioned IFS (PIFS). The PIFS method has become the foundation of present
fractal image coding techniques [12]. Therefore, we assume that a fractal code
is obtained by the PIFS encoding method. In this paper, we will not describe
the compression principles and encoding algorithms in detail. For details, refer
to [13].

2.1 Fractal Coded Images

A fractal coded image consists of a set of contractive mappings. In encoding,
an image is partitioned into large regions (called domains) and smaller regions
(called ranges). Domain regions may overlap, while the range regions tile the
entire image. By finding a contractive mapping wi for each range Ri from a
relevant domain region Di and gathering wi from all regions, a fractal coded
image W is derived as follows.
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Di

Ri

(xDi , yDi)

(xRi , yRi)

wi

Ri = wi(Di)

sizei

2 × sizei

Fig. 1. wi represents the similarity relation between the region Ri and its similar
region Di

W (·) =
N⋃

i=1

wi(·) (1)

Ri = wi(Di) (2)

Here, N is the number of regions in the original image that is equal to the
cardinality of W (·). Usually, the affine transformation is adopted as wi.

wi

⎛⎝⎡⎣x
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z

⎤⎦⎞⎠ =

⎡⎣si
00 si

01 0
si
10 si

11 0
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y
z

⎤⎦+

⎡⎣ ei

fi

βi

⎤⎦ (3)

Here, s00, s01, s10, s11 are the parameters of spatial rotations and flips of the
domain region, αi is the contrast scaling and βi is the luminance offset. An
actual fractal code ci has the information necessary to construct wi (see Fig. 1).

ci =
(
(xDi

, yDi
), (xRi

, yRi
), sizei, θi, αi, βi

)
(4)

Here, (xRi
, yRi

) is the top-left coordinate of Ri and (xDi
, yDi

) is the top-left
coordinate of Di. The size of the range region is denoted by sizei, and θi is the
index of the spatial rotation of the domain region. We denote the fractal coded
image of IA as CA using which WA can be constructed.

CA =
N⋃

i=0

ci (5)

3 Retrieval Method for Fractal Coded Images

First, we explain the similarity measure among the fractal coded images for
retrieval in the compressed domain. The domain to range self-similarity relations
are expressed by contractive mappings in a fractal coded image. The stability
of the relations with a small change in the original image has been pointed out
by Tan and Yan [7]. By exploiting their finding, we introduce the new concept
of considering DR vectors as a feature of a fractal coded image, and we design
a new direct retrieval method based on this concept.
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3.1 DR Vector Set

In PIFS encoding, luminance parameters in a fractal code are usually determined
by the least mean square method. However, the values of luminance parameters
are extremely sensitive to noise as compared with the spatial relation between
similar regions. Hence, we only use the spatial part of parameters in a fractal
code. The coordinates of the top left corner position of Ri and that of Di are
combined as a four-dimensional vector (xRi

, yRi
, xDi

, yDi
). This vector is drawn

as a line segment that has the initial point (xRi
, yRi

) and the terminal point
(xDi

, yDi
), as shown in Fig. 2. We term this the ‘Domain to Range (DR) vector’,

and choose it to be a feature of a fractal code. Fig. 3 shows the DR vector set
extracted from the fractal code of the image.

The size of a range region can change depending on the local feature of the
original image. This implies that a small range size tends to appear for high-
frequency regions, such as edges and textures, while a large range size tends
to appear for low-frequency regions, such as the sky, walls and clouds. Hence,
we can extract the feature (similar region arrangement) of the original image
more efficiently by separating the DR vector set according to the range size and
analyze each set (see Fig. 4). In Fig. 4, r = 4 implies that DR vectors in the
subset have the size parameter sizei = 4 in the fractal code ai.

Di

Ri

(xDi , yDi)

(xRi , yRi)

ai

ai = (xDi , yDi , xRi , yRi)

Fig. 2. A DR vector represents the spatial relation between Ri and Di

(a) Original image (b) DR vectors

Fig. 3. DR vectors. In the right figure, each line corresponds to the DR vector that
represents the spatial relation between similar regions
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(a) Range regions (b) A subset (r = 4)
of DR vectors

(c) A subset (r = 8)
of DR vectors

Fig. 4. Subsets of DR vectors

3.2 Similarity Measure

In the case of two images IA and IB, we consider two coded images CA and
CB . Let A and B denote DR vector sets of CA and CB . A (similarly for B) is
divided into subsets according to the region size r as A = {Armin , . . . , Armax}.
Here, rmin and rmax express the minimum and maximum for the range region
size contained in A. We express the subset of A associated with the region size
r as Ar = {ar

1, ..., a
r
|Ar|}. Each element (i.e. a DR vector) in Ar is described as

ar
i = (xRr

i
, yRr

i
, xDr

i
, yDr

i
). Here, i denotes the sequence number of a vector, and

|X| denotes the cardinality of X. These definitions are also applied to B.
Next, we introduce the similarity measure between A and B. For each DR

vector ar
i in Ar, the corresponding nearest vector fBr

(ar
i ) in Br is determined as

fBr
(ar

i ) = arg min
br

j∈Br

‖ar
i − br

j‖ . (6)

Here, || · || represents the norm operation. The corresponding vectors for the
whole set Ar, denoted by fBr

(Ar), are determined by totalling fBr
(ar

i ) for all
ar

i s. We define the similarity measure between Ar and Br as follows.

s(Ar, Br) =
|fBr

(Ar)| + |fAr
(Br)|

|Ar| + |Br| (7)

This measure reflects the rate of one-to-one correspondence between Ar and Br.
Finally, we define the similarity measure between A and B as the weighted

sum of the range size dependent s(Ar, Br) as follows.

S(A,B) =
rmax∑

r=rmin

αrs(Ar, Br) (8)

Here, αr is the weight for the range size r satisfying
rmax∑

r=rmin

αr = 1, αr ≥ 0.
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3.3 Upper Bounds

In order to reduce the high computational cost required in the direct calculation
of S(A,B), we use the following upper bounds of S(A,B).

S(A,B) ≤ |fB(A)| + min(|A|, |B|)
|A| + |B| (9)

≤ 2 × min(|A|, |B|)
|A| + |B| (10)

Obviously, (9) is tighter than (10) and provides greater retrieval accuracy. More
generalized upper bounds can be obtained as follows.

S(A,B) ≤ 2min(|A|, |B|) − min(|U |, |B|) − min(|V |, |A|) + |fB(U)| + |fA(V )|
|A| + |B|

(11)
Here, U and V are subsets of A and B, respectively. It is possible to set various
upper bounds using arbitrary subsets U and V of the original sets A and B.

3.4 Stepwise Retrieval

Obviously, the following inequalities are satisfied among S(A,B), (9), (10) and
(11).

S(A,B) > (9) > (11) > (10) (retrieval accuracy and retrieval time)

The similarity measure and its upper bounds have a tradeoff relation between
the retrieval accuracy and the retrieval time. Therefore, they can be combined
to realize the following quality and time efficient stepwise retrieval algorithm.

step 1: Apply (10) to all the fractal coded images in the database. Sort the
images in descending order using this upper bound. Eliminate the lower-
ranked candidates.

step 2: Apply (11) to the remaining candidates. Sort the images in descending
order using this upper bound. Eliminate the lower-ranked candidates.

step 3: Apply S to the remaining candidates. Sort and output them as retrieval
results.

In this paper, the number of surviving candidates in each step was determined
by preliminary experiments.

4 Experiments

In this section, we show several experimental results. We prepared an original
image database and several fractal coded image databases (explained later).
The image database consists of 1,264 grey scale images, such as natural scenes,
buildings, dolls and etc. (see Fig. 5). In encoding, we used the Mars fractal
codec software [14]. We used C (gcc 2.9.53 on Linux 2.4.2) environment for the
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Fig. 5. Sample images in the image database

implementation and performed experiments on an Intel Pentium IV CPU with
a 2.80-GHz speed and 1-GB memory.

We evaluated the retrieval accuracy of the proposed similarity measure. We
visually identified seven similar image groups (91 images in total) from the image
database, and defined them as the ground facts for queries. We use two evaluation
measures that were formalized by ‘Precision’ and ‘Recall’ formalized as follows.

Precision =
|Retrieved ∩ Relevant|

|Retrieved| (12)

Recall =
|Retrieved ∩ Relevant|

|Relevant| (13)

Here, Retrieved is a set of retrieved images for a query, and Relevant is a set of
relevant images (ground facts) for the query image.

First, we present the performance of the similarity measure s for a specific
range size in order to decide the proper weight value of αr in S. For this pur-
pose, we prepared the five fractal coded image databases. In three of them, we
generated fractal coded images with a single fixed range size. In the remaining
two databases, fractal coded images have multiple range sizes. Fig. 6(a) shows
the average precision-recall curves in the case of the similarity measure s for the
three databases. These results show that the similarity measure s with a single
fixed range size does not work well. Fig. 6(b) shows the performance of s for the
two remaining databases. In this figure, ‘#2’ denotes the database allowing two
range sizes (rmin = 4 and rmax = 8), and ‘#3’ denotes the database allowing
three range sizes (rmin = 4, r = 8 and rmax = 16). In the #2 database, the
similarity measure s when r = 4 and r = 8 attains a stable high performance. In
the #3 database, the similarity measure s when r = 4 have higher performance
than when r = 8 and r = 16.

Since the performance of both s when r = 4 and r = 8 in #2 are almost
equivalent and stable, we set the weights of the similarity measure S as α4 = 0.5
and α8 = 0.5. Fig. 7 compares the performances of s and S. From this result, it is
proved that the combined similarity measure S improves the retrieval accuracy.
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Fig. 6. Performance in the case of the similarity measure s in the databases
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Fig. 7. Performance of the similarities for the #2 database. ‘r = 4’ and ‘r = 8’ represent
the performance of a similarity measure s, ‘combined’ represents a combined similarity
measure S (α4 = 0.5, α8 = 0.5)

The computational cost of (6) is a major factor in the retrieval process. Eq.
(6) corresponds to the nearest neighbour search, and it is expected that index
structures can reduce this calculation cost. We used the K-D-B tree [15] that
provides an effective nearest neighbour search for multi-dimensional data. We
insert the entire data of a fractal coded image into the K-D-B tree. The average
retrieval time using distance matrices is 221.1 seconds per query image, whereas
the average retrieval time under the K-D-B trees is reduced to 87.4 seconds.

Finally, we show the effectiveness of the stepwise retrieval. We divided the
DR vector set A into subsets A1, A2 and A3 based on leaf nodes of the K-
D-B tree and generated the subsets U0 = ∅, U1 = {A1}, U2 = {A1, A2}, and
U3 = {A1, A2, A3} to set upper bounds of (11). Fig. 9 shows the performance
summary. It can be observed that the proposed stepwise method can realize a
high retrieval performance with our basic method that performs full calculations
of S. The average retrieval time of each upper bound per query image is as
follows: U0 (< 0.1 seconds), U1 (15.8 seconds), U2 (32.9 seconds) and U3 (42.1
seconds).
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Fig. 8. The process of stepwise candidate pruning
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Fig. 9. Comparison of retrieval accuracy with upper bounds

Fig. 8 shows the process of candidate pruning using U0, U1, U2, U3 and S. In
the stepwise retrieval, the average recall ratio is approximately 0.8 for the first
30 ranks, and the average retrieval time is 9.2 seconds. From these results, we
can conclude that the stepwise retrieval realizes a drastic improvement of the
retrieval speed while maintaining the retrieval accuracy.

5 Conclusion

In this paper, we proposed a new retrieval method for fractal coded images and
demonstrated its performance. We represented a fractal coded image as a set of
DR vectors that reflect the spatial relation between similar regions in the image
and defined a similarity measure between two DR vector sets. By introducing
a new stepwise retrieval method with upper bounds, we realized a time- and
quality-efficient retrieval system for fractal coded images. The effectiveness of
the proposed method was confirmed through several experiments.



394 T. Yokoyama, T. Watanabe, and H. Koga

References

1. Barnsley, M.F.: Fractals Everywhere. Academic Press, San Diego (1993, 1988)
2. Ida, T., Sanbonsugi, Y.: Image segmentaion using fractal coding. IEEE Trans. on

Circuits and Systems for Video Technology 5 (1995) 567570
3. Ida, T., Sanbonsugi, Y.: Self-affine mapping system and its application to object

contour extraction. IEEE Trans. on Image Processing 9 (2000) 19261936
4. Haseyama, M., Kondo, I.: Image authentication based on fractal image coding

without contamination of original image. Journal of IEICE J85-D-II (2002) 1513
1521

5. Neil, G., Curtis, K.M.: Scale and rotationaly invariant recognition using fractal
transformations. In: IEEE ICASSP96. Volume 6. (1996) 34583461

6. Lasfar, A., Mouline, S., Aboutajdine, D., Cherifi, H.: Content-based retrieval in
fractal coded image databases. Volume 1. (2000) 50315034

7. Tan, T., Yan, H.: The fractal neighbor distance measure. Pattern Recognition 33
(2002) 13711387

8. Marie-Julie, J.M., Essafi, H.: Digital image indexing and retrieval by content using
the fractal transform for multimedia databases. In: 4th International Forum on
Research and Technology Advances in Digital Libraries (ADL97). (1997) 212

9. Nappi, M., Polese, G., Tortora, G.: First: Fractal indexing and retrieval system for
image databases. Image and Vision Computing 16 (1998) 10191031

10. Chandran, S., Kar, S.: Retrieving faces by the PIFS fractal code. In: Sixth IEEE
workshop on applications of computer vision (WACV02). (2002) 812

11. Jacquin, A.E.: Image coding based on a fractal theory of iterated contractive image
transformations. IEEE Trans. on Image Processing 1 (1992) 1830

12. Wohlberg, B., de Jager, G.: A review of the fractal image coding literature. IEEE
Trans. on Image Processing 8 (1999) 17161729

13. Fisher, Y., ed.: Fractal Image Compression: Theory and Application. Springer-
Verlag New York, Inc. (1995)

14. http://inls.ucsd.edu/ fisher/Fractals/.

15. Robinson, J.T.: The k-d-b-tree: A search structure for large multidimensional dy-
namic indexes. In: SIGMOD81. (1981) 1018



 

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 395–404, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Robust Image Enhancement Technique for Improving 
Image Visual Quality in Shadowed Scenes  

Li Tao and Vijayan K. Asari† 

Computational Intelligence and Machine Vision Laboratory, 
Department of Electrical and Computer Engineering, 
Old Dominion University, Norfolk, VA 23529, USA 

{vasari, ltaox001}@odu.edu 
http://www.lions.odu.edu/~vasari/vlsi 

Abstract. An effective and robust image enhancement algorithm is presented 
for improving the visual quality of digital images captured under extremely low 
or non-uniform lighting conditions. The proposed algorithm is composed of two 
separated processes viz. adaptive luminance enhancement and adaptive contrast 
enhancement to provide a more flexible and better control over the image en-
hancement. Adaptive luminance enhancement is an intensity transformation 
based on a specifically designed nonlinear transfer function which largely in-
creases the luminance of darker pixels and compresses the dynamic range as 
well. Adaptive contrast enhancement adjusts the intensity of each pixel based 
on its relative magnitude with respect to the neighboring pixels. Both processes 
can be self-tuned by the image statistical information. A proportional color res-
toration process is applied to convert the enhanced intensity image back to a 
color image. Real time processing and embedded application in mobile device 
have been successfully realized. 

1   Introduction 

Due to the limited dynamic ranges of current imaging and display devices, images 
captured in real world scenes with high dynamic ranges usually exhibit poor visibility 
(e.g. saturations and shadows) and low contrast, which may make important image 
features lost or hard to tell by human viewers. Computer vision algorithms may also 
have difficulty processing those images. In order to deal with this long-lasting prob-
lem, various image processing techniques have been developed. Some of those tech-
niques are simple spatially-independent methods, like gamma adjustment, logarithmic 
compression, histogram equalization, and levels/curves methods. However, those 
simple methods are global processing based and generally have very limited perform-
ance. Therefore, advanced image enhancement techniques were proposed based on a 
deeper understanding of human vision system which is much more capable of han-
dling scenes with high dynamic ranges [1]. Although these methods were developed 

                                                           
†  Corresponding author, e-mail: vasari@odu.edu. 
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using various theories and image processing techniques, they also share some impor-
tant features. For example, the processing of each pixel is generally spatially depend-
ent and determined by both local and global image information. 

Multi-scale Retinex (MSR) [2] is an effective image enhancement technique, 
which is based on the well known Retinex theory that was proposed by E. Land [3-5] 
as a model of human visual perception of lightness and color. Z. Rahman et al [2], 
used multi-scale spatial convolution to obtain local and global luminance information 
for local contrast enhancement and to achieve a balanced result between local feature 
enhancement and global tonality rendition. Except MSR, other Retinex based algo-
rithms were also proposed [6-8]. In general, those methods are able to provide good 
enhancement results to various types of images. However, they also have some issues 
that need to be tackled for approaching optimal performance [9,10]. In addition, the 
Retinex based methods usually process all spectral bands of color images, and this 
approach may provide more color contrast and better color correction for some im-
ages when compared to the approach with intensity only processing. But on the other 
hand, it may also produce incorrect colors for other images and it needs a much 
longer processing time because of the multi-band processing. We also find that some 
of the Retinex methods have difficulty providing sufficient luminance enhancement 
for a dark subject with a bright background. Finally, in most of the Retinex methods, 
dynamic range compression and local contrast enhancement are combined, which 
makes the whole image enhancement algorithm to be hard to tune and not flexible. 

In the field of computer graphics, various algorithms [11-13] have also been devel-
oped to deal with a similar problem: how to display a high dynamic range image or 
irradiance map on a display device with limited dynamic range. However, the tech-
niques developed in both areas might not be shared due to the following two reasons. 
First, in image processing, the input is an image that has been degraded and recorded 
by an imaging device of limited dynamic range. In computer graphics, the input is an 
undistorted array of simulated real-world luminance with high dynamic range. Sec-
ond, in image processing, the task is to enhance the visibility of imperfect images by 
compressing the dynamic range and improving the contrast. The subjective corre-
spondence with the original view of the scene generally cannot be maintained. In 
computer graphics, however, the subjective correspondence needs to be maintained. 
Visibility and contrast are simulated to produce visually accurate, not enhanced 
(changed) images. 

In this paper, a new non-linear image enhancement algorithm is proposed to effec-
tively and rapidly improve the visual quality of digital images captured under low or 
non-uniform illumination conditions. It consists of two separated processes: adaptive 
luminance enhancement and adaptive contrast enhancement. Luminance enhancement 
provides the dynamic range compression, and contrast enhancement is intended to 
preserve important visual details and approximate the tonality toward that of the origi-
nal image. The separation of the two processes provides this algorithm flexibility and 
capability to tune and control the whole image enhancement process. Since the pro-
posed method only processes the image’s luminance information. The processing 
speed can be largely improved, and the occurrence of incorrect colors can be mini-
mized. Self-adaptiveness is also implemented using the image’s statistical information. 
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2   Algorithm 

The proposed algorithm for the enhancement of color images consists of two major 
constituents, namely adaptive luminance enhancement and adaptive contrast en-
hancement, and images are treated by those two processes in the order as mentioned 
here.  

2.1   Adaptive Luminance Enhancement 

First, color images in the RGB color space are converted to intensity (grayscale) im-
ages using the definition of the value component in HSV color space:  

                               [ ]),(),,(),,(max),( yxIyxIyxIyxI BGR= ,                                 (1) 

where IR(x, y), IG(x, y), and IB(x, y) represent the R, G, and B values (8-bit) respec-
tively for the pixel at location (x, y). Then the image intensity I(x, y) is normalized: 
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Normalized intensity images are treated by an enhancement process to elevate the 
intensity values of low-intensity (dark) pixels using a specifically designed non-linear 
transfer function defined by 
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This process also serves as dynamic range compression. It can be observed from 
Equation (3) that the non-linear transfer function is image dependent with a parameter 
α, which is dependent on the image histogram and defined as: 
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Fig. 1. Nonlinear intensity transfer functions with various α values for luminance enhancement 
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where L is the intensity level corresponding to cumulative distribution function (CDF) 
equal to 0.1. That is, when more than 90% of all pixels have intensity higher than 150, 
α is 1. If 10% or more of all pixels have intensity lower than 50, α is 0. For all other 
cases, when the grayscale of 10% or more of all pixels are higher than 50 and lower 
than 150, α = (L - 50)/100. The nonlinear intensity transfer function is plotted with 
different α values. As α approaching 1, the transfer function curve gets closer to the 
identity transformation. 

2.2   Adaptive Contrast Enhancement 

After luminance enhancement, the contrast enhancement process is applied to im-
prove the contrast of the luminance-enhanced images, which has been degraded dur-
ing the previous process. However, the normal global contrast enhancement technique 
is unable to fulfill this request. In the proposed algorithm, a center-surround technique 
is developed to obtain sufficient local contrast for image enhancement without se-
verely deteriorate the dynamic range compression. In this way, picture contrast and 
fine details can be enhanced while dynamic range compression can still be main-
tained. 

The luminance information of surrounding pixels is obtained by using 2D discrete 
spatial convolution with a Gaussian kernel. A Gaussian kernel is used due to its close-
ness to the way that human visual system works. The standard deviation (also called 
scale) of the 2D Gaussian distribution determines the size of the neighborhood. The 
2D Gaussian function G(x, y) can be written as: 

+−

⋅=
2

22 )(

),( c

yx

eKyxG  ,                   (4) 

where K is determined  by 
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and c is the scale or Gaussian surround space constant. The 2D discrete convolution is 
carried out on the original intensity image I(x, y) of size M × N:  
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which is computed by multiplication in frequency domain. After the surrounding 
pixel information is obtained by the 2D convolution, the center pixel’s intensity is 
compared with the convolution result to adjust the intensity of the pixel in the normal-
ized luminance enhanced image. If the center pixel’s intensity is higher than the aver-
age intensity of surrounding pixels, the corresponding center pixel on the luminance-
enhanced image will be pulled up, otherwise it will be pulled down. As a result, the 
contrast can be enhanced. The adaptive contrast enhancement process can be ex-
pressed as:  
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where the exponent is defined by:  
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P is an image dependent parameter, which is used to tune the contrast enhancement 
process. If the contrast of original image is poor, P will be larger to provide stronger 
contrast enhancement. P is determined by the global standard deviation σ of the origi-
nal grayscale image I(x, y):  
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This relationship is determined based on experiments. Here, the global standard de-
viation of I(x, y) is considered as an indication of the image contrast. Although it is a 
simple method, the computation is easy and suitable for fast processing. Certainly, 
more advanced contrast estimation methods can also be used but processing speed 
may be affected. The ratio r(x, y) is obtained on the original intensity image I(x, y) 
and its low pass filtered result I’(x, y), since the contrast information in the luminance 
enhanced image has been changed and degraded during the nonlinear luminance en-
hancement process.   

For better image enhancement results, contrast enhancement is performed with 
multiple convolutions with different scales. The final output is a linear combination of 
those contrast enhancement results based on multiple scale processing. Generally, 
contrast enhancements with smaller scale convolutions tend to enhance local contrast 
or fine details while processing with larger scale convolutions can provide a global 
tonality of good global contrast and natural appearance. A medium scale processing 
provides a mixture of both details and overall image rendition. Obviously, convolu-
tions with multiple scales can provide more complete information on the image’s 
luminance distribution, and hence lead to more balanced image enhancement. How-
ever, if faster processing or certain special effect is wanted, only a single-scale convo-
lution may be used. The contrast enhancement with multi-scale convolutions can be 
described by the following equations: 
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where ci (i = 1, 2, 3, …) represents different scales and wi is the weight factor for each 
contrast enhancement output Si(x, y). By default, wi = 1/n, i = 1, 2, 3, ... n (n is the 
number of scales), based on our image enhancement experiments, n = 3 is typical and 
yields good results. Both fine details and overall tonality can be accounted for in the 
output images produced by image enhancement with 3-scale convolutions. In this 
work, the three scales mostly used are 5, 20 and 240. 

2.3   Color Restoration 

So far, both luminance and contrast enhancements have been performed in the lumi-
nance space. The enhanced color image can be obtained through a linear color restora-
tion process based on the chromatic information contained in the input image: 
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where j = r, g, b  represents the R, G, B spectral band respectively, and Sr, Sg and Sb 
are the  R, G, B bands of the enhanced color image. This color restoration can pre-
serve the chromatic information of the input color image for minimal color shifts. 

3   Experimental Results and Discussion 

The proposed algorithm has been tested with large number of digital still images. In 
addition, real-time processing of video streams (frame size 320×240, 8 frames per 
second on a P4 3.2GHz PC) and still image enhancement on PDA (HP iPAQ H5555 
pocket PC with a 400MHz Intel XScale processor) have also been realized based on 
this algorithm. In this section, several features of this algorithm will be first discussed 
and then the image enhancement results will be compared with commonly cited im-
age enhancement techniques. Finally, the results of statistical analysis of the images 
will be provided.  

3.1   Image Enhancement Process and Parameters 

Images enhanced with various parameter values are illustrated Fig. 2. The effects of 
those parameters are clearly shown. If the parameters are manually adjusted, image 
quality can be changed to obtain optimized result. With the self-adaptiveness imple-
mented in our algorithm, the parameter adjustment can be conducted automatically 
according to the quality of the original image. Although automatic tuning may not 
produce the result as good as the best result obtained by manual adjustment, it can 
still produce results better than those obtained with default parameter values. 
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Fig. 2. From the top row to the bottom row: original image; images enhanced using single scale 
convolution, from left to right c = 5, 20, 240 (α = 0, P = 1); images enhanced with different α 
values, from left to right α = 1, 0.5, 0 (P = 1); images enhanced with different P values, from 
left to right P = 1, 2, 3 (α = 0) 

3.2   Comparison with Other Techniques 

Enhanced images produced by the proposed algorithm are compared with those proc-
essed by two commonly cited methods which are MSR with color restoration 
(MSRCR) [2] and Frankle-McCann Retinex (F-M Retinex) [6]. A commercial soft-
ware PhotoFlair® (www.truview.com) is used to implement MSRCR. F-M Retinex is 
realized using the Matlab® code provided in Reference [6]. Part of the image en-
hancement results are displayed in Fig. 3. Obviously, MSRCR provides the strongest 
contrast enhancement but the luminance enhancement is poor. The luminance of 
high-brightness regions are even largely degraded after enhancement. In addition, the  
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color rendition looks unnatural with strong color casts. It seems that F-M Retinex 
performs much better than MSRCR. However, its color correction capability may 
also create incorrect colors. For example, the cloud in the middle image is bleached 
although the cloud color is correct in the original image. On the hand, the proposed 
algorithm generally performs well on those test images showing a more balanced 
result between luminance enhancement and contrast enhancement and no incorrect 
colors created. 

 

 

   

 

Fig. 3. From the top row to the bottom row: original images, MSR with color restoration, Fran-
kle-McCann Retinex, and the proposed method 
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3.3   Image Analysis 

The enhanced images were also evaluated by using the statistical method proposed by 
Jobson, et al [14] (See the left graph in Fig. 4). The statistical properties of images, 
global mean (y axis) and the mean of zonal standard deviation (x axis), are used as an 
indication of image lightness and contrast to assess image quality. For one specific 
test image (“living room”), we also plotted the global means and local standard devia-
tions of all blocks (zones) in the image before and after image enhancement (See the 
right graph in Fig. 4). The luminance and contrast enhancement is dramatic. 

    

Fig. 4. Statistical characteristics of images before and after image enhancement. Left: image 
mean (global mean) vs. mean of zonal standard deviation. Right: global mean and local stan-
dard deviation at each block (red line and green curve: global mean and local standard devia-
tion of the original image, blue line and black curve: global mean and local standard deviation 
of the enhanced image) 

4   Conclusion 

A new nonlinear image enhancement algorithm has been developed to improve the 
visual quality of digital images captured with insufficient or non-uniform lighting 
conditions.  The algorithm is composed of two separate processes: the adaptive lumi-
nance enhancement (dynamic range compression) and the adaptive local contrast 
enhancement. The separation of the two processes makes the algorithm more flexible 
and easier to control. Self-adaptiveness is implemented by using the statistical infor-
mation of the input images. The algorithm demonstrates robust performance and pro-
duces high-quality enhanced images when compared with other techniques. The algo-
rithm is a promising technique that can be useful in many applications. 
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Abstract. Although a lot of studies have been made on mobile learning, the 
study of content-based image recycling on mobile device is not known very 
well. This paper presents a new approach which recycles and augments existing 
off-line contents using a camera-equipped mobile device. Each individual 
learner has a PDA and an off-line textbook (Picture English Book: PEB). 
During the PEB-watching learning activity, users are dynamically provided 
with on-line information such as texts, videos and audios corresponding to the 
off-line contents via the PDA. A content-based image retrieval system (CBIR) 
is constructed to provide learner with required information using image 
recognition and multimedia technologies, such that the objective of m-learning 
can be achieved. We believe that it is worth developing a mobile learning 
system to provide the learners with a new educational environment which can 
recycles the existing PEBs. 

1   Introduction 

As the educational media tends to be more digitalized and individualized, the learning 
paradigm is dramatically changing into e-learning. Existing on-line courseware gives 
a learner more chances to learn when they are home with their own PCs. However, it 
is of little use when they are away from their digital media. Also, it is very labor-
intensive to convert the original off-line contents to on-line contents. 

One of the possible solutions for these problems is exploiting m-learning [4-9]. 
The most obvious use of mobile devices for educational purposes is a direct 
application of the e-learning techniques on smaller devices instead on a desktop PC. 

These kinds of m-learning technology are now embedded in our daily lives with the 
aid of advances in wireless communication technology. 

Recently, many researchers have proposed various m-learning techniques on 
different fields. At Stanford Learning Lab [8] an exploration of mobile learning has 
been done by developing prototypes that integrate practicing new words, taking a quiz, 
accessing word and phrase translations, working with a live coach, and saving 
vocabulary to a notebook. Ultra Lab m-learning project [9] is one of the projects that 
have a special section dedicated on creation of a WAP portal for educational purposes. 
Chen intends to apply the characteristics of the wireless application to the outdoor 
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bird-watching situation [4]. Inkpen [5] is carrying out a participatory design study with 
children to develop handheld computers for collaborative learning. Oosterholt R et al. [6] 
developed a prototype personal communicator and organiser for children, based on the 
results of participatory design sessions with children aged 7–12.  

This paper proposes a new paradigm, Mobile English Learning (MEL) system, 
which can recycle traditional off-line contents using mobile devices. Each learner has 
a PDA (Personal Digital Assistant) with a camera. The user will be dynamically 
provided with both augmented on-line contents such as texts, video and audio and 
corresponding off-line contents PEB (Picture English Book). The scenario of the 
MEL system is as follows. When children take PEB in image through the PDA, the 
captured image will be sent to the PDA database and the connected off-line contents 
are retrieved from the database and displayed on the PDA’s screen. The content 
retrieval includes feature extraction and feature matching stages. In the stage of 
feature extraction, we use a connected component analysis to compute the biggest 
component, and extract the feature using the white pixel of run-length of the biggest 
component1. Finally, the Euclidean distance is applied to perform feature matching 
(similarity measurement). As such, off-line contents can be expanded and recycled 
through the computer vision technology, and offered to the users with augmented on-
line information. The constructed content-based image retrieval system will be   
integrated with the MEL system into multimedia learning. With the help of the 
contents recycling, the m-learning and the multimedia contents learning can be 
increased. 

The rest of the paper is organized as follows. In sections 2 describes the entire 
system architecture. Section 3 shows the content retrieval. In Section 4, the 
processing steps and functions of each block will be described in Section 3 in detail. 
Section 5 is the implemented system and experimental results. Section 6 concludes 
this paper. 

2   MEL System 

We provide an automatic tool to obtain multimedia information in each PEB-
watching learning activity.  

Fig. 1 shows a hypothetical example of video streams of a tiger, audio, and text 
‘Tiger’ on a mobile device. By participating in the PEB-watching activity, each 
learner is able to take different PEB pages on images using a his/her camera and 
transfer each image in real-time from the PDA to the database. The MEL system 
retrieves the stored on-line information corresponding to the captured image by a 
content-based image retrieval module. To calculate the similarity of images, we use a 
pixel matching algorithm that compares corresponding pixels of the input image with 
those of stored images. Each learner has a PDA with a camera, which has a complete 
database of information. Accordingly, a learner can take some PEB image using the 
PDA with a camera in anytime and anywhere. 

                                                           
1 We track the boundary using a boundary-following algorithm [5]. 
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Fig. 1. The interface of the MEL System 

Fig. 2 shows the system overview of the MEL The captured image is shown on 
the top of the display and the augmented on-line information is shown at the bottom 
or can be heard over a speaker. After the user synchronizes the off-line content with 
the on-line content, this system retrieves the stored feature, index and contents that 
correspond to the selected feature.  After the MEL retrieves the image, the user works 
on the on-line contents image, such as text, video and audio.  

 

Fig. 2. System overview of the MEL

3   Content-Based Image Retrieval 

After a user captures an image, the MEL extracts the feature vectors from the image 
to retrieve corresponding on-line information in the database at first. We implement 
an object extraction as a preprocessor of the feature extraction. The preprocessor 
consists of two steps: making a binary image using thresholding and cutting a partial 
image in input image in order to resolve a camera distortion2, and extracting the 
                                                           
2  We use the central image to quickly implement on off-the-shelf PDA with a low computational 

component. 
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biggest component as a main object using a connected component analysis. Fig. 3 
shows the stage of the preprocessor to extract the object using a connected component 
analysis. In Fig. 3, (a) is the input image, (b) is the binary image with a gray color 
rectangle which includes the central region to avoid the camera distortion, (c) is the 
central region of the (b) with the boundary of the object, and (d) shows the result of 
the object extraction in Fig. 3(a).  

          
(a)                             (b)                              (c)                               (d) 

Fig. 3. The result of image retrieval: (a)input image, (b)binary image, (c)boundary extraction, 
and (d)object extraction 

                      
(a)                                                                    (a) 

Fig. 4. Exaction image of features: (a)extracted component, (b)white pixel’s run-length in a row 
direction, and (c)white pixel’s run-length in a column direction 
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(a)                                                                      (b) 

Fig. 5. Extracted features: (a)image width vector: white pixel’s run-length of the column 
direction and (b)image height vector:  white pixel’s run-length of the row direction 
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After the user touches the image to activate the MEL system, MEL retrieves the 
stored image corresponding to the selected image. To classify the shape of images in 
the region of image that is segmented at the previous step, we make features out of 
the run-length of white pixels through the row and column. We get 30-features of the 
row and column direction respectively per one image as shown in Fig. 4. And we 
classify two shapes using the clustering techniques as shown in Fig. 5. In Fig.5 (a) 
and Fig 5(b), graphs of upper side represent the variation of features of Fig 4(a), and 
graphs of lower side represent those of Fig. 4(b). As shown in Fig. 5, we can easily 
detect the deference of the two classes in the feature space. 
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In Eq.1, ai is a vector of ith feature in the database, and b is a vector of feature in the 
input image. Aij is a jth element of the vector of ith feature, and bi is a jth element of the 
vector of the input image. de is a function of Euclidean distance. Xi is a similarity 
between ai and j using the function of Euclidean distance, and we calculate the 
smaller Xi to perform the pattern matching.  

Fig. 6 is sample images used to make features which is input to the database, and 
we use an image of a specified book3[22]. 

 

 

Fig. 6. Sample images 

4   Contents Structure 

This paper attempts to develop a MEL system for supporting independent learning. It 
is based on a content-based images retrieval system, which produces the most closely 
matching records from our texts, video and audio database. The goal of the 

                                                           
3 We do not consider a generic image because the MEL is executed on the specified book. 
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independent learning method is to train the learners to have skill to independently 
choose the precise answer from all provided estimated texts, video and audio data 
files with similar features. For this reason, a content-based image retrieval system is 
provided to help the learner make the correct decision. Our system designed that each 
individual learner has PDA with a camera and PEB. When children take PEB in 
image through PDA, image will be sent to the PDA database and the contents 
provided information from database, illustrated in Fig. 7. MEL system produced 
texts, video and audio to children, as shown in Fig. 7. 

Fig. 7. The MEL system transfers off-line content image to the database returns the result to 
the PDA 

 
Fig. 8. Structure of database 

Fig. 8 is a structure of database. Database consists of five elements: Index, 
Contents, Audio, Video and Text. Index element consist of the number of Contents 
(Total Number), primary key (Index Key) and foreign key of Contents (Content Key). 
Content element consists of primary key (Contents Key), a name of contents (Contents 
Name) and foreign key of each contents (Video, Audio, Text) which is offered by the 
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MEL system. Each contents element include each Primary Key (Video Key, Audio 
Key, Text Key) and a file name (Video Filename, Audio Filename, Text Filename)4. 
Text element include additionally a width and height of the Text contents (Text Width, 
Text Height). This is because the width and height of each Text contents is different. 

Fig. 9 is a pseudo code of the MEL System. We extract the feature in the input 
image (FeatureExtraction()), and generate a pattern matching by using the extracted 
feature and all over the feature in a offered Data (PatternMatching()). We obtain 
VideoKey (GetVideoKey()), AudioKey (GetAudioKey()) and TextKey 
(TextAudioKey()) by a ContentKey obtained by the pattern matching. We give user 
the contents (DisplayVideo(),DisplayText(),SpeakEnglish()) using each key 
(VideoKey, AudioKey, TextKey). In the Audio contents and Video contents case, we 
offer these contents when the user wants (if(User want to listen audio contents )). 

Feature = FeatureExtraction(); 
ContentKey = PatternMatching(Feature); 
VideoKey = GetVideoKey(ContentKey); 
AudioKey = GetAudioKey(ContentKey); 
TextKey = GetTextKey(ContentKey); 
DisplayVideo(VideoKey); 
if( User want to listen a Audio contents) 
{ 
 DisplayText(TextKey); 
 SpeakEnglish(AudioKey); 
} 

Fig. 9. Pseudo code of the MEL system 

5   Experimental Results 

Fig. 10(a) shows the learner interacting with the MEL system. The MEL system 
produced texts, videos and english pronunciations, and the result is shown in Fig.10(b,c).�

     
(a)                                          (b)                                          (c) 

Fig. 10. The result of image retrieval: (a)a learner interacting with the MEL, (b)image retrieval, 
and (c)augmented on-line contents 

                                                           
4 We load each contents which is saved a file using each File Name. 
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We implement the MEL system using a Pocket PC 2003-based POZ x301  model 
with a camera. The POZ x301 model use a XScale/PXA255(400MHz) processor and 
64MB SDRAM/160MB Flash ROM. The camera attached to the PDA(POZ x301) 
has 320k pixels. �

Fig. 11 shows samples of test images which are used to calculate a average 
processing time and a recognition rate(Table 1), and we use images of the 30 pages 
including 3 different scale variation images per each page as the test image. As shown 
in Table 1, the MEL system has a high recognition rate about test images including 
the scale variation 5 . Therefore, though users have about 5 seconds when users 
manually find a scanned image of the book on the mobile device, the MEL system 
only has about 370 milliseconds. Consequentially, the MEL system has a fast and 
accurate output due to a content-based image retrieval using the camera attached to 
the mobile device. 

 
(a) 

 
(b) 

Fig. 11. Samples of test images with image extraction 

Table 1. Average processing time and recognition rate 

Average Processing Time (ms) 
Image Extraction Feature Extraction Recognition Total 

Recognition 
Rate(%) 

100 250 20 370 98 

6   Conclusions 

We proposed the MEL system which can recycle traditional off-line contents using 
mobile devices. In the MEL environment, users can utilize multimedia information 
                                                           
5 However, we do not consider yet about a rotation variation of input images. 
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for the off-line contents using a PDA with a camera. As we apply the MEL to the m-
learning environment, we get efficiency improvement of study using both the off-line 
and on-line information. We will study about image tracking technique for providing 
more interactive environment to the user.  

Acknowledgement. This work was supported by the Soongsil University Research 
Fund. 
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Abstract. We have generalised a class of similarity measures that are
designed to address the problems associated with indexing high-dimen-
sional feature space. The features are stored and indexed component
wise. For each dimension we retrieve only those objects close the query
point and then apply a local distance function to this subset. Thus we
can dramatically reduce the amount of data looked at. We have evaluated
these distance measures within a content-based image retrieval (CBIR)
framework to determine the trade-off between the percentage of the data
retrieved and the precision. Our results show that up to 90% of the data
can be ignored whilst maintaining, and in some cases improving, retrieval
performance.

1 Introduction

CBIR methods aim to provide a way for users to search and browse large image
and video collections. The quantity of multimedia data available through digital
libraries and on the web is huge and and is rapidly expanding. To ensure the
scalability of search and browsing systems it is essential that fast and efficient
indexing methods are available.

Current image search systems rely on high-dimensional visual features ex-
tracted from images to quantify a facet of the image and then a similarity mea-
sure to rank the images in relation to a query. It is the high dimensionality that
makes feature space difficult to search efficiently. Tackling this problem is the
key to scaling up existing CBIR systems to realistic and useful amounts of data.

In this paper we have generalised a class of similarity measures that address
this problem by drastically reducing the amount of data examined and thus
retrieved from disk. The core of this paper is to assess the trade-off between the
amount of data looked at and retrieval performance.

The problems associated with indexing high-dimensional features are dis-
cussed in Section 2, together with approaches for tackling these issues. Section 3
describes our similarity measure. Sections 4 and 5 describe the experimental
set-up and results. Finally, conclusions and future work are in Section 6.

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 415–424, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Background

2.1 The Effect of High Dimensionality

The term curse of dimensionality was first used by Bellman [1]. It refers to the
way that the behaviour we understand and use in 2 or 3 dimensions breaks down
as the dimensionality of a space increases. This section considers the effect it has
on similarity measures and indexing.

Let us say that our feature space is described by a p-dimensional unit hy-
percube containing uniformly distributed data points. Given a query point, how
much of the range of each dimension must we consider to capture a proportion of
the data q. To enclose a fraction q of the unit volume the length will be r = q1/p.
If we are trying to enclose 1% of the data then in 10 dimensions this means
we must consider 63% of the range of each dimension, for 100 dimensions this
increases to 95% and for 500 dimensions it is 99%.

Of course real-world data, such as image features, are unlikely to be uni-
formly distributed and may exist on a lower dimensional manifold. This will
alleviate some of the symptoms of the curse, however significant effects for near-
est neighbour searching and indexing remain. High-dimensional feature space is
very sparsely populated, so it becomes hard to partition the data effectively. This
is significant for tree based structures. Secondly, the notion of nearest neighbour
has less meaning. As dimensionality increases it was shown by Beyer el al. [2],
with similar arguments to those above, that all points will tend to the same
distance from a query point. This has the ultimate effect of making the nearest
neighbour problem ill defined.

2.2 Indexing Approaches

A significant bottleneck when searching any large database is the amount of data
that needs to be loaded from disk. This is because disk access is slow. Linear
indexes have been optimised with the B-Tree. In addition for high-dimensional
features there is also the time to compute the similarity measure. Practical in-
dexing approaches have to address both of these. This section gives an overview
of some methods used.

It is likely that a real feature space may have an intrinsic dimensionality
lower than the apparent data space. Dimensionality reduction methods aim to
extract significant information into lower dimensions. Principal component anal-
ysis is the commonest technique and it is often used in combination with other
methods. PCA works well but has drawbacks for indexing. Its complexity can
make it impractical for very large datasets with high dimensionality and there
are difficulties with incrementally adding data.

A significant class of methods partition the feature space or data points
into tree structures. The first of these for multidimensional space was the R-
tree developed by Guttman [3]. There have been many variants of this and
they have proved successful in certain circumstances. However, Weber et al. [4]
showed that above a certain dimensionality all tree structures would collapse
to a linear scan. This led them to develop a vector approximation technique
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called the VA-file. This accepts the fact that the linear scan is inevitable and
attempts to optimise it using compression. They achieve times of 12.5–25% of
a linear scan. This performance level is often used as a benchmark for other
systems.

Approximate nearest neighbour approaches relax the constraint of finding
exact results to speed up search. Nene and Nayar’s [5] method recovers the
best neighbour if it is within ε of the query point. Beis and Lowe [6] developed
a variant of the k-d tree using a best-bin-first algorithm. They used this to
efficiently retrieve the nearest or a very close neighbour in a shape indexing
context.

Aggarwal et al. investigated the behaviour of Lp-norm distance measures
in high dimensional space [7], specifically looking at the impact on nearest-
neighbour search. They found that the lower norms gave more meaningful results
and extended the idea to fractional values of p. This improved performance
further. They work by increasing the significance of points local to the query and
reducing the noise from distant points. We extended the analysis of fractional
distance measures to visual features [8] and found them to significantly improve
retrieval performance.

Then, there are approaches that vertically decompose the feature space. Each
dimension of the feature is held and searched separately. This gives a very flexi-
ble approach as dimensions can be treated differently depending on their signif-
icance. For instance the inverted VA-file of Müller and Henrich [9] stores each
dimension at different quantisation levels and only retrieves at the accuracy
needed dependent on the query. The BOND system developed by de Vries et
al. [10] uses a branch-and-bound algorithm so that data in later dimensions can
be discarded.

Finally, the Aggarwal and Yu’s iGrid [11] and the bitmap index of Cha [12]
work with vertically decomposed features and use only the part of each dimension
close to the query point to generate a similarity value. It is this idea that we
have built upon for our similarity function.

3 Localised Similarity Functions

The aim of this similarity function is twofold: to give an effective similarity
measure for high-dimensional features and to only examine a small percentage
of the data when doing so. It is not aiming to be an approximation to another
similarity measure, but a meaningful measure in its own right.

We have already found from our own work [8] that fractional distance mea-
sures give more meaningful nearest neighbour search when applied to high-
dimensional visual features. The premise for this improved performance is that
they emphasise dimensions that are close whilst reducing the noise from distant
dimensions. This idea can be extended to similarity measures that consider only
the locality of the query point in each dimension. They are effectively giving a
weight of zero to those distant points and selecting a sample of the least noisy
information for the measure.
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We have defined the following similarity measure between a test vector X
and a query point Q,

Sim(X,Q) =
∑

i∈K(X,Q,k)

(
1 − d(xi, qi)

z

)
, (1)

where the set K(X,Q, k) is the set of objects local to the query point. The
function d(x, q) is the local distance measure used and z is a normalising factor.

This is a generalisation of similarity measures used in [11, 12] as it allows
the use of any distance measure. Defining the similarity measure in this way
highlights the flexibility available. There are options available to trade speed
for precision by varying the local distance function or the selection of the lo-
cal neighbourhood. Previous work used a fixed number of equally populated
partitions to define the localities. We allowed the selection of the exact neigh-
bourhood and to be able to vary this at query time. This gives more
flexibility.

The local distance measure d(x, q) will effect the local topology around the
query point and therefore the search results. In addition, the complexity of the
function will have an impact on the computational time. We are interested in the
trade-off between these. Other work has used the Manhattan distance measure in
evaluations. We are interested in varying the functions and have used Lp-norms,
fractional measures, ranking and a voting function.

A diagram showing these functions is in Fig. 1. The voting function allocates
a value of 1 to all object within the local set and 0 to others. The obvious
advantage of this over other measures is simplicity. It is the outermost function
on the figure. The ranking function is not shown, the distance for this is based
purely on the ranking of objects from the query point.

The second parameter in Eq. (1) is the function K(X,Q, k) selecting the
local set of objects from each dimension. This can be a selection of the nearest
k points, or all the points within a certain distance. We chose the first option as
it enables the selection of a fixed percentage of the data.

Sim

query
point

x

range of
k objects

1

i

Fig. 1. Similarity functions
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If we consider the voting function described above, each dimension will have
k votes and there will be a total of kp votes cast across all dimensions. An object
receives a vote from a dimension if it is in the set of k nearest objects to the
query point in that dimension. If v is the total number of votes an object receives
across all dimension it will be the upper bound on the similarity for that object.

The distribution of v across the data set will affect the discriminatory power
of the similarity measure. Consider a data set with N objects. With k = 1 there
will be few objects occurring in more than one dimension. As k increases the
objects with higher v’s will increase up until k = N , where all objects will be
found in every dimension. If we are using the voting distance measure we can see
that discriminatory power will increase with k to a maximum and then decrease
to random at k = N . The other distance functions will have added discriminatory
power. However, it is likely their maximum overall performance will be strongly
correlated with the maximum performance of the voting measure.

One interesting issue with this function is where certain dimensions in a
feature have a value that occurs frequently throughout the set of feature vectors.
An example is for histogram features where particular bins can be empty most
of the time, meaning that zero is a typical value. If the query point also had
the same value then the resulting similarity has little meaning. We decided to
exclude dimensions where this occurred in a similar way to the Jaccard measure,
discarding information where the query point has the “ordinary” value. Initial
tests showed that this outperformed other options.

4 Experiments

Experiments were set up in a CBIR framework to investigate the following:

– The trade-off between the fraction of the dataset looked at and retrieval
performance

– The effect of the local distance function on retrieval performance
– The specific performance characteristics of the voting measure with increas-

ing proportion of data.

4.1 Experimental Set-Up

We use mean average precision (m.a.p.) as a measure of performance of similarity
measures. Whilst m.a.p. can be criticised for not being related to a specific user
task it does give a good overall measure of performance that trades off between
precision and recall. M.a.p. is widely adopted for information retrieval and we
therefore feel justified in its use.

It is recognised with image retrieval that the data set used can have a large
influence on results of any experiments and the resultant conclusions. To ensure
that our results were not just a feature of the data set used we ran experi-
ments using two different collections, Corel and TRECVID, described below.
This enabled us to validate our results and draw conclusions about the general
applicability across two very different collections.
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We used a subset of Corel that was created by Pickering and Rüger [13] to
evaluate visual features. 6,192 Corel images were carefully selected to give 63
categories that were visually similar internally, but different from each other.
This was then split into two sets. The first, a set of 1,548 images, was used to
query the remaining 4,644 images. From the query collection we generated single
and multiple image queries across all categories. The number of images per query
was varied from 1 to 6; for each number we created 630 queries. This made 3,780
in total. The results shown in Section 5 are the mean average precision across
these queries.

The TRECVID 2003 collection is widely used. It comprises of 32,318 key-
frames from the TRECVID 2003 video collection [14]. These were taken from
ABC and CNN news broadcasts. The search task specified for TRECVID consists
of 25 topics. For each topic several example images were given as a query. The
published relevance judgements for these topics can be used to evaluate the
retrieval performance across experiments. The collection is much larger than
Corel but has drawbacks mainly due to the limited number of queries. This can
make results from this collection sensitive to minor changes. However, it is a
realistic task and provides a good contrast to Corel.

For multiple image queries we used the k-nearest neighbour (k-nn) retrieval
approach. Previous work in our group [13] has demonstrated that this outper-
forms the vector space model. k-nn is based on the idea that, given positive and
negative example images, the test images can be classified according to their
proximity to these examples. A version of the distance weighted k-nn approach
was used [15]. Positive examples (P ) are supplied as the query and negative
examples (N) randomly selected from the collection. To rank an image i in the
collection we identify those images in P and N that are amongst the k-nearest
neighbours of i. Using these neighbours we determine the dissimilarity

D(i) =

∑
n∈N

(dist(i, n) + ε)−1∑
p∈P

(dist(i, p) + ε)−1 + ε
, (2)

where ε is a small positive constant to prevent division by zero. A value of k = 40
was used for our experiments.

4.2 Visual Features

We used a range of visual features with dimensionality from 512 to 30. Full
details of the features are available in [13]. In brief they are: RGB, a joint
colour histogram defined in RGB colour-space with 512 bins; HSV, a joint
colour histogram with 205 dimensions defined in the hue, saturation and value
colour-space; HDS, the MPEG-7 colour structure descriptor, which has 184 non
uniformly quantised bins; MarginalRGB, a colour histogram with 10 bins al-
located to each of the 3 colour channels. It has 30 dimensions and was included
as a lower dimensional vector.
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5 Results and Analysis

We carried out an extensive range of experiments. This Section contains a rep-
resentative sample of results. These are shown as pairs of graphs, Corel and
TRECVID, of mean average precision retrieval against the fraction of data se-
lected by the similarity function. This is the proportion of the entire dataset
that would need to be loaded from disk and can be taken as an indicator
of the speed-up in query time1. We are most interested in the region of the
graphs covering less than 40% of the data as these will give a significant
speed-up.
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Fig. 2. Performance using L1 as the local distance measure

Figure 2 shows the performance of the similarity function, across the different
features, using a Manhattan local distance function. From the graphs we can see
that — although there is some variation — the retrieval performance remains the
same down to 10–20% of the data. After this point m.a.p starts to drop off. For
several of the features performance actually increases as less data is examined.
Overall this is an exciting result as it means that we can discard up to 90% of
the database while maintaining retrieval performance.

The graphs in Figure 3 show the retrieval performance of the voting distance
measure across all the features. They show the underlying performance impact of
the proportion of each dimension used (equivalent to the number of votes cast).
As expected from 50–100% the performance degrades rapidly as each dimension
votes for all the objects.

If we compare these graphs with Figure 2 it is clear that each feature has
the same characteristic shape between 0–40% of the data. This supports the
notion that it is the number of votes cast for each object that dominates the

1 In our implementation each sorted dimension is stored contiguously on disk. This
enables us to retrieve the minimum numbers of disk blocks required.
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Fig. 3. Performance using voting distance measure

performance of this similarity measure. The specific local distance measure will
have an impact on top of this.

The final pair of graphs in Figure 4 shows the performance of the different
local distance measures with the RGB feature. This was chosen as it has the
highest dimensionality. It shows the same characteristic behaviour of all the
other features and as such is a good representative.

Examining the region of interest, around 10–40% of the data, the first obser-
vation is that all the distance measures perform similarly. With Corel the perfor-
mance curves are tightly grouped, only the rank function stands out. TRECVID
shows a slightly wider spread. The other features, not shown, had similar graphs
although the ranking of the distance measures varied.

Overall, the local distance measure does have an impact on performance that
varies from feature to feature. This would be exploitable in a retrieval system.
The voting distance measure shows surprisingly good performance: it is always
within or close to the top group. It is a very simple function; using it would enable
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Fig. 4. RGB performance for all distance functions
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the further speed-up of search as there is no need to retrieve and process accurate
distances. It therefore appears a good candidate for the fastest search method.

6 Conclusions and Future Work

Our work has shown that the trade-off between the amount of data examined
and the retrieval performance is exploitable for speeding up high-dimensional
indexing. Experimental results indicate that we can ignore up to 90% of the
data and maintain or improve retrieval performance based on a m.a.p. measure.
We have demonstrated this across two very different datasets.

When comparing with the VA-file, the ability of localised similarity functions
to use around 10% of the dataset puts them above the top end of VA-file perfor-
mance. Some additional storage may be required with this method depending on
the local distance function. This optimum level of 10% contrasts with the find-
ings of Aggarwal et al. in [11]. They were not using visual features and found
that a proportion of 1/p of each dimension gave acceptable results. This would
be only 1% of the data with a 100 dimensional feature. Our experimental results
in the area of CBIR show a significant loss in performance by this level.

Our experiments revealed that the overriding factor within this similarity
measure is the number of votes that an object receives, i.e. the number of di-
mensions that an object occurs in the set local to the query point. This can be
found using a voting local distance function which is simple and efficient. Vary-
ing the local distance functions can improve retrieval performance for specific
features. This could be useful to squeeze the last bit of performance for a query,
if more time is available.

In addition to reducing the amount of data examined, this style of distance
function has many advantages for practical indexing. The decomposed feature
values are stored independently of any distance measure. It lends itself to par-
allelisation and being distributed across a number of processors and disks. Fur-
thermore at query time it is possible to vary the both the local distance function
and the locality itself. This can be done dimension by dimension, dependent on
the relevance to the query. Entire dimensions can be discarded. This has the
potential of enabling further significant pruning of the data and dramatic speed
up of search times. Our future work will investigate opportunities for this using
feature selection techniques and exploiting information in multiple image queries
and relevance feedback.
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Abstract. Object movie refers to a set of images captured from different per-
spectives around a 3D object. Object movie is a good representation of a physi-
cal object because it can provide 3D interactive viewing effect, but does not re-
quire 3D reconstruction. In order to retrieve the desired object movie from the 
database, we first map an object movie into a manifold in the feature space. 
Two different sets of feature descriptors, one dense and one condensed, are de-
signed to sample the manifold. Based on these descriptors, we define the dis-
similarity measure between the query and the target in the object movie data-
base. The query we considered can be either a complete object movie or simply 
a subset of views. In this paper, we further propose a relevance feedback ap-
proach to improving retrieved results. Some experimental results are shown to 
show the potential of our approach. 

1   Introduction 

An object movie is composed of a set of 2D images taken at different perspectives 
around a 3D object [6]. Figure 1 illustrates the image components of an object movie. 
In our digital museum project working together with National Palace Museum and 
National Museum of History, we have adopted object movies as the 3D representa-
tion, for its photo-realistic view effect and for its ease of acquisition. Figure 2 shows 
some examples of artifacts that are included in our object movie database. Consider 
the following example of object movie retrieval. A visitor can capture one or more 
views of the artifact with his cell-phone as the query while he visits the museum, and 
read its related information according to the retrieval results. Users are also able to 
browse or query these object movies in the digital museum by Internet. 

Content-based approach has been widely studied for information retrieval of im-
ages, videos, and 3D objects. The goal of content-based approach is to retrieve the 
desired information based on the contents of query. In general, all kinds of visual 
features  will be extracted to be the  contents of the information. In the research topics 
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Fig. 1. The image components of an object movie. The left picture shows the camera location 
around the object, and the right one shows some captured images and their corresponding  
angles 

 

  

Fig. 2. Some examples of museum artifacts included in our object movie database 

of the content-based approach, choosing representative features and defining the 
matching scheme by use of the contents, or features, are two major issues. In [2] and 
[10], many kinds of content-based image retrieval systems are introduced. 

Besides, 3D object retrieval or recognition is also an active application based on 
the content-based approach. Extracting the geometric features of 3D models, in [13] 
and [14], is a standard approach to represent the contents of objects. However, it is 
sometimes difficult to construct the 3D models for many applications.  

The other way to represent the contents is based on all perspectives or viewpoints 
of objects. Chen et al. proposed the LightField descriptor to represent 3D models, and 
proposed a visual similarity-based 3D model retrieval system [3]. In their approach, 
the representation of a 3D model is a collection of images rendered from uniformly 
sampled positions on a viewing sphere. T. Funkhouser et al. proposed a new shape-
based search method [9][5]. In their work, they presented a web-based search engine 
system that supports queries based on 3D sketches, 2D sketches, 3D models, and/or 
text keywords. Cry and Benjamin presented an aspect-graph approach to 3D object 
recognition [4]. They measured the similarity between two views by a 2D shape met-
ric of similarity measuring the distance between the projected, segmented shapes of 
the 3D object. Selinger and Nelson presented an appearance-based approach to recog-
nizing objects by using multiple 2D views [11]. They investigated the performance 
gain available by combining the results of a single view object recognition system 
applied to imagery obtained from multiple fixed camera and also address performance 
in cluttered scenes with varying degrees of information about relative camera pose. S. 
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Belongie et al. presented a new approach to shape matching and recognize objects 
using shape context [1]. S. Mahmoudi and M. Daoudi presented a method based on 
the characterization of 3D objects by characteristic views [8], They defined 7 charac-
teristic views, including three principals, and four secondaries. 

However, the surface textures of objects are rarely considered in most researches of 
3D object retrieval or recognition. The purpose of this paper is to present our efforts in 
developing efficient approach for retrieving desired object movies from the database. 
We basically focus on two types of query formats: either a set of views of an object or a 
whole object movie. While using a set of views as the query, only a few viewpoints of 
objects are captured, and these viewpoints may not exactly coincide with the viewpoints 
captured from the target object movie. However, the query type of a whole object movie 
can be also considered as a full set of viewpoints. The major difference between these 
two query types is the number of the viewpoints. Certainly, more viewpoints in a query 
can more precisely estimate the target objects that users want to retrieve. 

In this work, we propose an approach, cooperated with several visual features, to 
retrieving object movie from database. Based on chosen visual features, we defined 
two feature descriptors, dense and condensed, to represent an object movie. We also 
defined the dissimilarity measure between two object movies by use of the proposed 
feature descriptors. A relevance feedback algorithm is designed in order to improve 
the accuracy of the object movie retrieval. 

This paper is organized as follows. In section 2, we do not only introduce the map-
ping from an object movie into a manifold in the feature space, but also mention how 
to design two kinds of feature descriptors of object movies. The dissimilarity meas-
ure, based on proposed feature descriptors, between two object movies will be de-
scribed in section 3. In section 4, we will describe the proposed relevance feedback 
algorithm. Some experimental results obtained with our approach will be explained in 
section 5. Finally, section 6 is our conclusion of this paper. 

2   Feature Descriptors 

In order to index object movies in the database, one of the most important  issues is to 
choose a set of feature descriptors representing object movies. In this section,  we will 

 

Fig. 3. Representation of an object movie 
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propose two kinds of features descriptors, dense and condensed, of an object movie. 
Figure 3 illustrates the representation of an object movie in the feature space. An 
object movie consists of a set of photo-realistic images captured by some viewpoints. 
Choosing a set of visual features, such as color, texture, shape, etc., we can extract 
features for each image. That is to say, the set of images can be transformed into a set 
of feature points in the feature space. In principle, there are infinite views for one 3D 
object. These infinite feature points, with respect to all viewpoints, will form a mani-
fold in the feature space. Thus, we can map an object into a continuous manifold in 
the feature space. Therefore, using the set of feature points to approximate the mani-
fold is able to represent the object movie in the feature space. 

 

Fig. 4. A curve representing an object movie in the feature space. Each feature point corre-
sponds to a view of the object 

2.1   Dense Descriptor 

Figure 4 depicts the curve representing an object movie in the feature space, and de-
scribes the relationship between the feature points and the viewpoints for an object 
movie. Drawing in high dimensional space is difficult, so we reduce the feature space 
into 2-dimensional space consisting of color and shape feature spaces. We adopt the 
average hue as the vertical axis, and the first component of Fourier descriptor of cen-
troid distance as the horizontal axis. Figure 4 illustrates the closed curve representing 
the Wienie Bear in the feature space. Moreover, the points of the curve are sampled 
from the manifold with respect to the object movie. It is equivalent to the problem of 
sampling viewpoints of the object in order to construct the object movie.  

Based on the concepts mentioned above, we will propose the dense descriptors of 
the object movies. Suppose an object movie O be the set {Ii}, i=1 to n, where each Ii 
is an image, i.e. a view, of the object and n is the number of images in O. An object 
movie can be considered as sampling views of a 3D object, so the feature points of 
{Ii} are also the sampling points of the manifold. Let Fi be the feature vector of the 
image Ii, we define the feature set {Fi}, i=1 to n, as the dense descriptor of O. 
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2.2   Condensed Descriptor 

The condensed descriptor is designed for reducing the number of sampling feature 
points in the feature space. In practice, there will be many viewpoints in the object 
movie. That is to say, there will be many feature points in the dense descriptor. It is 
necessary to design a scheme, the condensed descriptor, to reduce the computational 
complexity. 

The main idea of designing the condensed descriptor is to choose the key aspects 
of all viewpoints of the object movies. All feature points in the dense descriptor {Fi} 
are first clustered. We adopt the k-mean cluster algorithm to separate the clusters of 
feature points by a threshold of a pre-defined distance. Suppose {Ci}, i=1 to k, be the 
cluster sets. For each cluster set Ci, choose a point Ri ∈ Ci such that Ri is the closest 
point to the mean of Ci. Thus the set {Ri}, i=1 to k, is defined as the condensed de-
scriptor of O.  

Both the dense and condensed descriptors are sampled feature points of the mani-
fold in the space with respect to the viewpoints of the object. The dense descriptor 
collects all viewpoints of constructing the object movie, and the condensed descriptor 
provides more compact aspects. The denser the feature descriptor is, either dense or 
condensed descriptors, the more accurate the estimated manifold is. However, the 
computational complexity will be increased if the denser feature descriptor is used. 

3   Dissimilarity Measure 

Now we will discuss the dissimilarity measure of two object movies. The basic idea 
of the proposed dissimilarity measure between the query and target object movie is: if 
two objects are similar, the observation of them from most viewpoints will be also 
similar. In our work, we handled two types of queries: a set of views of an object and 
a whole object movie. Both two query formats can be viewed as a set of viewpoints of 
an object. Thus, the dissimilarity measure needs to consider viewpoints matching as 
many as possible.  Our proposed dissimilarity measure is based on looking for the 
nearest neighbor, in the sampling feature points of the target object, of each sampling 
feature point of the query. 

Let Q be the query, either a set of views of an object or a whole object movie, and 
O be an object movie in the database. We take the condensed descriptor for Q, and 

dense descriptor for O. That is, Q and O can be represented as { }k
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i FRd . Thus, the dissimilarity measure d(Q, O) is weighted summation of each 
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In this work, we choose two or more visual features to represent the 2D images 
corresponding to viewpoints of objects. In order to cooperate with different features, 
we then revise the equation (1), by weighted summation of dissimilarities of individ-
ual feature spaces, as: 
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space c, and cw  is the important weight of the feature c in computing the dissimilar-

ity measure. We set the equal weights in the initial query, that is, cw = 1/m where m 

is the number of visual features used in the retrieval.  

4   Relevance Feedback 

We design a relevance feedback that re-weights features of the dissimilarity function 
by use of users’ positive feedbacks. Here, we rewrite equation (2) by attaching a nota-
tion t, for describing feedback iterations, as: 

),( ),( OQdwOQd tc
c

tc ⋅= , (3) 

where ),( OQd tc denotes the dissimilarity measure between object movie Q and O 

in feature space c at iteration t and tcw  means its weight.  

Then, we will discuss how to decide the weight of a feature c according to users’ 
feedbacks. We compute the scatter measure, defined as the accumulated dissimilarities 
among pairs of feedbacks within feature space c at the iteration t, as the equation (4): 

≠
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where both tiO  and tjO are feedback examples at the iteration t. Thus, we express the 

importance of feature c as: 
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Notice that in equation (5), fc is defined as the inverse of summation of scatter 
measures computed in last three iterations, because a user may change his/her mind 
during search iterations.  
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Based on the importance of features, fc, we then reassign weights of features using 
the weighting function listed below, where Wt+1 denotes the weights of features to be 
used in the next iteration. 

ttt MWW ⋅+⋅−=+ αα )1(1  (6) 

=
=

otherwise                 ,0

fargmin k  if        ,1 c
c,ktM ,  k = 1, …, n, (7) 

where W and M are nx1 matrix, n is the number of features and α is the learning rate. 
In our implementation, we set α to 0.3.  

5   Experimental Results 

5.1   Data Set 

In order to get the qualitative evaluation of our proposed system, we need a large 
enough object movie database and their ground truth labeling. However we do not 
have hundreds of object movies to perform the retrieval experiments. Instead of using 
real object movie directly, we collect many 3D geometric models and transformed 
them to be two object movie databases.  

The first database is collected ourselves from Internet, called OMDB1. It contains 
942 3D objects, and there are 312 images for each object movie. All objects, listed in 
table 1, are categorized as 12 classes, where the class “other” consists of mixing kinds 
of objects that are categorized difficultly. The second database, called OMDB2, is 
collected from the website of Princeton University [12]. It contains 907 objects, and 
two of the classified levels, base and coarse, are adopted to be the ground truth label-
ing for our experiments. All data are classified 44 and 92 classes by the base and 
coarse level of classification respectively. The third database, called OMDB3 and 
listed in table 2, contains 38 object movies of real artifacts. These object movies are 
produced from our digital museum project. All color images in these object movies 
are physically captured from the artifacts. 

Table 1. OMDB1: the semantic name and number of objects for each class 

 
Flower(123) 

 
Airplane(120) 

 
Car(84) 

 
Chair(34) 

 
Human(34) 

 
Ring(32) 

 
Instrument(32)

 
Bowl(32) 

 
Ship(31) 

 
Gun(19) 

 
Box(17) 

Others(384) 
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Table 2. OMDB3: the object name and number of images of some objects 

Om03 (36) 
 

Om05 (36) Om11 (36) 
 

Om12 (36) Om36 (36) 
 

Om38 (36) 

Table 3. The average precision and recall using two different kinds of queries in OMDB1 

 
(a) an object movie as a query 

 
(b) an image (view) as a query 

Table 4. The average precision-recall curves of base and coarse classification in OMDB2 

 
(a) base classification 

 
(b) coarse classification 

5.2   Evaluation 

We will use precision/recall curve to evaluate the performance of our system on the 
three object movie databases described in the previous sub-section. Because all object 
models in OMDB1 and OMDB2 are not rendered really, we only choose shapes fea-
tures, Fourier descriptor of centroid distance [15] and Zernike moments [7] as the 
feature. Both two features are reduced to five dimensions by PCA algorithm.  

Table 3 shows the average precision/recall with two kinds of queries, an object 
movie and an image (a single view), for OMDB1. In the test of table 3(b), we ran-
domly choose one view of each object as the query and repeat it five times to compute 
the average performance. These query views may not be captured in the object mov-
ies of the database. The accuracy shown in table 3(b) is worse than that shown in table 
3(a) because of only using one view as the query. Table 4 shows the average precision 
and recall for OMDB2, where 4(a) and 4(b) are the performances of choosing the 
ground truth labeling “base” and “coarse” classification, respectively.  
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Table 5. Comparison of results with queries comprising 1,3,5 and 10 views in OMDB3 

Feature 1 view 3 views 5 views 10 views 
Fourier Descriptor 74.4% 92.6% 95.4% 97% 
Zernike Moments 81.6% 95% 97.2% 97.4% 
Color Moments 94.8% 98.8% 99.8% 99.8% 

Combination 99% 99.8% 100% 100% 

Table 6. Percentage of successful search with respect to number of iterations 

 
(a). For base classification 

 
(b). For coarse classification 

Because of the small size of OMDB3, another kind of experiments for evaluation is 
designed. We randomly choose n views from an object movie to be the queries, where 
n is set as 1, 3, 5, and 10. These taken query views will be removed from OMDB3. 
Here, we adopt color moments, Fourier descriptor of centroid distance, and Zernike 
moments as the features for representing images of object movies. All of these three 
features are reduced into five dimensions by PCA algorithm. Statistics logged during 
the experiment is appeared in Table 5. These values are average percentage of queries 
that find the target on first rank by use of different views in 500 times. These results 
show that among the three features we used, color moment has better performance in 
this experiment, and combined these features can even provide excellent results ap-
proaching 99% of retrieval that target can be found on first rank using only 1 view. 

For the experiment of relevance feedback, we adopt target search, computing the 
average iterations for retrieving a specified target, for evaluation on OMDB2. Given a 
hidden target, the system will randomly choose an initial query. At each iteration, the 
system will display k=30 objects, and it will automatically choose all objects, in the 
same class of the hidden target, as relevant. We randomly choose hidden targets for 
900 times on base and coarse classifications. Table 6 shows the average number of 
iterations of the experiment. 

6   Conclusion 

The main contribution of our paper is to propose a method for retrieving object mov-
ies based on their contents. An object movie is first mapped into a manifold in feature 
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space, and two proposed descriptors are extracted for sampling the manifold. We then 
define the dissimilarity measure of object movies and a scheme of relevance feedback 
for obtaining precise results. Our experimental results have shown the potential of this 
approach. In future works, we will apply state of the art of content-based multimedia 
retrieval and relevance feedback into the object movie retrieval. 
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Abstract. The development and use of content-based retrieval tech-
niques for 3-D models is a relatively new departure in multimedia re-
trieval. We have extended our existing multimedia museum information
system to support content-, metadata- and concept-based retrieval of 3-
D models of museum artifacts and in this paper we describe a “classifier
agent” to automatically assign associations between 3-D artifacts and
concepts and metadata stored in a domain ontology. The context of the
classifier agent is described, together with an overview of its architecture.
Selecting appropriate parameters for the agent is an important activity
and a comparison is made between manually selected parameters and
the results of an automatic technique to determine “optimal” settings.

1 Introduction

An increasing number of museum systems are being developed to store and or-
ganise multimedia data on almost any subject. This has led to more and more so-
phisticated search and retrieval methods to access the data. However, adding new
data to the system is still largely a manual task and in some cases classification
information may not be complete. The European project, SCULPTEUR [1, 2],
is concerned with the perceived benefit of structuring and integrating the knowl-
edge associated with museum artifacts, enabling users to more fully exploit the
richness of the data, facilitating more versatile browsing, retrieval and navigation
within collections, and enabling cross collection searching and interoperability
with external systems. Starting with the conceptual reference model (CRM) [3]
developed by the museum documentation standards organisation, CIDOC, on-
tological descriptions of the museum collections have been developed. Metadata
associated with the artifacts has been mapped to the ontology to form an inte-
grated knowledge base. Graphical tools have been developed to provide browsing
of the concepts, relationships and instances within the collections.

A novel aspect of the project is the ability to search and retrieve 3-D ob-
jects, in addition to 2-D image data, through a range of integrated methods. In
addition to a standard textual search interface, objects can also be retrieved by
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browsing the ontology (concept-based retrieval) or by providing an example to
the system (content-based retrieval) or through a combination of these methods.
For example a user can provide an example 3-D model of a vase and a text based
entry of “Greek” to retrieve Greek vases that are of a similar 3-D shape to the
example.

As part of its knowledge acquisition package, a classifier agent to automati-
cally associate 3-D object models to concepts and metadata within the domain
ontology is being developed. This paper focuses on the classifier agent, providing
a description of its development and aspects of the parameter selection process.

The Search and Retrieval Web Service (SRW), a standard developed from the
Z39.50 stable [4], provides the interface to these query mechanisms for both the
internal SCULPTEUR components and external systems that understand the
CIDOC CRM based ontology. The SRW is an important feature for integrating
the classifier agent with the rest of the system.

The rest of this paper is organised as follows. The next section describes
the classifier agent, its architecture and current status. Section 3 describes our
approach to automatic parameter selection, section 4 and 5 provide details of
experimentation and results respectively and section 6 provides pointers to re-
lated work. Finally in section 7 we provide conclusions and an outline of future
work.

2 The Classifier Agent

Associating 3-D models and their 3-D shape feature vectors with appropriate
class labels in the ontology provides a potential training set for automatic classi-
fication of unclassified objects. This is the role of the classifier agent in SCULP-
TEUR. Of course, for many classification tasks it is faster and more reliable for
a curator to classify objects manually as they enter the system. Certainly this is
true for more obvious labels such as vase or statue. However, use of a classifier
may be able to help with understanding more subtle class differences in circum-
stances where less is known about the artifact under consideration; e.g. Greek
versus Polynesian. Classifications also allow faster retrieval results to be returned
to the user because feature vector similarities do not have to be re-computed.
The classifications give indexed access to the objects.

The classifier agent’s functionality is currently directly available to the users
so that, if they wish to explore whether certain classes of objects can be distin-
guished, or study the taxonomic properties of specific artifacts, they are able to
do so by invoking the classifier and instructing it to train on particular classes
and their feature vectors. For ease of use, techniques for automatically developing
and training classifiers need to be employed.

2.1 3-D Descriptors

The content-based multimedia retrieval features of the system are facilitated
through the use of feature vectors (or descriptors) extracted from the media
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objects. This is not only true for 2-D image data but also the 3-D objects now
being stored in the system. Several 3-D descriptor extraction algorithms have
been implemented and integrated to provide 3-D content-based retrieval. These
include the D2 shape distribution descriptors (Shape D2) from the Princeton
Shape Retrieval and Analysis Group [5] and the histogram descriptors (Cord
Hist 1, Cord Hist 2, Cord Hist 3, Cord Histogram) from Paquet and Rioux
developed as part of the Nefertiti system [6]. An area to volume ratio descriptor
(Area Volume) [7], which is a single valued statistic giving the ratio of the surface
area of the model to its enclosed volume is also introduced to provide a fast
discriminator which can reduce the search space. The Extended Gaussian Image
(EGI) [8] and 3-D Hough Transform [9] have also been implemented. These
descriptors have two versions based upon differing methods of partitioning the
object space (EGI Oct, EGI Sphere, Hough Oct and Hough Sphere).

The 3-D descriptors not only support the 3-D content-based facilities of the
system but also provide data for use by the classifier agent.

2.2 Distance Metrics

In order to establish the similarity (closeness) of two feature vectors in some
feature space, a wide range of distance metrics have been presented in the lit-
erature. The most commonly used are the Minkowski norms, typically the L1

norm (the city block distance) and the L2 norm (the Euclidean distance). (See
e.g. [10, 5]). The norms are particularly attractive as they are simple to calculate
and generally produce good results. However other distance metrics may provide
better results when used in combination with specific descriptors and types of
object.

Osada et al. [5] suggest a range of distance metrics that could be used for
comparison purposes. These are the Kolmogorov-Smirnov distance, Kullback-
Leibler divergence distance, Match distances, Earth Mover’s distance and the
Bhattacharyya distance. Hetzel et al. [11] suggest the histogram intersection
and the χ2 distance, while Ankerst et al. [10] suggest the Quadratic distance.

In the classifier agent several distance metrics have been implemented so
that the best in terms of classifier performance may be selected. Those imple-
mented include the city block, Euclidean, histogram intersection, Bhattacharyya,
quadratic, Kullback-Leibler (both symmetric and non-symmetric) and the χ2

distances.

2.3 Architecture

The classifier agent is organised around a collection of classifiers, some of which
will be tailored to generally classifying between a large number of classes, and
some which will be specialised to distinguish between a small number of classes.
Over time, this will result in large numbers of classifiers tailored to specific
datasets, and specialised in different areas. To use effectively, some prior knowl-
edge is required by the user (or the system) in selecting the appropriate classifiers
to obtain a correct classification: for example, if a user already knows that their
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object is a vase, but is less sure about the specific type, they can use a classi-
fier tailored to distinguishing between vase types rather than between broader
classes. However this is not an issue addressed in this paper.

The system ontology contains a number of “classes” which indicate object
type such as vase, statue, tile etc, but it also includes artists’ names, periods of
creation etc. These different classes are not mutually exclusive, so that if the class
labels are associated with distinctive descriptor sets, a query object may obtain
several labels during the classification process. The agent is able to query the
system ontology for these labels and retrieve URLs pointing to 3-D objects and
feature vectors through the Search and Retrieval Web service (SRW) interface.
The user can experiment with the agent to explore whether the descriptors do
provide the classification capabilities required. The classifier agent can also use
locally stored data. An XML file stores the class labels for an object, along with
the location of its associated feature vectors.

2.4 Current Status

Initially a large range of standard classification algorithms, distance metrics and
adjustable parameters were explicitly available within the classifier agent. How-
ever, it became clear that for most users not versed in classification strategies, a
limited set of options with automatic techniques for classifier development was
the ideal.

The current version offers two very basic classification algorithms, a k -Nearest
Neighbour (k -NN) method and a k -Means classifier [12, 13]. These techniques
have been chosen as they are well known, easily understood and have the added
advantage for the user that they function in a similar way to the content-based
retrieval process, allowing users to gain a better understanding of how the dif-
ferent descriptors perform.

The feature vectors generated from various 3-D content-based retrieval tech-
niques are used as the inputs to the classifiers (see section 2.1). Only single
feature vector types are used as the input. However combining feature vectors
in the classifier has the potential to improve performance.

The k -NN and k -Means classifiers both make use of a distance metric to
compare different input patterns. Section 2.2 goes into further details about the
distance metrics available in the agent.

Each classification scheme has parameters that can be set to adjust the clas-
sifier performance. The optimal settings are very dependant upon the data used
to train the classifier and are typically not known in advance. For the k -NN
classifier these parameters are feature vector type, distance metric and k. The
k -Means classifier takes the same parameters in addition to a threshold used
to decide when to terminate training. As an alternative to manually specifying
parameters, an automatic parameter selection scheme is available. This facility
is described in section 3.

The classifier agent is currently implemented using PHP to provide the user
interface and C++ binaries perform the back end classification tasks. The inter-
face allows users to manually train classifiers using an available dataset. Users
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can also upload their own objects to the system to be classified by the classifiers
that exist there. The agent provides an interface that allows a user to specify the
parameters for which to train a classifier. Resulting classifications are displayed
to the user along with a range of performance statistics.

3 Automatic Parameter Selection

An expert user of the system may wish to manually select the classification
algorithm and its parameters, the distance metric and the 3-D shape descriptor
type to be used. However, for most users, an automatic parameter selection
scheme is preferred. To assist the user to use the classifier agent effectively,
appropriate values need to be chosen automatically where possible. These depend
on the dataset and to a lesser extent on the speed and quality required. In some
cases prior knowledge can be used to estimate “good” parameter values, however
more typically there will be little prior knowledge available.

Several techniques for automatically searching for optimal parameter values
have been described in the literature. In the classifier agent we have implemented
the classical particle swarm optimisation (PSO) algorithm [14] to search for
appropriate parameters for the classification algorithms for a given training set.

PSO’s use a swarm of particles which represent points within parameter
space. Each particle records its best position, and each particle has access to
the global best position. At each iteration, the current performance of each par-
ticle’s parameters is recorded and the best position is updated if applicable.
Each particle then updates its position based on how far away it is from both
its personal best, and the global best, with the aim of moving closer to these
positions. A random factor is introduced to avoid particles directly homing in
on the centre point between the global and personal best.

Due to PSO’s searching through a continuous space, it cannot be used to
find discrete values (such as the distance metric or feature vector type) and an
exhaustive search is employed to set these variables before initiating a PSO based
search of the remaining variables.

In order to reduce the search space, we can use properties specific to the
classification schemes to limit the range in which a parameter can lie. For the
k -NN classifier we can limit the upper size of k. Intuitively, we would expect
that k should not be larger than the smallest class size in the training set, as
larger values will become biased to the larger classes, and it can be seen in the
results that the lower values of k perform better. By limiting k to the size of the
smallest class, the search space is reduced significantly.

4 Experimentation

The classifier has been evaluated using a dataset composed of 144 manually
classified museum objects. Table 1 provides information on the dataset.
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Table 1. The Museum Dataset

Class Name Training Testing

Statue 8 7

Vase 31 31

Tile 16 16

Misc 9 10

Mask 3 3

Tool 5 5

As part of the prototype evaluation in SCULPTEUR, users were asked to
evaluate the classifier agent. They were asked to create classifiers based on both
the k -NN and k -Means algorithms and attempt to use them to classify their own
objects. This evaluation used the museum dataset. The resulting classifiers are
presented here. As a comparison, classifiers created using automatic parameter
selection are also presented for the museum dataset.

Previous work on analysing descriptor performance in [15] showed the the
Area Volume descriptor gave the best performance results for the models ob-
tained from the museums.

The accuracy statistic is used to evaluate classifier performance and is de-
fined as (TP + TN) / (TP + TN + FP + FN) where TP is the number of true
positives, TN is the number of true negatives, FP is the number of false positives
and FN is the number of false negatives. See [16] for more details on evaluating
classifier performance.

Some early default values were defined for the classifier parameters based
upon results from previous work [15] which showed that the Area Volume de-
scriptor and Euclidean metric were good for this type of data.

For the particle swarm optimisation we used 10 particles and 10 iterations.
During our experimentation, this ensured the swarm converged without too many
unnecessary iterations.

5 Results

The classifier agent is still under development. However, some preliminary results
have been obtained. These are results of classifiers created through manual pa-
rameter selection from the user evaluation, automatic parameter selection, and
a summary of the results of the project evaluation which trialled the manual
classification.

Table 2 shows the results for the k -NN classification scheme from both manual
classifications obtained during the evaluation process, and from automatically
generated classifiers obtained from several runs. Duplicate results have been
omitted. The first line of the table shows the results of the default parameter
values. The results show that the automatically generated classifiers have an in-
creased accuracy of around 10% over the manually chosen ones and there is a
large difference in the value of k chosen by the automatic parameter optimiser



Towards Automatic Classification of 3-D Museum Artifacts 441

Table 2. k-NN Results

Type Descriptor Metric k Accuracy

Manual Area Volume Euclidean 15 84.7%

Manual Hough (Oct) Euclidean 3 89.8%

Manual Shape D2 Euclidean 15 87.9%

Manual Cord Hist 1 Euclidean 15 70.3%

Automatic Area Volume City Block 1 97.6%

Automatic Shape D2 City Block 1 98.1%

Automatic Shape D2 Intersection 1 98.1%

Automatic Cord Hist 1 Quadratic 1 96.8%

and the manual classifiers. The table also suggests that the choice of distance
metric does not play a large role as the data in the case of the final two combi-
nations for Shape D2 show the same accuracy, but with a different metric. The
Shape D2 descriptor gave the best results, although they are only slightly better
than the equivalent results for the Area Volume descriptor.

Previous work in [15] comparing 3-D shape descriptors and distance metrics
on a similar manually classified museum dataset showed that the Area Volume
descriptor performed best overall. However, the Shape D2 descriptor did best
for the “nearest neighbour statistic” used in this analysis. This statistic indicates
the proportion of all objects in the dataset for which the nearest neighbour in
feature space is of the correct class. This is equivalent to the the k -NN classifier
when k is equal to 1 and corresponds to some of the classifiers achieved by the
automatic parameter selection technique.

Table 3 shows the results from the museum dataset for the k -Means classifi-
cation scheme from both manual classifications obtained during the evaluation
process, and from automatically generated classifiers obtained from several runs.

Table 3. k-Means Results

Type Descriptor Metric k Threshold Accuracy

Manual Area Volume Euclidean 15 0.1 87.0%

Manual Area Volume Intersection 15 0.1 82.8%

Manual Area Volume City Block 15 0.1 86.5%

Manual Area Volume Quadratic 3 0.1 82.4%

Manual Area Volume Euclidean 20 0.05 87.0%

Manual Cord Histogram Quadratic 15 0.1 71.7%

Manual EGI (Sphere) Euclidean 15 0.1 86.3%

Manual Area Volume City Block 15 1.0 87.0%

Manual Area Volume Euclidean 15 0.1 87.9%

Manual Cord Histogram City Block 20 1.0 83.7%

Manual EGI (Sphere) Chi 50 10.0 81.0%

Automatic Area Volume City Block 50 0.536 92.1%

Automatic Area Volume City Block 19 0.561 93.5%

Automatic Shape D2 City Block 13 0.00 93.5%
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The first line of the table shows the results of the default parameter values. As
with k -NN, the automatically determined parameters performed best. However,
the difference in performance is not as great. Due to the nature of the k -Means
algorithm, repeating the training process with the same parameters does not
necessarily generate the same classifier, hence good values from the training set
may not always produce good classifiers for the test set. This makes it harder
to evaluate the effect of different parameters. The default parameters give rea-
sonable results, but not the best. The automatically generated classifiers have
reasonably consistent descriptor and distance metric values, however the value
of k changes significantly.

The project evaluation presented the system to the user partners and asked
them to both create and test classifiers and give feedback on the user interface.
Typically the users found specifying parameters for the classifier confusing, ei-
ther because they did not understand what the field was, or how the values
would affect performance. This highlighted the need to do this automatically. A
common complaint was that the presentation of several evaluation statistics was
confusing and suggested a need for either a single statistic to represent the overall
performance, or the use of some other more “friendly” indicator of performance
or confidence.

6 Related Work

The work described has drawn on a substantial body of established work and
more recent research performed by others. The 3-D feature vectors are a subset
of recently published algorithms for 3-D shape representation and matching. We
are particularly indebted to the Princeton work [17]. For a recent review of this
area see Tangelder et al. [18].

There are many more advanced alternative approaches to the classification
problem than the ones currently used in our classifier. See [12, 13] for an overview
of classification techniques.

We chose to use the particle swarm optimisation algorithm for parameter
optimisation but many alternative techniques could have been used including
for example genetic algorithms [19] and simulated annealing [20].

In the work so far we have only considered individual classifiers. Combining
classifiers is in our plan for future work and there has been much significant work
in this area (e.g. [21]).

Several 3-D demonstrator systems have been built to be able to compare
different 3-D descriptors [22, 23, 24]. However, it seems that few ontology centred
multimedia retrieval systems for real applications have emerged with content
based 3-D model retrieval as an integral part of the system.

The reader is referred to [1, 2] for further details of the various aspects of the
SCULPTEUR project.
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7 Conclusions and Future Work

The classifier agent in the SCULPTEUR system has been presented in terms
of the overall design, current status and preliminary results. These show that
automatic techniques for parameter setting result in better classifiers than those
created manually by users. Our current approach can take a long time to de-
termine the optimal parameters and investigating possibilities for more rapid
strategies is an area for future work.

More recent work on PSO’s has added the ability to search discrete parame-
ters [25] and these will be investigated.

Other areas of future work include working with larger datasets, combining
classifiers, investigating other classification techniques and introducing alterna-
tive 3-D descriptors. The automatic optimisation techniques may help in other
areas of the agent such as determining appropriate weightings for combining
classifiers.
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Abstract. Accurate and robust correspondence calculations are the pre-requisite 
step in many 3D model query and retrieval process. However, the correspon-
dence problem is particularly difficult for 3D biomedical model surfaces, espe-
cially for roundish and approximate symmetric organs such as liver, stomach, 
kidney etc. In this paper, we define a new feature representation called the 
Neighborhood Relative Angle context Distribution (NRACD) for each vertex 
and, based upon it, we apply the Chi-Square Goodness-of-Fit test to establish 3D 
point correspondence. We further define the similarities between correspondence 
ready models by Chi-Square test statistic values. The experimental results dem-
onstrate that this approach is efficient and robust for surface point matching and 
is particularly applicable to the retrieval and analysis of 3D deformable objects.  

1   Introduction 

With the increasing popularity of multimedia technology and the possibility of shar-
ing and distributing 2D and 3D content through network, efficient retrieval of visual 
data remains an active research area. While query by 2D visual examples have made 
much progress in recently years, significant work has also been done in the 3D fields 
[1]. Among many research issues related to 3D model query processing, correspon-
dence problems have been identified as a major challenge. With unknown correspon-
dence matching, registration problem may only approximately be solved by iterative 
approaches such as the iterative closest algorithm [2]. Such approaches are not scal-
able for large model database nor are they efficient for 3D model search engine due to 
its inherent high complexity [3].  

For the last few years, researchers have been investigating robust techniques for 
3D point correspondence for shape matching and model classification. One of the 
most common approaches to determine the correspondence between sets of 3D model 
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data is to match distinctive local features such as geometric invariants [4]. Such fea-
tures, however, are very sensitive to noise; although a multi-scale framework could 
alleviate this problem [5].Combination of some simple geometric descriptors as well 
as sophisticated criteria could improve the robustness of matching and have been 
applied to VRML 3D model query [3]. Osada et al [6] compared 3D Models with 
shape distributions. In their work, simple measurements such as angles, distance, 
areas and volumes of objects were employed as shape functions and good object clas-
sification results were achieved. Modal matching was introduced in 1995 to find fea-
ture correspondences and perform object recognition [7, 8]. In this approach objects 
are described in terms of generalized symmetries, which were defined by the object's 
eigenmodes. Although eigenmodes could provide a global to local ordering of shape 
deformation, the technique requires very expensive calculation of eigenmodes and the 
interpolations for 3D points-set mass. In [9] and [10], statistics of surface normals are 
used to characterize feature points. These algorithms often suffer from scale depend-
ency and requirements of smooth surface. Yamany et al [11] proposed a surface sig-
nature to capture the surface curvature information and produce feature images for 
surface points. However, to alleviate computation complexity, it needs surface point 
selection, which may introduce more sources of inaccuracy. 

In our recent research, we find the above feature vectors are not sufficient to evalu-
ate the similarity between biomedical objects, particularly for roundish and approxi-
mate symmetric organs such as liver, stomach, head etc. In this paper, we focus on the 
problem of searching for the correspondence between the same classes of 3D graphi-
cal models that differs from each other through some form of non-linear deforma-
tions. Such models frequently occur in medical applications as the results of soft tis-
sues segmentation. The challenge posed by such soft tissue models is that it is fre-
quently difficult to define landmarks or to obtain salient geometric features from the 
model surface. To overcome this problem, we propose an intuitively simple but very 
effective and robust feature for 3D point correspondence matching. This feature is 
formed based on the distribution of neighborhood relative angles in the vertex con-
text. It captures the global geometric information as well as its local structures of the 
model from the point of view of any vertex by associating each vertex of the model 
with a probability distribution of the angles between vectors linking pairs of vertices. 
The correspondence between points or vertices in a pair of models can then be evalu-
ated by Chi-Square Goodness-Of-Fit test. The experimental results indicate that our 
technique could establish accurate point correspondence for 3D medical objects even 
for spherical, as well as approximately symmetric organs such as the livers and the 
human heads, which have been shown to be very difficult for many local-invariant 
based algorithms. More importantly, since the algorithm is based on statistic test of 
the distributions of the global and local relative angles in the vertex context, it pos-
sesses the general qualities of statistical methods such as computational efficiency and 
robustness (insensitivity to noise), which are very important for multimedia database 
retrieval. We show that the resulting point correspondence could be used to query and 
similarity measurement between the same classes of medical models. 

The rest of the paper is organized as follows. Section 2 presents the definition of 
the Neighborhood Relative Angle Context Distribution (NRACD) for a vertex on the 
model surface. Section 3 proposes the Chi-Square Goodness-Of-Fit test on the point 
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distributions for correspondence matching.  The experimental results are presented in 
section 4 and we present conclusions in section 5. 

2   Neighborhood Relative Angle Context Distribution in Principle 
Reference Frame 

Let us describe a generalized surface model ℜ , which is represented by a vertex-set 
V  and a patch-set P . Let iv  be defined as the ith vertex of the model, where Vvi ∈  
and Ni ≤≤1 ; ),..,(

21 nllll vvvp is the l th patch of the surface Ppl ∈  and Ml ≤≤1 . 

Without loss of generality, we transform the model to its centroid == N

i iv
N

O
1

1
.  If we 

treat the set of iv as 3D random variables, we could get the positive definite covari-

ance matrix C and its three principal components (PCs) 1u to 3u , i.e.  

≠
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In the following model analysis and similarity measuring, we use these three PCs of 
the 3D model as a global reference frame for the object. 

    For each vertex iv on the surface, 1−N  spoke vectors jivv  ( ijNj ≠≤≤ ,1 ) can be 

derived from iv  and the 3D angle between the jth  spoke vector of iv  and the first 

principal axis 1u  can be computed from:  
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where •  is the dot-product. Furthermore, two base-planes 12Π  and 13Π  are defined 

by 1u , 2u  and 1u , 3u  respectively. We use these planes to determine the signs of the 
relative angles. For example, if a spoke vector roughly points to the positive direction 
of the normal of plane 12Π , the corresponding angle will be given a positive sign. 

Formally, since the plane equations of 12Π and 13Π  are 0.3 =i

T ve and 0.2 =i

T ve  respec-

tively, the signed angles between spoke vectors and the first principal axis 1u can then 
be represented as: 

≤=−
>=

<−
>

=

0.&0.)(

0.&0.)(

0.)(

0.)(

)(

23

23

3

3

i
T

i
T

ij

i
T

i
T

ij

i
T

ij

i
T

ij

jj

veveifv

veveifv

veifv

veifv

v

θ
θ
θ

θ

θ  (3) 

In this way, the range of angles for the spoke vectors has been extended from [ ]π,0  
to [ ]ππ ,− . Furthermore, we can normalize these angles to π2~0  and define the jth 
Relative Angles (RAngs) of vertex i:  
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It is clear that with respect to the relative reference frame of the model, these RAngs 
are translation, rotation and scale invariant.  

Now let us investigate the distribution of the RAngs in different ranges of the ver-
tex's neighborhood. Formally, first, we define vertex jv  is in the set of its first order 

neighbors )(1 ivnbl  if and only if these two vertices share the same patch in the patch-

set P of the model. In the same way, the vertices on the second neighborhood layer 
are the 2nd order neighbors and so forth. Note no vertex is allowed to repeat twice in 
the neighborhood of another vertex. From the definition of )( ivnbl , we can further 

define the lth neighborhood field )()( itil vnblvnbr = )1( lt ≤≤ . Suppose iv  has 

)( ivR neighborhood fields, and its lth neighborhood field, )( il vnbr  contains )( il vS  

vertices, we can construct R different RAngs distributions in the different neighbor-
hood fields. The lth neighborhood field distribution can be formulated as:  
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The distributions based on the different neighborhood fields can be further concate-
nated to form a Neighborhood RAng-Context Distribution (NRACD) curve for every 
vertex. It can be seen that NRACD expresses the local feature of a model surface as 
the value of l is small, and represents the global feature of the model when the value 
of l becomes large. When )( ivRl = , the curve describes detailed and compact descrip-

tion of the global shape context of a vertex. Therefore, NRACD captures the local to 
global spatial information of the vertices around a given vertex in a hierarchical para-
digm. In practice, we employ stochastic methods to evaluate samples from NRACD 
curves and construct a histogram by counting how many samples fall into certain 
bins. 

3   Chi-Square Goodness-of-Fit Test of Point Correspondence 
Matching and Model Similarity Measuring 

Our working hypothesis is that the distribution curves of the correspondence points of 
the same type of 3D graphic models should be similar and therefore the best matching 
distributions lead us to the most suitable point correspondence. In other words, we 
postulate that the distributions associated with a pair of corresponding points in the 
same class of 3D objects possess the same theoretical form, even though they may be 
subjected to some forms of distortion and noise. As NRACD is represented as histo-
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gram bins, it is natural to use Goodness-Of-Fit 2χ  test statistics to measure the dis-
similarity between vertex distributions, where Vvi ∈  of ℜ  and 'Vvi ∈′ of ℜ′ , i.e.   
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The correspondence point could easily be identified by searching the minimum dis-
crepancy factors df.  

After the point correspondence has been established, the surfaces of the two mod-
els can be matched and the similarity between two models can be quantified by the 
Similarity Factor sf  which is defined as:  
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vcpvdf
sf ii
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i

))(,(1

1
,

−=
=
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where )( ivcp is the corresponding vertex of iv  on the model ℜ′ . Furthermore, the 

vertices that have high test values could be identified through the similarity compari-
son and more interestingly, the most mismatched neighborhood fields of these verti-
ces could also be detected using NRACD for further investigation. Undoubtedly, the 
proposed approach that provides a detailed similarity and morphological analysis for 
3D medical organs is potentially very valuable for medical diagnosis and is also very 
useful for model-based classification, retrieval and object recognition. 

4   Experiments and Results 

Our 3D model query system is implemented in C++ and runs on PC/Windows com-
puters. We focus our experiments on medical soft-tissue organs with no well defined 
shape and are also non-linearly deformable among patients. It is often very difficult to 
define or to obtain a ground-truth correspondence point set for such models.  

First, we tested our proposed correspondence-matching algorithm in a liver model 
database. Liver models are particularly challenging for medical imaging and analysis 
due to potentially significant deformations of the liver obtained from individuals and 
the lack of a well defined boundary of the liver in CT or X-Ray liver images. Livers 
are roundish and approximately symmetric which has caused other local feature 
based correspondence matching techniques to fail. The liver models used in our 
experiments have been reconstructed from CT image series. These images were first 
segmented manually and then sample points on the liver contours and triangular 
surface were generated automatically. In our experiments, N=1,474, P=2,944 and we 
use 4 neighborhood fields. In histogram calculation, the number of bins is 72 and all 
of the relative angles are rounded. Since the neighborhood relationship map of 
NRACD could be pre-computed, the procedure of feature extraction and model 
query is very fast. Figure 1a shows the established point correspondences between a 
few of selected vertices of two liver models. The first and second principal axes of 
the models are shown as in pink and yellow respectively. It can be observed that the 
resulting point correspondence is visually correct. We plot the NRACD curves of 
vertex A and B on the model on the left and its corresponding vertex A' and B' on the 
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model on the right in Figure 2a and Figure 2b respectively. It is not difficult to dis-
cover that the profiles of the corresponding distributions are similar. In Figure 2b, 
the first and the second segments of the distributions present more significant differ-
ence than the latter parts. This observation reveals that these two points have larger 
discrepancy in the local structure around it but have similar distributions with refer-
ence to the global shape.  

 
(a)   (b) 

Fig. 1. Resulting correspondence matching of some selected vertices between 3D Graphic 
Models (a) Liver Models (b) Head Models 
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Fig. 2.  The NRACD curves between corresponding vertices (a) A (solid green curve)  and A' 
(dashed blue curve)  (b) B (solid green curve) and B' (dashed blue curve) 

However, the true point correspondence is very difficult to define and evaluate on 
livers from a group of individuals even for the specialists. To further investigate the 
correctness of our point corresponding algorithm, we use another type of anatomical 
subject, the human heads. Heads are also roundish, approximate symmetric, but also 
contain many well-defined feature vertices (landmarks). We can easily observe a set  
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of correctly matched correspondence points of the heads model from Figure 1b. Inter-
estingly, in this figure, we find that the proposed technique correctly matched the 
vertex A, located on the edge of the right ear of the left model to the edge of the right 
ear of right model. Table 1 shows the query results (similarity factors) between vari-
ous individuals’ livers. Note that irregular shapes (such as model 5) get large discrep-
ancy factors. In Figure 3, we plot average test values between the distributions of 
1,474 vertices on 9 liver models and those of their correspondences on a mean model 
with critical 2χ  value at significance level 0.01. We could see that most of the corre-
spondence points present the same theoretical distributions under statistic tests. Fur-
thermore, Figure 4 shows the points (in red) which have 1.0>df  when comparing the 
two livers and it can be seen that these "dissimilar" points conform to what might be 
expected from simple observation. 

Table 1. Similarity Factors between liver models 

sf 
   

 
1 0.95 0.98 0.93 0.91 0.95 0.94 0.95 0.91 

0.95 1 0.95 0.97 0.89 0.97 0.95 0.97 0.91 

 
0.98 0.95 1 0.93 0.9 0.95 0.94 0.95 0.91 

 
0.93 0.97 0.93 1 0.89 0.97 0.95 0.96 0.92 

 
0.91 0.89 0.9 0.89 1 0.88 0.9 0.92 0.86 

 
0.95 0.97 0.95 0.97 0.88 1 0.96 0.97 0.93 

0.94 0.95 0.94 0.95 0.9 0.96 1 0.96 0.93 

 
0.95 0.97 0.95 0.96 0.92 0.97 0.96 1 0.91 

0.91 0.91 0.91 0.92 0.86 0.93 0.93 0.91 1 
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Fig. 3. Average test statistics of the distributions between 1,474 corresponding vertices on 9 
liver models and mean model 

 

Fig. 4. Vertices (in red) with large Discrepancy Factors (df>0.1) 

5   Conclusion 

In the previous sections, we have proposed a point correspondence-matching and 
similarity measure algorithm for 3D surface model query. The relative angles of the 
spoke vectors derived from a vertex have been defined and the distribution of the 
relative angles are used to describe the shape context in the neighborhood of the ver-
tex. Chi-Square Goodness-Of-Fit test is used to build robust point correspondences 
between 3D surfaces models belong to the same class. Our experiments have demon-
strated that our algorithm produces correct results in terms of the similarity measure-
ment and could be directly adopted in many applications such as model retrieval and 
object recognition. 
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Abstract. The need for tools that effectively filter and efficiently search 
through a large amount of visual data is on the increase due to the rapid growth 
of multimedia information. Towards this goal, we propose a novel approach for 
image retrieval based on edge structural features using edge correlogram and 
color coherence vector. After color vector angle is applied to an image in the 
pre-processing stage, it is divided into two parts, as either smooth or edge pixels 
by the pixel classification. For the smooth pixels, the global color distribution 
of pixels is extracted by color coherence vector, incorporating spatial 
information into the proposed color descriptor. Meanwhile, for the edge pixels, 
the distribution of the gray pairs at an edge is extracted by edge correlogram. As 
the proposed method has both information for the local spatial correlation and 
information of global distribution of colors, it can be used to reduce the effect 
of the significant change in appearance and shape of objects. From the image 
representation based on edge structural features, the proposed algorithm 
provides a concise and flexible description even for the image with the 
complicated scenes. Experimental evidence shows that our algorithm 
outperforms the recent histogram refinement methods for image indexing and 
retrieval.  

1   Introduction 

The recent explosion in internet usage and the growing availability of multimedia 
resources on the World-Wide Web have created a demand for effective and flexible 
techniques for automatic image retrieval and video browsing [1-4]. Since multimedia 
data have the large capacity, atypical features, and complex structure in contrast to 
textual data, it is difficult to efficiently manage and retrieve these enormous data by 
conventional text-based retrieval. Therefore, many researchers have widely studied 
for implementation of effective content-based image retrieval system [1, 2].  

The representative content-based image retrieval method is a color histogram-
based algorithm to identify a color image by Swain and Ballad [5]. In this case, three-
dimensional histograms are generated for the input and model images in the database. 
Then an attempt is made to match two images utilizing the histogram intersection 
method. This method is very simple to implement and produces a reasonable 
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performance. However, the main disadvantage of Swain’s color histogram method is 
that it is not robust to significant appearance changes because it does not include any 
spatial information. Recently, several schemes including spatial information have 
been proposed. Huang [6, 7] proposes a color correlogram method, which takes 
account of the local spatial correlation between colors as well as the global 
distribution of this spatial correlation. But its computation cost would seem to be a 
problem for practical applications. Pass et al. [8] suggests partitioning histogram bins 
based on the spatial coherence of the pixels, where a pixel is coherent if it is part of a 
sizable similar-colored region or incoherent otherwise. A color coherence vector 
(CCV) is used to represent the pixel classification for each color in an image. 
However, since an image partition approach highly depends on the pixel positions, 
most of these approaches are unable to tolerate significant appearance changes. 

To cope with significant appearance changes and heavy computation cost, 
therefore, we use the color and the shape features from edge-processed image 
together. A pixel classification based on color vector angle [9] is performed first to 
classify the pixels as either smooth or edge. Color vector angle is usable, because it is 
insensitive to variations in intensity, yet sensitive to differences in hue and saturation. 
For the edge pixels, the distribution of the gray pairs at an edge is represented by edge 
correlogram. For the smooth pixels, the color distribution is represented by color 
coherence vector. From this process, we can obtain a set of feature description for 
whole image and implement the feature-based image retrieval from the color and edge 
information. 

The remainder of the paper is organized as follows. In section 2, we divide an  
image using color vector angle and proposed the feature extraction method using 
CCV and edge correlogram for the divided images each. And, the experimental 
results and conclusions follow in Section 3 and 4, respectively.  

2   Edge-Based Spatial Descriptor 

2.1   Overview of Proposed Descriptor 

The problem in conventional color descriptors based on a color histogram [5] is the 
lack of spatial information. To solve the problem, the edge information is used in the 
construction of the proposed method. The augmented feature map, which consists of 
both the edge correlogram and CCV, is then used as the edge-based spatial descriptor 
(ESD). 

2.2   Color Edge Detection Using Color Vector Angle 

Color vector angles are used to lessen the effect of illumination [9]. A color vector 
angle is insensitive to variations in intensity, yet sensitive to differences in hue and 
saturation. 

As a result of these characteristics, color vector angles are widely used  
for identifying color edges. The simplest color distance metric is the Euclidean 
distance  in  RGB space. However, in the RGB space, the Euclidean distance does not  
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Fig. 1. Visual differences of two color pairs with the same Euclidean distance in the RGB space 

correspond to equally perceptible differences of colors because it is sensitive to 
intensity variations, yet insensitive to variations in hue and saturation. Fig. 1 shows 
the usefulness of a color vector angle. Although color pair (C1, C2) appears more 
perceptually similar than color pair (C3, C4), two color pairs have the same Euclidean 
distance. Since the Euclidean distance is very sensitive to intensity variation, two 
pixels with the same color can have a nonzero distance value. However, the angle of 
color pair (C3, C4) is larger than that of color pair (C1, C2) due to color vector 
angle’s sensitiveness to differences in hue. Consequently, color vector angle well 
represents the perceptual color difference. Colors that are separated by an angle, θ , 
whose sine is calculated as: 

( ) ( ) 2/1

2211

2

21
2,1 1sin −=

VVVV

VV
TT

T

vvθ .  (1) 

The color edge is detected based on the eight-connectivity. First, a 3 x 3 mask is 
applied to every pixel, then the eight color vector angles between the eight 
neighboring pixels and the center pixel are calculated: 

( ) ( ) ( ) ( ) ( )[ ]
8321

sin,,sin,sin,sinsin max VVVVVVVV CCCC
MAX θθθθθ = , (2) 

where Vc and Vi are the center and neighboring pixels in the 3 x 3 mask, respectively. 
If the threshold value for maximum vector angle among the eight color vector 

angles, T, is identified, Fig. 3 shows several edge images by the variation of T. If T 
has relatively low value, the false detection for edge pixels is largely increased like 
Fig. 3-(a) or Fig. 3-(b) in the 3rd raw of Fig. 3 which is the edge images for Fig. 2-(c). 
Conversely, if T has too high value, the missed pixels for edge candidates are 
seriously increased like Fig. 3-(d) in the 2nd raw of Fig. 3 which is the edge images for 
Fig. 2-(b). In Fig. 3, we make sure that if T has 0.08~0.09, a better result is achieved. 
From such result, we classify Vc as an edge pixel which the maximum vector angle is 
larger than 0.09, or as an smooth pixel otherwise. 
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 (a)  (b)  (c) 

 (d)  (e) 

Fig. 2. Test images 

    

    

    
(a)                (b)                (c)               (d)  

Fig. 3. Edge images by color vector angle in Fig. 2-(a)~Fig. 2-(c) : (a) T=0.05, (b) T=0.07, 
(c) T=0.09, (d) T=0.11 

2.3   Color Coherence Vector for Spatial Representation 

When the pixels are classified by color vector angle as smooth, we apply the smooth 
pixels to histogram refinement, so-called CCV. The CCV partitions the histogram 
bins by the spatial coherence of pixels. A pixel is coherent if it is a part of some 
‘sizable’ similar-colored region and incoherent otherwise. The initial stage in 
computing a CCV blurs the image slightly by replacing pixel value with the average 
value in a small local neighborhood. Then, it discretizes the color space, such that 
there are only n distinct colors in the image. The next step is to classify pixels as 
either coherent or incoherent depending on the size in pixels of its connected 
component. We obtain thereby the color descriptor for the low frequency image from 
CCV. 
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2.4   Edge Correlogram for Shape Representation 

If the pixels in 3 x 3 mask are classified as the edge pixels, we apply edge 
correlogram to the edge pixels. A general correlogram expresses how the spatial 
correlation of pairs of colors changes with distance. We use not color correlogram but 
edge correlogram in our method. Edge correlogram improves the storage efficiency 
and brings down the expensive computation cost. 

Let I be an n1 x n2 image, quantized into m gray color c1,…,cm. For a pixel p=(x, 
y)∈I, let I(p) denote its gray color. Let Ic  {p | I(p) = c}. Let a distance d∈[min(n1, 
n2)] be fixed a priori. Then, the edge correlogram can be calculated for i,j∈ [m], 
k∈[d] as followings [6,10]; 

( ) [ ]kppIpI
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ic
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cc =−∈Δ

∈∈ 212
,

)(
, |Pr

21

γ .  (3) 

Given any pixel of gray color ci in the image, ( )Ik
cc ji

)(
,γ  gives the probability that a 

pixel at distance k away from the given pixel is of gray color cj. 

2.5   Histogram Comparison Between Spatial Area and Edge Area 

Fig. 4 shows the histogram comparison on the spatial and edge area for Fig. 2. As 
shown in Fig. 4, the histogram for spatial area in a natural image is generally not 
consistent with that of the edge area. From considering a such gap from areas, we 
intend to improve the retrieval performance by splitting the feature extraction method 
into two parts: CCV method in spatial domain and correlogram method in edge 
domain, respectively. 

 
(a)        (b) 

Fig. 4. Histogram comparison for edge and spatial areas in an image: (a) Histogram comparison 
in Fig. 2-(d) (b) Histogram comparison in Fig. 2-(e) 

2.6   Similarity Measure 

Retrieval systems are based on similarity measurements between a given query (Q) 
and indexed data (R). Features are considered to be similar if they are in close 
proximity to each other, and dissimilar if they are further apart. 
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Similarity measure for color coherence vector. Let the set of coherence and 
incoherence pixels for the j’th color bucket be (

jj βα , ) in Q and ( '' , jj βα ) in R. Using 

the L1 distance to compare CCV’s, the j’th bucket’s contribution to the distance 
between Q and R is  
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Even though the absolute difference in the pixel count for color bucket j from two 
pairs of images is the same value in both cases, clearly the difference is more 
significant for pair of images with lower pixel count for color bucket j. Thus, we use 
the normalized difference between Q and R as following:  
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Similarity measure for edge correlogram. Using the L1 distance to compare edge 
correlogram’s, the distance between Q and R is   
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The normalized difference between Q and R is  
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Our approach associates with two separate vectors for the color feature from 
smooth pixels and for the shape feature from edge pixels. Hence, two similarity fu- 

 (a)  (b) 

 (c)  (d) 

Fig. 5. Processed Images: (a) Original image (b) Image after color vector angle (c) Image to be 
operated by CCV (d) Image to be operated by Edge correlogram 
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nctions are computed accounting for color and shape respectively: ),( QRsimC  and 

),( QRsimS . The resulting coefficients are merged to form the final similarity function 

as a linear combination: 

),(),(),( QRsimCQRsimSQRsim ×+×= βα ,  (8) 

where α and β  are weighting coefficients (typically, α = β =0.5). Fig. 5 shows the 

intermediate images for the proposed method. 

3   Experimental Results 

Our heterogeneous image database consists of about three thousands color JPEG 
images. The database includes natural scenes, indoor images, plants, animals, 
landscapes, drama cuts, and paintings etc. The processing times in simulations are 
measured in a system with Pentium-4 2.8GHz CPU and 512MB RAM in 
milliseconds. Fig. 6 shows our retrieval system. The retrieval accuracy is measured in 
terms of the recall, precision, and ANMRR [11]. The higher for the precision and 
recall, the better. The lower for ANMRR, the better. 

Result. The proposed method is compared with CCV, autocorrelogram and the 
combination method of CCV and autocorrelogram (AC-CCV). Since the computation 
cost for correlogram is quite heavy, a color autocorrelogram with {1,3,5,7} for spatial 
distances is used in the experiments. CCV and correlogram use 128 bins, respectively. 
AC-CCV and our method use 256 bins, respectively. The bins in CCV represent sixty-
four distinct colors and their classified buckets as coherent and incoherent. The bins 
in correlogram represent thirty-two distinct colors and their spatial distances with 
{1,3,5,7}. AC-CCV is the method that extracts the feature vectors from CCV and 
correlogram each, and combines these features by similarity measure. To compare 
these approaches fairly, we bring them to a common ground truth images for all the 
queries in experiment. 

Table I and Table II show the comparison with the other retrieval methods on the 
query performance and time consumption, respectively. Table I shows that the 
proposed method produces a better result than the other methods for ANMRR, average 
recall, and precision. Correlogram relatively shows a good performance for an image 
with uniform patterns, but not for natural images. And, if most of colors including an 
image have a sizable contiguous region, it is difficult to distinguish between the given 
images using CCV or conventional histogram method. As shown in Table I, all of the 
proposed ESD method and AC-CCV appear the satisfactory results. However, our 
proposed method separates the image and extracts the suitable features each for two 
divided areas unlike AC-CCV which makes twice whole feature extractions for an 
image. Thus, our approach represents a better performance as well as a fast feature 
extraction time (FET) rather than that of AC-CCV. 

Table II shows the comparison for FET and indexing time of several methods in 
on-line and off-line. In off-line, the FET of CCV and correlogram is slightly faster 
than that of our method for time consumption per frame. Being compared with AC-
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CCV, our method is fast over 15%. For the comparison in on-line, the elapsed time 
for feature extraction is equal to the time for reading the stored data. It is because the 
extracted feature information has already indexed and stored by R*-trees [12,13] 
during the first feature extraction. Consequently, as the FET in on-line is only under 1 
ms for all retrieval methods, the FET increase of the proposed method compared with 
CCV or correlogram in off-line haven’t the significant meaning. The indexing time 
for the extracted features is under 1ms without regard to on-line or off-line.    

Table 1. Comparison for retrieval performance with other retrieval methods 

Method ANMRR Recall Precision 

Correlogram 0.425 0.10 0.38 

CCV 0.382 0.18 0.47 

AC-CCV 0.279 0.24 0.47 

 Proposed (ESD) 0.223 0.28 0.47 

Table 2. Comparison of the elapsed time for retrieval with other retrieval methods (ms) 

Off-line  On-line 
Method Feature extraction Indexing Feature reading  Indexing 

Correlogram 43 0.07 0.12 0.05 

CCV 27 0.06 0.15 0.06 

AC-CCV 63 - - - 

 Proposed (ESD) 52 0.14 0.17 0.13 

 

Fig. 6. Retrieval System 
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 (a)  (b) 

 (c)  (d) 

Fig. 7. Retrieval results with rank: (a) Correlogram (CG) : rank 1, CCV (CV): rank 1, AC-CCV 
(AC): rank 1, Proposed (P): rank 1 (b) CG : rank 6, CV: rank 6, AC: rank 5, P: rank 2 (c) CG: 
rank > 30, CV: rank > 30, AC: rank 27, P: rank 9 (d) CG: rank > 30, CV: rank 21, AC: rank 24, 
P: rank 20 

 (a)  (b) 

 (c)  (d) 

Fig. 8. Additional Retrieval results with rank: (a) Correlogram (CG) : rank 1, CCV (CV): rank 
1, AC-CCV (AC): rank 1, Proposed (P): rank 1 (b) CG: rank > 30, CV: rank 7, AC: rank 15, P: 
rank 2 (c) CG : rank > 30, CV: rank 5, AC: rank 8, P: rank 7 (d) CG: rank > 30, CV: rank > 30, 
AC: rank 12, P: rank 18 

Fig. 7 shows the retrieval results for a query and the relevant images, including a 
camera zoom and change of viewing position. As shown in Fig. 7, the proposed method 
is very robust to a camera zoom and the appearance changes. Since the proposed method 
considers color adjacency through an edge correlogram, it is able to produce satisfactory 
retrieval results even with significant appearance changes. Fig. 8 shows the retrieval 
result for another query with a new object appearance. Our experiment in Fig. 9 
investigates retrieval performance comparisons based on recall and precision 
effectiveness. Fig. 9 shows the average value for an overall performance comparison. 
The experiment result shows that ESD performs better than CCV, correlogram, and AC-
CCV for query images. The retrieval effectiveness measures shown in Fig. 9 indicate that 
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Fig. 9. Recall and precision 

  
   (a)         (b) 

Fig. 10. Recall and precision : (a) for Fig. 7, (b) for Fig. 8 

the relative ordering of the retrieved document set is the best for ESD, followed by AC-
CCV, CCV and correlogram (in order). Fig. 10-(a) and Fig. 10-(b) show the retrieval 
performance comparisons for Fig. 7 and Fig. 8, respectively. 

4   Conclusions 

In this paper, we have proposed an ESD method that extracts the edge from image 
using color vector angle and applies the CCV and the correlogram for the smooth area 
and the edge area, respectively. Since the edge correlogram uses edge pixels, it can 
effectively represent the adjacency between colors in an image and provide robustness 
to substantial appearance changes. The CCV method in spatial area can also 
effectively represent the global color distribution of smooth pixels in an image. The 
proposed method provides satisfactory image retrieval results even with significant 
appearance changes and can be applied to image localization through edge histogram 
backprojection. If the color quantization scheme is improved, a better performance 
could be achieved with the proposed method. 
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Abstract. We investigate and compare the performance of several dis-
tributional distances in generic color image retrieval with an emphasis
on symmetry and boundedness of the distances. Two histogram gener-
ation methods based on Gauss mixture vector quantization (GMVQ)
are compared using Kullback-Leibler divergence (KLD). The joint his-
togram method shows a better retrieval performance than the Bayesian
retrieval with the label histograms of interleaved data. A variety of dis-
tance measures are tested and compared for the joint histogram features
produced by GMVQ, including an important set of Ali-Silvey distances,
the Bhattacharyya distance, and a few other divergence measures based
on Shannon entropy. Experimental results show that the Bhattacharyya
distance and the L divergence are better than the histogram intersection
(HI), but the KLD is poorer than the HI. In all cases, the symmetric
version of a distance performs better than the asymmetric one and usu-
ally the bounded version of a distance gives better retrieval performance
than the corresponding non-bounded.

1 Introduction

Color image retrieval based on histograms requires quantization of a color space.
In [7, 8], GMVQ with quadratic discriminant analysis (QDA) distortion is
proposed as a quantization method to increase the retrieval performance in
histogram-based image retrieval. Traditional histogram distances, such as the
HI [13] and the Euclidean distance, are used to compare three different quanti-
zation methods. Traditional similarity measures for histograms are based largely
on distances defined in a geometric space, such as the Lp norms. Therefore, they
may not be the best measures for comparing two histograms.

We investigate and compare the properties of several distributional distances
applied to generic color image retrieval using color histograms generated by
GMVQ. Two types of histogram generation are compared. One is the joint his-
togram generation method in [7, 8] and the other is the generation method of
the label histograms for color-interleaved data from the GMVQ. When the latter
method is combined with the KLD, it is equivalent to Bayesian retrieval with la-
bel histograms of Gauss mixtures [14]. Our results show that the joint histogram
method is better than the Bayesian retrieval with label histograms in the ex-
amples considered. Using the joint histogram based on GMVQ, an important

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 465–475, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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set of Ali-Silvey distances [1], the Bhattacharyya distance [9], and some other
divergence measures based on Shannon entropy [11] are compared in terms of
symmetry and boundedness.

Among the Ali-Silvey distances, the KLD has been the most popular in im-
age retrieval. The KLD is asymptotically equivalent to the maximum likelihood
(ML) solution for a Bayesian retrieval with equal priors for Gauss mixtures [14].
J divergence, Kolmogorov’s variational distance and Matusita’s distance in [1]
are explored since they are closely related to the KLD, the HI, and the Bhat-
tacharyya distance, respectively. The Bhattacharyya distance provides an upper
bound to the error probability resulting from the Bayes decision rule for two-class
classification problems [3, 14]. A few papers [3, 12] have used the Bhattacharyya
distance in image retrieval for texture data. K divergence, L divergence and
Jensen-Shannon (JS) divergence [11] are examined because they evolved from
the KLD and are bounded.

2 Gauss Mixture Vector Quantization

A finite Gauss mixture model is a probability density having the form

h(x ) =
L∑

i=1

pigi(x ) (1)

where x represents a k-dimensional random vector, L is the number of the Gaus-
sian components, and pi represents the a priori probability of the ith Gaussian
component. The pdf gi(x ) of the ith Gaussian component is

gi(x ) =
1

(2π)
k
2 |Ki| 12

e−
1
2 (x−mi)

tK−1
i (x−mi) (2)

where the mi is the mean vector and Ki is assumed to be nonsingular.
A Lloyd clustering algorithm for the iterative design as a Gauss mixture [7, 8]

is summarized as follows:

• Step 0: Set D(0) = 0 and fix a threshold ε > 0. Start with an initial set of
Gaussian components {gi}(0) with i = 1, 2, · · · , L and prior probabilities {pi}(0)

and a set of training vectors {xn}, with n = 1, 2, · · · , N . N is the number of
training vectors. Set m = 1.

• Step 1: Find cells {Zi}(m) that satisfy

{Zi}(m) = {xn : argmin
j

ρ(xn, gj , pj)(m) = i} (3)

where j = 1, 2, · · · , L and ties are broken arbitrarily, and

ρ(xn, gi, pi)(m) = (dLL(xn, gi) − ln pi)(m) (4)
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is the penalized log-likelihood distortion, where

dLL(xn, gi) =
1
2
(
k ln(2π) + ln |Ki| + (xn − mi)tK−1

i (xn − mi)
)

(5)

where mi and Ki are the mean vector and the covariance matrix of ith Gaussian
component, respectively, and k is the dimension of the training vectors xn.

• Step 2: Compute the total distortion D(m) for all training vectors with the
corresponding Gaussian components:

D(m) =
L∑

i=1

∑
n:xn∈{Zi}(m)

ρ(xn, gi, pi)(m). (6)

• Step 3: If
∣∣∣(D(m) −D(m−1))/D(m)

∣∣∣ < ε, stop the process. Otherwise, continue.

• Step 4: Find the new mixing probabilities pi’s, the new mean vectors mi’s,
and the new covariance matrices Ki’s.

pi(m+1) = Ni(m)/N (7)

mi(m+1) =
1

Ni(m)

∑
n:xn∈{Zi}(m)

xn (8)

Ki(m+1) =
1

Ni(m)

∑
n:xn∈{Zi}(m)

(xn − mi(m+1))(xn − mi(m+1))
t, (9)

where Ni(m) is the number of the training vectors in the cell {Zi}(m). Then, go
to Step 2 with m = m + 1.

3 Bayesian Image Retrieval for Gauss Mixtures

Bayesian image retrieval depends on the Bayesian or a maximum a posteriori
classifier.

v∗ = argmax
v

PV |X (v|x ) (10)

where X = (X 1,X 2, · · · ,XN ) is a collection of the query feature vectors and
V ∈ {1, 2, · · · ,M} is an indicator variable for an image in the database of size
M . Using Bayes rule, and assuming conditional independence and uniform prior
probabilities PV (v) = 1/M , (10) leads to the maximum-likelihood solution

v∗ = argmax
v

N∏
n=1

PXn|V (xn|v) = argmax
v

1
N

N∑
n=1

log PXn|V (xn|v) (11)
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Assuming large N , the law of large numbers yields the approximation

v∗ ≈ argmax
v

EX [log PX |V (x |v)] = argmax
v

∫
PX (x ) log PX |V (x |v) dx (12)

When PX (x ) and PX |V (x |v) are Gauss mixtures, such that

PX (x ) =
L1∑
j=1

pjfj(x ), PX |V (x |v) =
L2∑
l=1

qv,lgv,l(x ), (13)

equation is difficult to compute. A closed form solution is provided by the asymp-
totic likelihood approximation (ALA) [14]:∫

PX (x ) log PX |V (x |v) dx ≈
L1∑
j=1

pj

(
log qv,l + log(gv,l(mj))− 1

2
trace

[
K−1

v,l Kj

])
,

(14)
where l ∈ {1, 2, · · · , L2} is selected as

l∗ = argmin
l

{
(mj − mv,l)tK−1

v,l (mj − mv,l)
}

(15)

If we use a universal GMVQ codebook generated from an interleaved color train-
ing set as in [7, 8], then (14) reduces to∫

PX (x ) log PX |V (x |v) dx ≈
L1∑
j=1

pj log qv,j (16)

since l∗ = j from (15). From (12) and (16),

v∗ ≈ argmax
v

L1∑
j=1

pj log qv,j = argmin
v

L1∑
j=1

pj log
pj

qv,j
(17)

Equation (17) indicates that Bayesian retrieval is the same as minimizing the
KLD defined in (18) between two label histograms [14]. For color images, color
components should be interleaved as in [14, 6] to apply (17). Thus, it would
be interesting to compare this Bayesian retrieval with the histogram-generating
method [7, 8] using the KLD. The comparison result is provided in 5.1.

4 Distributional Distances

Since the minimization of the error probability to determine optimum signals
is often intractable in communication and radar problems, several alternative
performance measures using the notion of distance between two probability dis-
tributions were investigated [9]. In this section, we delve into the following distri-
butional distances to compare two histograms (discrete distributions) for image
retrieval problems with an emphasis on symmetry and boundedness.
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4.1 Ali-Silvey Distances

Due to their strong link to probability of error, these measures are frequently
used as criteria for optimum signal selection as in [9]. General definitions and
the entire set of these measures can be found in [1].

• Kullback-Leibler divergence
The KLD between two discrete distributions, p1 and p2 is defined by

dKL(p1, p2) =
∑

x

p1(x) log
p1(x)
p2(x)

, (18)

We use ‘log’ to represent ‘log2’ in this paper. Note that the log ratio of p1 and
p2 (or difference between log p1 and log p2) is weighed by only the p1. Thus,
dKL(p1, p2) is different from dKL(p2, p1). The KLD is infinite when p2(x) = 0
and p1(x) �= 0 for any x.

• J divergence
This is a symmetric version of the KLD, also known as Jeffreys’ divergence

or symmetric Kullback-Leibler (SKL) divergence. It has the following form.

dSKL(p1, p2) = dKL(p1, p2) + dKL(p2, p1)

=
∑

x

(p1(x) − p2(x)) log
p1(x)
p2(x)

, (19)

It is not finite if either p2(x) = 0, p1 �= 0 or p1(x) = 0, p2 �= 0 for any x.

• Kolmogorov’s variational distance
This distance is defined by

dKOL(p1, p2) =
1
2

∑
x

|p1(x) − p2(x)| (20)

This distance is identical to the L1 norm except for the scaling factor. Since the
L1 norm is the HI when the cardinalities of the two histograms are the same,
this distance is the same as the HI in image retrieval.

• Matusita’s distance
The definition is as follows.

dMat(p1, p2) =

√∑
x

(√
p1(x) −

√
p2(x)

)2

=
√

2
(
1 −

∑
x

√
p1(x)p2(x)

)
(21)

For image retrieval, this distance gives equal performance to the Bhattacharyya
distance in (22) since both of them depend only on the product (

√
p1(x)p2(x))

term.
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4.2 Bhattacharyya Distance

This distance is often easier to evaluate than the divergences. It gives results that
are at least as good as, and are often better than, those given by the divergence
measures in signal selection problem [9]. This distance is defined as

dBhat(p1, p2) = −ln
∑

x

√
p1(x)p2(x) (22)

Note that this distance is actually a special case of Chernoff’s discriminatory
information in [1]. This distance is also a special case of Bayesian retrieval with
two distributions involved [14].

4.3 K, L and Jensen-Shannon Divergences

These divergences were proposed in [11] to improve KLD and J divergence,
which do not have upper bounds and do not provide certain bounds for the
Bayes probability of error.

• K divergence
The K divergence is defined as

dKdiv(p1, p2) =
∑

x

p1(x) log
p1(x)

1
2p1(x) + 1

2p2(x)
(23)

This has bounded values between 0 and 1 though it is not symmetric.

• L divergence
The L divergence is the symmetric version of the K divergence. This has

bounded values between 0 and 2:

dLdiv(p1, p2) = dKdiv(p1, p2) + dKdiv(p2, p1), (24)

• Jensen-Shannon (JS) divergence
This is a generalized version of the L divergence, having the following form

dJS(p1, p2) = H(π1p1 + π2p2) − π1H(p1) − π2H(p2) (25)

where π1 and π2 are weights for two distributions satisfying π1 + π2 = 1, and
H represents entropy. If π1 = π2 = 1/2, the JS divergence becomes the L
divergence. In [2], the JS divergence is applied to an image segmentation problem.

5 Results

5.1 Comparison of Color Histogram Generation Methods

The image database used in this work consists of 1500 color JPEG images used
in [5, 6]. It has 15 classes with 100 images in each class. The original size of
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images are either 384 × 256 or 256 × 384. For computational convenience, the
central region (256 × 256) of every image in the database is selected and scaled
into a 128 × 128 image using bilinear interpolation.

We compare the Bayesian retrieval for label histograms in (17) with the joint
histogram generation method [7, 8] combined with the KLD. For Bayesian re-
trieval with label histograms in (17), we need to interleave the color components
of color images. We exploit the 4:4:4 interleaving method and the 4:1:1 interleav-
ing method in [6] in the HSV spatial domain. For the 4:4:4 interleaving method,
12× 1 vectors are constructed with 4 pixels from each color component. For the
4:1:1 interleaving method, 6× 1 vectors is constructed with 4 pixels from H and
with 1 pixel from each S and V.

We use the training set of [5, 6] for density estimation of GMVQ. The train-
ing set consists of 30 images chosen from 1500 database images. Two images
are taken from each of the 15 classes randomly. Using the training set, we gen-
erate a Gauss mixture codebook having 256 Gaussian components and encode
each interleaved database image with the same vector dimension and distortion
measure as those used in the generation of the codebook. The codebook was
initialized using the splitting technique [4]. Only the 256 mixing probabilities
are stored as the label histogram for each image.

In the case of the joint histogram generation method [7, 8], Gaussian compo-
nents for each color channel are calculated from the training set for the density
estimation of the GMVQ. We set the number of the Gaussian components for
each H, S, and V color channel to 16, 4 and 4 so that all three quantization
methods can generate the same 256 histogram bins. The vector dimension of 4
for each color component is used since 4 pixels for each color component were
used for an interleaved vector.

Table 1. Retrieval performance of Bayesian retrieval with label histogram (4:4:4 and
4:1:1 interleaving) and the joint histogram method with KLD

Method Precision (%)

joint histogram 68.28 58.11 51.39 46.32 41.37 35.98 30.26 25.03 19.33 11.04

4:4:4 interleaving 62.44 51.50 45.32 40.55 36.18 31.95 28.01 23.92 19.58 12.62

4:1:1 interleaving 57.16 47.19 41.54 37.41 33.72 30.28 26.73 23.17 18.96 11.50

Recall (%) 10 20 30 40 50 60 70 80 90 100

For similarity matching, the KLD is used for both histogram generation meth-
ods. A small number ε = 10−15 is added in the log term so that it prevent indef-
inite values. Table 1. shows the average retrieval performance of 1,500 precision
vs. recall [14, 7, 8] results when all images in the database are used as the query
image in turn. The result shows that the joint histogram method is better than
the Bayesian retrieval with the label histograms of interleaved data. This might
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suggest that color-interleaving may not be a good approach in density estimation
of Gauss mixtures in color image retrieval, since characteristics of different color
components cannot be fully exploited.

5.2 Symmetry and Boundedness of the Distributional Distances

With the joint histogram features generated by the GMVQ, we investigate the
effects of symmetry and boundedness of the distributional distances. We first
look at how the symmetry of distributional distances affects the retrieval per-
formance. Since the distributional distances defined in (18), (23) and (25) are
asymmetric in general, the retrieval performance is affected by how we match p1

and p2 to the query density and a database image density. Fig. 1 (a) shows this
aspect for KLD defined in (18). The ‘KLF’ in the legend means that the query
density is used as p1, and a database image density as p2. The ‘KLR’ means that
a database image density is used as p1. The meaning of this ‘F’(forward) and
‘R’ (reverse) is also the same for Fig. 1 (b) and (c). Since many histogram bins
have zero values in practice, for simplicity we set an ε for the distances having
log terms as in [10] so that log(C) terms should be log(C + ε). C represents the
count of a specific histogram bin. In Fig. 1, ε = 0.01. We can see that the SKL
divergence (J divergence) shows a better retrieval performance than the KLF
and the KLR about 2 ∼ 4% according to different recall values.
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Fig. 1. Retrieval performances of distributional distances, ε = 0.01
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Fig. 1 (b) shows the result for JS divergence defined in (25). We used π1 =
0.99 and π2 = 0.01 for ‘JSF’, π1 = 0.01 and π2 = 0.99 for ‘JSR’. Since the
result of L divergence is the same as the case when π1 = 0.5 and π2 = 0.5, we
represented it as ‘LDIV’. We can find that the asymmetric cases are worse than
the symmetric case for the JS divergence about 1 ∼ 3% according to different
recall values.

Fig. 1 (c) shows the result K divergence defined in (23) and L divergence
defined in (24). The asymmetric K divergence cases are slightly worse than the
symmetric L divergence. Though the asymmetric distributional distances are
worse than the symmetric distances on average, they may be exploited in a
specific class of images. Fig. 1 (d) shows this aspect. For this class (‘Cave’) of
images, the ‘KLR’ is much better than the others.

We now turn our attention to the boundedness of the distributional distances.
Since we saw that symmetric measures are better than their asymmetric coun-
terparts, we compare the retrieval performances of the symmetric measures by
changing ε. As we can see from Fig. 2, the SKL divergence is sensitive to the
value of ε. Whereas the Bhattacharyya distance and L divergence show nearly
the same performances for three ε values. For this reason they are shown in one
representative graph each. Because the (S)KL divergence has a log(p1(x)/p2(x))
term for every x, it can cause infinite values for every histogram bins satisfying
the conditions described in section 4.1. However, the L divergence is bounded
for all values of p1(x) and p2(x). The Bhattacharyya distance is also bounded
except for one case in which the two distributions are mutually exclusive over all
histogram bins, which seldom happens. Thus, the retrieval results of the Bhat-
tacharyya distance and the L divergence are better than the SKL divergence
about 1 ∼ 4% for the different ε values. In Fig. 2, they are too close to be
discriminated, but both are better than HI by 1 ∼ 2% for different recall values.

The results for Kolmogorov’s variational distance and Matusita’s distance are
not provided because the two distances yielded exactly the same performance as
the HI and Bhattacharyya distance, respectively, as discussed in 4.1 and 4.2.
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Fig. 2. Retrieval performance of symmetric distributional distances
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6 Concluding Remarks

We investigated the retrieval performance of an important set of Ali-Silvey dis-
tances, Bhattacharyya distance, and a few other divergence measures based on
Shannon entropy when they are used to compare labelled color histograms gen-
erated by GMVQ. We also compared two types of histogram generation methods
based on the GMVQ using KLD. The joint histogram method was better than
the Bayesian retrieval with the label histograms of interleaved data. Symmetric
distances were better than the asymmetric counterparts by 1 ∼ 4% according
to different recall values. The L divergence showed nearly the same performance
as the the Bhattacharyya distance. They are both symmetric and bounded and
were better than the unbounded SKL divergence by 1 ∼ 4% for different ε values.
They are also better than the HI by 1 ∼ 2% for different recall values.
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Abstract. In the paper, we proposed a novel feature descriptor using
over-complete wavelet transform and wavelet domain based fractal sig-
nature for texture image analysis and retrieval. Traditionally, discrete
wavelet frame took the first order derivative of smoothing function into
account, which is equivalent to Canny edge detection, with the specific
case using Gaussian function as smoothing function. The second order
derivative Spline Wavelet has more stronger ability to distinguish the
variation of the edge width than the first order one. The over-complete
B-Spline wavelet scheme is discussed and the finite impulse response
of over-complete wavelet transform is also represented in the paper. In
feature extraction phase, 56 dimensional statistical features, including
means and variances in positive and negative parts of wavelet coefficients,
are extracted respectively. At the same time, the fractal signature based
on the fractal surface area function in a Besov space is very accurate and
robust for gray scale texture classification so that 24 dimensional over-
complete wavelet based fractal feature is extracted. Experimental results
have shown that the proposed method is reasonable to describe the char-
acteristics of the texture in temporal-frequent and fractal domains and
can achieve the highest retrieval rate comparing with Gabor filter, first
order derivative over-complete wavelet transformation, and some other
pyramid-structured wavelet transformation considered.

1 Introduction

Content based image retrieval becomes more and more attractive since 1990s,
and more acceptable comparing to the traditional text-based image retrieval [1].
Using this technique, images are indexed by their own visual contents, for ex-
ample, color information, texture, shape, object relationship and so on. Among
many retrieval features associated with CBIR, texture retrieval is one of the
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most difficult since there is no satisfactory quantitative descriptor of texture
till now. In the research area of computer vision, texture analysis and tex-
ture image retrieval has a long history [2] and various feature representations
have been proposed in the literatures to deal with texture analysis, such as co-
occurrence matrix [3], wavelet transforms [7][9][10][13], most of which are also
applied into texture classification and segmentation. In wavelet domain, many
distance measures are employed, such as Euclidean Distance, Mahalanobis Dis-
tance, Kullback-Leibler Distance [2] and so on.

Recently, Gabor filters are the most popular descriptors to solve the texture
similarity problems, in which a class of self-similar functions can be obtained
by appropriate dilations and rotations of mother function [4][12]. Since Gabor
filters are not orthogonal, there is redundant information in the filtered images.
At the same time, various wavelet transform based feature representations are
put forward, such as pyramid wavelet, tree structure wavelet, wavelet packet,
and discrete wavelet frames. In spite of any analysis tools used, the key prob-
lem of texture analysis is to differentiate the distinction of intensity, orientation
variation and edge properties of the texture images. From the view of human
vision, it is necessary to distinguish the textures, whose intensity and orienta-
tion distributions are close while the thickness of the texture lines is different.
The well known edge detector, Canny operator, has strong ability to inspect the
local extrema for edge detection [5]. However, it is not sensitive enough to reflect
the thickness and corresponding variation of the edge within the texture. From
Marr-Hildreth’s approach, it is considered to use the second order derivative of
B-Spline function (Gaussian-like smoothing function) as the wavelet transform
kernel, which has distinct response to the different thickness of texture lines
[6][8]. As a result, a novel B-Spline wavelet transform is propsed in the paper.

In the paper, a novel feature representation, including new statistical features
and fractal signatures based on the B-Spline wavelet, is proposed and we got a
very encouraging result (76.54%) in texture image retrieval. The related work of
texture description and models are reviewed in the second part. Then, the second
order derivative B-Spline wavelet transform and the finite impulse response of
the filter banks is also discussed in details in section 3. In section 4, feature
representation and similarity measure are described. The experimental results
and analysis are in the section 5. Finally, the conclusion is drawn in Section 6.

2 Related Work

2.1 Over-Complete Wavelet Scheme

Mallat and Zhong firstly proposed discrete wavelet transform for image compres-
sion [7]. In 1D wavelet transform, let θ(x) denote a smoothing function whose
integral is 1 and that converges to 0 at infinity, and it is k times differentiable.
Then, the wavelet kernel, whose integral is always zero, is defined as

ψ(x) =
dkθ(x)
dxk

, k ∈ Z (1)
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The dyadic wavelet representation is

ψ2j (x) =
1
2j

ψ
( x

2j

)
, j ∈ Z (2)

where ψ2j (x) is the wavelet function dilated by a dyadic scaling factor 2j .
Suppose a signal f(x) is wavelet transformed, the lowpass S2j f(x) and band-

pass W2j f(x) filter responses are given as,

S2j f(x) = f ∗ φ2j (x) and W2j f(x) = f ∗ ψ2j (x) (3)

where φ(x), implied from the property
+∞∑

j=−∞
ψ̂(2jω)χ̂(2jω) = 1 of the recon-

structing wavelet χ(x), is also a smoothing function whose integral is 1 and
φ2j (x) = 1

2j φ( x
2j ).

For 2D wavelet transformation, the over-complete wavelets should also be
separable, just like the pyramid structured wavelets. Denote the wavelet kernel
in x and y directions respectively as

ψ1
s(x, y) =

1
s2

ψ1(
x

s
,
y

s
) and ψ2

s(x, y) =
1
s2

ψ2(
x

s
,
y

s
) (4)

where ψ1(x, y) = ∂θ(x,y)
∂x and ψ2(x, y) = ∂θ(x,y)

∂y .
For 2D signal f(x, y) ∈ L2(R2), the wavelet transformation is defined as,

S2j f(x, y) = f ∗ φ2j (x, y) (5)

W1
2j f(x, y) = f ∗ ψ1

2j (x, y) and W2
2j f(x, y) = f ∗ ψ2

2j (x, y) (6)

where S2j f(x, y) is the lowpass filter response, W1
2j f(x, y) and W2

2j f(x, y) are
bandpass filter response along the vertical and horizontal directions, respectively.
In order to get much more accurate results on the line orientation in texture anal-
ysis, the third directional (diagonal) transform W3

2j f(x, y), which is the response
by applying the bandpass filter on both vertical and horizontal directions, is also
defined as,

W3
2j f = f ∗ ψ1

2j (x, y) ∗ ψ2
2j (x, y) (7)

2.2 Fractal Signature for Texture Analysis

The ‘fractal signature’ was shown to be very accurate and robust in gray-scale
texture classification. The strength of applying fractal theory to texture analysis
lies in the multi-resolution nature of texture, which is the basis of fractals. The
fractal signature proposed by Peleg et al.[14] was the measure to checkout the
area of the gray scale surfaces at different resolution. For a pure fractal gray-scale
image, it is defined as

A(ε) = Fε2−D (8)

where ε is the resolution of the gray levels in the image, D is a fractal dimension,
and F is a constant[15]. The change in measured area with the changing scale
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is used as the fractal signature of the texture. The gray level surface area is
measured by the covering of the surface in 3D space with a blanket of thickness
2ε, whose upper surface and lower surface are derived using local max and min
functions applied to the oscillations of the underlying surface for each value of
epsilon, which is used to generated the fractal signature.

Argoul proposed the method to use wavelet transform for fractal image
description[16], in which the transformation was regarded as a microscope to
capture the scaling properties of fractals. Mallat had shown that texture analy-
sis can be done with the wavelet representation using a fractal dimension derived
from the power function spectra [17]. This type of analysis can be merged with
the fractal signature. Considering the large computational burden for fractal sig-
nature by derived blanket using max and min functions, it is in need to propose
a much more efficient way to compute the fractal dimension. The alternative
approach lies in the computation within the wavelet coefficients spaces where a
measure of texture directionality is also obtained.

2.3 Wavelet-Based Fractal Signature

The fractal dimension of a compact set E is given by [15]

dim(E) = lim
n→∞

logN (ε, E)
log(1/ε)

(9)

where N (ε, E) is the number of balls of radius ε that cover the set E. This
measure expresses a basic geometric description of a set and how complicated
it looks. Thus it intuitively lends itself to consideration as an accurate texture
metric.

In Ref [18], Espinal etal. discussed one of the most important features for
human vision, which is the degree of smoothness that a pattern demonstrates.
From the field of functional analysis, it is known that functions can be categorized
by their degrees of smoothness. Functions can be categorized into functional
spaces according to their degrees of smoothness. Besov spaces offer one such
way to classify functions by their mathematical smoothness, which is very close
to the notion of visual smoothness.

Definition: A Besov space Ba,q
p (R) is the collection of all functions f ∈ F such

that

‖f‖Ba,q
p (R) = ‖f ∗ θ‖Lp +

[ ∞∑
v=1

(2vα‖f ∗ ψv‖Lp)q

]1/q

(10)

where F is the space of functions belongings to C∞ that decay rapidly at ∞,
a ∈ R, 1 ≤ p ≤ ∞, and 1 ≤ q ≤ ∞. Here ψv = 2vψ(2vx) is a wavelet like
function that decays at infinity formed by dilations of the basic function ψ(x)
and θ ∈ F is a smooth scaling function.

From Ref [18], we can find that the norm of Besov space measures how smooth
a function is. If the norm of f is high, it indicates the presence of many high-
frequency components in f and thus non-smooth function. On the other hand,
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if the norm of f is low, it means that there are many low-frequency components
in f and therefore f is a relative smooth function.

From Eqs. 6 and 7 defined in Section 2.1, we can conduct that Wk
2j f(x, y) =

f ∗ ψk
2j (x, y), k = 1, 2, 3, where ψ3

2j (x, y) is defined as ψ1
2j (x, y) ∗ ψ2

2j (x, y). The
wavelet ψk

2j (x, y), k = 1, 2, 3, is one of the three possible mother wavelets that ex-
tract horizontal, vertical and diagonal orientation information from the function
f(x, y). Hereby, we can define the fractal dimension for 2D signal f(x, y),

dim [graph(f)] = lim
v→∞

log+∑
|A|=2−2v |A|− 1

2
∣∣[Wk

2j f
]
I

∣∣
log+ 2v

(11)

where k = 1, 2, 3 denotes which of the horizontal, vertical and diagonal channels
of the 2D wavelet transform the coefficients belong to, and A is analogous to I
except that it is a 2D patch of area |A| = 2−2v.

3 Proposed Texture Descriptor

3.1 Second Order Derivative Spline Wavelet

Mallat et.al. [7] has pointed out that detecting zero crossings or local extrema are
similar procedures. A wavelet transform is computed by convolving the signal
with dilated wavelet. The wavelet transforms of f(x) at the scale s and position
x with respect to the first and second order derivative of smoothing function
θ(x) are defined as

Wa
s f(x) = f ∗ ψa

s (x) and Wb
sf(x) = f ∗ ψb

s(x) (12)

We derive that

Wa
s f(x) = f ∗ (s

dθs

dx
)(x) = s

d

dx
(f ∗ θs)(x) (13)

and

Wb
sf(x) = f ∗ (s2 d2θs

dx2
)(x) = s2 d2

dx2
(f ∗ θs)(x) (14)

where ψa(x) = dθ(x)
dx and ψb(x) = d2θ(x)

dx2 are the first order and second order
derivatives of θ(x), and θ(x) is twice differentiable.

The local extrema of Wa
s f(x) thus correspond to the zero crossings of Wb

sf(x)
and to the inflection points of f ∗ θs(x). In the particular case where θ(x) is a
Gaussian, zero crossing detection of Wb

sf(x) is equivalent to a Marr-Hildreth
edge detection, whereas the extrema detection of Wa

s f(x) corresponds to a
Canny edge detection. Furthermore, Mallat et.al. represented the specific imple-
mentation – Quadratic Spline Wavelet, using filter banks, whose finite impulse
response H,G,K and L are drawn in the upper part of Table 1.

We recognize that it is difficult to distinguish the maxima and minima with
a second derivative operator. However, the Canny edge detector is not sensitive
to the variation of edge width due to the filter response is relatively similar,
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for example, to one pixel-width and two pixel-width lines, while the response of
second order derivative is quite different to the thickness variation of edges. And
this is no doubt to produce more contribution to the similarity analysis since
it is very important to detect the width variation of texture lines, besides the
orientation and intensity. Hence, it is necessary to design a new kind of kernel
function to refine the wavelet. The second order derivative wavelets are based
on the families of B-Spline functions. According to the wavelet derivative in [7],
the second derivative of the smoothing function, ψ̂(ω), in frequency domain, is

ψ̂(ω) = −ω2

[
sin(ω/4)

ω/4

]2n+2

(15)

And the wavelet kernel is

φ̂(ω) =
[
sin(ω/2)

ω/2

]2n

(16)

Therefore, one can prove that the smoothing function θ̂(ω) is equivalent to
the Spline function,

θ̂(ω) =
[
sin(ω/4)

ω/4

]2n+2

(17)

To have a FIR filter implementation structure, a family of 2π periodic func-
tions is given by

H(ω) = (cos ω/2)2n
G(ω) = −4 (sinω/2)2n

K(ω) =
1 − |H(ω)|2

G(ω)
(18)

The FIR filter of L(ω) is 2π periodic and satisfies the conditions

G(ω)K(ω) + |H(ω)|2 = 1 L(ω) =
1 + |H(ω)|2

2
(19)

The finite impulse response of filter banks that corresponds to the second
order derivative Spline wavelet are conducted and shown in the lower part of
Table 1.

Table 1. Finite impulse response of filter banks for first order and second order deriva-
tive B-Spline wavelet

n -4 -3 -2 -1 0 1 2 3 4

H(n) 1/8 3/8 3/8 1/8
First order G(n) -2 2
derivative K(n) 1/128 7/128 11/64 -11/64 -7/128 -1/128

L(n) 1/128 6/128 15/128 84/128 15/128 6/128 1/128

H(n) 1/16 4/16 6/16 4/16 1/16
Second order G(n) 1 -2 1

derivative K(n) -1/256 -10/256 -49/256 -152/256 -49/256 -10/256 -1/256
L(n) 1/512 8/512 28/512 56/512 326/512 56/512 28/512 8/512 1/512
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3.2 Wavelet Based Fractal Signature

After we obtained the B-Spline wavelet transform coefficients with second order
derivative, it is easy to apply Eq.(11) to conduct the fractal signature.

4 Feature Extraction and Similarity Measure

4.1 Feature Extraction

Statistical features on Wavelet Coefficients. Traditionally, most wavelet
feature representations only take the variance of the filter response into account
since the mean values of the bandpass filter response are always close to zero.
However, one need to consider two texture images with the same pattern but
their intensity is “inverse” to each other, for example, D101 and D102, D103
and D104, respectively, in Brodatz Album. The only variance based similarity
measure could not distinguish these “similar” images. To tackle the problem, a
new representation is thus needed.

After one level wavelet transform, we obtained one lowpass signal S2j f(x, y)
and three bandpass signals Wk

2j f(x, y), k = 1, 2, 3. For the lowpass signals, we
still compute the mean and variance since they contain the smoothed low fre-
quent components. However, for all bandpass signals, we calculate the mean and
variance at positive and negative side separately. Mathematically, at s = 2j level,
the means (μ+, μ−) and variances (σ+, σ−) are calculated respectively as,

μ+(Wk
s f) =

1
L1

∑
x,y

Wk
s f(x, y), σ+(Wk

s f) =
1
L1

√∑
x,y

[Wk
s f(x, y) − μ+]2 (20)

μ−(Wk
s f) =

1
L2

∑
x,y

Wk
s f(x, y), σ−(Wk

s f) =
1
L2

√∑
x,y

[Wk
s f(x, y) − μ−]2 (21)

where L1 and L2 are the number of pixels whose value are greater than and less
than zero in the bandpass signals.

For each level of decomposition, we obtain one lowpass and three bandpass
filter responses. For each bandpass, we calculate the mean and variance and for
lowpass ones, the mean and variance are got simply since the mean value is al-
ways positive and approaches to that of the original image. Therefore, the feature
vector contains 4 × 7 = 28 pairs of mean and variance for four decomposition
levels, which gives a total of 56 features,

fW =
[
f1

W , . . . , f56
W

]
=̂
[
μ00σ00μ

+
01σ

+
01μ

−
01σ

−
01 . . . μ30σ30 . . . μ+

33σ
+
33μ

−
33σ

−
33

]
Fractal Signatures. In order to take the fractal dimension as features, we must
compute it for signals of finite length. The fact that we are dealing with discrete
signals means that we do not have infinite levels of resolution. As a result, we
have to use the sequence of values given by different values of and the different
orientations as a feature vector for image sub-region for which are trying to
compute a fractal dimension.
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Within the window surrounding at (x, y), the fractal signature for pixel (x, y)

is Dk
s =

log+
{∑

u∈Wk
s [N(x,y)]

|u|
√

2−s

}
log+ 2s , where s and k = 1, 2, 3 are the different

scales and orientations. And N (x, y) is the localized function for computing the
fractal dimension. After all of the fractal signature for each pixel are obtained at
the specific level of wavelet transformation, we can also compute the statistical
values, for examples, the mean and variance within the entire image, and regard
them as the features. Suppose four levels of over-complete wavelet transformation
are carried out in the paper, it is easy to conduct the dimension of the statistical
features based on fractal signatures, which is 4×6=24.

fD =
[
f1

D, . . . , f24
D

]
=̂
[
μ1

1σ
1
1μ2

1σ
2
1μ3

1σ
3
1 . . . μ1

4σ
1
4μ2

4σ
2
4μ3

4σ
3
4

]
In total, the features for texture representation are composed of two aspects.

One is the temporal-frequent distribution and another is how smooth the wavelet
surface of gray scale texture images.

4.2 Similarity Measure

The distance between two images in the feature space is defined as

D(f i, f j)=̂

√√√√ 80∑
m=1

[(f i
m − f j

m)/α(fm)]2 (22)

where α(fm) is the standard deviation of respective feature over the entire
database.

5 Experimental Results

In general, textural information can be used in two main application fields:
“between-image search” and “within-image search”. The first domain deals with
searching an image database and finding the most similar image to a given query
image. The latter deals with texture segmentation problem, searching a region
within an image and finding the most similar region to a given object or a region.
Although the proposed descriptor can be used in both domains, in the paper, we
are mainly concentrated on between-image search problem since the performance
of a descriptor can be easily evaluated in terms of the average retrieval rates.

In the experiments, all of the texture images in Brodatz Album are par-
titioned into 16 non-overlapping regions. Hence, 112×16= 1792 sub-images are
obtained. The performance of the proposed descriptor for each image is measured
in term of the average retrieval rate, which is defined as the average performance
number of patterns belonging to the same image as the query pattern in top 15
matches (self matches are excluded).

The average retrieval rates of top 15 matches are shown in the right bottom of
Figure 1. From the results, we found that the second order derivative B-Spline



484 Q. Wang and D. Feng

Fig. 1. Retrieval performance according to the number of top matches considered

wavelet gives the best performance at 76.54%, which is also better than the
recently proposed best result (75.93%) by ref [11]. From Fig. 1, it is clear to find
the performance increases to 92% if the top 100 are considered.

Furthermore, the proposed feature extraction method successfully solved
the matching of “inverse” patterns, and the retrieval rate reached 100% for
D101,102,103,104, respectively, whilst the Gabor’s ones were just over 50%.

6 Conclusions

In the paper, we first reviewed and analyzed the main streaming models for
texture analysis, including Gabor filter, first order derivative B-Spline wavelet
transformation, and generic wavelet based fractal signature. Due to the zero
crossing of second order derivative of smoothing function has greatly different
response between the narrow and wide edge lines, it is suitable to construct a
novel B-Spline wavelet with second order derivative to tackle texture analysis
whereas it is not clearly to distinguish by using local extrema in first order
derivative. The mean and variance values of the bandpass filtered signals are
extracted separately from the positive and negative parts to yield more accurate
retrieval results. At the same time, the fractal signature based on the fractal
surface area function in a Besov space is very accurate and robust for gray scale
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texture classification. In total, the set of 80 dimensional feature, containing the
temporal-frequency information as well as the essence of fractal signature, are
used for texture description.

Experimental results have shown that the proposed texture descriptor is en-
couraging comparing to Gabor Filter and other wavelet transformation based
texture descriptors, for example, pyramid wavelet transformation, wavelet pack-
age transformation, and over complete wavelet transformation scheme with first
order derivative. In the future, our attention will be drawn on the rotation in-
variance of over-complete Spline wavelet.
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Abstract. This paper presents a region-based image retrieval (RBIR) system in 
which users can choose specific regions as the query. Our goal is to assist the 
user to formulate more precise queries with which the retrieval system can fo-
cus on the user’s interested part. In this work, images are partitioned into a set 
of regions by using the watershed segmentation. Color-size histogram and Ga-
bor texture features are extracted from each watershed region. We propose a 
scheme of region filtering based on individual features, rather than integrating 
different features, to reduce the computational load of the image retrieval. This 
paper also defines the dissimilarity measure of images, and therefore relevance 
feedback is used for improving our retrieval. Finally we describe some experi-
mental results of our RBIR system. 

1   Introduction 

The goal of content-based image retrieval (CBIR) is to retrieve desired images from a 
large image database, based on image contents. Region-based image retrieval (RBIR) 
is a special type of CBIR, where regions are used to index images. A region is seen as 
a part of an image with homogeneous subjects or features. According to the chosen 
query format, RBIR systems can be categorized as two types: whole-image-as-query 
(WIQ) and image-region-as-query (IRQ).  

In the WIQ-type RBIR, users provide the example image and the system uses in-
formation from the whole image for the query. The similarity measure of two images 
is computed using the feature information of regions of the whole images. J. Z. Wang 
et al. developed SIMPLIcity [12] using Integrated Region Matching (IRM) to meas-
ure the distance between two images. K. Barnard and N. V. Shirahatti proposed a 
CBIR system for modeling the joint probability of image region features and associ-
ated texts [1]. J. Jeon et al. built a cross-media reference model, between annotations 
and region blobs, for image annotation and retrieval [5].  

In IRQ-type RBIR, users perform a query by choosing regions of the example im-
age. The RBIR system responds with images having similar regions as the query 
regions. In Blobworld [2], each region of an image is a blob associated with color and 
texture descriptors. Users can specify the attributes of some specific regions as the 
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query, rather than providing a description of the entire image. F. Jing et al. con-
structed a region codebook based on a VQ scheme for their RBIR system, and used 
relevance feedback for weighting regions [6].  R. Weber and M. Mlivoncic applied a 
mulit-step approach in order to design an efficient and effective solution [13].  

 

Fig. 1. The flowchart of our system 

This paper proposes our design for the IRQ-type RBIR system. Fig. 1 shows the 
overview of our system. All images in the database are first segmented into regions 
using the watershed segmentation algorithm [10][11]. A set of features, including 
color and texture, is then extracted from each watershed region. For the color feature, 
we design the color-size histogram combining color and region size information. For 
the texture feature, we choose the Gabor texture feature [4][8]. In addition, we also 
design the location information of each watershed region.  

In our system, the query can be either a single image or multiple regions selected 
by users. The former is a special case of the latter. As the total number of regions in 
the database is usually huge, we design region filtering for filtering out most irrele-
vant regions in the database by using features of query regions. However, different 
features can characterize different contents of images; it is not proper to weighted sum 
different features directly while computing image similarity. We use two region filters 
based on two different features such that image similarity can be computed individu-
ally. Two candidate sets, passing two region filters, are combined as the retrieval 
results, and then relevance feedback is applied for improving the retrieval. 

This paper is organized as follows. Section 2 introduces the watershed segmenta-
tion. Section 3 describes the region features used in our system, including color-size, 
Gabor texture, and location feature. The schemes of region filtering, retrieval, and 
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relevance feedback are shown in section 4. Finally, section 5 provides experimental 
results of our system, and section 6 is our conclusion and future works.  

2   Watershed Segmentation 

The goal of segmentation is to partition an image into some different regions. Image 
segmentation is still an open problem in the area of computer vision. Thus, our pur-
pose is not to generate perfect regions but to make useful ones. In this work, we use 
the well-known watershed segmentation [10][11] to partition an image into non-
overlapping regions. Watershed segmentation is an efficient, automatic, and unsuper-
vised segmentation method. Pixels in a watershed region are homogeneous in the 
feature space. We then introduce the basic concept of watershed segmentation as the 
follows. 

In a nature image, idea step edges do not often exist since every edge is blurred to 
some contents. A blurred edge can be modeled by a ramp. For a ramp edge, a usual 
gradient operator will generate a slope of the edge. Thus, the ramp edge cannot be 
separated from noise and qunatization error by thresholding if the slope of the edge is 
small. Wang proposed a mulitscale gradient operator to solve the above problem [11]: 
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where ⊕ and Θ denote dilation and erosion, respectively, and Bi is called structuring 
element with size (2i-1) x (2i-1) pixels.  

Because the basic watershed algorithm is highly sensitive to gradient noise, it usu-
ally results in over-segmentation. To overcome this problem, small local minima in 
the gradient image should be eliminated [11]. The definition of small local minima is 
l
ocal minima consisting of a small number of pixels or having low contract with their 

neighbors. In order to eliminate these small local minima, two parameters, r and h, 
need to be assigned. Parameter r is the size of the structuring element of the dilation 
operators. By using the dilation with the structuring element, local minima which size 
is less than r pixels will be eliminated. Besides, parameter h is the height of elevation 
used for removing the local minima with low contract. These two parameters can be 
used to control the coarseness of the segmentation results. As r and h increase, the 
number of regions generated decreases.  

The watershed regions are the processing units in our RBIR system. If regions are 
too large, or the number of regions is small, visual feature in the region may not be 
homogeneous. Also, one big region may contain more than one focused subject in the 
i
mage. Otherwise, if the regions are too small, or the number of regions is large, users 

have to specify more regions for the region query, and the computational complexity 
will increase. In our design, we adopt two parameters: r=2 and h=5. Using this set-
t
ing, the number of region is about 50,000 in 1300 images. 
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3   Feature Extraction 

In the section, we will introduce the features used in our work, including color-size 
histogram, Gabor texture, and location information of a watershed region. Both color-
size histogram and Gabor texture are used for region filtering, and all of these three 
kinds of features are used for dissimilarity computation. 

3.1   Color-Size Histogram 

By using an image segmentation method, an image can be partitioned into a set of 
regions. Each pixel is assigned a region-size attribute, which is the number of pixels 
of the segmented region containing this pixel. Hence, the region-size distribution will 
contain the structure information of an image.  
The color-size features can be computed by combining the color and region-size fea-
tures in an image. The color-size features consist of the color-size histogram and the 
color-size moments [3]. We choose the LAB color space for computing color infor-
mation and, as stated earlier, the watershed algorithm as our segmentation method for 
extracting the region-size feature. For example, Fig. 2 illustrates the voting process of 
extracting the color-size histogram. Pixel A of the image on the right hand side has a 
blue color, and is contained in an extra-large (XL) region. Then the bin corresponding 
to the blue color and the XL region-size will be incremented by one. 
For computing the color-size histogram, it is necessary to decide the number of bins 
quantized in the feature space. The most common method is fixed number of bins, 
that is, partition the three color channels into fixed bins. In this work, we adopt the 
standard clustering approach, c-mean, for deciding the number of quantizated bins in 
the whole LAB color space. In the other kind, the part of size distribution is divided 
four bins by equal frequency, i.e. the numbers of regions falling in these four bins are 
similar.  

 

Fig. 2. An illustration of the color-size histogram 

3.2   Gabor Texture Feature 

Gabor filter provides a useful way to analyze the texture information of an image. In 
our work, Gabor texture feature [4] [8] is adopted to represent the texture features. To 
extract the Gabor texture feature of an image I, I is first filtered with a bank of scale 
and orientation quantization Gabor filters, and then compute the mean and standard 
deviation of the output of filters. 

 



 Region Filtering Using Color and Texture Features for Image Retrieval 491 

 

Formally, filtering an image I(x, y) with Gabor filter gmn, designed in [8], is  

,),(),(),( 1111
* dydxyyxxgyxIyxW mnmn −−⋅=  (2) 

where 0 ≤ m ≤ K, 0 ≤ n ≤ S, and there are K+1 and S+1 scale and orientation quantiza-
tion, respectively. All means and standards derivation of the magnitude |Wmn(x, y)| are 
computed. Finally, Gabor texture feature is the collection of means and standard deri-
vations, and denoted as 

},,...,,{)( 0000 KSKSIG σμσμ= , (3) 

In our implementation, we set K = 5 and S = 3. That is, there are 6x4x2=48 dimen-
sions in the Gabor texture space. 

3.3   Location Information 

Since the goal of our RBIR system is not to dedicate a whole image but the regions of 
user query, some regions may be connected. There are two ways to handle connected 
regions: merge regions as one larger region, or treat them separately. In this work, we 
do not merge regions because each region may contain individual properties. Each 
region will keep its individual feature, and we design the location feature in order to 
represent spatial information of a region in a connected region. The location feature, 
denoted as L, of a region stores the vertical and horizontal distances between the 
region centroid and the centroid of its connected area. This feature is computed for a 
region in the connected area but a whole image. For example, for one region, if it’s 
location feature, L, is (-4, 5), it means that the region centroid is located in the 4 pix-
els left and 5 pixels upper of the centroid of its connected area.  

4   Region Filtering and Retrieval 

4.1   Query Formulation 

In our system, the combinations of watershed regions are used as the query. The 
watershed regions of an image are color homogeneous and non-overlapping. Our 
RBIR system will first display the watershed regions of an image, and then users can 
choose specific regions, which at the best represent a collection of focused subjects, to 
become the region query. This approach can not only reduce the effort of delineating 
the subject boundary but also provide more precise query. 

Let qi denote the watershed regions selected by users, then a query Q can be ex-
pressed, in general, as the union of all regions qi. 

4.2   Region Filtering 

Region is the unit of computing similarity measure of images in the RBIR system. 
However, the number of regions in the database is usually huge, and their spatial 
relations are complex. It is necessary to reduce the number of regions in order to re-
trieve similar images efficiently. As we hope to use two kinds of features in our re-
trieval system, the way of combining these two features is critical. The most common 
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approach is the weighted summation of different features. Unfortunately it is difficult 
to decide the weights corresponding to the features. In our opinion, combining differ-
ent features grudgingly is not proper. We do not combine these two features directly, 
but design two region filters based on color-size and Gabor texture. Therefore, two 
candidates of these two region filters are ranked individually.  

For general pictures, the image segmentation is not reliable, and may not be consis-
tent with human perception. We need to loose the constraint to include the potential 
regions. Each region is represented as a point in the feature space. Let the feature 
space F be the space of either color-size histogram or Gabor texture feature described 
in section 3. All feature vectors of regions in the database are points of the space F. 
Then we adopt the clustering approach, c-mean, to divide the space F into c clusters. 
Each region of images in the database will fall into a cluster in F. Thus, all regions 
falling in the same cluster of F will be similar in the feature space F. 

The idea of our region filtering is based on dilation of the clusters corresponding to 
the query regions. Given a query region, let the corresponding feature point be the 
center and let a given threshold be the radius, therefore the circle is the region filter of 
the query region. If the mean of a cluster falls in the circle, all regions in the cluster 
are chosen in candidates of the query region. We define the notation of DilatedF(R) as 
the candidate collection passing the region filter of a given region R based on the 
feature F. Fig. 3 illustrates an example of region filtering. The red-dot circle, with the 
center q and a threshold radius, is the region filter of the query region q. Regions in 
cluster A, B, and C can pass the filter, and regions in D and E cannot. Because the 
mean of the cluster A is also in the circle, the whole cluster A is dedicated in candi-
dates. In this illustration, DilatedF(q) = {A, B, C}. 

 

Fig. 3. An illustration of region filtering. A to D are 5 clusters in the feature space F, and q is a 
query region.  The red-dot circle is the filter of q with a distance threshold. The region filter 
contains cluster A, B, and C because all their means fall in the circle 

In practice, we use a scheme of inverted indexing to speed-up region filtering. 
Since the number of the clusters is fixed, the linked list of each cluster for linking all 
regions of the same cluster can be built. While region filtering is performed, the sys-
tem will look for the linked lists of candidate clusters passing the filters.  

Then we define the feature matching matrix as a matrix whose row and column 
dimension is the number of query regions and an image in database, respectively, and 
it is defined as 
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In our design, we assign the value of ThresholdF to 0.8. 

4.3   Image Ranking and Retrieval 

By using the two region filters, based on color-size histogram and Gabor texture, two 
sets of candidate images of the query image are generated. In our system, we use the 
Earth Mover’s Distance (EMD)[7][9] for ranking the dissimilarity of candidate im-
ages in individual feature space. The EMD measures the minimal cost that must be 
paid to transform one distribution to another one. It is suitable to measure the distance 
between two distributions with variable length. 

Now, we will define the dissimilarity measure between two images based on EMD 
in individual space F, color-size histogram or Gabor texture. Let I be a candidate 
image of the query Q, and U be the set of regions, U ⊂ I, passing the region filter on 
the space F. Then 

),(),( UQEMDIQdisSim FF =   (7) 

For computing EMD between Q and U, it is necessary to have the definition of 
weight and ground distance for region representation. Let Q = {qi} and U = {uj} 
where qi and uj be regions in Q and U respectively. Then we set qi and uj be signatures 
of Q and U, respectively. The weights of qi and uj are, respectively, defined as the size 
percentage of the region area of Q and U, i.e. 
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where Sqi and Suj are the size of region qi and uj, respectively. In the other kind, the 
ground distance between qi and uj is defined as  
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where dF
ij and dL

ij are, respectively, the Euclidean distances between region qi and uj 
in the feature space F and L, location feature, and λF and λL are their corresponding 
weights. In our experiments, we set the value of λL as 0.2. 

All retrieval results are chosen from the two sets of candidate images according to 
their ranks. However, we do not integrate image ranks in candidates as a similarity 
measure for each image. In our system, result images are displayed but not ranked. 
Let N be the number of displaying images of retrieval. The system chooses first Nc 
images of candidates passing the filter of color-size histogram, and chooses first Ng 
images of candidates passing the filter of Gabor texture. That is, N = Nc + Ng. At the 
beginning, we set Nc = Ng = N/2, and then they are weighted by relevance feedbacks.  

4.3   Relevance Feedback 

The aim of relevance feedback is to improve the retrieval accuracy. Here, we design a 
simple relevance feedback for weighting the quotas, Nc and Ng, by use of positive 
feedbacks. For each positive example, it is passed at least one filter. Let Rankc(P) and 
Rankg(P) be the ranks of the positive example P in the filters of color-size histogram 
and Gabor texture, respectively. The algorithm is the follows. 

procedure Relevance_Feedback(Nc, Ng) 
  pc = 0; pg= 0; α = 0.5; {α is the learning rate} 
  for all positive example P 
  begin 
    If Rankc(P) < Rankg(P) then pc++; 
    else if Rankc(P) > Rankg(P) then pg++; 
  end; 
  Nc = (1-α)*Nc + α*pc/( pc + pg); 
  Ng = (1-α)*Ng + α*pg/( pc + pg); 
end. 

5   Experimental Results 

We arbitrarily choose thirteen categories from Corel Photos and each category con-
sists of 100 photo images in our image database. These images contain a wide range 
of contents such as scenery, animal, plant, etc. In the experiment, we adopt preci-
sion/recall for evaluating the performance of our system.  

The first experiment is the evaluation for retrieving images containing a specified 
subject. We choose three categories in our data set, including bus, rose, and elephant. 
The subjects in ten images of these three classes are selected manually, thus we will 
have the query set consisting of 30 subject-regions for three classes. The average 
precision of our system is shown in Fig. 4(a). In the other kind, we choose two 
classes, lion and scenery, therefore, all images of the two classes are queries. This is a 
test for whole-images query, and the result is shown in Fig. 4(b). 
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(a). Average precision for subject-region 

queries 

 
(b). Average precision for whole-image 

queries 

Fig. 4. The average precision of our retrieval experiments 

Now we will discuss the experimental results in Fig. 4. For the subject-region 
query, the bus and rose classes have better results. Fig. 5 shows an example of retriev-
ing the bus class, where the left part of the figure is the query bus. Images of these 
two classes contain various colors and textures, so the region filter based on two kinds 
of features can filter out more impurities. Most of regions of elephant are gray, other 
image regions with gray color and similar texture will pass the filter. The second part 
of Fig. 4 is for whole-image queries, and their results are worse than results of Fig. 
4(a). The reason of that is all regions in a whole image do not focus on a clear subject. 
Thus the region filter will allow some miss-images to pass.  

 

 

Fig. 5. A retrieval example of the bus class 

6   Conclusion 

This paper introduces our IRQ-type RBIR system. Users can perform a region query 
based on specific regions in imags. This approach allows the retrieval system focus 
more precisely on users’ request. We build region filtering to speed-up the retrieval 
process, based on individual color-size histogram and Gabor texture rather than com-
bining them. Therefore dissimilarity measure of images is proposed. We also design a 
relevance feedback to improve our retrieval. In the future works, we need to design 
the region filters precisely in order to filter out more impurities. Moreover, some 
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learning schemes of relevance feedback should be used in our system for learning 
users’ acquirements.  
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Abstract. This paper describes an ongoing project which seeks to contribute to 
a wider understanding of the realities of bridging the semantic gap in visual im-
age retrieval. A comprehensive survey of the means by which real image re-
trieval transactions are realised is being undertaken. An image taxonomy has 
been developed, in order to provide a framework within which account may be 
taken of the plurality of image types, user needs and forms of textual metadata. 
Significant limitations exhibited by current automatic annotation techniques are 
discussed, and a possible way forward using ontologically supported automatic 
content annotation is briefly considered as a potential means of mitigating these 
limitations. 

1   Introduction 

The semantic gap is now a familiar feature of the landscape in visual image retrieval 
[1]. Its perception as “a huge barrier in front of researchers”[2] reflects an increas-
ingly mature realisation of the limited functionality of content-based image retrieval 
(CBIR) techniques in realistic commercial and curatorial scenarios of image use.  

The developing interest in bridging the semantic gap is a welcome response to the 
criticism directed at the visual image retrieval research community by, amongst oth-
ers, J rgensen, who has expressed concern that “the emphasis in the computer science 
literature has been largely on what is computationally possible, and not on discover-
ing whether essential generic visual primitives can in fact facilitate image retrieval in 
‘real-world’ applications.” [3, p.197]. 

Image retrieval, like information retrieval generally, is a very long-standing form 
of transaction to which the human searcher brings a reasoning process in order to 
infer semantic content. This inferential reasoning process invokes personal experi-
ence, domain knowledge, cultural conditioning and collective memory in the decod-
ing of knowledge recorded in the image. Among the practitioner community of pic-
ture researchers, librarians and archivists the traditional paradigm of image retrieval 
involves textual string matching between the client’s search request statement and the 
indexer’s inferred semantic content annotations embedded within the image collection 
metadata. Common variants of this paradigm engage the practitioner with oral  
requests and catalogue-embedded annotations within non-digitised collections of 
images. 
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There are circumstances where the verbalisation of need for image material is a 
real challenge for the searcher (notably, where the need is for images which are ab-
stractions of reality), but in general the user’s preference to express his/her need for 
images in natural language is well understood. The challenge posed by manual, text-
based indexing of image material is equally well understood and reflects the philoso-
phical and practical challenges of translating visually encoded knowledge into a lin-
guistic surrogate.  

The nature of these challenges has been described in a number of general treatises 
on visual image indexing [4–6]. The visual image is an entropic message, upon which 
the human viewer’s physiological and intellectual capacity to detect layers of meaning 
confers an inherent unpredictability of retrieval utility. To Shatford’s observation [7] 
that “the delight and frustration of pictorial resources is that a picture can mean dif-
ferent things to different people” we add the observation that a picture can mean dif-
ferent things to the same person at different times, under different circumstances of 
need or when delivered by different presentation media.  

The fact that the manual indexing process is time-consuming, costly, and may de-
mand a high level of domain knowledge; that the appropriate level of indexing ex-
haustivity is indeterminate, and the choice of indexing terms is conditioned by con-
temporary language and prey to the subjectivity of the indexer, all contribute to the 
perception that “the inadequacy of text description is an obvious and very problematic 
issue” [2].  

We cannot be surprised, therefore, that the development of automatic indexing 
techniques is perceived to be an attractive proposition. The semantic gap towards 
which such techniques have tended to lead the research community has given rise to 
increasing interest in the integration of CBIR techniques with traditional textual 
metadata as a possible means of achieving ‘semantic’ image retrieval. 

2   Automatic Annotation of Images 

A number of techniques have been reported which are designed to uncover the latent 
correlation between low-level visual features and high-level semantics [2,8-14]. Typi-
cally such approaches involve a training set of pre-annotated images and the identifi-
cation of visual features in the image such as blobs or salient objects. One popular 
technique extends the "traditional" latent semantic analysis (LSA) approach for text 
by quantising low level image descriptors, treating them as "visual terms" and adding 
them in to a vector space representation for the associated text. LSA then uses singu-
lar value decomposition to reduce the dimensionality of the vector space model to a 
lower dimensional semantic space [12]. Vectors of visual terms from an un-annotated 
image can then be used to locate words associated with the same regions of the se-
mantic space to provide the annotations required. 

An alternative approach tries to model directly the joint distributions of words and 
image features. There are various ways to do this and Barnard et al have described 
several [8]. One of these uses a technique called probabilistic latent semantic analysis, 
PLSA, which solves the same problem as LSA but has a more principled foundation. 
A comparison of PLSA and LSA approaches to image annotation is presented in [13]. 
From the practitioner perspective, however, these and many other annotation based 
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approaches to bridging the semantic gap suffer from two important limitations, which 
are discussed below.  

2.1   The Visibility Limitation 

The indexing words drawn from the permitted vocabulary have to relate to visible 
entities within the image. However, studies of user need for image material, both still 
and moving, have revealed an important - because frequently-encountered - class of 
request which addresses the significance of a depicted object or scene [4,15-17]. 
Some examples of real requests obtained from these studies are shown in Figure 1, 
and an example of an image, the main property of which is significance, appears as 
Figure 2.  

 
 
 

• WW1 - 'Cher Ami' (famous war homing 
pigeon) 

• Prince Charles, first public engagement, 
as boy, aged 8 - first ever engagement 

• West Ham v Bolton Wanderers - 1923 
First Wembley cup final 

• The first microscope 
• Bannister breaking tape on 4 minute   

Fig. 1. Image requests which address 
significance 

Fig. 2. A New Record
   © Getty Images

 

The problem here is that significance is a non-visible attribute, which can only be 
anchored to an image by means of some explanatory text. Significance frequently 
takes the form of the first or last occasion when some visible feature occurred in time, 
or the first/only/last instantiation of some physical object. Clearly, significance has no 
counterpart in low-level features of an image. Image retrieval operations which ad-
dress significance necessarily involve the resolution of verbalised queries by match-
ing operations conducted with textual metadata. Even if advances in automatic feature 
detection mitigate this constraint at some future point in time, there will have had to 
be a seminal textual annotation associated with the image to identify the significance 
of the depicted feature. 

The issue of significance is a specific case of the more general property of inter-
pretatibility of images. Figure 3 provides examples of real requests which seek a 
visualisation of conceptual material. This is a situation where either or both the in-
dexer and searcher invoke an intellectualisation process which has no parallel in vis-
ual blobs or salient features. Figure 4 shows an image which the indexer has inter-
preted as a representation of anguish. We note in passing that there is no automati-
cally detectable feature which enables the salient object to be interpreted as an actress. 

Possibly the worst case scenario in this context occurs when image searchers spec-
ify unwanted features which must not be present in the retrieved image; Figure 5 
shows some real-query examples. Provision is sometimes made in controlled keywor- 
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• Depictions of happiness 
• Anguish 
• Hell 

 
Fig. 3. Image requests which seek visuali-
sation of conceptual material 
 

• Simon Mann before his incarceration in 
Zimbabwe, i.e. not in prison clothes. 

• A viola d’amore, … not in performance 
• The image should be of a young woman 

around 1870 or a little later, not too nicely 
dressed 

• Grand prix racing, 1960-1965, Dramatic 
shots, but not crashing 

 
Fig. 5. Image requests demonstrating un-
wanted features 

 

Fig. 4. Actress's Anguish

ding schemes to indicate the absence of commonly visible features (e.g., ‘no people’, 
‘alone’), but this type of real-world need would seem to be at some remove from the 
present generation of automatic annotation techniques. 

2.2   The Generic Object Limitation 

Currently, experimentation with the automatic annotation of images has generally 
used small training sets of visible features and basic vocabularies (‘sunrise’, ‘beach’, 
‘horse’, …). These features have been labelled ‘pre-iconographic’ [18], ‘generic’ [7] 
and ‘perceptual’ [3, p.206] by different analysts; they have the common property of 
visual stimuli which require a minimally-interpretive response from the viewer. How-
ever, studies of expressed need for image material have provided ample evidence that, 
in the context of institutional image collections, clients’ requests very frequently re-
flect a desire to recover images of features uniquely identified by proper name  
[4, 15-17].  

Once again, the resolution of requests such as those shown in Figure 6 calls for tex-
tual metadata. No matter how sophisticated automatic visual feature analysis may 
become in future there will, again, have to be a defining seminal textual annotation 
somewhere.  

When considered from the aspect of a newly-presented, unannotated image, the 
application  of  indexing  terms  which provide unique identification of visible entities 

• Abraham Lincoln standing – to show he was taller than others 
• Ivatt Class 4MT 2-6-0 of the LMS 3000 Class (43000 under BR ownership). … the engine in a freshly-

outshopped state at the Derby works. 
• Churchill and Lord Halifax - walk to Parliament, March 28, 1938 
• Rialto Cinema, the Strand, London 

Fig. 6. Image requests which require identification 

   © Getty Images
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may also invest the image with the property of significance. Allocation of the annota-
tion ‘Roger Bannister’ to Figure 2 illustrates the point. 

3   The Bridging the Semantic Gap in Visual Information Retrieval  
     Project 

From these considerations flow the aims and objectives of a project entitled Bridging 
the Semantic Gap in Visual Information Retrieval, funded by the Arts and Humanities 
Research Council in the United Kingdom, the aims of which are: 

• to develop a fully informed view of the semantic gap in visual information re-
trieval research, and an appreciation of approaches to bridging it.  

• to create, for the benefit of the research community, a test collection of digital 
images which reflects the plurality of different user communities . 

• to investigate the extent to which existing metadata standards enable the inte-
gration to take place. 

This is a significant undertaking, but one which is specifically designed to take ac-
count of the needs and interests of both the practitioner and research communities in 
image retrieval. The paucity of shared perceptions and vocabulary between these 
communities was first noted by the late Tony Cawkell [19], but remains a serious 
problem today [3 p.274, 20] and must be thought detrimental to the full exploitation 
of visual knowledge asset management which the digital age invites. 

3.1   A Taxonomy of Images 

The work undertaken thus far has been framed by a still image taxonomy shown in 
Figure 7.  

Table 1 contains the definitions which have been used in the taxonomy, together 
with examples of image types represented by each leaf node. 

The attempt has been made to identify collections of each type of image, and, from 
each collection, to sample requests and the metadata associated with those images 
deemed relevant to each such request. One interesting observation which has arisen 
from this aspect of the project is the incidence of image use which does not depend on 
the  existence  of  organised  collections of such images. Various kinds of professional 

 Image 
 
 
 Simple  Complex  
 
 
 Picture Hybrid Picture  Visual surrogate 
 
 
Direct Indirect Drawing Diagram Map/chart/plan Device 
 

Fig. 7. A taxonomy of still images 
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practice use image material, where the images are recovered as adjuncts of other, 
uniquely identified records. Since the attempt is not being made to recover images on 
the basis of some attribute value within a collection of such images, however, this 
type of image use does not represent an image retrieval problem. Medical applications 
of Indirect Pictures is a case in point, such images most often being attached to a 
particular patient’s record, and only ever retrieved with respect to that record. Build-
ing plans, similarly, are much more likely to be retrieved in recognition of their spe-
cific association with a uniquely identified structure, rather than in recognition of their 
belonging to a species of Drawing. In such cases an image retrieval scenario in the 
generally understood sense is only likely to be encountered if collections of such 
images are maintained for education and training purposes.  

Table 1. Definitions and examples of each type of image within the taxonomy 

Image a two-dimensional visual artefact.  
Simple Image an undifferentiated image. 
Complex Image an image which comprises a set of simple images. 
Picture a scenic or otherwise integrated assembly of visual features.  
Hybrid Picture a picture with integral text; e.g. posters and other advertisements, cartoons. 
Visual surrogate non-scenic, definitional visual artefact.  
Direct Picture a picture, the features of which can be captured and/or viewed within the human 

visible spectrum; e.g. Photographs, works of art. 
Indirect Picture a picture, the features of which must be captured and/or viewed by means of 

equipment which extends viewability beyond the human visible spectrum; e.g. X-
rays, ultrasound scans, MRI scans 

Drawing an accurate representation (possibly to scale) of an object; e.g. engineering and 
architectural drawings 

Diagram a representation of the form, function or workings of an object or process, which 
may be encountered in different formats and applications, and may incorporate 
textual or other symbolic data; e.g. anatomical diagrams, circuit diagrams 

Map/chart/plan a representation (possibly to scale) of spatial data; e.g. Geographic and geological 
maps, marine and astronomical charts, weather charts. 

Device a symbol or set of symbols which uniquely identifies an entity; e.g. trademark, 
logo, emblem, fingerprint, coat of arms.  

The project has already furnished a better-informed view than that which has been 
available heretofore about those users of image material who seek some intervention 
by library/archive/curatorial staff in the resolution of their needs. Our investigation 
suggests a continuum of usage, with four foci corresponding with general public, 
‘infotainment’ publishing, academic publishing and professional practice. Experience 
to date shows that the largest proportion of users are associated with the middle two 
foci, mainly because the largest number of requests come from the publishing sector, 
in the widest sense.  

We are conscious, of course, that these observations relate to image retrieval trans-
actions which address image collections which have no presence on the visible web.  

These institutionalised collections, huge in volume, preserve a nation’s visual cul-
tural heritage, and are central to the commerce in copyrighted visual images; they 
represent the real business of image retrieval transactions. The informal use of web-
based image resources to which access is provided by standard search engines re-
mains outside our purview.  
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To date, 14 organisations have been collaborating in the project by providing re-
cords of requests and metadata. A small sample of the requests within the project test 
collection, segmented by class of image, is presented in Table 2.  

Table 2. Examples of request, segmented by image type 

Direct Picture Bannister breaking tape on 4 minute 
Indirect Picture Human HeLa cancer cells cytokinesis 
Hybrid Picture An LMS railway poster circa 1930. Advertising New Brighton and Wallasey. 

Woman on high diving board 
Drawing Trevithick's tram engine, December 1803. 
Diagram The adverse health effects of space travel, specifically long periods of zero 

gravity … weakening of the heart 
Map/Chart/Plan Map of central London before 1940, specifically where Red Cross Street 

Barbican is 
Device CRESTS: Southern Railway 

The subject metadata associated with example images retrieved in response to each 
request in Table 2 is shown in Table 3 below.  

Table 3. Examples of subject metadata 

Direct Picture: Bannister breaking tape on 4 minute [21] 

Title A New Record Date : 6th May 1954  
Description Roger Bannister about to cross the tape at the end of his record breaking mile run at 

Iffley Road, Oxford. He was the first person to run the mile in under four minutes, with 
a time of 3 minutes 59.4 seconds.  

Subject Sport, Personality, Feats & Achievements  
Keywords black & white, format landscape, Europe, Britain, England, clothing, sportswear, male, 

group, running, British, English, Roger Bannister, Athletics, Middle Distance, Mile, 
finish line, excitement  

 

Indirect Picture: Human HeLa cancer cells cytokinesis [22] 

Title Cells interacting to cause immune response  
Description Immune system in action. Different cell types in the spleen interacting to cause a 

specific immune response.  
Keywords Immunology, B Cells, White Blood Cells, Immunisation, Cell Interactions, Cytokines, 

Affinity Maturation, Cell Membranes. 
 

Hybrid Picture: An LMS railway poster circa 1930. Advertising New Brighton and Wallasey. 
Woman on high diving board [23] 

Title ‘New Brighton and Wallasey’, LMS poster, 1923-1947. 
Caption London Midland & Scottish Railway poster. Artwork by Septimus E Scott. 
Keywords New Brighton; Wallasey; London Midland & Scottish Railway; swimming pools; 

woman; women; swimming costumes; bathing costumes; swimsuits; diving boards; 
beaches; crowds; tourism; holidays; resorts; summer; sea; seaside; coast; holiday-
makers; tourists; leisure; Social; recreation; railway poster; railway; poster; posters; 
poster art; graphic design; graphics; design; advertisements; ads; advertising 
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Drawing: Trevithick's tram engine, December 1803 [23] 

Title Trevithick's tram engine, December 1803. 
Caption Drawing believed to have been made by John Llewellyn of Pen-y-darran. Found by FP 

Smith in 1862 and given by him to William Menelaus. Richard Trevithick (1771-1833) 
was the first to use high pressured steam to drive an engine. Until 1800, the weakness 
of existing boilers had restricted all engines to being atmospheric ones. Trevithick set 
about making a cylindrical boiler which could withstand steam at higher pressures. 
This new engine was well suited to driving vehicles. In 1804, Trevithick was responsi-
ble for the first successful railway locomotive. 

Keywords Trevithick, Richard; Drawings; Pen-Y-Darran; Wales; Llewellyn, John; Smith, F P; 
Menelaus, William; locomotives; tram engines 

Diagram: the adverse health effects of space travel, specifically long periods of zero gravity … 
weakening of the heart [22] 

Title Heart block 
Description:  Heart block Colour artwork of cut-away heart, showing right and left ventricles with 

diagrammatic representation of a right bundle block, usually caused by strain on the 
right ventricle as in pulmonary hypertension  

ICD code  426.9   
 

Map/Chart/Plan: Map of Central London pre 1940, specifically where Red Cross Street Bar-
bican is [24]. 

Title Stanfords Library Map of London and its suburbs/ Edward Stanford, 6 Charing Cross 
Road 

Notes Extent: Crouch End – Canning Town – Mitcham – Hammersmith. Title in t. border. 
Imprint and scale in b. border. Hungerford and Lambeth bridges shown as intended. 
Exhibition buildings shown in Kensington. 

 
Device: CRESTS: London, Brighton and South Coast Railway [23] 

Title Coat of arms of the Southern Railway on a hexagonal panel, 1823-1947. 
Caption The coat of arms of the Southern Railway features a dragon and a horse on either side 

of a shield. 
Keywords SR; Southern Railways; horses; dragons; shields; coat of arms; railways; railway coat 

of arms 

4   Conclusion 

The richness of the manual annotations shown in Table 3 clearly indicates the neces-
sity of enhancing the functionality of current automatic annotation techniques if there 
is to be any possibility of the semantic gap being bridged in real-world applications.  

One approach which shows promise in this regard employs the sharable ontology 
concept of the semantic web. Rather than just providing associations between image 
features and semantic labels, an appropriate ontology can make explicit the relation-
ships between the labels and concepts with which they are associated. Several investi-
gators are now exploring the idea of using ontologies for enriched media description 
[25-30]. An example application is the SCULPTEUR project [28,29], in which inte-
grated content, metadata and concept based image retrieval facilities have been devel-
oped for a number of major European museums using an ontology to expose the 
knowledge in the multimedia collections. 
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Implementation of ontologically-supported content annotation represents a consid-
erable challenge in the elicitation and representation of domain knowledge. Neverthe-
less, the authors perceive ontologically annotated image sets to be a means by which 
possibilities may be tested for enhanced image retrieval performance.  

Central to that endeavour is our perception that, typically, experimentation in im-
age indexing and retrieval has taken a highly selective view of the community of 
users of image collections, and that future work needs to be much better informed 
about the nature of information need in the visual realm. To this end, a detailed survey 
of the image retrieval landscape is underway, framed by a taxonomy which seeks to 
represent the plurality of image types, user needs and forms of textual metadata by 
which real image retrieval transactions are realised.  
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Abstract. This paper describes a simple framework for automatically
annotating images using non-parametric models of distributions of image
features. We show that under this framework quite simple image prop-
erties such as global colour and texture distributions provide a strong
basis for reliably annotating images. We report results on subsets of two
photographic libraries, the Corel Photo Archive and the Getty Image
Archive. We also show how the popular Earth Mover’s Distance measure
can be effectively incorporated within this framework.

1 Introduction

Automated image annotation has arisen as a recent alternative to querying
databases of natural images directly by image content, with the benefit that
the content of a desired image can often be specified most conveniently with
keywords or natural language. Such a facility can be helpful for users wishing
to search increasingly large collections of unlabelled images available on the web
and elsewhere.

One of the first attempts at image annotation was reported by Mori et
al. [1], who tiled images into grids of rectangular regions and applied a co-
occurence model to words and low-level features of such tiled image regions.
Since then researchers have looked at the problem in two different ways. The
first way has been to use an image segmentation algorithm to divide images
into a number of irregularly shaped ‘blob’ regions and to operate on these
blobs. This has been pursued by several researchers recently. Duygulu et al.
[2] created a discrete ‘vocabulary’ of clusters of such blobs across an image
collection and applied a model, inspired by machine translation, to translate
between the set of blobs comprising an image and annotation keywords. Jeon
et al. [3] recast image annotation into a problem in cross-lingual information
retrieval, applying a cross-media relevance model to perform image annotation
and ranked retrieval, obtaining better retrieval performance than in the trans-
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lation model of [2]. Lavrenko et al. [4] adapted the model of [3] to use con-
tinous probability density functions to describe the process of generating blob
features, hoping to avoid the loss of information related to quantization; they
achieve substantially better retrieval performance on the same dataset. Met-
zler and Manmatha [5] likewise segmented training images, connecting them
and their annotations in an inference network, whereby an unseen image is
annotated by instantiating the network with its regions and propagating be-
lief through the network to nodes representing the words. Feng et al. [6] re-
place blobs with rectangular blocks and model image keywords using a mul-
tiple Bernoulli distribution thus achieving better results than in [4] and [5].
Other relevant research is that of Blei and Jordan [7], proposing an exten-
sion of the Latent Dirichlet Allocation (LDA) model [8], which assumes that
a mixture of latent factors are used to generate words and blob features; the
authors then show how the model can be used to assign words to individual
blobs.

A second way is a simpler scene-oriented approach. This was explored by
Oliva and Torralba, who showed that images can be described with basic scene
labels such as ‘street’, ‘buildings’ or ‘highways’, using a selection of relevant low-
level global filters [9, 10]. They further showed how simple image statistics can
be used to infer the presence and absence of objects in the scene [11].

This paper follows the second approach and explores the possibility of using
‘global’ features for automated image annotation, which are simpler still than
those used in [9, 10, 11]. Our modelling framework is based on nonparametric
density estimation, using the technique of ‘kernel smoothing’. We investigate
how well such an approach works with various global image features and show
how the popular Earth Mover’s Distance metric can be effectively incorporated
within this framework. We evaluate our aproach on two image collections: the
5,000-image subset of the Corel Image Archive originally used by Duygulu et
al. in [2], which makes our results comparable to several recent works on the
subject [2, 3, 4, 5, 6], and our own set of about 7,500 images from the Getty
Image Archive.

2 A Simple Framework for Image Annotation

Suppose a human annotator is prompted for a single annotation word for the
image x, and that he chooses word w with probability p(w|x). We wish to model
this process. We use Bayes’ Theorem to invert the conditional dependence as:

p(w|x) =
f(x|w)p(w)

f(x)
, (1)

where we interpret f(x) as the probability density of image x and f(x|w) as the
density of x conditional upon the assignment of annotation w.

We now wish to model f(x|w) for each possible annotation word w by col-
lecting a sample Tw of images with each label w as a training set. A critical
factor in modelling the densities f(x|w) will be choosing a representation x for
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the images. This paper considers two different representations: as a vector of
real-valued image features x = (x1, . . . , xd), xi ∈ R; and as a ‘signature’ of im-
age features, defined later in this section. In general we want a representation for
which the densities are as separable as possible for different annotation classes
w, yet are dense enough for reliable inference from a small sample of images for
each class.

One method of inference is to specify a parametric form a priori for the true
distributions of image features for the annotation class w and then estimate
the parameters using the methods of classical statistics. Another method is to
encode all our knowledge about the true distribution as constraints on the model
and choose the model subject to these constraints with maximum entropy (the
‘flattest’) or minimum relative entropy to some prior density. A third method
is to adopt a nonparametric estimator of the true density that makes no prior
assumptions about the true density.

The first method is less appropriate within this framework than the second
two. In general, the distributions of image features will have shapes that are
irregular, not resembling any simple parametric form. Instead we hope this ir-
regularity will be helpful in characterizing and distinguishing the distributions
under different word classes. This paper considers the third method, nonpara-
metric estimation.

2.1 Nonparametric Density Estimation

The simplest nonparametric estimator of a distribution function is the empirical
distribution function, but it is known that smoothing can improve efficiency for
finite samples [12]. ‘Kernel smoothing’, first used by Parzen in [13], is a general
formulation of this. Where x is a vector (x1, . . . , xd) of real-valued image features,
we define the kernel estimate of fw(x) = f(x|w) as

f̂w(x) =
1

nC

n∑
i=1

k

(
x − xw

(i)

h

)
, (2)

where x
(1)
w , . . . , x

(n)
w is the sample of images with label w in the training set

Tw, where k is a kernel function that we place over each point x(i), and where
C =

∫
k(t)dt so that f̂(x) integrates to 1 and is itself a probability density.

We omit the subscripts w for the rest of this section to simplify the notation.
Here the positive scalar h, called the bandwidth, reflects how wide a kernel is
placed over each data point. Under some mild conditions [14], f̂ converges to f
in probability as n → ∞.

We experiment with two types of kernels. The first is a d-dimensional Gaus-
sian kernel

kG(t;h) =
d∏

l=1

1√
2πhl

e
− 1

2

(
tl
hl

)2

, (3)

where t = x − x(i), and where we set each bandwidth parameter hl by scaling
the sample standard deviation of feature l by the same constant λ.
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Friedman et al. [15] point out that kernel smoothing may become less ef-
fective in high-dimensional spaces due to the problem known as the curse of
dimensionality. They examine a projection pursuit method for reducing the ef-
fective dimensionality of a space by projecting it onto a single dimension in a way
that preserves its most salient characteristics. This is one way of sidestepping
the problem, but this paper considers another way based on comparing image
signatures under the Earth Mover’s Distance (EMD) measure [16], which has
found several applications in image retrieval [17].

A signature is a representation of clustered data defined as s = {(c1,m1), . . . ,
(cd,md)}, where, for a cluster i, ci is the cluster’s centroid and mi is the number
of points belonging to that cluster or its mass. Given two such signatures, EMD
is defined as the minimum amount of work necessary to transform one signature
into the other (see [16, 18] for details). One can create a signature for an image
by grouping its colours into k clusters. Rubner et al. [16] report that using EMD
on images represented with as few as 8 clusters of CIELab colour outperforms
the traditional distance measures applied to high-dimensional colour features.

We use this advantageous property of EMD for density estimation by defining
our second kernel as

kE(s, s(i);h) =
1
h

e−
d(s,s(i))

h , (4)

where d(s, s(i)) is the EMD between signatures s and s(i), and where h is the
kernel bandwidth. The above kernel function exploits the fact that EMD is a true
metric [16, 18] to yield a density centered on each signature s(i) in the signature
space; this allows us to estimate probability density functions of image signatures
for a particular word class. We shall refer to kE as the EMD kernel throughout
the rest of this paper.

Several methods have been studied for choosing the optimal bandwidth h for
a given kernel and density estimation task. [19] and [20] give a good overview. For
this paper we use the simple method of cross-validation, choosing the bandwidth
that maximizes performance on a withheld data set. The precise performance
measures are described in Section 4.

2.2 Bayesian Image Annotation

We now define the terms of the Bayesian model in Equation (1) for assigning
the probabilities of a word w to an unseen image x. In the case where x is a d-
dimensional feature vector, we model the probability density function f(x|w) as

f̂(x|w) =
1

|Tw|
∑

x(i)∈Tw

kG(x − x(i);h). (5)

Similarly, for the signature case, we model f as

f̂(s|w) =
1

|Tw|
∑

s(i)∈Tw

kE(s, s(i);h). (6)



Automated Image Annotation 511

We then model the prior probability p(w) of the word w as

p̂(w) =
|Tw|∑
w |Tw| , (7)

where |Tw| is the size of the training sample for the word w. Finally, we make
the approximation f(x) ≈∑

w f(x|w)p(w) for simplicity.

Computational complexity. Using this model requires O (
∑

w |Tw|) time to
annotate a new image x. This is suitable for annotating images offline.

Relationship to other models. We make a note that our framework is differ-
ent to the Continous Relevance Model (CRM) by Larvernko et al. [4], which also
uses kernel smoothing for image features. CRM uses kernel density estimation to
define a generative model for observing a set of blobs in a training image, which
is then used as part of that image’s relevance model. In our approach kernels are
simply used for estimating densities of features conditional on each keyword.

3 Image Features

Global Features. We attempt to model image densities using two simple classes
of global image features: the distribution of pixel colour in CIE space, and a
subset of perceptual texture features proposed by Tamura [21] and adapted for
image retrieval by Howarth and Rüger [22]. For each pixel in the image, we
compute CIELab colour values and the coarseness, contrast and directionality
texture properties obtained using a sliding window. This results in a 6-channel
image representation. For each channel, the mean, second, third and fourth cen-
tral moments are computed resulting in a 24-dimensional feature vector com-
bining colour and texture. Additionally, this feature is split into two separate
12-dimensional colour and texture features, which are then evaluated indepen-
dently.

Locally Sensitive Features. We designed a tiled image feature to investigate
whether performance can be gained by looking at spatial configuration of colour
and texture properties. Each image is split into 3×3 = 9 equal rectangular tiles;
within each tile the mean and the second moment are computed for each of the
above 6 channels. This results in a 108-dimensional feature vector. Note that
this image segmentation is not context driven, i.e., we are not trying to detect
the presence of any object boundaries, so one can still argue that this is a global
feature.

Image Signatures. We used colour-only signatures for EMD computations,
which were extracted for each image by applying simple k-means clustering to
pixels in CIELab space and setting k to 16.
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4 Performance Evaluation

4.1 Image and Caption Data

The Corel Dataset. One of the datasets we use is the one by Duygulu et al.
[2]. The dataset consists of 5,000 images from Corel Stock Photo library. Each
image was also assigned 1–5 keywords from a vocabulary of 371 words. To make
our results comparable to those recently published in [2, 3, 4, 5] we use the same
training and test dataset partition as in [2], where there are 4,500 training images
and 500 test images. To optimise the kernel bandwidth parameters for different
features we randomly divide the training set into 3,800 training images and 700
images on which different bandwidth settings are evaluated.

The Getty Dataset. In the past the Corel photo collection has been criti-
sized that for being an easy collection from an image retrieval point of view. For
instance, Müller et al. observed that image retrieval performance can be sub-
stantially improved if the right image subset is selected for evaluation [23]. We
attempted to build a more realistic dataset for our experiments by download-
ing 7,560 medium-resolution thumbnails of photographs from the Getty Image
Archive website1, together with the annotations assigned by the Getty staff to
catalogue those pictures. The selection of photographs was obtained by sub-
mitting the following query to the Getty website: “photography, image, not

composite, not enhancement, not ‘studio setting’, not people”, with
the additional search option to exclude illustrations. With this query we sought
to obtain a random selection of photos, which excludes any non-photographic
content, any digitally composed or enhanced photos and any photos taken in un-
realistic studio settings. The constraint to exclude people is imposed to reduce
the semantic ambiguity of annotations. The resulting dataset contains pictures
from a number of different photo vendors, which – we hope – reduces the chance
of unrealistic correlations between keywords and image contents.

Keywords for Getty images come in three different flavours: subjects (e.g.
‘tiger’), concepts (e.g. ‘emptyness’) and styles (e.g. ‘panoramic photograph’).
We created our vocabulary using subject keywords only, of which there were over
6,000. We restricted the range of keywords to those, which occur in fewer than
10% of the images and those, which occur more than 50 times. We then pruned
references to specific locations (e.g. ‘europe’, ‘japan’), descriptions of dominant
image colour, verbs and abstract nouns (e.g. ‘flying’, ‘close-up’). This re-
sulted in a final list of 184 words ranging from specific objects (e.g. ‘insect’,
‘church’) to more general object categories (e.g. ‘building structure’) and
scene properties (e.g. ‘urban scene’, ‘autumn’, ‘illuminated’).

We randomly split the dataset into 5,000 training and 2,560 test images. The
list of Getty image IDs used to make up the dataset, the vocabulary and the
annotations can be downloaded2.

1 http://creative.gettyimages.com
2 http://mmir.doc.ic.ac.uk/www-pub/civr2005
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Table 1. Precision and recall results on the Corel dataset

# words w/ Precision Recall
recall > 0

Random 15 0.01 0.02
Tamura 50 0.04 0.05
CIE 96 0.13 0.16
TamuraCIE 105 0.15 0.18
EMD 104 0.16 0.19
CRM 107 0.16 0.19
TamuraCIE-3×3 114 0.18 0.21
InfNet 112 0.17 0.24
MBRM 122 0.24 0.25

4.2 Image Annotation

The first task we evaluate is automated image annotation. Our approach is the
same as in [3, 4, 5], where top 5 most probable words are assinged to each unseen
test image after which mean word precision and recall are found. For each feature
we found the kernel scaling factor λ (and the bandwidth h for the EMD kernel)
that maximized precision and recall figures on the withheld evaluation set. We
compare our results on the Corel dataset with the Continuous Relevance Model
(CRM) [4], the Inference Network Model (InfNet) [5] and the Multiple Bernoulli
Relevance Model (MBRM) [6]. Note that in this and the following sections we
do not set out to establish the relative merits of these models as compared to
ours. Rather, we use the published results to investigate whether comparable
performance can be achieved in principle using our approach.

As the table shows, the combined colour/texture feature (TamuraCIE) per-
forms comparably to CRM and the tiled colour/texture feature (TamuraCIE-
3×3) does somewhat better and gets close to the Inference Network perfor-
mance. This shows that retaining some structural information about the scene
is helpful and that kernel smoothing works well for this feature despite its high
dimensionality. The EMD kernel does as well as CRM, which is particularly
encouraging as it only uses global colour information; this confirms our initial
hypothesis which led to the design of this kernel. All reported figures are signif-
icantly better than what would be obtained if the top 5 captions were assigned
by chance.

4.3 Ranked Retrieval

We use the same experimental setup as in [3] to evaluate ranked retrieval per-
formance. For the Corel dataset all 1– 2– and 3-word queries were generated
that would yield at least 2 relevant images in the test set. For the Getty dataset
we required at least 6 relevant images for any given query (to cut down the
greater number of queries due to the larger size of the test set), and gener-
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Table 2. Mean average precision for ranked retrieval on the Corel dataset

Query Length 1 word 2 words 3 words
Number of Queries 179 386 178
Relevant Images 1675 1647 542
Random 0.0293 0.0198 0.0228
Tamura 0.0969 0.0871 0.1013
CIE 0.1963 0.1979 0.2325
TamuraCIE 0.2450 0.2450 0.2761
CRM 0.2353 0.2534 0.3152
EMD 0.2683 0.2734 0.3250
InfNet 0.2633 0.2649 0.3288
TamuraCIE-3×3 0.2861 0.2922 0.3301
MBRM 0.3000 —– —–

Table 3. Mean average precision for ranked retrieval on the Getty dataset

Query Length 1 word 2 words 3 words 4 words
Number of Queries 184 967 655 297
Relevant Images 9255 10722 4970 1950
Random 0.0233 0.0070 0.0063 0.0070
Tamura 0.0473 0.0225 0.0257 0.0276
CIE 0.0624 0.0411 0.0496 0.0520
TamuraCIE 0.0788 0.0613 0.0891 0.1109
TamuraCIE-3×3 0.0921 0.0907 0.1670 0.2412
EMD 0.0827 0.0917 0.1803 0.2759

ated all possible 1–4 word queries under this constraint. Given an m-word query
Q = {q1, q2, . . . , qm} the retrieval score for an image x is defined as:

p(q1, q2, . . . , qm|x) =
m∏

i=1

p(qi|x) (8)

Query results are then evaluated using the standard average precision met-
ric. As before, we optimised the kernel bandwidths for this task on the withheld
set. Results on the Corel dataset, presented in Table 2, show that TamuraCIE
has a reasonable performance compared to CRM and that TamuraCIE-3×3 out-
performs both CRM and the Inference Network. The colour-only EMD kernel
performs slightly better than CRM and rivals the performance of the Inference
Network. All reported figures are significantly above random chance. The fea-
tures have a slightly different behaviour on the Getty dataset (Table 3), where
the EMD kernel comes top for queries longer than 1 word. The results show
that – despite Getty being an undoubtedly harder dataset – good retrieval per-
formance can be achieved using our framework in tandem with the simple fea-
tures we have chosen; they also highlight the robust performance of the EMD
kernel.
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Fig. 1. Kernel bandwidth effects on the withheld set from Corel

4.4 Kernel Bandwidth Optimisation

At this point it is worth mentioning the motivation behind using two different
bandwidth setings for the ranked retrieval and image annotation tasks. Figure 1
shows how performance is affected by the choice of the kernel scaling factor
for the TamuraCIE-3×3 feature on the withheld set. One can see that wider
kernels seem to be more suitable for ranked retrieval, whereas narrower kernels
appear to be more favourable for automated annotation. This can be explained
by the different nature of the two tasks. In the first task we are interested in
ranking images as accurately as possible given a particular keyword and therefore
require individual keyword densities to be robust to noise in the high-dimensional
feature space. Increasing the kernel bandwidth achieves this goal by making the
estimated keyword densities smoother. However, it also has the effect of making
them less separable. This is detrimental for the second task, in which we are
interested in obtaining the most accurate ranking of keywords given an image.
This necessitates the use of different bandwidth values for the two tasks to
achieve optimal performance in both.

5 Conclusions and Future Work

We have presented a simple framework for automated image annotation based
on nonparametric density estimation. We have shown that under this framework
very simple global image properties can yield reasonable annotation accuracies.
A surprising finding is that using merely colour information can achieve ‘state of
the art’ performance for the Corel dataset and good performance for the more
difficult Getty collection. We attribute this result to the robustness of the EMD
kernel and note that this kernel may be useful when one intends to use other
sparse image features within this framework. Our experiments have shown that
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global colour is a strong basis for modelling keyword densities. This may be due
to the general homogeneity of photographic collections. We look forward on this
basis to exploring image features outside the colour domain.
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Abstract. Automatic image annotation has attracted a lot of attention
recently as a method for facilitating semantic indexing and text-based
retrieval of visual content. In this paper, we propose the use of multiple
Self-Organizing Maps in modeling various semantic concepts and anno-
tating new input images automatically. The effect of the semantic gap is
compensated by annotating multiple images concurrently, thus enabling
more accurate estimation of the semantic concepts’ distributions. The
presented method is applied to annotating images from a freely-available
database consisting of images of different semantic categories.

1 Introduction

Content-based image retrieval (CBIR) addresses the problem of finding images
relevant to the users’ information needs, based principally on low-level visual
features for which automatic extraction methods are available. Due to the se-
mantic gap, i.e. the weak connection between the high-level semantic concepts
that humans associate with images and the low-level features that computers
are relying upon, developing this kind of systems has proven to be challenging.

One approach to improve retrieval results is to group somehow similar im-
ages together and use these groupings to filter out non-relevant images for the
given query. Unfortunately, semantic categorizations often do not exist and they
are difficult to produce automatically. Still, low-level classification and, in some
cases, also certain semantic categorizations are possible with current automatic
methods. Examples of low-level classification are distinguishing photographs
from computer-generated graphics [1] and separating color and grayscale images.
Certain types of semantic image categories can be distinguished with specialized
classifiers which typically perform two-class classifications to the database im-
ages [2, 3, 1]. However, constructing such specific detectors for all categories that
might appear in real-world images is clearly infeasible.
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Instead of strict classification, a somewhat more permissive approach is the
automatic annotation of images (see e.g. [4, 5, 6, 7, 8]), where the input images
are labeled with any of the available annotations if they fulfill the corresponding
criteria. Unlike in classification, we do not assume that the database can be di-
vided to a set of classes but rather that the images having a certain annotation
constitute the representation of that semantic concept. Thereby, a single image
may contain multiple annotations, and, on the other hand, the annotations may
be incomplete, i.e. it is assumed that the database may contain some images
of a certain concept that do not have the corresponding annotation. Instead
of completely automatic methods, one may also apply semi-automatic annota-
tion [9, 12], in which some additional information is used to derive annotations to
the images. Recorded user interaction is usually used for this purpose. In many
ways, automatic annotation is an inverse to the problem of keyword-based image
retrieval, which can be considered as automatic illustration of textual concepts.

An even more challenging task is to target the annotations into specific re-
gions in the images, i.e. region naming, partly due to the difficulty of robust image
segmentation. This is naturally closely related to object recognition, although
the approach is again more inexact as model-based recognition of thousands of
objects in large image databases remains an unsolved problem.

In this paper, we approach the problem by assessing simultaneously multi-
ple images sharing a semantic concept and jointly annotating the whole group.
Our method can be applied to single images as well, but with a larger group of
images of a given concept available, the concept’s probability distribution can
be estimated more accurately. Here, the focus is on annotation of whole images
with global features instead of targeting image regions or blobs, so we do not
discuss region naming. Since effective image understanding is generally not fea-
sible without segmentation, the global approach is bound to have its limitations,
although they can be somewhat alleviated with the use of several examples of
the semantic concepts.

The rest of the paper is organized as follows. Our approach on using Self-
Organizing Maps in image indexing and retrieval is described briefly in Section 2.
In Section 3, we extend the use of multiple image indices from representing on-
line image queries into modeling various semantic concepts and annotating new
images automatically. Annotation experiments using a database of 101 object
categories is presented in Section 4. Section 5 then concludes the paper.

2 SOMs in Image Indexing and Retrieval

The Self-Organizing Map (SOM) [10] is a powerful tool for exploring huge
amounts of high-dimensional data. It defines an elastic, topology-preserving grid
of points that is fitted to the input space. It is often used for clustering or vi-
sualization, usually on a two-dimensional regular grid. The distribution of the
data vectors over the map forms a two-dimensional discrete probability density.
Even from the same data, qualitatively different distributions can be obtained
by using different feature extraction techniques.
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2.1 Multi-feature Image Indexing

Using the PicSOM system, we have previously studied CBIR with several par-
allel SOMs trained with separate feature data simultaneously (see e.g. [11, 12]).
After training the SOMs, their map units are connected with the images of the
database by locating the best-matching map unit (BMU) for each image on each
SOM. As a result, the different SOMs impose different similarity relations on
the images. The task of the retrieval system then becomes to select and combine
these similarity relations so that their composite would approximate the human
notion of image similarity in the current retrieval task as closely as possible.

The system can also utilize features and indexing methods for different types
of image subsets [12]. Certain feature extraction methods are not meaningful
for all kinds of images, e.g. extracting color features may be appropriate only
to color images, and shape features requiring segmentation are valid for images
containing salient objects and not e.g. for landscape or textural images. Also,
it may be the case that a certain feature is available only for a portion of the
database. Alternatively, the pertinent information of a subset can be contained
in set membership, i.e. the subset consists of images having a specific property,
such as the presence of a certain automatically detected object.

2.2 Relevance Feedback

During a retrieval session with the PicSOM system, the user marks images that
she considers relevant, and the remaining ones are implicitly regarded as non-
relevant. As the first step, the SOM units are awarded a positive score for every
relevant image mapped in them resulting in an attached positive impulse. Like-
wise, associated non-relevant images result in negative scores and impulses. Let
us denote the cumulative sets of relevant and non-relevant images up to query
round r on mth SOM as D+(r,m) and D−(r,m). As the positive and negative
scores, we use the inverses of the cardinalities of the corresponding image sets.
Then, for each SOM, these values are mapped from the shown images (rated ei-
ther as relevant or non-relevant by the user) to their corresponding BMUs where
they are summed. Thus, for the kth map unit, we obtain the following response:

x[k]rm =
1

|D+(r,m)|
∑

i∈D+(r,m)

δ(cm(i), k) − 1
|D−(r,m)|

∑
i∈D−(r,m)

δ(cm(i), k) (1)

where cm(i) denotes the BMU of the image i on the mth SOM. This way, we
obtain a zero-sum sparse value field on every SOM in use.

Due to the topology preservation of the SOM, we are motivated to spread the
relevance information provided by the user also to the neighboring map units
of the BMUs. This can be done by convolving the sparse value fields in with
a two-dimensional tapered window function. For computational reasons, this is
implemented as one-dimensional horizontal convolution followed by one-dimen-
sional vertical convolution. Figure 1 illustrates how the positive and negative
responses are first mapped on a 16×16-sized SOM to produce the sparse value
field and how the responses are expanded in the convolution.
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⇒

Fig. 1. An example of how a SOM surface is convolved with a window function. Left:
the selected and rejected images are shown with white and black marks, respectively.
Right: the convolution result, where relevance information is spread around the centers

2.3 Feature Combination

As the response values of the parallel indices are mutually comparable, we can
determine a global ordering and the overall best candidate images. By locating
the corresponding images in all SOM indices, we get their scores with respect to
different features. The total scores for the candidate images are then obtained
by summing up the mapwise values in their BMUs after the convolution.

Content descriptors that fail to coincide with the user’s conceptions mix
positive and negative user responses in the same or nearby map units. There-
fore, they produce lower scores than those descriptors that match the user’s
expectations and impression of image similarity and thus produce areas or clus-
ters of high positive response. As a consequence, the parallel content descrip-
tors and indices do not need explicit weighting. In image retrieval, this method
for combining parallel descriptors automatically has been found out to be able
to exceed or at least follow the performance of the best single image
descriptors [11].

3 Modeling Semantic Concepts

In addition to the relevant and non-relevant image sets during online processing,
the sparse value fields can also be constructed with any other image subsets,
such as groups of images with semantically similar content.

3.1 Concept Representation with Class Distributions

Different features’ capabilities in mapping semantically similar images near each
other in the corresponding feature spaces can be studied visually by consider-
ing ground-truth semantic image classes as positive impulses on the sparse value
fields. The convolution step is again useful to spread the concept information and
also to ease visual inspection on large SOMs, as e.g. in class distribution visual-
izations shown in [11]. Furthermore, the discrimination abilities of the represen-
tations of the classes on the different SOMs can be analyzed quantitatively [13].

These class distributions can be considered as estimates of the true distribu-
tions of the semantic concepts in question, not on the original feature spaces,
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Fig. 2. Some example images from the 101 Object Categories database. The shown
images are the most representative images of the following categories: beaver, elec-
tric guitar, faces easy, ferry, grand piano, hedgehog, llama, menorah, pagoda, revolver,
rhino, schooner, scissors, starfish, stegosaurus, and stop sign

but on the discrete two-dimensional grids defined by the used SOMs. Thereby,
instead of modeling the density in the high-dimensional feature spaces, we are
essentially performing kernel-based estimation of class densities at the discrete
distributions over the SOM surface. Then by enumerating the units of the two-
dimensional SOM grid, we can represent the distribution as a vector x ∈ R

K of
length equaling the number of SOM units.

As an example, the most representative images of a given semantic con-
cept can be obtained by locating the SOM units, and the images mapped to
these units, that have highest responses on the estimated class distribution.
Combining the responses of multiple features can be performed similarly as in
the retrieval stage (Section 2.3), after which we can obtain the overall most
representative image or images of a specific concept regarding all the used
feature extraction methods (see Figure 2). Secondly, the shortcomings of dif-
ferent features can be examined by studying the images that yield a strong
response on the class distributions but do not share the semantic content in
question.

An important source of information about semantic correspondence between
images in an unannotated database is the storage of relevance assessments of
the system’s users for later utilization. The relevance evaluations provided by
a user during a query session partition the set of displayed images into classes
of relevant and nonrelevant images with respect to that particular query target.
The fact that two images belong to the class of relevant images during the same
query is a strong cue for similarities in their semantic contents.

3.2 Automatic Annotation of Image Groups

Given an unannotated image or a group of semantically similar images, the goal
of automatic annotation is to attach relevant annotations to the input images.
For this purpose, some method for estimating the joint distribution of image
representations and semantic concepts is required. We utilize an existing ground-
truth database for which annotations are available and construct a separate
model for every semantic concept present in the training data.
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The responses invoked by different concept models on the SOMs can be di-
rectly used in automatic annotation. The input image group which we want to
annotate is used to construct a class distribution xq which is then compared
to the existing models of semantic concepts xi. This approach has the distinct
advantage that it inherently supports the annotation of image groups; with more
reference images of a given concept available, the estimate of the corresponding
distribution can be expected to become more accurate.

In this paper, we experiment with five similarity or distance measures. First
of all, whether or not to perform the convolution step on xq yields two alter-
native methods. By carrying out the convolution step we end up measuring the
similarity of two estimated probability distributions. The similarity of xq and
xi on the SOM grids can be measured in many ways; e.g. with 1) dot product
sDP(xq,xi), 2) Euclidean distance dEU(xq,xi), 3) intersection

sIN(xq,xi) =
∑K

k=1 min(xq[k], xi[k])∑K
k=1 xq[k]

, (2)

and 4) Jeffrey divergence

dJD(xq,xi) =
K∑

k=1

(
xq[k] log

xq[k]
x̂[k]

+ xi[k] log
xi[k]
x̂[k]

)
, (3)

where x̂[k] = (xq[k] + xi[k])/2 is the mean distribution.
Secondly, the input image group can be associated with the semantic concepts

that invoke the strongest positive responses on just the BMUs, not the neighbor-
hoods, of the images to be annotated. This leads to measure 5, corresponding to
omitting the smoothing convolution operation on xq before calculating the dot
product between xq and xi.

Regardless of the measure used, the actual value of the similarity measure is
an indication of annotation confidence. This can be utilized e.g. by defining an
annotation threshold or emphasizing annotations that have high confidence.

4 Experiments

4.1 Database and Settings

In previous works on automatic annotation it has been common to use images
from Corel Photo CDs (e.g. [4, 5, 6, 7, 8]). These images are of high quality and
have been grouped by Corel in thematic groups. Ground-truth keyword annota-
tions are also available for the images. Unfortunately, there is no single uniform
Corel image set and thus the Corel databases different research groups possess
are usually not identical. In addition, the Corel images are copyrighted and no
longer even available. For example, the data set of Barnard et al. [5] has been
made available1, including segmentations and extracted features, but not the

1 http://vision.cs.arizona.edu/kobus/research/data/jmlr 2003/
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original images which we would need in order to properly apply our method to
the data. We have also used Corel images in most of our earlier experiments
(e.g. [11, 12, 13]).

Due to the non-free nature of the Corel database, we decided to use the 101
Object Categories database [14] of the PASCAL object recognition challenge2

in the following experiments. The database contains 9197 images divided into
101 semantic categories, each containing between 31 and 800 images, and a
background class of 520 miscellaneous images. The database has been gathered
mostly for object recognition purposes and therefore does not contain detailed
imagewise annotations. Still, the provided categorization can be used as a test
setting for the annotation approach as well. Images from 16 random categories
of the database are displayed in Figure 2. Specifically, the shown images are the
most representative images of these 16 categories, as defined in Section 3.1.

From each category, ten random images were selected to the test set and the
remaining images were used to construct the category model on the SOM indices.
Image groups of 10, 5, 2, and 1 images were then annotated by using each of the
five measures (Section 3.2) of the similarity between the image group and the
category models. All the ten images in the test set were always used in measuring
the performance; for image groups smaller than ten, the test images were split
into multiple groups and the results are the average of all the respective runs.

As visual features, we used a set of MPEG-7 [15] descriptors suitable for still
images, viz. Scalable Color, Dominant Color, Color Structure, Color Layout,
Edge Histogram, Homogeneous Texture, and Region Shape. These descriptors
were extracted from every image in the database and 64×64-sized SOMs (K =
4096) were trained for each of them. A triangular window of four map units in
length was then used in spreading the responses of the sparse value fields.

4.2 Measuring Annotation Performance

Measuring the performance of automatic image annotation requires some con-
sideration. The straightforward approach is to compare predicted annotations
to the manual ones and measure the overlap. In [5], the following measure was
used for this purpose:

E =
r

n
− w

N − n
(4)

where r and w are the numbers of words predicted right and wrong, n is the num-
ber of manual annotations for the image and N is the size of the vocabulary. In
practice the manual annotations are often incomplete. Appropriate annotations
may be missing from individual images, especially ones describing the back-
ground of the image or ones being very general, since humans tend to overlook
obvious but subsidiary visual cues when describing image content. Synonyms
can also be problematic if the annotations were generated without a synonym-
free set of allowed keywords. As an example, the supplied annotations for the
Corel database contain distinct annotations such as “automobile” and “car”. As

2 http://www.pascal-network.org/challenges/VOC/



Semantic Annotation of Image Groups with Self-organizing Maps 525

a result, the observed annotation performance may be overly pessimistic. When
comparing different annotation methods, this is, however, not crucial, since all
methods encounter the same missing annotations. The word frequency of the
annotations should also be taken into account. Annotating images with general
concepts like “sky” or “landscape” is successful with a higher probability than
with very specific terms.

In our current experiment setting the situation is more straightforward. Since
each image has exactly one correct annotation (i.e. its category) and the word
frequency is relatively flat, we can measure the rank of the correct category for
each annotation task. In order to be useful for annotation, the rank of the correct
category should be low; a high rank can be deemed an annotation failure and
the actual rank is inconsequential. Therefore we record the inverses of the ranks
and by averaging over the 101 categories, we obtain the mean reciprocal rank,
MRR. Furthermore, we record the number of categories for which the rank of
the correct category is one (N1) and for which it is less or equal than five (N5).

4.3 Results

The annotation results for image group sizes 10, 5, 2, and 1 with the five tested
similarity or distance measures are shown in Table 1. It can be seen that the size
of the image group is a critical factor in annotation performance as increasing
the group size improves results considerably in all cases. This behavior was,
naturally, to be expected since the probability distributions of the semantic
concepts can be modeled more accurately with more reference images available.

Table 1. The results of the annotation experiments for image groups of different sizes.
On each cell, the three reported values are MRR, N1 and N5. In total there were 101
semantic categories and a background category

group size 1) dot product 2) Euclidean 3) intersection 4) Jeffrey div. 5) no convol.

10 0.755, 64, 90 0.679, 56, 81 0.870, 82, 95 0.868, 83, 93 0.788, 69, 93
5 0.654, 54, 83 0.633, 54, 75 0.720, 62, 86 0.752, 68, 86 0.693, 59, 84
2 0.491, 37, 64 0.512, 41, 64 0.494, 37, 64 0.541, 43, 67 0.518, 40, 66
1 0.391, 27, 52 0.407, 31, 51 0.388, 27, 52 0.403, 29, 53 0.407, 29, 52

The selection of the similarity measure is less crucial. The best results for
groups of ten images are obtained using the intersection and Jeffrey divergence
measures. With them, all but six3 and eight4 categories, respectively, are anno-
tated correctly among the five highest-scoring annotations. For the 16 categories
represented in Fig. 2, the five best annotations for groups of ten reference images
per category and using the intersection measure are listed in Table 2.

Due to the semantic gap, the performance of single image annotation re-
mained rather poor; less than one third of the single test images were annotated

3 Anchor, ant, barrel, cannon, crab, and wild cat.
4 Anchor, ant, barrel, cannon, crab, emu, platypus, and wild cat.



526 M. Koskela and J. Laaksonen

Table 2. Five best annotations for a sample of 16 object categories (see Fig. 2) with
ten reference images per category and using intersection as the similarity measure

category annotations

beaver crab, emu, beaver, llama, kangaroo
electric guitar electric guitar, accordion, trilobite, sea horse, mandolin
faces easy faces easy, faces, dalmatian, lamp, flamingo
ferry ferry, helicopter, ketch, schooner, laptop
grand piano grand piano, rooster, okapi, mandolin, gramophone
hedgehog emu, hedgehog, courgar face, kangaroo, okapi
llama llama, crocodile head, elephant, gerenuk, okapi
menorah menorah, garfield, sunflower, starfish, rooster
pagoda pagoda, minaret, accordion, trilobite, cellphone
revolver revolver, stapler, wrench, umbrella, dragonfly
rhino crocodile, llama, emu, elephant, rhino
schooner schooner, ketch, buddha, ferry, helicopter
scissors scissors, snoopy, wrench, pigeon, headphone
starfish starfish, strawberry, scorpion, sunflower, ant
stegosaurus stegosaurus, panda, cannon, brontosaurus, octopus
stop sign stop sign, strawberry, flamingo head, yin yang, soccer ball

correctly as the first annotation, among the five highest-scoring annotations the
correct one was in about half of the cases. Also, with smaller image groups the
differences between the tested similarity methods are less distinctive. Most no-
tably, measuring the responses of the category models directly on the BMUs of
the input images (measure 5) seems to work relatively better with small image
groups. Overall, Jeffrey divergence seems to perform relatively well on image
groups of any size and could thus be used as a default similarity measure.

5 Conclusions and Future Directions

In this paper, we proposed a method for applying multiple SOMs in represent-
ing semantic concepts of images and automatic image annotation. The density
models for different semantic concepts are produced using an annotated image
collection as a ground truth. New image groups are then annotated by compar-
ing them to these concept models on the SOM grids. The presented methods for
measuring the similarity between database subsets can also be used for other
purposes, e.g. detecting synonyms or similar semantic concepts, and combining
such stored user interaction records that had similar semantic query targets.

Due to the weak connection between semantic concepts and low-level visual
features, the task of automatic annotation based on global features is bound to
have only limited success. By visual inspection of the failed categories, one can
observe remarkably high variation and diverse backgrounds. For successful an-
notation of this kind of images, the method needs to be extended from the image
level to subobjects, based either on image segmentation, using fixed image zones
or calculating interest points from the images. Especially on the 101 Object
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Categories database, the lack of separation of the salient object from the back-
ground is a crucial impediment. In any event, even the global approach can reach
quite prominent performance by annotating multiple images concurrently. The
method presented in this paper is directly applicable to and will undoubtedly
be an asset also when dealing with image segments or other subobjects.

The experiments of this paper were carried out using a database consisting
of semantic object categories. Further tests and consideration are needed for
annotations of different levels of specificity, i.e. by using databases that have
imagewise annotations. Such databases should, however, be freely available to
researchers to facilitate comparisons of different methods.
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Abstract. Performance of state-of-the-art image retrieval systems is strongly 
limited due to the difficulty of accurately relating semantics conveyed by im-
ages to low-level extracted features. Moreover, dealing with the problem of 
combining modalities for querying is of huge importance in forthcoming re-
trieval methodologies and is the only solution for achieving significant retrieval 
performance on image documents. This paper presents an architecture address-
ing both of these issues which is based on an expressive formalism handling 
high-level image descriptions. First, it features a multi-facetted conceptual 
framework which integrates semantics and signal characterizations and operates 
on image objects (abstractions of visual entities within a physical image) in an 
attempt to perform indexing and querying operations beyond trivial low-level 
processes and region-based frameworks. Then, it features a query-by-example 
framework based on high-level image descriptions instead of their extracted 
low-level features and operate both on semantics and signal features. The flexi-
bility of this module and the rich query language it offers, consisting of both 
boolean and quantification operators, lead to optimized user interaction and in-
creased retrieval performance. Experimental results on a test collection of 2500 
images show that our approach gives better results in terms of recall and preci-
sion measures than state-of-the-art frameworks which couple loosely keyword-
based query modules and relevance feedback processes operating on low-level 
features.  

1   Introduction and Related Work 

The democratization of digital image technology has led to the need to deal with a 
new generation of image retrieval architectures combining expressivity, enhanced 
retrieval performance and computational efficiency. We believe that coupling within a 
unified framework the two approaches in the literature, i.e. semantics-based and sig-
nal-based, is of huge importance in forthcoming frameworks and is the only solution 
for achieving significant retrieval performance.  

The first content-based image retrieval (CBIR) systems (signal-based) [4,16,18] 
propose a set of image indexing methods based on low-level features such as colors, 
textures, geometrical forms... fully automatic, and able to process queries quickly. 
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However, the problem arising from invariants or discriminating features lies on the 
loss of semantic information conveyed by the image. For example, can we accept that 
our system considers red apples or Ferraris as being the same entities simply because 
they present similar color histograms? Definitely not, as shown in [10], taking into 
account aspects related to the image content is of prime importance for efficient pho-
tograph retrieval. 

State-of-the-art systems which attempt to deal with the semantics/signal integra-
tion such as iFind [11], ImageRover [8] and more recently the prototype presented 
in [21] propose solutions based on textual annotations to characterize semantics and 
on a relevance feedback (RF) scheme operating on low-level features. RF tech-
niques are based on an interaction with a user providing judgment on displayed 
images as to whether and to what extent they are relevant or irrelevant to his need. 
For each loop of the interaction, these images are learnt and the system tries to 
display images ‘similar’ or ‘closer’ to the ones targeted by the user. As any learning 
process, it requires an important number of training images to achieve reasonable 
performance. The user is therefore solicited through several tedious and time-
consuming loops to provide feedback for the system in real time, which penalizes 
user interaction and involves costly computations over the whole set of images. 
Moreover, starting from a textual query on semantics, these state-of-the art systems 
are only able to manage opaque RF (i.e. a user selects relevant and/or non-relevant 
documents and is then proposed a revised ranking without being given the possibil-
ity to ‘understand’ how his initial query was transformed) since it operates on ex-
tracted low-level features. 

Our QBE process is a specific case of state-of-the-art RF frameworks reducing the 
user’s burden since it involves a unique loop returning the relevant images. Moreover, 
as opposed to the opacity of state-of-the-art RF frameworks, it holds the advantage of 
being transparent (i.e. the system displays the query generated from the selected 
documents) and penetrable (i.e. the modification of the generated query is allowed 
before processing), which increases the quality of retrieval results [7]. We manage 
transparent and penetrable interactions by considering a conceptual representation of 
images and model their conveyed visual semantics and signal color information 
through a high-level and expressive representation formalism. Given a user’s feed-
back (i.e. judgment or relevance or irrelevance), our QBE process, operating on both 
visual semantics and signal features, is therefore able to first generate and then dis-
play a query for eventual further modifications done by the user. It enforces computa-
tional efficiency by generating a symbolic query instead of dealing with costly learn-
ing algorithms and optimizes user interaction by displaying this ‘readable’ symbolic 
query instead of operating on hidden low-level features. 

As opposed to state-of-the-art loosely-coupled solutions penalizing user interac-
tion and retrieval performance with an opaque RF framework operating on low-
level features, our architecture combines a keyword-based module with a transpar-
ent and penetrable QBE process which refines the retrieval results of the first. 
Moreover, we offer a rich query language consisting of both boolean and quantifi-
cation operators. 
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In the remainder, we first detail the processes allowing to abstract the extracted 
low-level features to high-level signal and visual semantic characterizations. We will 
deal in section 2 with the specification of our image model and develop its conceptual 
instantiation integrating visual semantics, color and texture features. Section 3 is 
dedicated to the presentation of the QBE framework. We finally propose the valida-
tion experiments conducted on a test collection of 2500 images.  

2   From Low-Level Features to High-Level Signal and Semantic 
Characterization 

In order to integrate signal features and visual semantics within a high-level concep-
tual framework, the first step consists in specifying a correspondence process linking 
the extracted low-level features to the symbolic signal color characterization on the 
one hand and to the visual semantics on the other hand.  

2.1   From Low-Level Color Extraction to Color Symbolic Characterization 

Our symbolic representation of color information is guided by the research carried out 
in color naming and categorization. Under the impulsion of Berlin and Kay, works 
have revolved around stressing a step of correspondence between color stimuli and 
‘basic color terms’ [3] which they characterize by the following properties: their ap-
plication is not restricted to a given object class, i.e. the color characterized by the 
term “olive color” is not valid; they cannot be interpreted conjointly with object parts, 
i.e. “the maple leaf color” is not a valid color; their interpretation does not overlap 
with the interpretation of other color terms and finally they are psychologically mean-
ingful. Further works proposed in [6] consist in an experimental validation of the 
‘basic color term’ notion in the HVC perceptive color space. The latter belongs to the 
category of user-oriented color spaces (as opposed to material-oriented spaces such as 
RGB), i.e. spaces which define color as being perceived by a human through tonality 
(describing the color wavelength), saturation (characterizing the quantity of white 
light in the color spectral composition) and brightness (related to color intensity). 
Given a series of perceptive evaluations and observations, eleven color categories are 
highlighted, each described by a tonality (angular orientation in the HVC space), a 
brightness value (in the [1,10] interval) and a decimal saturation value (in the [0,30] 
interval). The green (C1=Gn), cyan (C2=C) and skin (C3=S) color categories are de-
scribed by an angular orientation respectively in the intervals [112,196], [196,256] 
and [36,64]; a brightness value respectively in the intervals [4,10], [6,8] and [4,9] and 
a decimal saturation value respectively in the intervals [1,5;30], [1,5;30] and [1,5;15]. 
The grey color category (C4=G) is defined either by a brightness value in the [3,4] 
interval or a decimal saturation value strictly lower than 1,5 and a brightness value in 
the [4,8] interval. Red, orange, yellow, purple, black, white and blue are the other 
color categories. We justify the interest of characterizing color in a perceptive space 
by the fact that enforcing facilitated and efficient human interaction when specifying 
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image retrieval frameworks is crucial and therefore aspects related to human percep-
tion are to be taken into account. 

Characterizing the aforementioned symbolic color categories involves transform-
ing the extracted low-level features specified in the RGB space (primary step for low-
level color extraction) to tonality, brightness and saturation values in the perceptually 
uniform HVC space. This conversion process is an adaptation of the algorithm pro-
posed in [13]. 

2.2   Extracting the Visual Semantics 

Semantic concepts are learned and then automatically extracted given a visual ontol-
ogy. Its specification is strongly constrained by the application domain [12]. Indeed 
dealing with corpus of medical images would entail the elaboration of a visual ontol-
ogy that would be different from an ontology considering computer-generated images. 
In this paper, our experiments in section 4 are based on a collection of home color 
photographs. 

Several experimental studies presented in [14] have led to the specification of 
twenty categories or picture scenes describing the image content at a global level. 
Web-based image search engines (google, altavista) are queried by textual keywords 
corresponding to these picture scenes and 100 images are gathered for each query. 
These images are used to establish a list of semantic concepts characterizing objects 
that can be encountered in these scenes. A total of 72 semantic concepts to be learnt 
and automatically extracted are specified. Figure 1 shows their typical appearance. 

  

Fig. 1. Semantic concepts: ground, sky, vegetation, water, people, mountain, building 

A 3-layer feed-forward neural network with dynamic node creation capabilities is 
used to learn these semantic concepts from 375 labeled image patches cropped from 
home photographs. Low-level color and texture features are computed for each train-
ing region as an input vector for the neural network. 

Once the neural network has learned the visual vocabulary, the approach subjects 
an image to be indexed to a multi-scale, view-based recognition against these seman-
tic concepts. An image to be processed is scanned with windows of several scales. 
Each one represents a visual token characterized by a feature vector  constructed  with 
respect to the feature vectors of semantic concepts previously exhibited. Recognition 
results are then reconciled across multiple resolutions and aggregated according to 
configurable spatial tessellation. Figure 2 presents the architecture for automatic ex-
traction of semantic concepts (further details can be found in [9]). 
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Fig. 2. Semantic Concept extraction                    Fig. 3. Image Model 

3   A Strongly-Integrated Model for the Signal/Semantic Integration 

As far as state-of-the-art image retrieval systems are concerned, images cannot be 
easily or efficiently retrieved due to the lack of a comprehensive image retrieval 
framework that captures the structured abstractions, the signal information conveyed 
and the semantic richness of images. To remedy such shortcomings, we propose an 
architecture that integrates a comprehensive image model combining visual semantics 
and high-level color features (cf. figure 3). The image model consists of both a physi-
cal image level representing an image as a matrix of pixels and a conceptual level. At 
the core of the image model is the notion of image objects (IOs), abstract structures 
representing visual entities within an image. Their specification is an attempt to oper-
ate image indexing and retrieval operations beyond simple low-level processes 
[16,18] or region-based techniques [4] since IOs convey the visual semantics and the 
signal information at the conceptual level. The latter is itself a multi-facetted frame-
work: 

  - The visual semantics facet describes the image semantic content and is based 
on labeling IOs with a semantic concept. E.g., in figure 3, the second IO (Io2) is 
tagged by the semantic concept Water. Its conceptual specification will be dealt with 
in section 2.1. 

  - The color facet features the image signal content in terms of perceptive sym-
bolic colors. E.g., the second image object (Io2) is associated with symbolic colors 
Cyan and White.  Its conceptual representation will be dealt with in section 2.2. 

In order to instantiate this model within an image retrieval framework, we need a 
representation formalism capable to represent IOs as well as the visual semantics and 
signal information they convey. Moreover, this representation formalism should make 
it easy to visualize the information related to an image. A graph-based representation 
and particularly CGs are an efficient solution to describe an image and characterize its 
components. They have indeed proven to adapt to the symbolic approach of image 
retrieval [12,17]. CGs allow to represent components of our image retrieval architec-
ture and to specify expressive index and query frameworks. Formally, a CG is a finite, 
bipartite, connex and oriented graph. It features two types of nodes: concept and rela-
tion nodes. In the example graph [CIVR2005] (Name) [Conference]  (Loca-
tion) [Singapore], concepts are between brackets and relations between parenthesis. 
This graph is semantically interpreted as: the CIVR2005 conference is held in  
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Singapore. Concepts and conceptual relations are organized within a lattice structure 
partially ordered by the IS-A ( ) relation. For example, Person  Man denotes that the 
concept Man is a specialization of the concept Person, and will therefore appear in the 
offspring of the latter within the lattice organizing these concepts. Within the scope of 
the model, CGs are used to represent the image content at the conceptual level. 

3.1   Conceptual Representation of the Visual Semantics Facet  

An instance of the visual semantics facet is represented by a set of CGs, each one 
containing an Io concept linked through the conceptual relation sc to a semantic con-
cept: [Io] (sc) [SC]. E.g., graphs [Io1] (sc) [Person] and [Io2] (sc) [Water] 
are the representation of the visual semantics facet in figure 3 and can be translated 
as: the first IO (Io1) is associated with the semantic concept person and the second IO 
(Io2) with the semantic concept water.  

 

Fig. 4. Lattice organizing semantic concepts 

We use WordNet to elaborate a visual ontology that reflects the Is-A relationship 
among the semantic concepts. They are organized within a multi-layered lattice or-
dered by a specific/generic partial order (figure 4).  

We now focus on the color facets by first proposing conceptual structures for the 
integration of symbolic color information within our strongly-integrated architecture 
and then specifying their representation in terms of CGs.  

3.2   Conceptual Representation of the Color Facet 

Each IO is indexed by 2 types of conceptual structures featuring its color distribution: 
boolean and quantified color concepts. Boolean concepts are detailed in [1]. Quanti-
fied color index concepts (QCICs) feature the signal distribution of IOs by a conjunc-
tion of color categories and their corresponding integer pixel percentages (also called 
color category values). They are supported by a vector structure ColQ with eleven 
elements corresponding to color categories Ci. Values ColQ(i), i∈ [1,11] are the color 
category values. The second image object (Io2) corresponding to the semantic con-
cept water in figure 3 is characterized by the QCIC <Gn:34,C:62,S:0,G:4…>, inter-
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preted as Io2 having a color distribution with 34% of green, 62% of cyan and 4% of 
grey (cf. figure 3). 

Our conceptual architecture is powerful enough to handle an expressive query lan-
guage integrating visual semantics and color characterization through boolean and 
quantification operators. In the case of processing a query involving quantification 
operators such as Q1: “Find images with a cloudy sky (At Most 25% of cyan and At 
Least 25% of grey)” (queries involving boolean operators are thoroughly studied in 
[1]), we specify At Least/At Most color concepts (LMCCs). These conceptual structures 
represent the signal distribution of an IO by a conjunction of color categories and re-
spectively their associated minimum (translating the keyword At Least in a query) and 
maximum (translating the keyword At Most) color category values. They are supported 
by a vector of pairs <(ColAL(i),ColAM(i))> i∈[1,11], such that values ColAL(i) and Co-
lAM(i) (i∈[1,11]) correspond respectively to the minimum and maximum color category 
values associated with Ci. E.g., the LMCC <…(CAL:/,CAM:25)..(GAL:25,GAM:/)…>LMCC 

corresponds to the color distribution expressed in query Q1. 
In our conceptual representation of the color facet, color concepts are elements of 

partially-ordered lattices which are organized respectively to the type of the query 
processed [1]. There are 2 types of basic CGs controlling the generation of all color 
facet graphs. Color index graphs link an Io type through the conceptual relation q_c 
to a quantified color index concept: [Io] (q_c) [QCIC]. Color query graphs link an 
Io type through the conceptual relation al/am_c to an At Least/At Most color concept: 
[Io] (al/am_c) [LMCC]. Eg, the color index graph [Io2] (q_c) [<Gn:34,C:62, 
S:0,G:4…>] is taken from the index representation of the color facet in figure 3 and is 
interpreted as the second IO (Io2), corresponding to the semantic concept water in the 
visual semantics facet, is linked to the QCIC <Gn:34,C:62,S:0,G:4…>. 

4   A QBE Framework Strongly-Integrating Visual Semantics and 
Signal Features 

We present a RF framework enhancing the state-of-the-art techniques as far as two 
major issues are concerned. First, while most RF schemes are designed to deal with 
global image features, our framework operates at the IO level and the user is therefore 
able to select visual entities of interest to refine his search. Moreover, the user has a 
total control of the query process since the system displays the query generated from 
the images he selects and allows its modification before processing.  

Our RF framework operates on the whole corpus or on a subset of images dis-
played after an initial keyword-based query is proposed. When the user is interested 
in retrieving concepts involving both visual semantics and signal color characteriza-
tions, e.g. the concept swimming-pool water (water with a specific color distribution); 
he is to query first with the keyword water and then enrich his characterization 
through QBE by selecting relevant IOs. The system translates the keyword query 
‘water’ in a visual semantics graph: [IO] (sc) [water]. The latter is processed and 
the relevant images are displayed (cf. figure 5).  



 A Conceptual Image Retrieval Architecture Combining Keyword-Based Querying 535 

 

 

Fig. 5. Interface and results for the query “Find images with water” 

When the QBE mode is chosen, the system displays all IOs within images relevant to 
the query water. In our example, the user chooses to highlight 5 relevant IOs (figure 6) 
within displayed images relevant to his need (i.e. present the specific signal color distribu-
tion he is interested in). The system is then expected to generate a generalized and accurate 
representation of the user’s need from the conceptual information conveyed by the se-
lected IOs. 

 

Fig. 6. Selected IOs and their conceptual representation 

According to the user’s selection, the system should find out that the user focuses on 
images containing objects with at least 4% and at most 34% of green; at least 62% and at 
most 89% of cyan; at most 6% of skin color; at least 3% and at most 8% of grey. Our RF 
framework therefore processes the QCICs of the selected IOs so as to construct the LMCC 
<(GnAL:4,GnAM:34),(CAL:62,CAM:89),(SAL:Ø,SAM:6),(GAL:3,GAM:8)…>LMCC. The color 
query graph [Io] [al/am_c]  [(GnAL:4,GnAM:34), (CAL:62,CAM:89), (SAL:Ø,SAM:6), 
(GAL:3,GAM:8)…>LMCC] is then generated. Visual semantics and color query graphs are 
then aggregated to build the full query graph. 
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The algorithm summarizing the QBE mode is as follows: 

Given a query with a semantic concept SC, generate the visual semantics graph G1: 
[IO] (sc) [SC] 
Process the graph and display relevant images 
If the user selects the QBE mode, highlight IOs then take into account the n IOs 
selected by the user. 

Regarding the color subfacet 
The n selected IOs are characterized by n QCICs supported by vector structures [CQ]n 
such that the [CQ(i)]n, i∈[1,11] are the color category values 
Generate the respective At Least/At Most color concept by taking into account, for 
each color category, the minimum and maximum color category values among the n 
QCICs. The At Least/At Most color concept is supported by a vector of pairs <(Co-
lAL(i),ColAM(i))> i∈[1,11], such that. for each color category Ci, CAM[i] correspond to 
the maximum color category value among the category values of the n QCICs (trans-
lating the keyword ‘At Most’) and CAL[i] correspond to the minimum color category 
value among the category values of the n QCICs (translating the keyword ‘At Least’). 
Formally, the generated At Least/At Most color concept is supported by the structure 
<(ColAM,ColAL)> such that: 
∀ i∈[1,n], ∀ j∈[1,11], ColAL[j]=min[[CQ(i)]n] ∧ ColAM[j]=max[[CQ(i)]n] 
Generate the respective At Least/At Most query graph G2: 
[IO] (al/am_c) [<(ColAL(i),ColAM(i))>LMCC], i∈[1,11] 

Aggregate visual semantics and color query graphs G1 and G2  

Each image (respectively user query) is represented by a global CG resulting 
from the aggregation of CGs over the visual semantics and color facets called 
document index graph (respectively query graph). The evaluation of similarity be-
tween an image and a query is achieved through a correspondence function: the CG 
projection operator. This operator allows to identify within a graph g1 sub-graphs 
with the same structure as a given graph g2, with nodes being possibly restricted, 
i.e. their types are specialization of g2 node types. As far as implementation is con-
cerned, optimizations related to the organization of index data structures have been 
developed allowing to process this operator in polynomial time within a given ap-
plication domain [1,2,17].  

5   Validation Experiments: An Application to Home Photographs 

The SIR1 prototype (its interface coded in C++ is proposed in figure 6) implements 
the theoretical strongly-integrated framework presented in this paper and validation 
experiments are carried out on a corpus of 2500 personal color photographs used as a 
validation corpus in several world-class publications [1,2,9,10,15].  

                                                           
1 Signal/Semantic integration for Image Retrieval. 
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We choose to deal with a collection of home photographs instead of the Corel pro-
fessional collection since it has been argued that the Corel dataset is much easier to 
annotate and retrieve; and in fact does not capture the difficulties inherent in more 
challenging datasets used in real world [15]. Indeed, our collection includes some 
pictures with inferior quality (fading black and white, flashy, blur, noisy, dark and 
over-exposed photographs) that are however kept in our test collection to reflect the 
complexity of original and realistic personal photographs. Let us note that they could 
affect any automatic indexing and retrieval processes. As a matter of fact, experi-
ments reported in [15] confirmed that classification and retrieval results for home 
photographs are on the whole poorer than those for the Corel images since their qual-
ity and content are more varied and heterogeneous. 

IOs within the 2500 photographs are automatically assigned a semantic concept as 
presented in section 2.1 and are characterized with index color structures presented in 
section 2.2. 

We wish to retrieve photographs that represent elaborate image scenes and propose 
24 queries involving semantic concepts with texture characterizations such as lined 
people, interlaced foliage... The evaluation of our formalism is based on the notion of 
image relevance which consists in quantifying the correspondence between index 
and query images. 

We compare our approach with a state-of-the-art loosely-coupled approach combin-
ing a keyword-based query framework and a RF process operating on low-level signal 
color features. The keyword-based framework is based on visual keywords [9,10,15]: 
intuitive and flexible visual prototypes extracted or learned from a visual content do-
main with relevant semantic labels. A set of 26 specified visual keywords are learned 
using a neural network, with low-level features computed for each training region as an 
input for this network. An image is then represented through a set of local visual key-
word histograms with each bin corresponding to the aggregation of recognition results. 
The similarity matching between two images is defined as the weighted average of the 
similarities between their corresponding local visual keywords histograms. The RF 
process is based on the specification of ten key colors (red, green, blue, black, grey, 
white,  orange,  yellow, brown, pink) in the HSV color space adopted by the PicHunter   

 

Fig. 7. Recall/precision Curves 

Table 1. Queries 

Trees with Green 
Leaves 

Green and White 
Walls 

Swimming-Pool 
Water 

White Buildings Night Lake Water 

Grey Buildings 
Black and White 

Pictures 
River Water 

Yellow Buildings Dirty Sand Yellow Flowers 

Sandy Ground 
Ground with 

Vegetation 
Purple Flowers 

Blue Sky 
White and Red 

Towers 
Environment with 

Lights 

Grey Sky Green Vegetation Swimming-Pool 
Water

Sunset Sky Grey Walls   
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system [5]. The  similarity  matching between two images is computed as the weighte-
daverage of the similarities between corresponding blocks of the images. As a matter 
of fact, this method is equivalent to locally weighted color histograms.  

For each proposed query in table 2, we construct relevant textual query terms using 
corresponding semantic concepts as input to the SIR system (e.g. ‘Find images with 
water’ for swimming-pool water). Also each query in table 2 is translated in relevant 
visual keywords to be processed by the keyword-based framework of the loosely-
coupled system (‘Find images with water’ for swimming-pool water). Then to refine 
the keyword-based queries, we select 3 random relevant photographs as QBE input to 
SIR and to the RF process of the loosely-coupled system. 

We determine all images which are relevant to the 24 defined queries within the 
corpus and each author evaluates the number of relevant documents found by the 
compared systems. Recall/precision curves of figure 8 illustrate the results obtained 
for all 45 queries considering the corpus of 2500 images. Curves associated with the 
T_SIR and T_LC legends respectively illustrate the average results obtained by SIR 
and the loosely-coupled state-of-the-art system when querying textually. Curves 
associated with the Q_SIR and Q_LC legends respectively illustrate the average 
results obtained by SIR and the loosely-coupled state-of-the-art system when refin-
ing textual queries with the QBE and the RF processes (the latter consists in one loop 
for a fair comparison). When querying textually, the average precision of SIR 
(0.168) is approximately 50% higher than the average precision of the state-of-the-
art loosely-coupled system (0.1115). Also, when refining textual queries, the average 
precision of SIR with its QBE process is approximately 78% higher (0.585) than the 
average precision of the loosely-coupled system with its RF framework (0.328). We 
notice that improvements of the precision values are significant at all recall values. 
This shows that when dealing with elaborate queries which combine multiple 
sources of information (here visual semantics and signal features) and thus require a 
higher level of abstraction, the use of an “intelligent” and expressive representation 
formalism (here the CG formalism within our framework) is crucial. As a matter of 
fact, through the integration of signal features within a conceptual representation 
formalism, the QBE process of our system complements RF processes of state-of-
the-art systems by operating on color conceptual structures through transparent and 
penetrable interactions. 

6   Conclusion 

We have proposed within the scope of this paper the specification of a framework 
combining semantics and signal color features within a strongly-coupled architecture 
to achieve greater retrieval accuracy. We have described the visual semantics and the 
signal facets and presented a QBE framework managing transparent and penetrable 
interactions by considering conceptual characterizations of images. At the experimen-
tal level, we have implemented and evaluated our framework. The results obtained 
allowed us to validate our approach and stress the relevance of coupling keyword-
based querying with transparent and penetrable query-by-example. 
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Abstract. The vector-space retrieval model and Latent Semantic In-
dexing approaches to retrieval have been used heavily in the field of text
information retrieval over the past years. The use of these approaches
in image retrieval, however, has been somewhat limited. In this paper,
we present methods for using these techniques in combination with an
invariant image representation based on local descriptors of salient re-
gions. The paper also presents an evaluation in which the two techniques
are used to find images with similar semantic labels.

1 Introduction

The advantages of salient, or interest, points and regions for image retrieval have
been greatly discussed in the literature over the past few years [1, 2]. Previous
approaches to retrieval using salient regions have involved directly comparing the
local feature descriptors of each region pair in a query and target image. These
approaches have then used an algorithm that either sums distance or performs
voting, to rank the target images in order of similarity to the query.

In this paper we discuss two approaches inspired by ideas from the field of
information retrieval for indexing and retrieving documents:- vector space re-
trieval models; and Latent Semantic Indexing, or LSI. Both vector space models
and LSI have been applied to image retrieval in the past [3, 4, 5, 6, 7], however,
with the notable exception of the work of Sivic and Zisserman [3] and previous
work by the authors [8], none of the previous works have tried to couple the use
of salient regions with these retrieval techniques.

The paper begins by discussing the retrieval techniques and then describes
how we coupled salient regions and local descriptors to work with them. The
paper concludes with an evaluation of the performance of the two techniques.

2 Information Retrieval Techniques

Recent work by Sivic and Zisserman [3] and slightly earlier work by Westmacott
and Lewis [5], showed a new approach to object matching within images and

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 540–549, 2005.
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video footage. The approach was based on an analogy with classical text retrieval
using a vector-space model. This section of the paper briefly describes the vector-
space model and a second related model of information retrieval called Latent
Semantic Indexing or Latent Semantic Analysis.

2.1 Classical Vector-Space Retrieval

Most classical text retrieval systems work in the same general way, by represent-
ing a document and query as a set of terms. These terms are represented as axes
in a vector-space, using weighted term frequency as the distance along the axis
corresponding to that term. Described below are a number of standard steps for
this model.

Parsing and Stemming. Firstly, a document is parsed into a list of separate
words, this is obviously an easy task in most languages as the words are separated
by spaces. The words are then transformed by a process called stemming. The
stemming process represents words by their stems, for example, ‘CONNECT’,
‘CONNECTED’, and ‘CONNECTIONS’ are all represented by the stem ‘CON-
NECT’. Words with a common stem will often have similar meanings.

Stop Lists. The next stage is to apply a stop list. The stop list is used to reject
common words that occur frequently throughout the corpus of documents, and
therefore are not discriminating for a particular document. Examples of such
words include words like ‘and’, ‘an’ and ‘the’.

Representing documents by word frequency. Each of the words from the docu-
ment (after application of the stop list) are then represented by a unique iden-
tifier for that word. The number of occurrences of each word in the document is
counted and a vector of word-frequencies created to represent the document.

Frequency weighting. Each component of the vector of word frequencies is often
weighted. The standard way of weighting the frequency vectors of text docu-
ments is called ‘term frequency-inverse document frequency’, tf-idf, and the de-
fault weighting is computed as follows. Suppose that there is a vocabulary of k
words, then each document is represented by a k-vector Vd = (t1, . . . , ti, . . . , tk)T ,
of weighted word frequencies with components, ti = nid

nd
log N

ni
, where nid is the

number of occurrences of word i in document d, nd is the total number of words
in the document d, ni is the number of occurrences of the term i in the whole
database and N is the number of documents in the whole database. The weight-
ing is the product of two terms: the word frequency nid/nd and the inverse
document frequency log N/ni. The intuition is that word frequency increases the
weights of words that occur frequently in a particular document, and thus de-
scribe it well, whilst the inverse document frequency down-weights words that
appear in many documents in the database. A number of other tf-idf weighting
functions exist, such as the Okapi BM-25 formula of Robertson et al [9] which
was found to have superior performance when retrieving text documents.
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Indexing using Inverted Files. Inverted file structures are used for efficient re-
trieval. An inverted file is like an ideal book index. Each word in the collection
has an entry in the inverted file, together with a list of documents (and the
position at which the word occurs in the document) that contain that word.

Searching: Ranking the results. In order to search the database of documents,
a tf-idf vector is created for the query terms or document, and the query vec-
tor is compared against all the vectors in the database, Vd. The documents in
the database are ranked using the normalised scalar product (cosine of angle),
cos(θ) = Vq•Vd

|Vq||Vd| .

2.2 Latent Semantic Indexing

The classical approach to text retrieval described above depends on a lexical
match between the words in the query and those in the document collection.
However, there is often a lot of diversity in the words used to describe a document
(synonymy), and the words often have multiple meaning (polysemy), making the
lexical methods incomplete and imprecise. Deerwester et al [10] suggest that it
is possible to take advantage of the implicit higher-order structure in the associ-
ation of terms with documents by determining the singular value decomposition
(SVD) of large, sparse, term by document matrices. Terms and documents rep-
resented by the k largest singular vectors are then matched against user queries.
Deerwester calls this retrieval method Latent Semantic Indexing (LSI) because
the k subspace represents important associative relationships between terms and
documents that are not evident in individual documents.

The Term-Document Matrix and Its Decomposition. LSI begins by con-
structing a vector space representation for each document, representing each
document by a vector of word frequencies, as described in the previous section.
The vectors are then arranged into a matrix A, which is known as the term-
document matrix. An individual element in A, aij represents the frequency of
term i in document j. The matrix A is usually very sparse because every word
does not normally occur in each document. It is normal to apply weightings to
each element of A, such that, aij = L(i, j) × G(i), where L(i, j) represents the
local weighting for term i in document j and G(i) is the global weighting for
term i.

Log-Entropy Weighting. The most commonly used weighting for LSI is the “Log-
Entropy” weighting. The local weighting is the log of the term-frequency of
an individual document, and the global weighting is related to the entropy of
the term frequency over the entire collection. This weighting scheme ensures
that a term whose appearance tends to be equally likely among the documents
is given a low weight and a term whose appearance is concentrated in a few
documents is given a higher weight. The equations for the weighting are as
follows, L(i, j) = log(tfij + 1), G(i) = 1 −∑N

j=1

(
tfij

gfi
log( tfij

gfi
)
)

/ log N , where
tfij is the frequency of term i in document j, gfi is the total number of times
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term i occurs in the entire collection, and N is the total number of documents
in the collection.

Decomposition into a subspace. Once the weighted term-document matrix has
been created, it is decomposed using the singular value decomposition. Briefly,
SVD is used to decompose matrix A into the product of three separate ma-
trices, U, Σ, V, A = UΣVT. The monotonically decreasing (in value) di-
agonal elements of the matrix Σ are called the singular values of the matrix
A. These matrices represent the breakdown of the original relationships into
linearly-independent vectors or factor values. By selecting the first (largest) k
singular values of A, it is possible to construct a rank-k approximation to A via
Ak = UkΣkVT

k . By reducing the dimensionality of A, much of the “noise” that
causes poor retrieval performance is thought to be eliminated.

Queries and Subspace Projection. In order to perform queries in the re-
duced term-document space, query vectors need to be represented as vectors in
the k-dimensional space and compared to each document. Given a query vec-
tor, q, whose non-zero elements contain the weighted (using the same weighting
as in the creation of the term-document matrix) term-frequency counts of the
terms that appear in the query, then, the query vector can be projected into
the k-dimensional subspace, q̂ = qTUkΣ−1

k . The k-dimensional query vector,
q̂ can then be compared against each of the document vectors and the results
ranked. Again, a common similarity measure is the cosine similarity, described
in section 2.1.

3 Images as Words

3.1 Salient Regions

Much of the previous work in the field of content-based image retrieval has been
based around the concepts of using global descriptors to describe the content of
the image. More recently, researchers have begun to realise that global descrip-
tors are not necessarily good enough to describe the actual objects within the
images and their associated semantics. Two approaches have grown from this
realisation; firstly approaches have been developed whereby the image is seg-
mented into multiple regions, and separate descriptors are built for each region;
and secondly, the use of salient points has been suggested.

The first approach has been demonstrated [11], although it has a large prob-
lem - that of how to perform the segmentation. Over the years many techniques
for performing image segmentation have been suggested, although none really
solve the problem of linking the segmented region to the actual object that is
being described.

The second approach avoids the problem of segmentation altogether by choos-
ing to describe the image and its contents in a different way. By using salient
points or regions within an image, it is possible to derive a compact image de-
scription based around the local attributes of the salient points.
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Fig. 1. Example salient regions found from the peaks in the difference-of-Gaussian
pyramid

In previous work, it has been shown that content-based retrieval based on
salient interest points and regions performs much better than global image de-
scriptors [1, 2]. For our content-based image retrieval algorithm, we select salient
regions using the method described by Lowe [12], where scale-space peaks are
detected in a multi-scale difference-of-Gaussian pyramid. Peaks in a difference-
of-Gaussian pyramid have been shown to provide the most stable interest regions
when compared to a range of other interest point detectors [1, 13]. An example
the kinds of salient regions found from the peaks in a difference-of-Gaussian
pyramid are shown in Figure 1.

3.2 Local Feature Descriptors

There are a large number of different types of feature descriptors that have
been suggested for describing the local image content within a salient region; for
example, colour moments and Gabor texture descriptors [2]. The choice of local
descriptor is in many respects dependent on the actual application of the retrieval
system; for example, some applications may require colour, others may not.
In the current implementation of the algorithm, Lowe’s SIFT (Scale Invariant
Feature Transform) descriptor [12] is used. The SIFT descriptor was shown to be
superior to other descriptors found in the literature [14], such as the response of
steerable filters or orthogonal filters. The performance of the SIFT descriptor is
enhanced because it was designed to be invariant to small shifts in the position
of the salient region, as might happen in the presence of imaging noise.

3.3 Creating Visual Terms

One immediately obvious problem with taking local descriptors to represent
words is that, depending on the descriptor, there is a possibility that two very
similar image patches will have slightly different descriptors, and thus there is a
possibility of having an absolutely massive vocabulary of words to describe the
image. A standard way to get around this problem is to apply vector quantisation
to the descriptors to quantise them into a known set of descriptors. This known
set of descriptors then forms the vocabulary of ‘visual’ terms that describe the
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image. This process is essentially the equivalent of the stemming, where the
vocabulary consists of all the possible stems. The next problem is that of how to
design a vector quantiser. Sivic and Zisserman [3] selected a set of video frames
from which to train their vector quantiser, and used the k-means clustering
algorithm to find clusters of local descriptors within the training set of frames.
The centroids of these clusters then became the ‘visual’ words representing the
entire possible vocabulary. The vector quantiser then proceeded by assigning
local descriptors to the closest cluster.

In this work, a similar approach was used. A sample set of images from the
data-set was chosen at random, and feature vectors were generated about each
salient region in all the training images. Clustering of these feature descriptors
was then performed using the batch k-means clustering algorithm with random
start points in order to build a vocabulary of ‘visual’ words. Each image in the
entire data-set then had its feature vectors quantised by assigning the feature
vector to the closest cluster. On average our test images tended to contain about
3000 salient regions, each represented by a 128-dimensional SIFT key. By trans-
forming the representation into a vector space, each image can be represented
by a k-dimensional (or less with LSI) vector of term occurrences.

4 Comparison of the Vector-Space Approach with LSI

In order to compare the performance of the vector-space retrieval model and the
LSI approach, we have performed an evaluation using a subset of the images
from the University of Washington Ground Truth Dataset [15]. We also com-
pare the performance of the two algorithms against a baseline retrieval using a
global 64-bin grayscale histogram with images ranked with increasing Euclidean
distance between the query images’ histogram and the target image. A grayscale
histogram has been used as a basis for comparison because the SIFT features
are also based on grayscale information and we want to try to avoid any bias
that the use of a colour descriptor may contribute.

4.1 Performance Metrics

In order to compare performance, we use two different performance metrics:
Semantic Relevance [1] and precision/recall curves. These are described briefly
below.

Semantic Relevance. The University of Washington Ground Truth Dataset
contains a 697 semantically marked up images. For example an image may have a
number of labels describing the image content, such as “trees”, “bushes”, “clear
sky”, etc. Given a query image with a set of labels, it is reasonable to expect
that the images returned by the retrieval system should have the same labels as
the query image. Let A be the set of all labels from the query image, and B be
the set of labels from a returned image. We then define the semantic relevance,
Rsemantic, of the query to be:
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Rsemantic =
|A ∩ B|
|A| . (1)

This implies that if all the labels in set A exist in set B then the semantic
relevance will be 100%, and if only half of the labels in set A exist in set B then
the semantic relevance will be 50%.

Precision & Recall: Relevance. In addition to comparing the image retrieval
algorithms through the semantic relevance measure, we would also like to plot
precision-recall curves. In order to do this, we need to know whether a particular
target image is relevant to the query. Using the semantic relevance measure,
above, we define the relevance of each image, Vn,Z ∈ {0, 1}, to be:

Vn,Z =
{

0 if Rsemantic < Z
1 otherwise , (2)

where Z is a threshold parameter that determines how much semantic relevance
a target image must have to be deemed relevant to the query.

4.2 Results and Discussion

We used all 697 semantically marked images from the Washington dataset to
form the test set. Each of the images was indexed using the two algorithms,
and queries were performed by taking each image in the set as the query image.
Vocabulary sizes of 3000, 6000 and 12000 ‘visual’ terms were tested, as well as
a range of k values for the LSI technique. Different weighting schemes were also
tested. We calculated the semantic relevance measure for the rank 1 image in
each query (the closest image, not counting the query), and an averaged semantic
relevance over the closest 5 images (rank 1 through 6).

Figure 2 shows the variation of the rank 1 semantic relevance averaged over
all queries with respect to the k value for LSI queries with different weightings
and a 3000 term vocabulary. The figure shows that optimal retrieval appears to
be at a k value of about 47.
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Table 1. Summary of Retrieval Performance

Rank 1 Averaged Top 5
Vocabulary Semantic Semantic

Method Weighting Size k Relevance Relevance

LSI Unweighted 3000 47 0.49 0.38
TF-IDF 3000 47 0.43 0.35
Log-Entropy 3000 47 0.52 0.40

LSI Unweighted 6000 47 0.48 0.38
TF-IDF 6000 47 0.39 0.33
Log-Entropy 6000 47 0.50 0.40

LSI Unweighted 12000 47 0.48 0.39
TF-IDF 12000 47 0.46 0.39
Log-Entropy 12000 47 0.50 0.40

Vector Space Unweighted 3000 N/A 0.45 0.38
TF-IDF 3000 N/A 0.43 0.36
Log-Entropy 3000 N/A 0.40 0.34

Vector Space Unweighted 6000 N/A 0.43 0.37
TF-IDF 6000 N/A 0.39 0.33
Log-Entropy 6000 N/A 0.40 0.33

Vector Space Unweighted 12000 N/A 0.43 0.36
TF-IDF 12000 N/A 0.38 0.33
Log-Entropy 12000 N/A 0.38 0.33

64 bin Grayscale N/A N/A N/A 0.35 0.29
Histogram

Random Retrieval N/A N/A N/A 0.14 0.14

Table 1 summarises the performance of the algorithms with respect to their
semantic relevance performance. The table shows that LSI-based retrieval (with
k = 47) outperforms the vector-space method by a small margin, and both
methods are much better than retrieval through global grayscale histograms,
and certainly much better than random retrieval.
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The summarised results in the table also show that the smaller 3000 term
vocabulary seems to give the best results. This is an interesting result because
the Video Google work of Sivic [3] et al used a much larger vocabulary, with a
similar algorithm. Further investigation is required in this area to discover what
the optimal vocabulary size is.

Figure 3 shows the precision-recall curves of the algorithms with optimal
settings (3000 term vocabulary, k = 47 with Log-Entropy weighting for LSI,
unweighted for vector space), as well as the curves for random retrieval and
global grayscale histogram based retrieval.

5 Conclusions and Future Work

This paper has presented a way to link methods from the information retrieval
community with image description through salient regions to form powerful im-
age retrieval techniques. We have shown how local descriptors from salient re-
gions can be quantised into ‘visual’ terms and these terms used as a basis for
indexing through the vector-space and Latent Semantic Indexing retrieval mod-
els.

The evaluation of the two techniques has shown that with well-chosen param-
eters, the LSI technique exhibits a slightly better performance than the vector-
space technique. Both techniques vastly outperform retrieval by global grayscale
histogram matching.

The semantic labels used for marking up the images in the database are in
some ways deficient because they use no predefined ontology or vocabulary; for
example, some of the images have a “Garbage Can” label, whilst others have a
“Trash Can” label. The measure of semantic relevance has no way of knowing
these terms have the same meaning. We plan to overhaul the labels describing
each of the images by applying a smaller, fixed vocabulary. This should give a
better indication of how semantically relevant one image is to another.

Whilst this paper has shown that LSI performs better than the vanilla vector-
space model in terms of retrieval performance, no investigation has been per-
formed to look at the computational complexity aspects. The LSI technique
requires a certain amount of off-line processing time to construct the SVD of the
term-document matrix, but once this is done, queries can be performed in a much
reduced dimensional space. We need to investigate how much of an improvement
in time to process a query can be gained by this.

Other future work involves investigating the effect of using stop-words on the
performance of the vector-space technique. We also plan to incorporate a local
colour descriptor to augment the SIFT key descriptors.
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Abstract. Recently many researchers are interested in objects of interest in an 
image, which are useful for efficient image matching based on them and 
bridging the semantic gap between higher concept of users and low-level image 
features. In this paper, we introduce a computational approach that classifies an 
object of interest into a natural or a man-made class, which can be of great 
interest for semantic indexing applications processing very large image 
databases. We first show that Gabor energy maps for man-made objects tend to 
have dominant orientation features through analysis of Gabor filtering results 
for many object images. Then a sum of Gabor orientation energy differences is 
proposed as a classification measure, which shows a classification accuracy of 
82.9% in a test with 2,600 object images. 

1   Introduction 

In content-based image retrieval (CBIR), images are automatically indexed by 
summarizing their visual contents, and are searched and matched usually based on 
low-level features such as color, texture, shape, and spatial layout. However, we know 
that there is obvious semantic gap between what user-queries represent based on the 
low-level image features and what the users think. To overcome the semantic gap, 
many researchers tried to extract semantic information directly from images. 
Automatic classification of scenes into general types such as indoor/outdoor or 
city/landscape [1-3] is an example of utilizing the semantic information. Especially, 
Oliva et al. [4] tried to classify scenery images into artificial and natural categories by 
using power spectrum templates. 

On the one hand, many researchers believe that the key to effective CBIR 
performance lies in the ability to access images at the level of objects because users 
generally want to search for the images containing particular object(s) of interest. 
Thus several methods [5-8] that extract object(s) of interest from object class images 
are studied. An object/non-object image classification method is also studied in [9]. 

Usually a successful indexing of database images through appropriate 
classification greatly enhances the performance of CBIR systems by filtering out 
irrelevant images. The image classification methods [1-4] can be effectively used for 
semantic indexing applications processing very large image databases. The methods 
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can classify scenery images; however they cannot be applied to object image 
classification. There are few object classification methods; even though they believe 
that object-based systems are more effective in retrieving object images than image-
based systems. Park et al. [10] tried to classify object types to improve image retrieval 
performance, but their method classifies unknown objects into only pre-defined 
specific classes such as cars, tanks, butterflies, etc. 

Automatic classification of an object image into natural or man-made class is a 
challenging problem, because it is not easy to find generic properties of each class and 
discriminating properties between two classes. There can be several candidates for the 
discriminating properties, such as colorfulness, degree of shape symmetry, and 
specific texture features. However we found that they were not so useful for 
discriminating natural objects from man-made objects. 

In this paper, we introduce a computational approach that automatically classifies 
an object image into natural or man-made class. The object image is the image that 
contains an (natural/man-made) object with black background. The object is 
automatically extracted by the central object extraction method [8]. We first show that 
the Gabor orientation energy for man-made objects varies more drastically than one 
for natural objects does. The Gabor orientation energy is the sum of Gabor energies 
that have the same orientation in the Gabor energy map. Then, as a discriminating 
measure, the sum of Gabor orientation energy differences is proposed in this paper, 
which can represent the drastic change of the Gabor orientation energy well. This 
measure shows a classification accuracy of 82.9% in a test with 2,600 object images. 

 

                 
(a)                       (b)                       (c) 

Fig. 1. Gabor filtering and Gabor characteristics: (a) an object image, (b) a Gabor filter bank 
designed with parameters, the number of scales = 4, the number of orientations = 6, the lower 
center frequency of interest = 0.1, and the upper center frequency of interest = 0.4, (c) a Gabor 
energy map 

2   Analysis of Gabor Characteristics for Object Images 

2.1   Gabor Filtering and Gabor Energy Map 

Given an object image (Fig. 1(a)), we pass it through a bank of 24 Gabor filters as 
shown in Fig. 1(b). The filter bank is similarly designed to the Gabor filter dictionary 
in [11]. The number of scales, the number of orientations, the lower center frequency 
and the upper center frequency of interest are set by 4, 6, 0.1, and 0.4, respectively. 
The filter corresponding to i-th scale and j-th orientation is denoted by Fij and the 
filtered image through Fij is denoted by fij. The Gabor energy eij for fij is defined as the 
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sum of magnitude squares over all complex pixel values in fij, as shown in Eq. 1. Fig. 
1(c) shows the Gabor energy map M for the object image in Fig. 1(a). The value of 
M(i,j) is the Gabor energy eij. The Gabor energy map in Fig. 1(c) represents texture 
feature of the given image in Fig. 1(a) well. We call a Gabor energy map for an object 
image its Gabor characteristics. 

=
2

),( yxfe ijij
 (1) 

2.2   Usefulness of Gabor Characteristics 

A Gabor energy map for an object image can be considered as a 24-dimensional 
feature vector for the image. In an experiment of object classification into 
natural/man-made classes with 1,200 Gabor feature vectors (600 for natural object 
images and 600 for man-made ones), the k-nearest neighbor (k-NN) classifier shows a 
classification accuracy of 82.7%. We note that a Gabor characteristic is very useful 
for natural/man-made object classification. However the k-NN classifier is 
computationally very expensive and it does not provide with any discriminating 
properties. 

2.3   Clustering of Gabor Characteristics for Object Images 

To find generic properties of natural and man-made object images, a clustering 
experiment is performed on 1,200 object images (600 natural object images and 600 
man-made ones). The K-means technique is used for clustering 1,200 Gabor feature 
vectors. Fig. 2 shows change of classification accuracy according to varying K. The 
class of each cluster is determined by the majority rule. For example, if a cluster 
includes 100 training Gabor feature vectors and the type of more than 50 ones among 
them are man-made class, class of the cluster is defined as man-made class. The 
classification accuracy is 82.6% when K = 10. 

 
Fig. 2. Change of classification accuracy according to varying K. The classification accuracy is 
82.6% when K = 10 

Fig. 3 shows Gabor energy maps for 10 cluster centroid vectors and Table 1 shows 
their characteristics. We can see that there are relatively bright stripe(s) in the Gabor 
energy maps of man-made class while columns in those of natural class have 



 Natural / Man-Made Object Classification Based on Gabor Characteristics 553 

 

relatively equal brightness. To represent this phenomenon more clearly, Gabor 
orientation energy Ej is computed by summing the Gabor energies eij in corresponding 
orientation, as shown in Eq. 2. 

=

=
3

0i
ijj eE  (2) 

 
 

 

Fig. 3. Gabor energy maps for centroid vectors of ten clusters that are determined by the K-
means clustering algorithm with K = 10 

Table 1. Characteristics of ten clusters that are determined by the K-means clustering algorithm 
with K = 10 

cluster class size # of man-made 
objects 

# of natural o
bjects Error rate 

C1 natural 156 47 109 0.30 

C2 natural 253 42 211 0.17 

C3 natural 169 34 135 0.20 

C4 man-made 87 49 38 0.44 

C5 man-made 60 33 27 0.45 

C6 man-made 102 68 34 0.33 

C7 man-made 171 145 26 0.15 

C8 man-made 63 50 13 0.21 

C9 man-made 87 80 7 0.08 

C10 man-made 52 52 0 0.00 

Then a Gabor energy diagram is defined as a radar chart as shown in Fig. 4(c). The 
value on each radiant axis is the Gabor orientation energy in corresponding direction. 

Fig. 5 shows ten Gabor energy diagrams corresponding to the Gabor energy maps 
in Fig. 3. Note  that  the Gabor energy diagrams  of man-made class are sharp-pointed 

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 

cluster 6 cluster 7 cluster 8 cluster 9 cluster 10 



554 M. Kim, C. Park, and K. Koo 

 

               
 

          
     (a)                (b)                (c) 

Fig. 4. An example of constructing Gabor energy diagrams: (a) a natural object image and a 
man-made object image, (b) Gabor energy maps for the two object images, (c) Gabor energy 
diagrams 

   

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5

cluster 6 cluster 7 cluster 8 cluster 9 cluster 10

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5

cluster 6 cluster 7 cluster 8 cluster 9 cluster 10  

Fig. 5. Gabor energy diagrams corresponding to the ten Gabor energy maps in Fig. 3. Gabor 
energy diagrams of man-made class look to be sharp-pointed, while those of natural class tend 
to have round shapes 

This means that there is dominant texture orientation(s) in the Gabor energy diagrams 
of man-made class. It is interesting that similar phenomenon occurs in analysis of 
power spectra for scenery images. Oliva et al. [4] defined five families of power 
spectrum that were characterized by the shape of their dominant orientations: 
horizontal shape, cross shape, vertical shape, oblique shape, and circular shape. The 
first two shapes represent artificial environments (e.g. man-made scenes such as a city 
scene, a kitchen scene, and a living room scene), while the three other shapes are 
typical of natural scenes. However, in case of classifying object images, all the sharp-
pointed shapes (except the circular shape) in the Gabor energy diagrams may 
represent the man-made object class. 
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3   Classification of Natural / Man-Made Object Images 

3.1   Sum of Gabor Orientation Energy Difference 

As a classification measure that can discriminate effectively the Gabor energy 
diagrams for man-made object images from those for natural object images, sum of 
Gabor orientation energy difference (SGOED) is selected in this paper. The SGOED v 
for an object image is computed as shown in Eq. 3, where Ej represents the Gabor 
orientation energy in j-th orientation. 

=
��=

6

1
16mod

j
jj EEv  (3) 

The SGOED has a great value when there is abrupt change between neighboring 
Gabor orientation energies. Thus SGOEDs for man-made object images have greater 
values than those for natural object images. Fig. 6 shows the SGOEDs for the Gabor 
energy diagrams in Fig. 5 and prototypical images for each Gabor energy diagram. 
We can also see in Fig. 7 that the man-made cluster with great value of SGOED tends 
to have low error rate explained in Table 1. 

 
 

1,233,149 1,412,743 3,989,612 4,250,415 5,971,540 8,459,796 11,698,984 13,225,575 16,463,291 25,894,724SGOED 1,233,149 1,412,743 3,989,612 4,250,415 5,971,540 8,459,796 11,698,984 13,225,575 16,463,291 25,894,724SGOED

 

Fig. 6. Sums of Gabor orientation energy difference for the Gabor energy diagrams in Fig. 5 
and their prototypical images 
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Fig. 7. 2D plots of centroid vectors of ten clusters in Fig. 3. Man-made clusters with great value 
of SGOED tend to have low error rate 
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3.2   Classification of Object Images 

An unknown object image is classified into man-made class in this paper, if its 
SGOED value is greater than a classification threshold t. Fig. 8 shows distribution 
curves for 1,300 man-made object images and 1,300 natural object images along the 
SGOED value axis. We cannot find a good classification threshold because two 
distribution curves are not clearly separated. Fig. 9 shows sensitivity of classification 
threshold. The threshold with lowest error rate will be selected as an optimal 
classification threshold. We can see that error rate near the optimal classification 
threshold varies slowly. 
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Fig. 8. SGOED histograms for 1,300 man-made object images and 1,300 natural object images 

Fig. 9. This figure shows sensitivity of classification threshold. Error rate near the optimal 
classification threshold varies slowly, so selection of a classification threshold is not sensitive 

4   Experimental Results and Discussions 

The proposed classification method is evaluated on 2,600 object images  
(1,300 natural object images and 1,300 man-made object images) selected from the 
Corel Gallery photo-CD. Fig. 10 shows examples of object images in several 
categories. 
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A classification threshold is selected as the threshold with the lowest error rate for 
600 natural object images and 600 man-made object images. These training object 
images are randomly chosen from the 2,600 object images. Object classification is 
performed on the remaining object images. This procedure is repeated 20 times to 
reduce dependence of classification on the training set of object images. Average 
classification accuracy is 82.9%. 

Table 2 shows classification accuracy based on precision, recall and F-measure. 
We can see in the classification of man-made object images that the recall is high and 
the precision is low. This means that many natural object images are misclassified 
into man-made class even though almost all of man-made object images are classified 
correctly. We can also see that small number of natural object images is correctly 
classified. In case of K-means classification, misclassification rates are almost equal 
to in two object classes. 

 
 

 

Fig. 10. Examples of object images in several categories 

Table 2. Evaluation of the classification results for each measure by using 6-fold cross-
validation 

 
Proposed 

Method 
K-means 

Classification 
Precision 0.77 0.86 

Recall 0.93 0.78 
Man-

Made 
Object F-measure 0.84 0.82 

Precision 0.91 0.80 
Recall 0.73 0.87 

Natural 
Object 

F-measure 0.81 0.83 
 
 

Fig. 11 shows typical examples of misclassified object images. The button is 
misclassified into natural object class, because it does not show any dominant texture 
feature(s). On the contrary, the tropical fish is definitely misclassified into man-made 
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class because of its strong dominant texture features derived from vertical stripes. The 
distribution curve in Fig. 11 shows that most misclassification occurs near the 
classification threshold. 

5   Conclusions 

We showed that Gabor orientation energy of object images was very useful for 
discriminating natural object class from man-made object class through analysis of 
Gabor characteristics based on K-means clustering. The proposed classification 
method showed an accuracy of 82.9% on a test with 2,600 object images. Further 
research will be focused on finding other discriminating features that is useful for 
classifying object images into natural/man-made classes. Our work may be applicable 
to reducing the semantic gap in the field of image retrieval and improving the 
performance of semantic-based image indexing. 

 
the number of error images

optimal threshold 

the number of error images

optimal threshold 

 

Fig. 11. Typical examples of misclassified object images and a distribution curve of 
misclassified object images along SGOED value axis 
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Abstract. A new method for image object recognition is proposed. The compli-
cated relation between the visual features and the recognizing result are mod-
eled using evidence theory in the proposed method. Given a recognition task, 
new method constructs multiple SVMs each for a single feature, and then a 
modified combination rule is utilized to fuse initial results from multiple SVMs 
to a more reliable result as the initial results often conflict with each other. In 
this way, the influence of different features is tuned properly, thus the system 
may adapt itself to different recognition tasks. Experiments demonstrate the ef-
fectiveness of the proposed method. 

1   Introduction 

The task of the object recognition is to train a system with example images, learn to 
distinguish between them, so that the trained system may detect the presence of the 
target object when given a new image. This is a very fundamental and difficult prob-
lem for computer vision. While there were many recognition systems having been 
developed respectively for different objects (such as face, car, pedestrian, and so on), 
most of them utilized some prior information of the target [1], e.g. component model 
of the target or target-specific features. No doubt the application of such a system is 
limited to very specific fields. 

To develop a reusable system which may be used for different recognizing tasks, 
the influence of different visual features should be balanced properly. For example, 
frontal human faces share a much constrained color space, hence the color features 
always play an important role at the face recognizing system, but it is not the case of a 
pedestrian detection system for the variety of the costume. 

Support Vector Machines (SVMs) have now been widely used for machine learn-
ing. Among those SVMs based recognition systems, some directly take image pixels 
as the import [2], therefore involve no explicit depiction about the relation of the 
visual features. Some systems do extract multiple visual features, but simply combine 
them to one feature, and the SVMs are trained using this combined feature where the 
balance of different features may be achieved implicitly by adjusting the parameters 
of the kernel function [3]. However, when using combined feature, those irrelevant 
features are very likely to introduce crosstalk problem.  
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A sounder method which utilizing multiple features simultaneously for recognition 
is to train several single-feature classifiers separately, and then combine initial results 
from those single-feature classifiers to a final decision. J.Kittler et al. developed a 
common theoretical framework for combining evidence in multimodal personal iden-
tity recognition systems [4]. It is shown by their work that the integration scheme 
developed under the most restrictive assumptions – the sum rule – and its derivatives 
are least affected by estimation errors. However, the combination strategies developed 
don’t take the credibility of the evidence source into account. It is a distinct drawback 
for multi-features based image object recognition system since the importance of the 
feature varies as the target object changing. There is another simple and intuitive 
method, as proposed in [5], where Fang Q. et al. adopt a representative feature-
weighting scheme for SVMs in which the credibility information of the single-feature 
SVMs is used to weight the SVMs’ outputs. Application of this method in image 
retrieval demonstrates that the weighted result is more reliable. However, this method 
may also achieve unreasonable results, for the relationship of different feature classes 
is not exactly weighting. Boosting [6] is a general and provably effective method in 
machine learning. The basic idea of boosting is to combining several rough classifiers 
into a single accurate enough classifier. The technique adopted is to maintain a distri-
bution on the training sets, rough classifiers are trained in sequence with current dis-
tribution. The distribution changes as the training going on so that most weight is 
placed on the examples most often misclassified by previous classifiers. The boosting 
algorithm may also be used to combine multiple single-feature SVMs by maintaining 
a distribution on the initial training image set, so that a later trained single-feature 
SVM may compensate the earlier trained single-feature SVMs.  

In this paper, we deal with this problem from another point of view. The proposed 
method is similar to the weighting method proposed in [5] to some extent but utilize 
the credibility of the SVMs in another way. Different features and corresponding 
SVMs are treated as multiple evidences in our method. The uncertainty of the influ-
ence of a feature is described by basic belief assignment, and then a modified combi-
nation rule is used to fuse multiple evidences to form a final decision. Experiments on 
Amsterdam library of object images (ALOI) [7] demonstrate the self-adaptive ability 
of the proposed method. 

The rest of this paper is organized as follows: Section 2 is a brief overview of some 
important concepts of the evidence theory and SVMs. The proposed method was 
described in detail in Section 3. Section 4 is the experiment results, and some discus-
sions are also presented. Finally, Section 5 is the conclusion. 

2   Overview of Evidence Theory and Support Vector Machines  

2.1   Evidence Theory and the Combination Rule [8][9]  

Evidence theory is a mathematical framework for the representation of uncertainty. It 
may be seen as a generalization of the Bayesian theory. Let )(Am be the basic belief 

assignment function assigned to a proposition A on the frame of discernment Θ , 
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)(Am denotes the support degree of the corresponding evidence to A and includes 

no support degree to the proper subset of A, then Dempster’s rule of combination is as 
follows: 
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The combination rule exports the integrated influence of multi-source evidences. 

2.2   SVMs and Its Generalization Error [10][11] 

SVMs map a n -dimensional input nRx ∈  into a high dimensional feature space 
H using a kernel function K , and then an optimal separating hyperplane is con-
structed in the high dimensional space by which a new instance is classified. The 
output of a non-linear SVM is: 
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Where K  is a kernel function, jx , jy  is the j th training example, jα  is the La-

grange multiplier. The solution of the SVM is gained by solving a quadratic program 
problem with linear constraints. An upper bound of the expected error of an SVM 
trained on l training examples drawn according to a probability ),( yxp is as follow: 
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Where [ ]⋅E  denotes the expectation over the probability ),( yxp , lm  is the num-

ber of support vectors, lr  is the radius of the smallest sphere which encloses the 

mapped training data, and lM  the margin of the SVM trained on l  data points.  

3   Image Object Recognition Using SVMs and Evidence Theory 

The basic idea of our method is to model the relation of multiple features with evi-
dence theory. For this purpose, we construct several SVMs, each corresponding to a 
single feature. Classifying results of single-feature SVMs are then treated as evi-
dences from multi sources, which are then combined using a modified combination 
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rule to gain the final decision. The basic belief assignments required are calculated 
based on the estimated generalization error of SVMs. The larger the generalization 
error of an SVM is, the larger the uncertainty of its corresponding output is, and vice 
versa. 

 
Fig. 1. Realization of image object recognition based on SVMs and evidence theory 

3.1   Mutiple SVMs and the Basic Belief Assignment Assigned to Θ  

Given a training set including l  images (the image and the corresponding label), n  
kinds of features are considered. These features depict the image from different view-
points, such as color, shape, or texture. A vector jif  is extracted as the value of the 

j th feature for the i th image. By doing so, nl ×  extracted feature vectors are avail-

able for training. 
n SVMs are then been constructed, each associated to a single feature, and the 

j th SVM are trained using { }jljj fff ,, 21 . The trained jth SVM will export initial 

recognition result for any given image based on jth visual feature, it is the base of the 
farther decision procedure.  

Since there are only a few training examples in our experiment, the leave-one-out 
error over the training set is calculated and used as the estimated generalization error. 
If the training set is large, the cost of the calculation of the leave-one-out error will 
become unacceptable. If so, formula (3) may be used to estimate the generalization 
error. The number of the support vectors lm the margin of the trained SVM lM  

may be gained directly from the training result, the radius of the smallest sphere lr  

may be gained by solve a convex QP problem which is similar to that of the SVM.   
For any given image, it is either a target or not a target, so this is a two-class clas-

sifying problem. The frame of discernment Θ of this problem is simple: 

 },{ noyes=Θ , })(,,{2 unknownoyes Θ=Θ         (4) 

Where “yes” denotes that the image is a target image, “no” denotes that the image is 
not a target image, and “θ or unknown” denotes that the corresponding evidence is 
too ambiguous to give a definite decision.  

As has mentioned above, the larger the expected generalization error of an SVM 
is, the larger the uncertainty of its classifying results should be. Since the basic belief 
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assignment assigned to Θ  denote the uncertainty of the corresponding evidence, it is 
clear that the larger the expected generalization error of an SVM is, the larger the 
corresponding basic belief assignment assigned to θ  should be. Moreover, since it is 
a two-class classifying problem, we should deem a SVM totally uncertain if its gener-
alization error exceeds 50%. The basic belief assignment to Θ  of the j th SVM is set 

as: 
{ }1,2min)( jj Tm =Θ  

where jT  is the expected generalization error of the jth SVM. 
     (5) 

3.2   The Rest Basic Belief Assignment Setting and the Image Object Recognition 

Given an image to be classified, we first extract n feature vectors. These feature vec-
tors are imported to corresponding SVMs that have already been trained before. Each 
SVM calculate an initial classifying result using formula (2), and n initial results are 
then gained. The rest basic belief assignments are set as follows: 
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That is, if the output of the jth SVM is “1”, then the SVM gives only evidence for 
the “yes” decision, and gives no evidence favor the “no” decision, so the rest basic 
belief assignment should all be assigned to decision “yes”. Similarly, if the output of 
the jth SVM is “-1”, then the SVM gives only evidence for the “no” decision, so the 
rest basic belief assignment should all be assigned to “no” decision. 

Once all initial results from multiple SVMs are transformed to basic belief as-
signment, the combination rule may be used to fuse these initial results to a final re-
sult. If evidence sources are highly conflicting, combination rule (1) may generate 
unreasonable result. Li [9] presented a new combination rule: 
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This rule assigns the evidences’ conflicting probability to every proposition ac-
cording to its average supported degree. The new combination rule improves the reli-
ability and rationality of the combination results. We then calculate the final be-
lief )(yesm , )(nom  and )(Θm  using formula (7). The final belief is the union result 

of the n SVMs, and the ultimate recognition result is: 
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4   Experimental Results and Performance Comparison 

4.1 The Experiment 

We test our approach on ALOI [7]. It is a collection of 1000 objects recorded under 
various circumstances. ALOI includes four collections, i.e., ALOI-ILL, ALOI-COL, 
ALOI-VIEW, and ALOI-STEREO. We test the proposed method on ALOI-VIEW 
which is a collection including 72,000 images of the objects under in-plane rotation 
aim to describe object view. 

To extract most effective feature possible, we first segment the image. Perfect im-
age segmentation is often difficult, but for ALOI, it is relatively simple owing to the 
monotone background. In the experiment, we adopt a mean-shift based segmentation 
algorithm [12], which works very well. The segmented image is composed by several 
sub regions, as shown in Fig. 2(b): 

   
           (a) 160_r0.png                  (b) segmented image       (c) extracted foreground 

Fig. 2.  segmentation and the extracted foreground 

After segmentation, those sub regions that adjoin four sides with lightness below 
than 30 is first labeled as background, then a recurrent step is performed to find sub 
regions with lightness below than 30 and adjoining some labeled background region 
at the same time, those new found regions are also labeled as background. The fore-
ground object region is gained by getting rid of all found background region. 3 fea-
tures (F1-F3) of the foreground are then calculated, i.e. color moment (9 dimensions), 
Zernike moment (up to order 10, 36 dimensions), and Tamura texture (coarseness, 
contrast, directionality, 3 dimensions). To describe the visual information of the inner 
region of the object, the values of above 3 features are also calculated for all sub re-
gions which compose the foreground. The mean and the standard deviation of these 3 
features form additional 3 features (F4-F6, the dimension of these 3 features are 18, 
72 and 6 respectively). All extracted features are normalized as follow: 

stdmeanxx )(' −= �

where mean  and std denote the mean and standard deviation. The normalized fea-
tures are imported to 6 polynomial kernel SVMs respectively. These SVMs are 
trained using SMO, the tradeoff factor C  and the degree p  of the polynomial kernel 
is tuned using the method proposed in [3].  
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4.2   Experiment Result 

14 objects of ALOI-VIEW are randomly selected for testing. Each object in ALOI-
VIEW has 72 relative images; hence there are 72 relative images and 936 irrelative 
images available for one object recognition test. In a certain test, 26 relative images 
are randomly selected as positive training examples, and 26 irrelative images are 
selected as negative training examples, thus form a training set including 52 images. 
The leave-one-out error over the training set of each single feature SVM, majority 
rule [4], weighting method [5] and that of the proposed method are listed as follows. 
The test error rate of the proposed method and that of the weighting method are also 
listed, which is the test error over the rest 46 relative images and 910 irrelative images 
which have not been used for training.  

leave-one-out error over the train set test error 
object name 

F0 F1 F2 F3 F4 F5 
major-

ity 
weight new weight new 

shoe 0 0.0577 0.0385 0.0769 0.0192 0.0192 0 0 0 0.0021 0.0021 

apple teabags 0 0.0385 0.3846 0.0962 0.0577 0.0577 0.0192 0 0 0.0199 0.0199 

yellow bear 0.0577 0.0962 0.2692 0.3269 0 0.1538 0.0577 0 0 0.0439 0.0292 

child cup 0.1923 0.2115 0.1731 0.4231 0.1154 0.1538 0.1538 0.0962 0.0962 0.0262 0.0209 

smiling duck 0.0385 0.0577 0.0769 0.1346 0.0385 0.0769 0.0192 0 0 0.0126 0.0115 

Ajax ball 0 0.1731 0.0192 0.2308 0.0192 0.2308 0.0385 0 0 0.0157 0.0157 

white shoe 0.0769 0.0962 0.0577 0.2308 0.0577 0.2885 0.0385 0.0192 0.0192 0.0554 0.0188 

pink shell 0.0192 0.0962 0.1346 0.1731 0.0577 0.2692 0.0385 0.0192 0 0.0146 0.0021 

blue car 0 0 0.2500 0.1538 0.0192 0.0577 0 0 0 0 0.0042 

toilet paper 0. 0577 0.0962 0.3846 0.2308 0.1346 0.1154 0.0962 0.0382 0.0192 0.0460 0.0272 

balloon 0.0769 0.1154 0.0769 0.1346 0.0385 0.3846 0.0577 0 0 0.0126 0.0063 

white car 0 0.0385 0.2885 0.1923 0.0385 0.1731 0.0385 0 0 0.0115 0.0115 

tagliatelle 0.0577 0.0385 0.0962 0.1346 0.0192 0.1154 0.0385 0 0 0.0711 0.0272 

yellow cat 0.0962 0.1346 0.1923 0.1923 0.2308 0.1923 0.0962 0.0962 0.0382 0.0084 0.0031 

4.3   Experiment Discussion 

It can be seen that the proposed method outperforms all single feature SVMs in all 
recognition tasks. Proposed method also demonstrates steadier and better performance 
than majority rule and weighting method.  Proposed method adapts itself to different 
recognition tasks very well in despite of the simplicity of the adopted features. More-
over, using this method, the relation between the features is clear and the recognition 
procedure is comprehensible. It is easy to comprehend how the system achieves a 
correct result.  

However, it should be pointed out that the high recognition rate is gained on 
ALOI. When using the ALOI, we could easily extract the contour of an object from 
the monotone background. That makes it possible to get rid of the influence from non-
target regions and to extract accurate feature information of the object for training (it 
must be the most important reason which account for the high recognition rate while 
the adopted feature is simple). But it is not the case of most images, where the seg-
mentation of the object is always imperfect, and the influences from the neighbor 
regions are unavoidable (also known as the presence of the clutter). Moreover, for an 
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ALOI image to be recognized, we also extract the foreground region and then use the 
trained machine to test whether it is a target object. But it is very difficult to find 
appropriate candidate region to test it in most situation. These problems should be 
considered when applying this method to general image recognition tasks. Neverthe-
less, our method is still very useful for a genuine recognizing system. 

5   Conclusion 

A new image object recognizing method is proposed in this paper. New method util-
izes the special advantages of evidence theory in its treatment with ambiguous data to 
deal with the uncertainty of multiple SVMs. Experiments demonstrate the effective-
ness of the proposed method. The proposed method may contribute to a robust and 
reusable recognizing system. 

References 

1. B. Heisele et al: Face recognition: component-based versus global approaches. Computer 
Vision and Image Understanding, 91 (2003) 6-21 

2. M.Pontil and A.Verri: Object recognition with support vector machines, IEEE Trans. On 
PAMI, 20 (1998) 637-646 

3. O.Chapelle et al: Choosing multiple parameters for support vector machines, Machine 
Learning, vol. 46, 1 (2002) 131-159 

4. J Kittler, et al.: Combining evidence in multimodal personal identity recognition systems, 
Int. Conf. on Audio- and Video-based Biometric Person Authentication, Crans Montana, 
Switzerland, (1997) 

5. Fang Qian et al: SVM-Based Feature Weighting Method for Image Retrieval, Proceeding 
4th ACM Intl Workshop on Multimedia Information Retrieval, (2002) 

6. Yoav Freund, Robert E.Schapire.: A short introduction to boosting, Journal of Japanese 
Society for Artificial Intelligence, Vol. 14, 5 (1999), pp.771-780. (In Japanese, translation 
by Naoki Abe.) 

7. J. M. Geusebroek, G. J. Burghouts, and A. W. M. Smeulders: The Amsterdam library of 
object images, Int. J. Comput. Vision, Vol. 61, 1 (2005) 103-112  

8. G.Shafer: Belief Function and Possibility Measure. Working Paper No. 163, School of 
Business, the University of Kansas, Lawrence, (1984). 

9. Li, B. C.: Effective Combination Rule of Evidence Theory. Proceeding of SPIE, Vol. 
4554. (2002) 237-240. 

10. V.Vapnik: The Nature of Statistical Learning Theory. Springer Verlag, (1995). 
11. Christopher J.C.Burges.: A tutorial on support vector machines for pattern recognition. 

Data Mining and Knowledge Discovery, Vol. 2, 2 (1998) 121-167 
12. D. Comaniciu, P. Meer: Mean Shift Analysis and Applications, IEEE Int. Conf. Computer 

Vision (ICCV'99),  (1999) 1197-1203 



 

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 568 – 577, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Improvement on PCA and 2DPCA Algorithms for 
Face Recognition 

Vo Dinh Minh Nhat and Sungyoung Lee 

Kyung Hee University – South of Korea 
{vdmnhat, sylee}@oslab.khu.ac.kr  

Abstract. Principle Component Analysis (PCA) technique is an important and 
well-developed area of image recognition and to date many linear 
discrimination methods have been put forward. Despite these efforts, there 
persist in the traditional PCA some weaknesses. In this paper, we propose  new 
PCA-based methods that can improve the performance of the traditional PCA 
and two-dimensional PCA (2DPCA) approaches. In face recognition where the 
training data are labeled, a projection is often required to emphasize the 
discrimination between the clusters. Both PCA and 2DPCA may fail to 
accomplish this, no matter how easy the task is, as they are unsupervised 
techniques. The directions that maximize the scatter of the data might not be as 
adequate to discriminate between clusters. So we proposed new PCA-based 
schemes which can straightforwardly take into consideration data labeling, and 
makes the performance of recognition system better. Experiment results show 
our method achieves better performance in comparison with the traditional PCA 
and 2DPCA approaches with the complexity nearly as same as that of PCA and 
2DPCA methods. 

1   Introduction 

Principal component analysis (PCA), also known as Karhunen-Loeve expansion, is a 
classical feature extraction and data representation technique widely used in the areas 
of pattern recognition and computer vision. Sirovich and Kirby [1], [2] first used PCA 
to efficiently represent pictures of human faces. Turk and Pentland [3] presented the 
well-known Eigenfaces method for face recognition in 1991. Since then, PCA has 
been widely investigated and has become one of the most successful approaches in 
face recognition [4], [5], [6], [7]. However, Wiskott et al. [10] pointed out that PCA 
could not capture even the simplest invariance unless this information is explicitly 
provided in the training data. They proposed a technique known as elastic bunch 
graph matching to overcome the weaknesses of PCA. Recently, two PCA-related 
methods, independent component analysis (ICA) and kernel principal component 
analysis (Kernel PCA) have been of wide concern. Bartlett et al. [11] and Draper et al. 
[12] proposed using ICA for face representation and found that it was better than PCA 
when cosines were used as the similarity measure (however, their performance was 
not significantly different if the Euclidean distance is used). Yang [14] used Kernel 
PCA for face feature extraction and recognition and showed that the Kernel 
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Eigenfaces method outperforms the classical Eigenfaces method. However, ICA and 
Kernel PCA are both computationally more expensive than PCA. The experimental 
results in [14] showed the ratio of the computation time required by ICA, Kernel 
PCA, and PCA is, on average, 8.7: 3.2: 1.0. 

In all previous PCA-based face recognition technique, the 2D face image matrices 
must be previously transformed into 1D image vectors. The resulting image vectors of 
faces usually lead to a high dimensional image vector space, where it is difficult to 
evaluate the covariance matrix accurately due to its large size and the relatively small 
number of training samples. Fortunately, the eigenvectors can be calculated 
efficiently using the SVD techniques and the process of generating the covariance 
matrix is actually avoided. However, this does not imply that the eigenvectors can be 
evaluated accurately in this way since the eigenvectors are statistically determined by 
the covariance matrix, no matter what method is adopted for obtaining them. So 
recently in [16], a new PCA approach called 2DPCA, is developed for image feature 
extraction. As opposed to conventional PCA, 2DPCA is based on 2D matrices rather 
than 1D vectors. That is, the image matrix does not need to be transformed into 
vector. Instead, an image covariance matrix can be constructed directly using original 
image matrices. In contrast to the covariance matrix of PCA, the size of the image 
covariance matrix using 2DPCA is much smaller. As a result, 2DPCA has two 
important advantages over PCA. First, it is easier to evaluate the covariance matrix 
accurately. Second, less time is required to determine the corresponding eigenvectors. 

However, in face recognition where the data are labeled, a projection is often 
required to emphasize the discrimination between the clusters. Both PCA and 2DPCA 
may fail to accomplish this, no matter how easy the task is, as they are unsupervised 
techniques. The directions that maximize the scatter of the data might not be as 
adequate to discriminate between clusters. In this paper, our proposed approaches can 
straightforwardly take into consideration data labeling, which makes the performance 
of recognition system better. The remainder of this paper is organized as follows: In 
Section 2, the PCA and 2DPCA methods are reviewed. The idea of the proposed 
methods and their algorithms are described in Section 3. In Section 4, experimental 
results are presented on the ORL face databases to demonstrate the effectiveness of 
our methods. Finally, conclusions are presented in Section 5. 

2   PCA and 2D-PCA 

In this section, we review the basic notions, essential mathematical background and  
algorithms of PCA and 2DPCA approaches that are needed for subsequent derivations 
in next sections. 

Theorem 1. Let A be an nxn  symmetric matrix. Denoted by 1 ... nλ λ≥ ≥ its sorted 

eigenvalues, and by 1,..., nw w the corresponding eigenvectors. Then 

1,..., ( )mw w m n<  are the maximizer of the constrained maximization problem 

max ( )Ttr W AW  subject to TW W I= . 

For the proof, we can reference [18].  
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Let us consider a set of N sample images 1 2{ , ,..., }Nx x x  taking values in an n-

dimensional image space, and the matrix 1 2[ ... ] nxN
NA x x x= ∈  with i ix x μ= −  

and nμ ∈  is the mean image of all samples. Let us also consider a linear 

transformation mapping the original n-dimensional image space into an m-

dimensional feature space, where m < n. The new feature vectors m
ky ∈  are 

defined by the following linear transformation : 

T
k ky W x=  and TY W A=  (1) 

where 1,2,...,k N=  and nxmW ∈  is a matrix with orthonormal columns. 

If the total scatter matrix  is defined as 

1

( )( )
N

T T
T k k

k

S AA x xμ μ
=

= = − −  (2) 

where N is the number of sample images, then after applying the linear transformation 
TW , the scatter of the transformed feature vectors 1 2{ , ,..., }Ny y y  is T

TW S W  . In 

PCA, the projection optW   is chosen to maximize ( )T
Ttr W S W . By Theorem 1, we 

have  1 2[ ... ]opt mW w w w=  with { 1,2,..., }iw i m=  is the set of n-dimensional 

eigenvectors of  TS  corresponding to the m largest eigenvalues. 

In 2DPCA approach, the image matrix does not need to be previously transformed 

into a vector, so a set of N sample images is represented as 1 2{ , ,..., }NX X X  with 
kxs

iX ∈ . The total scatter matrix  is re-defined as 

1

( )( )
N

T
T i X i X

i

G X Xμ μ
=

= − −  (3) 

with 
1

1 N
kxs

X i
i

X
N

μ
=

= ∈  is the mean image of all samples. kxk
TG ∈  is also 

called image covariance (scatter) matrix. 
Similarly, a linear transformation mapping the original kxs  image space into an 

mxs feature space, where m k< . The new feature matrices mxs
iY ∈  are defined 

by the following linear transformation : 

( )T mxs
i i XY W X μ= − ∈  (4) 
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where 1,2,...,i N=  and kxmW ∈  is a matrix with orthonormal columns. And 

1 2[ ... ]opt mW w w w=  with { 1,2,..., }iw i m=  is the set of n-dimensional 

eigenvectors of  TG  corresponding to the m largest eigenvalues. 

After a transformation by 2DPCA, a feature matrix is obtained for each image. 
Then, a nearest neighbor classifier is used for classification. Here, the distance 

between two arbitrary feature matrices iY  and jY is defined by using Euclidean 

distance as follows : 

2

1 1

( , ) ( ( , ) ( , ))
k s

i j i j
u v

d Y Y Y u v Y u v
= =

= −  (5) 

Given a test sample tY , if ( , ) min ( , )t c t j
j

d Y Y d Y Y= , then the resulting decision 

is tY belongs to the same class as cY . 

3   Our Proposed Approaches 

In the following part, we present our proposed methods. Firstly we will take a look at 

some necessary background. Let , mxnA B ∈ , then ciA  and rjA  are thi column 

vector and thj row vector  of matrix A . The Euclidean distance between A and B is 

defined as follows : 

2 2

1 1

( , ) ( )
m n

ij ij
i j

d A B A B
= =

= −  
(6) 

The Laplacian is a key entity for describing pairwise relationships between data 
elements. This is a symmetric positive-semidefinite matrix, characterized by having 
zero row and column sums. 

Lemma 1. Let L be an nxn  Laplacian, and let mxnB ∈ . Then we have the 

following equation : 
2

( ) ( , )T
ij ci cj

i j

tr BLB L d B B
<

= − . 

Proof. Let 1 2[ ... ]T n
nz z z z= ∈  then we have 

2

2 2 2

2

( ) 2 ( )

T
ii i ij i j

i i j

ij i j ij i j ij i j
i j i j i j

z Lz L z L z z

L z z L z z L z z

<

< < <

= + =

= − + + = − −
 (7) 
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By applying (5) we have  

22

1 1

( ) ( ) ( , )
m m

T T
rk rk ij ki kj ij ci cj

k i j k i j

tr BLB B LB L B B L d B B
= < = <

= = − − = −  (8) 

Proof is done. Now we show that PCA finds the projection that maximizes the sum 
of all squared pair-wise distances between the projected data elements. 

Theorem 2. PCA computes the m-dimensional project that maximizes 

2( , )i j
i j

d y y
<

 (9) 

 

Proof. Before proving this Theorem, we define a NxN  unit Laplacian, denoted by 
uL , as 1u

ijL Nδ= − , with ijδ  is the Kronecker delta (defined as 1 for i j=  and as 

0 otherwise). We have  

( )u T T T
N T TAL A A NI U A NS AUA NS= − = − =  (10) 

with NI  is identity matrix and U  is a matrix of all ones. The last equality is due to 

the fact that the coordinates are centered. 
By Lemma 1, we get 

 
2

1
( ) ( )

1 1
( ) ( , )

T T u T
T

u T
i j

i j

tr W S W tr W AL A W
N

tr YL Y d y y
N N <

=

= =
 (11) 

Maximizing 21
( , )i j

i j

d y y
N <

 is maximizing 2( , )i j
i j

d y y
<

.Proof is done. 

Formulating PCA as in (9) implies a straightforward generalization—simply 
replace the unit Laplacian with a general one in the target function. In the notation of 
Theorem 2, this means that the m-dimensional projection will maximize a weighted 
sum of squared distances, instead of an unweighted sum. Hence, it would be natural to 
call such a projection method by the name weighted PCA (WPCA). Let us formalize 

this idea. Let be , 1{ }N
ij i jwt = symmetric nonnegative pair-wise weights, with measuring 

how important it is for us to place the data elements i and j further apart in the low 

dimensional space. By convention, 0ijwt =  for i j= . For this reason, these 

weights will be called dissimilarities in the context of weighted PCA. Normally, they 
are either supplied from an external source, or calculated from the data coordinates, in 
order to reflect any desired relationships between the data elements. Let define NxN  
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Laplacian 
ij

w i j
ij

ij

wt i j
L

wt i j

≠
=

=
− ≠

 and 
0 ,

1/ ( , )
i j

ij
i j

x x same class
wt

d x x other

∈
=  

Proposition 1. The m-dimensional project that maximizes 

2( , )ij i j
i j

w d y y
<

 (12) 

 

is obtained by taking the direction vectors to be the m highest eigenvectors of the 

matrix w TAL A . 

Proof. According to Lemma 1, we have 

 2( ) ( ) ( , )T w T w T
ij i j

i j

tr W AL A W tr YL Y w d y y
<

= =  (13) 

Now, we have weighted PCA and it seeks for the m-dimensional projection that 

maximizes 2( , )ij i j
i j

wt d y y
<

. And this is obtained by taking the m highest 

eigenvectors of the matrix w TAL A . Now, we still have one thing need solving in this 

approach. It is how to get the eigenvectors of w T nxnAL A ∈ , because this is a very 

big matrix. Let D  be the N  eigenvalues diagonal matrix of T w NxNA AL ∈  and 

V  be the matrix whose columns are the corresponding eigenvectors, we have 

( ) ( )T w w T w wA AL V VD AL A AL V AL V D= ⇔ =  (14) 

From (14), we see that wAL V  is the matrix whose columns are the first N  

eigenvectors of w TAL A  and D  is the diagonal matrix of eigenvalues. 
Until this time, we now can apply the idea of “weighted PCA” into 2DPCA 

approach. Let define iA  as follows : 

1[(( ) ( ) )... (( ) ( ) )] kxN
i ci X ci N ci X ciA X Xμ μ= − − ∈  (15) 

and  iB  be a matrix which is formed by all the column thi  of each matrix iY  

1[( ) ... ( ) ] mxN
i ci N ciB Y Y= ∈  (16) 

The image scatter matrix  TG  could be re-written as follow :  



574 V.D.M. Nhat and S. Lee 

 

1

( ) ( ) ( ) ( )

1 1

1

( )( )

( )( )

N
T

T i X i X
i

N s
j j j j T

i X i X
i j

s
T

i i
i

G X X

X X

A A

μ μ

μ μ

=

= =

=

= − −

= − −

=

 (17) 

Similarly, we show that 2DPCA also finds the projection that maximizes the sum 
of all squared pair-wise distances between the projected data . 

Theorem 3. 2DPCA computes the m-dimensional project that maximizes 

2( , )i j
i j

d Y Y
<

 (18) 

 

Proof. By Lemma 1, we get 

 

1

2

1 1

2

1
( ) ( )

1 1
( ) (( ) , ( ) )

1
( , )

s
T T u T

T i i
i

s s
u T

i i i cl j cl
i l i j

i j
i j

tr W G W tr W A L A W
N

tr B L B d Y Y
N N

d Y Y
N

=

= = <

<

=

= =

=

 (19) 

Proof is done. 

Proposition 2. The m-dimensional project that maximizes 

2( , )ij i j
i j

w d Y Y
<

 (20) 

 
is obtained by taking the direction vectors to be the m highest eigenvectors of the 

matrix 
1

s
w T

i i
i

A L A
=

. 

Proof. By Lemma 1, we get 

1 1

2

1 1

2

( ( ) ) ( )

1 1
( ) (( ) , ( ) )

( , )

s s
T w T T w T

i i i i
i i

s s
w T

i i ij i cl j cl
i l i j

ij i j
i j

tr W A L A W tr W A L A W

tr B L B w d Y Y
N N

w d Y Y

= =

= = <

<

=

= =

=

 (21) 
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Proof is done. 
Similar to the weight PCA approach we proposed above, the weighted 2DPCA 

(2DWPCA) seeks for the m-dimensional projection that maximizes 
2( , )ij i j

i j

wt d Y Y
<

. And this is obtained by taking the m highest eigenvectors of the 

matrix 
1

s
w T

i i
i

A L A
=

. 

4   Experimental Results 

This section evaluates the performance of our propoped algorithms WPCA and 
2DWPCA compared with that of the original PCA and 2DPCA algorithms based on 
using ORL face database. In the ORL database, there are ten different images of each 
of 40 distinct subjects. For some subjects, the images were taken at different times, 
varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and 
facial details (glasses / no glasses). All the images were taken against a dark 
homogeneous background with the subjects in an upright, frontal position (with 
tolerance for some side movement).  

In our experiments, we tested the recognition rates with different number of 
training samples. ( 2,3, 4,5)k k =  images of each subject are randomly selected 

from the database for training and the remaining  images of each subject for testing. 
For each value of k , 30 runs are performed with different random partition between 
training set and testing set. And for each k training sample experiment, we tested the 
recognition rates with different number of dimensions , d , which are from 2 to 10. 

Table 1& 2 shows the average recognition rates (%) with ORL database. In Table 1 
two method PCA and WPCA are evaluated, while in Table 2 the 2DPCA and 
2DWPCA are performed also. 

Table 1. The recognition rates with PCA and WPCA 

D 2 4 6 8 10 
K PCA WPCA PCA WPCA PCA WPCA PCA WPCA PCA WPCA 

2 39.69 44.24 61.56 62.11 69.69 71.22 78.13 81.35 78.49 82.05 
3 40.36 44.84 66.79 68.49 70.00 72.75 78.21 82.09 80.36 82.72 
4 38.75 41.62 63.75 67.86 78.33 82.35 83.75 85.76 86.25 89.03 
5 37.00 41.33 68.00 72.57 79.50 84.57 85.50 88.97 89.00 91.39 

Table 2. The recognition rates with 2DPCA and 2DWPCA 

D 2 4 6 8 10 
K 2DPCA 2DWPCA 2DPCA 2DWPCA 2DPCA 2DWPCA 2DPCA 2DWPCA 2DPCA 2DWPCA 

2 41.56 43.95 59.33 63.37 67.48 70.18 71.93 74.44 77.11 79.14 
3 43.5 46.17 75.17 78.89 79.33 81.62 82.67 85.47 87.67 91.49 
4 44.1 54.2 72.67 74.11 84.1 88.13 89.81 91.72 91.71 95.06 
5 58.22 60.3 73.78 76.01 84.89 85.55 88.22 89.92 89.33 92.77 
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In below figure, we plot the graphs to make us see the recognition results of those 
methods intuitively. Two upper graphs are performed on PCA and WPCA methods, 
while the two lower ones are evaluated with 2DPCA and 2DWPCA methods. In 
recognition rate vs. training samples test, we choose the dimension d=10, and in 
recognition rate vs. dimension test, we choose the training sample k=4. We can see 
that our method achieves the better recognition rate compared to the traditional PCA 
and 2DPCA. 
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Fig. 1. The recognition rate (%) graphs which compare PCA & WPCA, 2DPCA & 2DWPCA 

5   Conclusions 

A new PCA-based methods for face recognition has been proposed in this paper. The 
proposed PCA-based methods can outperform the traditional PCA and 2DPCA 
methods. Both PCA and 2DPCA may fail to emphasize the discrimination between 
the clusters, no matter how easy the task is, as they are unsupervised techniques. The 
directions that maximize the scatter of the data might not be as adequate to 
discriminate between clusters. So we proposed new PCA-based schemes which can 
straightforwardly take into consideration data labeling, and makes the performance of 
recognition system better. The effectiveness of the proposed approaches can be seen 
through our experiments based on ORL  face databases. Perhaps, this approach is not  
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a novel technique in face recognition, however it can improve the performance of 
traditional PCA and 2DPCA approaches whose complexity is less than LDA or ICA 
approaches. 
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Abstract. In this study, we present a method to extensively reduce the
number of retrieved images and increase the retrieval performance for the
person queries on the broadcast news videos. A multi-modal approach
which integrates face and text information is proposed. A state-of-the-
art face detection algorithm is improved using a skin color based method
to eliminate the false alarms. This pruned set is clustered to group the
similar faces and representative faces are selected from each cluster to
be provided to the user. For six person queries of TRECVID2004, on the
average, the retrieval rate is increased from 8% to around 50%, and the
number of images that the user has to inspect are reduced from hundreds
and thousands to tens.

1 Introduction

News videos, with their high social impact, are a rich source of information, there-
fore multimedia applications which aim to ease their access are important. In-
dexing, retrieval and analysis of these news videos constitute a big challenge due
to their multi-modal nature. This challenge has recently been acknowledged by
NIST and broadcasted news videos are chosen as the data set for the TRECVID
(TREC Video Retrieval Evaluation) [1] competition.

Broadcast news mostly consist of stories about people making the queries re-
lated to a specific person important. The common way to retrieve the information
related to a person is to query his/her name on the speech transcript or closed
caption text. Such retrieval methods are based on the assumption that a person is
likely to appear when his/her name is mentioned. However, this assumption does
not always hold. For instance, as shown in Figure 1, Clinton’s face appears when
his name is not mentioned in the speech transcript, and whenever the anchorper-
son or the reporter is speaking, his name is mentioned. As a result, a query based
only on text is likely to yield frames showing the anchorperson or the reporter.

In order to retrieve the images of a particular person, visual information has
to be incorporated and the face of the person needs to be recognized. However,
face recognition is a long standing problem, and most results on face recognition
methods are evaluated only on controlled environments and for limited data sets
[2]. The noisy and complicated nature of news videos makes the face recognition
on videos even more challenging.

Currently, there is no fully automatic system to search for specific people in
the large image and/or video archives. In most of the existing systems, human

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 578–588, 2005.
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... (1) so today it was an energized president CLINTON who formally presented
his one point seven three trillion dollar budget to the congress and told them there’d
be money left over first of the white house a.b.c’s sam donaldson (2) ready this (3)
morning here at the whitehouse and why not (4) next year’s projected budget deficit
zero where they’ve presidental shelf and tell this (5) budget marks the hand of an era
and ended decades of deficits that have shackled our economy paralyzed our politics
and held our people back ..... (6) [empty] (7) [empty] (8) administration officials say
this balanced budget are the results of the president’s sound policies he’s critics say
it’s merely a matter of benefiting from a strong economy that other forces are driving
for the matter why it couldn’t come at a better time just another upward push for mr
CLINTON’s new sudden sky high job approval rating peter thanks very ...

Fig. 1. Key-frames and corresponding speech transcripts for a sample sequence of shots
for a story related to Clinton. Italic text shows Clinton’s speech, and capitalized letters
show when Clinton’s name appears in the transcript. Note that, Clinton’s name is
mentioned when an anchor or reporter is speaking, but not when he is in the picture

is in the loop to select the relevant faces from a result set. However, in such
systems, usually too many results are presented to the user making the retrieval
process a highly time consuming task that is prone to errors.

In this study, we propose a method to extensively reduce the number of results
for the user to examine. For this purpose, we propose a multi-modal approach
and integrate the text and face information.

The success of using multiple modalities is shown for many multimedia ap-
plications [3]. Recently, similar attempts are made to search for people with the
integration of text and face information [4, 5], and it is shown that such multi-
modal systems produce better performance than the text only based systems.

In this study, our goal is to reduce the number of results provided to the
user by only taking the shots which are both aligned with the query names and
include a face. Our proposed approach, first performs a text-based query and
provides the shots aligned with the name of the person in the speech transcript
and also the neighboring shots within a window. The results are pruned using
a state-of-the-art face detection algorithm. The false faces produced by the face
detector algorithm are further removed using a skin color based method.

Our main contribution is to use this pruned set to group the similar faces
into some clusters, which are then used to generate some representative faces.
Only, these representative faces which are on the order of tens are presented to
the user. With the proposed approach the resulting set is extensively reduced,
and therefore the search is made easy.

The experimental results will be presented on the six person queries of
TRECVID 2004 evaluation: Bill Clinton, Saddam Hussein, Sam Donaldson,
Boris Yeltsin, Benjamin Netanyahu, and Henry Hyde. The data set consists
of 248 movies (30 minutes each) from ABC and CNN broadcast news.
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2 Integrating Faces and Names

Generally, a user querying on a specific person wants to see the face of the person
in the image and most probably prefers close-up views of the person. With this
assumption, we incorporate the face information into a text based query system
and find the faces associated with the query names. For this purpose, first the
query names are searched over the speech transcripts which are aligned with
the shots using the time information. Each shot is represented by a single key-
frame and a face detection algorithm is applied on the key-frames of the shots
associated with the query names to detect the faces. For this purpose, we have
used a state-of-the-art face detector, which is Mikolajcyzk [6] implementation of
Schneiderman-Kanade’s face detection algorithm [7].

The Schneiderman-Kanade algorithm was reported to have an accuracy of
80.4% in Kodak test set for all faces [7]. However, the face detection performance
of this algorithm on the TRECVID 2004 data set are observed to be much worse.
Also, it is observed that the algorithm is less successful on detecting profile faces.
These are mostly due to the great variation of pose and illumination in the data
set and low resolution quality of the images.

For the rest of the results, we limit ourselves to the face detector output
results, and provide only the shots which are both associated with the query
names and/or surnames and include one or more faces as the results. Therefore
the recall rate of the method is limited to what face detector extracts. However,
the accuracy of the face detector is low and produce many false alarms. The time
complexity of the retrieval system is high since the user has to search over a very
large number of faces (on the order of hundreds and thousands). This process
is also open to the errors, since the user can miss related faces among the many
other unrelated ones. In order to overcome these problems and to increase the
performance of the face detector by reducing the amount of false positives, we
have applied a skin detector on the found face areas.

2.1 Improving Face Detection Accuracy Using Skin Color

Skin detection has been widely discussed in the literature and a recent survey on
this topic is presented in [8]. Although Bayesian histogram method was claimed
to achieve the highest accuracy in this review, in our preliminary experiments
on two videos, we observed that the simple Gaussian probability distribution
yielded better performance. Therefore, we modeled the probability of a pixel
being a skin pixel, using Gaussian probability distributions on HSV color space,
which is reported to be effective in discriminating skin pixels [8].

First, all images are converted to the HSV color space to determine their
skin area. Using representative areas selected from 30 key-frames for skin and
non-skin pixels, a unimodal Gaussian distribution is modeled. This model is then
used to approximate the class-conditional probability of pixels to classify as skin
or not-skin. That is, any given pixel is classified as a skin pixel if its Mahalanobis
distance to skin model is less than a pre-defined threshold.
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Fig. 2. Examples to the false detections eliminated by using top: the average skin
color, bottom: the number of skin pixels

Table 1. Precision and recall values for three movies to compare the proposed skin
color based methods with the original face detection

Original Average Skin Color Number of Skin Pixels

Precision 0.41 0.71 0.77

Recall 0.40 0.38 0.38

We used the skin color detection method to eliminate the false alarms pro-
duced by the face detection algorithm. The lowering of the confidence level for
the face detection algorithm increased the recall, but it also increased the num-
ber of wrong faces. In order to eliminate these wrong faces, we checked whether,
(i) the average skin color value is less than a specified threshold value, and (ii) the
number of skin pixels are fewer than a specified number. Figure 2 shows some
of the faces eliminated. The overall increase in the detection performance is pre-
sented in Table 1. We would like to point out that there is a noticeable increase
in precision along with a slight decrease in recall.

2.2 Retrieval Using the Combination of Text and Face Information

The retrieval on person queries are performed by first searching over the name of
the person in the speech transcript and then applying a face detection algorithm
to get only the shots including the name of the person and one or more faces.
We call the method which prunes the result of text based query using only
Schneiderman-Kanade’s face detection algorithm as text-and-face-based, and the
method which further eliminates the false faces by the skin color based method
as text-and-skin-based method.

The comparison of these two methods based on the the number of correctly
found faces over the number of all faces retrieved (called as retrieval performance)
are given in Table 2. Note that more than one face can be detected in a single

Table 2. Number of faces correctly retrieved over total number of retrieved faces for
each person query using two different methods

Clinton Saddam Sam Donaldson Yeltsin Netanyahu Henry Hyde

text-and-face-based 65/1113 8/127 36/114 8/69 4/35 1/3

text-and-skin-based 65/732 8/98 36/98 8/52 2/20 0/3
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Clinton Sam Donaldson Saddam

Fig. 3. Comparison of the retrieval performance when shots corresponding to the text
are extended with the neighbors. Gray: when original face detection is used together
with text, black: when skin color is used to improve the performance. Note that the
scales are different. Maximum performances are 9% for Clinton, %36 for Sam Donaldson
and %7 for Saddam queries

shot. In total, there are 1461 faces provided to the user with the text-and-face-
based method, and 1003 faces with the text-and-skin-based methods. Among the
final set of faces 122 faces are corresponding to the query people when only the
face detection is used, and 119 faces are the correct faces when skin-based method
is used. That is, the overall retrieval performance is 8% for text-and-face-based
method, and increased to 12% with the text-and-skin-based method.

2.3 Extending to the Neighboring Shots

Due to the nature of the news videos, the name of a person is mostly mentioned
when the anchor or reporter is speaking, whereas the face of the person actually
appears a few shots before or later. Based on this observation, to find a per-
son, instead of using only the shots where the name is mentioned, we also used
the preceding and proceeding shots over a neighborhood. Specifically we exper-
imented taking only the shot associated with the transcript on the time-basis
(Shot0), and taking the N preceding and N following shots, where N is 1, 2 or 3
(Shot1, Shot2 and Shot3 respectively).

In Figure 3, the effect of taking the neighboring shots are shown using the
text-and-face-based and text-and-skin-based methods for three of the queries. As
can be observed from the figures, text-and-skin-based method always produces
better results than text-and-face-based results. It is interesting to see that, taking
the neighboring shots give worse performance than taking only a single shot when
the simple integration of text and face information is used. As will be shown in
the following sections, in some cases using the neighboring shots can produce
better results when our proposed grouping method is used.

3 Grouping Similar Faces

We achieved an improvement in the retrieval performance with the proposed
skin-based method, however the number of results presented to the user was still



Person Search Made Easy 583

high. The main reason for this is that the name of the query person is usually
mentioned when an anchorperson or reporter is speaking. As a consequence of
this, besides the faces of the queried person, many anchorperson or reporter faces
along with faces of other unrelated persons are also extracted.

Let’s consider a set of faces corresponding to the same person. Although dif-
ferent pose and illumination conditions will create different views of the same
person, there will be also some similar conditions which result in similar views.
Therefore, for a person, we expect that there will be a few number groups cor-
responding to different conditions and in each group there will be similar faces.

Based on this observation, we clustered the extracted faces into a number
of groups. We assumed that, faces of the query person will be collected in a
few groups and these will be different from the groups of the anchorperson or
reporter faces. The other faces which appear only a few times will not create
individual groups but will be distributed among the others according to their
similarity.

3.1 Feature Extraction

In our experiments, we used three different features to represent face regions in
vectoral form. The first one, called the color feature, consists of the mean and
standard deviations of the 6 × 5 grid regions from the face image. The mean
and standard deviations of 30 grids are computed in RGB form, resulting in
30x6=180 features for each face image. As the second feature set, we applied
PCA to the images and took the first 40 dimensions as representative features.
As the third feature set, we applied ICA on face images, with a learning rate of
0.5. The combination of PCA and color features and also ICA and color features
are also constructed.

3.2 Clustering Strategy

The features extracted from face regions are used to cluster similar faces. Ideally,
all faces of a particular person is collected in a single cluster. However, due to the
unavailability of face-specific features, and noise, this is a seldom case. Therefore,
we limited our goal as to cluster most of the images for a specific person only in
a few groups and try to make these groups as coherent as possible.

One of the simplest algorithms for clustering is K-means. However, the choice
of a constant K is by no means optimal. In this study, instead, we determine the
number of clusters K adaptively using the G-means algorithm [9]. G-means clus-
ters the data set starting from small number of clusters, K, and increases K iter-
atively if some of the current clusters fail the Gaussianity test (e.g., Kolmogorov-
Smirov test).

In order to select the best feature for obtaining the best clusters, we perform a
comparative experiment for the query on Clinton for Shot0. In Figure 4, number
of target faces reached is plotted against the number of clusters target face is
distributed to. For example, with color features, 90% of the correct faces are
distributed into 8 clusters, whereas with PCA into 9 clusters, with PCA and
color into 10 clusters, and with ICA into 22 clusters. According to these results,
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Fig. 4. Comparison of different methods on Clinton clusters

Fig. 5. Some clusters including Clinton faces. The percentage of Clinton faces over all
of the faces are 43% for the first cluster, 94% for the second cluster, and 47% for the
third cluster

Fig. 6. Selected examples from some anchor clusters. The true anchor occurrences are:
36/44 (82%) for the first cluster, 44/54 (82%) for the second cluster , 16/17 (94%) for
the third cluster

color features give the best performance in this architecture since they collect
the correct faces in least number of clusters. Similar patterns are observed for
the other people and for the other shot windows. Therefore, in the rest of the
experiments we apply color feature extraction to obtain the face groups.
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In Figure 5 and Figure 6, example clusters including the faces of Clinton and
some anchors are shown. As can be observed, the coherence which we define as the
number of the most dominant face over all the faces in that cluster, is very high.

4 Retrieval Using Representative Faces

Since the clusters are sufficiently coherent, only a single face can represent the
whole cluster. These faces, which we call as representative faces, can be selected
as the ones closest to the mean of the cluster. Figure 7 shows the representatives
for Clinton and Sam Donaldson queries.

We propose a retrieval strategy using these representatives to reduce the
number of results presented to the user. The idea is that, when the groups are
sufficiently coherent, then it is possible to represent them by a single face. The
user is then inspect only these representatives instead of all of the faces.

In Table 3, the number of all representatives and the number of representa-
tives corresponding to the query person are given. For example, for the Clinton
query, only 24 representative faces are presented to the user and he/she selects
5 of them corresponding to Clinton faces. Note that, these numbers are only on
the order of tens. This is a big reduction when compared to the initial results
which are on the order of hundreds and thousands (see Table 2).

As can be also observed from Table 3, most of the faces of the query person
resides in the selected clusters. For example, when Shot0 is considered, there
are in total 65 Clinton faces in the data, and 51 of them resides in the selected
clusters which have a Clinton face as a representative. Therefore, 78% of the
correct faces can be retrieved by only viewing 24 faces, and selecting 5. This
number is even higher for the other queries : 97% for Sam Donaldson and 100%
for Saddam. We observe that, when the neighboring shots are considered, more
noise is included in the data, therefore there is a decrease in the percentage of
correctly retrieved faces.

Clinton

Sam Donaldson

Fig. 7. Representatives for Clinton and Sam Donaldson queries
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Table 3. When the representatives corresponding to the query person are selected,
number of clusters with the representative of the query person over the total number
of clusters, and the number of correct faces in the selected clusters over the total
number of correct faces are given. For example, consider Clinton when only a single
shot where his name appears is taken (Shot0). (5/24)-(51/65) means that 24 clusters
are obtained, and 5 of them have representatives with Clinton faces; also inside these 5
clusters, there are 51 Clinton faces, and the total number of Clintons in all the clusters
is 65

Shot0 Shot1 Shot2 Shot3

Clinton (5/24)-(51/65) (5/44)-(58/138) (10/72)-(72/158) (7/66)-(66/170)

Sam Donaldson (9/30)-(35/36) (8/30)-(76/89) (8/26)-(98/106) (8/26)-(101/114)

Saddam (5/22)-(8/8) (3/26)-(5/13) (1/30)-(2/14) (2/30)-(6/14)

Table 4. Retrieval performance when the clusters with the representatives of the query
person are selected

Shot0 Shot1 Shot2 Shot3

Clinton 40% 39% 43% 40%

Sam Donaldson 90% 81% 68% 61%

Saddam 80% 45% 100% 32%

In order to compare with the previous results, we use the retrieval perfor-
mance and report the number of faces of the query person over all the faces in
the selected clusters. The results are shown in Table 4. Since, the false alarms are
also highly reduced, there is a big increase in the retrieval performance (compare
with Figure 3).

We have also experimented anchor filtering which is previously proposed
in other studies to improve the retrieval performance [5, 10]. The representa-
tive faces corresponding to anchors are selected and then these clusters are re-
moved from the resulting set. The retrieval performance is evaluated on the
remaining clusters. As it is shown in Table 5 and Table 6, the retrieval per-
formance is worse than selecting the representatives corresponding to query
people although almost all of the query faces can be found in the remaining
clusters.

Table 5. When anchors are selected and removed, the number of clusters with the
representative of the query person over the total number of clusters, and the number
of correct faces in the selected clusters over the total number of correct faces are given

Shot0 Shot1 Shot2 Shot3

Clinton (8/24)-(64/65)(13/44)-(136/138)(18/72)-(155/158)(15/66)-(168/170)

Sam Donaldson(6/30)-(36/36)(10/30)-(84/89) (5/26)-(106/106) (3/26)-(112/114)

Saddam (5/22)-(8/8) (6/26)-(12/13) (5/30)-(13/14) (6/30)-(13/14)
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Table 6. Retrieval performance when the clusters of the anchor representatives are
selected and removed

Shot0 Shot1 Shot2 Shot3

Clinton 19% 14% 10% 10%

Sam Donaldson 56% 56% 39% 32%

Saddam 14% 8% 6% 5%

5 Discussion and Future Work

In this study, we propose a multi-modal approach for retrieving specific people
from the news videos using both text and face information. Our main contri-
bution is to extensively reduce the number of images provided to the user, and
therefore increase the speed of the system with a large amount and at the same
time not to loose many of the relevant images. For this purpose, the similar faces
are clustered into groups, and representative faces are selected from each cluster
to be provided to the user.

Similar clustering approach is proposed to name the faces in news pho-
tographs [11]. In their work, the images that contain a single face and a single
name are used as a way of supervision to learn the name-face association. In our
case, we usually do not have such a strong correspondence since in most of the
times, when a single name is mentioned, the face corresponds to the anchorper-
son but not to the correct person. Similar approach can be adapted by manually
choosing a set of correct faces and then using this information for supervision.

The success of the proposed method is limited by the accuracy of the initial
face detection algorithm that we have used. We have noticed that almost half of
the related shots are removed at the first step. Face detection algorithm should
be improved not to miss any correct face. Also, the features that we have used
are not face-specific. Better features should be studied in order to obtain more
coherent clusters.
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Abstract. Shape descriptors have been used frequently as features to
characterize an image for classification and image retrieval tasks. For
example, the patent office uses the similarity of shape to ensure that there
are no infringements of copyrighted trademarks. This paper focuses on
using machine learning and information retrieval techniques to classify an
image into one of many classes based on shape. In particular, we compare
Support Vector Machines, Näıve Bayes and relevance language models
for classification. Our results indicate that, on the MPEG-7 database,
the relevance model outperforms the machine learning techniques and is
competitive with prior work on shape based retrieval. We also show how
the relevance model approach may be used to perform shape retrieval
using keywords. Experiments on the MPEG-7 database and a binary
version of the COIL-100 database show good retrieval performance.

1 Introduction

The rapid increase in the number of digital image collections has resulted in the
need for effective means for searching and classifying these collections. Content-
based image retrieval often involves characterizing an image using a set of fea-
tures; retrieval or classification is then performed by measuring similarity to a
required query image [4, 2, 11]. More recently, however, due to the inconvenience
of this interface, techniques have been proposed that learn the associations be-
tween words and features using a training set of annotated images [6, 9, 1]. The
annotations may then be used for classification or retrieval. Most of this work
has involved the use of color and texture as primary features. However, since
the color of very different objects can be the same, leading to incorrect classifi-
cations, shape features can be used to help distinguish between objects. Shape
features have been used for character recognition [2], word recognition [9] and
trademark retrieval [2, 3] and to find tumors in medical images.

The focus of this paper is to determine the effectiveness of image classifica-
tion and retrieval based solely on 2D shape features. Rather than performing
similarity retrieval based on a query image as in [2, 4], we learn models for shape
classification and retrieval. As input, we take a training set of annotated shapes;
that is, each shape is associated with a keyword (its class). See Figure 1 for

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 589–598, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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apple apple apple apple

dog dog dog dog

lizard lizard lizard lizard

Fig. 1. Sample images and associated labels from the MPEG-7database

sample images and labels from such a database. The test shapes are classified
using different techniques. Näıve Bayes gives a baseline performance. Support
vector machines (SVM’s) are highly regarded in the machine learning literature.
We applied SVM’s with different kernels for classification. Relevance models, a
technique borrowed from information retrieval [6, 5] surprisingly outperformed
SVM’s (classification accuracy of 79.8% versus 73% on the MPEG-7 shape silhou-
ette database). We also show that shape classification with a feature set based on
Fourier coefficients of 1D profiles [9] consistently outperforms that based on the
Fourier coefficients based on a standard centroid distance function [11]. While
our results are not directly comparable with previous approaches [2, 4] applied to
the MPEG-7 database that directly compare images we believe that the perfor-
mance of our system is competitive. We also use the relevance model with profile
features and a language model approach to perform retrieval on the MPEG-7
database. Retrieval on a binary version of the COIL-100 databases which uses
only shape information shows that it is resilient to 3D rotation changes.

The following sections discuss prior work in the field followed by a description
of the different machine learning techniques and the relevance models in section
3. Section 4 describes shape descriptors while sections 5 and 6 discuss the results
of our classification and retrieval experiments. Section 7 concludes the paper.

2 Previous Work

There are a number of shape based retrieval systems in existence. Jain et al.
[3] describe a system that search a database in two stages, fast pruning and
complex matching. Latecki et al. [4] compared different shape descriptors to
determine which were stable to rotation and scaling, thus making them useful
for classification and retrieval; their approach examined how well the features
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performed on the MPEG-7 database. Retrieval was evaluated by using each
image as a query and finding the number of images retrieved in the top 40 that
belonged to the same class as the query image. The best results of 76.45% were
obtained by Latecki et al [4] using features that examined the correspondence
of visual parts. Mokhtarian et al. [7] achieved 75.44% with features that looked
at curvature scale space. Belongie et al. [2] used shape context to examine the
similarity of images based on shape and obtained a retrieval rate of 76.51% with
the MPEG-7 database. Veltkamp et al. [10] have created a system with highly
specialized features. However, there has been very little work on learning the
shape of an object. Our approach attempts to actually learn the shape and use
it for classification and retrieval.

3 Classification and Retrieval Models

In classification, the goal is to correctly label an image, based on the model
learned using shape features. Similarly, for retrieval, a model is built for each
annotation then images are retrieved based on their similarity to each model.
There are a number of established techniques that model the co-occurrence pat-
terns of image features and annotation words, including LDA and translation
models [1] and the CMRM model[6]. Along with machine learning techniques,
we consider the CMRM model for classification and retrieval.

3.1 Näıve Bayes

As a baseline we implement a Näıve Bayes classifier. For the images in the
training set, we assume that the features given the class are described by a
normal distribution with a diagonal (and equal across classes) covariance.

3.2 Support Vector Machine

SVMs were introduced as an approach to binary classification. The input is a
set of pairs (si, yi), where si represents the training instance and yi ∈ {−1, 1}
represents the negative or positive label. Using this data, an SVM is constructed
by finding support vectors that attempt to accurately describe a hyperplane sep-
arating positive and negative instances. If the features are not linearly separable
a kernel function K is used to project them to a higher-dimensional space that
is separable by a hyperplane. The key property of kernels is the existence of a
mapping φ from the input space to the higher-dimensional space such that

K(x, y) = φ(x)T φ(y) (1)

The kernel allows a non-linear relationship among the features, while keeping
the computations in the original input space. An example of a kernel is the
polynomial kernel K(x, y) = (xT y + c)d; if d = 1, this is the linear kernel.

While support vector machines were initially developed for binary classifica-
tion, a multi-class extension has been implemented using pair-wise comparison.
This LIBSVM software is available at http://www.csie.ntu.edu.tw/ cjlin/libsvm.
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3.3 Cross-Media Relevance Model

Relevance models were developed for tasks in information retrieval [5]. The
Cross-Media Relevance Model(CMRM) is an extension of relevance models and
was introduced for the automatic annotation and retrieval of images [6]. This
model has also been successfully applied to handwriting retrieval but it has not
been used for the classification and retrieval of general shapes.

Annotation: Given a training set of images T with annotations ci (class labels),
the CMRM allows one to learn a joint probabilistic model which may then be
used to annotate test images. The features are assumed to be discretized. We
assume that for each image I there exists an underlying probability distribution
P (·|I), the relevance model for I. We assume that the class label and the features
are random i.i.d samples from this relevance model. For classification we compute
the probability of P (ci|I). Given the feature observations s, we assume that this
may be approximated by the quantity P (ci|s) [5]. This conditional probability
may be easily computed if we know the joint probability P (ci, s). Assuming
independence between the annotation and the feature vector the joint probability
may be estimated as,

P (ci, s) =
∑
J∈T

P (ci|J)P (s|J)P (J) =
∑
J∈T

P (ci|J)
K∏

k=1

P (sk|J)P (J) (2)

We assume uniform priors and obtain P (ci|J) and P (s|J) using smoothed max-
imum likelihood estimates,

P (ci|J) = (1 − αJ)
#(ci, J)

|c| + αJ
#(ci, T )

|T | (3)

P (sk|J) = (1 − βJ)
#(sk, J)

|c| + βJ
#(sk, T )

|T | (4)

where #(ci, J) is 0 or 1 depending on whether ci is the annotation for image J ,
#(sk, J) is 0 or 1 depending on whether sk describes image J ; (ci, T ) and (sk, T )
are the counts of the class label and features in the training set.

Each image is annotated with the probability that it is generated from each
of the given classes. A given image belongs to a particular class if it is most likely
that it has been generated from the class.

While the model allows for multiple annotations for each image, our dataset
only has images with a single class label, so we do not pursue this aspect further.

Retrieval: We only consider single word queries since each image belongs to
only one class. This model is exactly the same as as the annotation model. Given
a text query(class label), retrieval is done by ranking images according to the
annotation probability of the query word.

We can also perform retrieval with multi-word text queries by using a lan-
guage model approach [6] by computing the product of the probability of gen-
erating each query term given the image.
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4 Features

Effective classification and retrieval of images requires a set of features that suit-
ably characterizes each image. It is desirable for shape descriptors to be invariant
to rotation, translation and change in scale. In this paper we consider two con-
tour based shape descriptors. Before the features were extracted we preprocessed
each image by filling in all the holes and breaks in the contour of the object,
allowing us to use the assumption that every contour is describing a single shape.

4.1 Centroid Distance Function

The first feature set describes the entire contour. We extract a single feature
vector from each object using a centroid distance function [11]. The feature vector
S(t) results from recording the distance between each pixel and the centroid,
thus creating a time series of the width of the length of the contour. To obtain
a fixed length feature vector we compute its Discrete Fourier Transform (DFT).
The Fourier coefficients are then normalized so as to make them invariant to
changes in starting point, rotation, translation and change in scale based on the
method described in [11]. From the DFT the first 40 coefficients are extracted
and used as features. These lower order coefficients are sufficient to provide a
coarse representation of the shape. Using more coefficients would tend to make
the representation more sensitive to noise or small variations in shape.

4.2 Profile Features

We also examined a modified version of the profile features succesfully used
in [9] for handwriting recognition. These include the horizontal and vertical
projection profiles which count the number of white pixels in the row or column
respectively. The upper and lower shape profiles measure the distance between
the top or bottom of the image and the first white pixel in the column. Similarly,
the right and left shape profile measure the distance from the right or left of the
image to the first white pixel in the row. Each profile is a one-dimensional curve
and together they characterize the shape of an object in great detail. Again to
make this insensitive to size and noise we compute the DFT of the profiles and
use the lowest 7 coefficients. Therefore, 6*7 = 42 features are used to describe
the shape of each object.

5 Classification Experiments

We ran classification experiments on the MPEG-7 silhouette shape database [4].
This database contains 70 classes and 20 images belonging to each class. There
is a considerable variance within some classes whereas other classes are quite
uniform as we can see in Figure 1. Also, some images belonging to different
classes look a lot more similar to each other than they do to images of their
own class Fig 6. The MPEG-7 database was chosen so as to make the results
comparable with other work on shape retrieval. We compared the CMRM model
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with Näıve Bayes and SVM’s. For each technique, we split the database randomly
into 80% training and 20% test and performed 10 fold cross-validation.

Using the LIBSVM toolkit for SVMs we ran experiments using a number of
different kernels including the linear, polynomial of degree 2 and 3, radial and
sigmoid kernels. However all the kernels except the linear kernel performed very
poorly. We show the results for the polynomial kernel of degree 2 to demonstrate
the difference in performance between the linear and polynomial kernels.

CMRM is a discrete model so we first discretized the features. The smoothing
parameters were learned by using a portion of the training set as a validation
set. The results for all of the different techniques are shown in Table 1. Figure 2
shows some examples of correctly and incorrectly classified instances.

We obtained some surprising results as can be seen from Table 1. SVM’s
with linear kernels performed much better than polynomial kernel of degree 2 or
higher. Radial and sigmoid kernels did even worse. Even Näıve Bayes performed
much better than the polynomial SVM.

SVMs have been shown to outperform many machine learning techniques.
Thus, we were surprised that the relevance model performed better than SVMs
using both feature sets. SVMs work by finding a separating hyperplane in high
dimensional space whereas CMRM works by modelling the data as a mixture

Table 1. Classification results

Centroid Distance Profile

Relevance Model 75% 79.8%
Näıve Bayes 60% 67%
SVM (kernel)

linear 67.87% 73%
polynomial degree 2 34.35% 38%

(a) horse images correctly classified (b) incorrectly
classified as deer

(c) deer images correctly classified (d) incorrectly
classified as horses

Fig. 2. Sample classification results on MPEG-7 database
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over all training samples and then sampling from it. We believe that one of the
reasons that the relevance model performed better is that the problem does not
benefit from going to a higher dimensional space using kernels where the real
benefit of SVMs lie. It is possible that SVMs will perform much better with a
different kernel but it is unclear how we would find this kernel.

6 Retrieval

Since the relevance model with profile features performed the best in our classi-
fication experiments we used this model to perform retrieval experiments using
both the MPEG-7 and the COIL-100 databases.

6.1 Retrieval with MPEG-7 Database

In order to perform retrieval experiments on the MPEG-7 database we comple-
mented the projection profile and upper/lower profiles by also calculating them
for the shape at a 90 degree rotation angle. Again we discretize the features.

We performed retrieval experiments using 10-fold cross-validation. For the
retrieval experiments, we ran 70 ASCII queries on the testing set Each of the
unique 70 shape category labels serves as a query.

For each cross-validation run we have a 90% training 10% testing split of the
entire database. We performed retrieval experiments on the training portion in
order to determine the smoothing parameters α and β for the visterm and an-
notation vocabularies. The smoothing parameters that yielded the best retrieval
performance are then used for retrieval on the testing split.

Table 2. MAP results for the retrieval on MPEG-7 database

Mean average precision Standard deviation

87.24% 4.24%

Table 2 shows the mean average precision results we achieved with the 10
cross-validation runs.We get very high retrieval performance at 87% mean aver-
age precision. It is important to note that in contrast to the common query-by-
content retrieval systems, which require some sort of shape drawing as a query,
we have actually learned each shape category concept, and can retrieve similar
shapes with an ASCII query. While our results are not directly comparable with
the bull’s eye evaluation used by [4], we note that their results were evaluated
over the top 40 ranks while the average precision is computed over all ranks.

6.2 Retrieval with COIL-100 Database

For increased complexity we turned to the COIL-100 database [8]. This database
contains 7200 color images of 100 household objects and toys. Each object was
placed on a turntable and an image was taken for every 5 degrees of rotation,
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(a) original, (b)extracted
shape. “box”,

(c) original, (d)extracted
shape. “car”.

Fig. 3. COIL-100 database examples: original images, and extracted shapes with our
annotations

resulting in 72 images per object. We converted the color images into shapes
by binarizing the images and normalizing their sizes. Figure 3 shows examples.
Note the small difference in the shape of the two objects. Throwing away all
the intensity and color information makes the problem more challenging. Our
intention is to demonstrate that shape alone provides valuable information.

In order to facilitate retrieval using text queries, each object was labeled with
one of 45 class labels (these are also used as queries). The reduced number of
classes results from the fact that given the binary image two boxes cannot be
distinguished and, therefore, have to be collapsed together into the same class.

After discretizing the features as before, we performed retrieval experiments
with varying numbers of training examples per object category. The number of
examples per object are (evenly spaced throughout 360 degrees of rotation): 1,
2, 4, 8, 18, and 36. Once the training examples are selected, we pick 9 shapes per
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Fig. 4. Retrieval results on the COIL-100 database for different numbers of examples
per object. Reduced query set excludes queries for objects that appear invariant under
the rotation performed during the database acquisition
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(a) 1 (b) 2 (c) 3 (d) 4

Fig. 5. Ranked retrieval results for the COIL-100 dataset with query, cup

Fig. 6. Some instances of class Spoon are more like instances of other classes

object at random from the remaining shapes. This set, which contains a total of
9 · 100 = 900 shapes, is used to train the smoothing parameters of the retrieval
model. From the remaining shapes, another 9 shapes per object are selected at
random to form the testing set on which we determine the retrieval performance.

Figure 4 shows the mean average precision results obtained in this experiment
(“all queries” plot). A retrieval example is shown in Figure 5

These results are very encouraging, since they indicate we can perform sat-
isfactory retrieval at around 80% mean average precision for 8 examples per
object (45 degrees apart) and high performance retrieval at 97% for 36 examples
per object (10 degrees apart). Note that this is done exclusively on shape im-
ages (without using any intensity information). If other information and a more
specialized feature set were used, even higher precision scores could be achieved.

7 Summary and Conclusions

Different machine learning techniques and the relevance model were used to learn
the shape of an object. Features used were the Fourier coefficients of two contour
based shape descriptors, the centroid distance function and the profile features.
We use these features with Näıve Bayes, SVMs and the CMRM model to classify
the images in the MPEG-7 dataset. Classifying images in this dataset is a hard
problem because frequently images of different classes look more like each other
than they do to members of their own class. Since the relevance model with
the profile features performs better than the remaining techniques we use the
relevance model to retrieve images given ASCII queries corresponding to class
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labels from the MPEG-7 and COIL-100 databases. The results indicate that our
system is competitive with prior work.
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Abstract. Evaluation of retrieval performance is a crucial problem in 
exhaustive web-based image retrieval. The challenge is to find reliable 
techniques for estimating the full set of matching answers. In this paper, we 
present an automatic image-gathering method based on keyword-based web 
search engines. User’s interaction is involved to build an initial reference image 
set and verify the result images. By filtering images based on the Earth Mover’s 
Distance on color feature and combining the results from several search 
engines, our approach achieves high accuracy in collecting images relevant to 
user’s information need. We have compared the result of our approach to the 
performance of three commercial web image search engines. 

1   Introduction 

With the explosive growth of the World Wide Web and multimedia technologies, 
finding useful images using web search engines has become a part of our every day 
life. Given the heavy use of search engines these days, comparing the effectiveness of 
different search engines has become a critical question. 

The performance evaluation problem for web-based text retrieval has long been 
studied in TREC. Evaluation methods for Web Track suggested by TREC are 
precision-oriented, which is appropriate for informational search. However, as for 
exhaustive search, recall-oriented search is important. The challenge for evaluations 
of exhaustive search is to find reliable techniques for estimating the full set of 
matching images for non-trivial requests. One possible approach mentioned by TREC 
[6] is to estimate the total population by observing occurrence of images in a small 
predefined sample set.  It first seeds the test collection with a set of K known relevant 
documents. A retrieval run over the test collection which retrieved k of the seeds and r 
other relevant documents could be used to infer that the population of relevant 
documents in the original test collection was R=(r*K)/k. The major deficiency of this 
method is that the size and selection of the seed set can adversely affect the estimation 
of the number of relevant documents.  

In this paper, we propose an automatic image gathering method based on multiple 
query representation. Instead of requesting end user’s to provide multiple formulations, 
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which is both time-consuming and labor intensive, our algorithm will analyze the 
image caption and texts in the HTML file which has been embedded or referred in the 
URL of the image with a view to extracting additional relevant keywords. Our aim is 
to use multiple representations to address more aspects of the situation, and thus 
retrieve more relevant images. In our approach, users are involved to give initial 
judgments to construct a reference image set. Any subsequently retrieved image is 
regarded as relevant if its Earth Mover’s Distance (EMD) to any of the reference 
images is within predefined thresholds.      

The paper is organized as follows. In section 2 a brief description of the Earth 
Mover’s Distance is given.  Section 3 describes our approach to gather a population of 
relevant images on the Web. Experimental results and analysis is presented in section 
4. We have also compared the performance of three publicly available search engines. 
Concluding remarks are presented in section 5. 

2   The Earth Mover’s Distance 

For the ease of use, color feature is commonly employed in image retrieval. In [8], the 
color information of an image is reduced to a compact representation called signature. 
It contains varying number clusters of points in a Euclidean space. A cluster 
represents points of similar colors and the weight of a cluster is the fraction of the 
image area with that color. Intuitively, given two distributions, one can be seen as a 
mass of earth properly spread in space, the other as a collection of holes in that same 
space. The Earth Mover’s Distance (EMD) is defined as the minimal cost that must be 
paid to fill the holes with earth. Consider  )},(),...,,{( 11 pmmp wpwpP = be the first 

signature with m clusters, where pi is the cluster representative and wpi is the weight 
of the cluster;  )},(),...,,{( 11 qmmq wqwqQ = the second signature with n clusters. And 

let the ground distance between cluster pi and qj consumer be cij. Then, the 
computation of EMD can be formalized as the transportation problem using linear 
programming [11]. The task is to find a set of flows fij to minimize the overall 
cost jiji

ji
fc ,, , where fij is the amount of earth transferred from cluster pi to qj. The 

flows fij should meet the following constraints:  

                                                       0, ≥jif                                                               (1)                 

                                                      qj
i

ij wf =                                                            (2)                  

                                                       pi
j

ij wf ≤                                                         (3)  

A feasibility condition of the transportation problem is that the total demand does 
not exceed the total supply ≤

i
pi

j
qj ww . This can be satisfied easily by letting the 

smaller signature be the consumer when the total weights of the signatures are not 
equal. If fij is the optimal flows, the Earth Mover’s Distance can be defined as: 
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3   A Heuristic Search for Relevant Images 

Currently most public web search engines such as Goggle [1], Excite [2], and 
AltaVista [3] only provide text-based image search services which do not consider the 
content of the images. In text-based image retrieval, either images are annotated with 
text, or text surrounding the images is analyzed to produce a set of keywords that 
refer to the image. The images can then be retrieved by matching text-based queries 
with keywords. In this paper, our focus is mainly on such text-based image search 
engines.   

3.1   Collect Images from Search Engines 

In the image gathering stage, a participant is required to express his informaiton need 
as text. Then a query is constructed and sent to the search engines so that images 
related to the keywords are fetched back. It is well known that text alone cannot 
accurately or completely describe the semantic content of images. If indexed poorly, 
images cannot be easily captured by text-based retrieval. To account for this problem, 
other features such as URL anchor words and link structures have also been employed 
by search engines to index images. The underlying idea is that images are commonly 
categorized by their content and referred to by some meaningful hyperlinks. In our 
experiment, we notice that frequently only a fraction of the relevant images from a 
site have been indexed by the search engines. Therefore, following the links of an 
image and analyzing the structure of nearby links allow more relevant images to be 
retrieved. In our approach, we recursively search the website when several 
occurrences of relevant images have been found from it. The recursive search will 
stop if no description of objects specified by user is contained in following pages.  

3.2   Automatic Keyword Extraction 

It is long been observed in the IR community that using multiple representations of a 
single query concept can address more aspects of the database, and thus retrieve more 
relevant objects [7]. Accordingly, our approach is to combine multiple representations 
of user’s information need to get a close estimation of the population of relevant 
images across the web. In traditional image database, there is a controlled vocabulary 
which contains pre-defined keywords. Successful queries can be built from these 
keywords. However, such a controlled vocabulary does not exist for the web, and it is 
rather hard and time consuming for end users to construct many query formulations 
from scratch. In addition, search engines employ different indexing technologies. 
Some popular search engines even use link structures in their ranking schemes. In 
view of these situations, our image gathering algorithm is designed to actively learn 
keywords from the searching process.  
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In general, online images are always titled with meaningful names to describe their 
visual content. In view of the limitation of the length, a title cannot accurately indicate 
the content.  An alternative way is to examine the accompanying text of the image in 
its source HTML file in order to automatically extract relevant keywords. We observe 
that potentially relevant keywords can be obtained from the following fields in the 
source HTML files: 

 Strongly related  
1) In case the image is embedded by SRC IMG tag: <img src=URL alt= [alt 

text]>.The optional alt tag specifies the text that substitutes for the inlined image 
when it is not displayed. 

2) In case the image is referred by A HREF tag directly: <a href=URL> [hyperlink 
text] </a>, where the optional [hyperlink text] provides the highlighted text that 
describes the image pointed by the hyperlink.  

 Ordinarily related 
3) TD tag which contains the image-embedding-tag. 
4) Meta tag when the name property equals “keywords”. 
5)    H1…H6 tags, if which are located just before the image-embedding tag. 
6)    Title tag 

Before the image gathering process, a participant is required to decompose his 
query into a seed keyword which represents the objects of interest in an image. 
Keywords which contain the seed will then be extracted from the above mentioned 
tags in the source files or the titles. Before using these newly generated keywords, 
their validity should be confirmed by feeding them to the search engines and judging 
the relevance of a representative subset of its results. Then, for the second image 
gathering phase, using the obtained keywords, the system goes through the collection 
and the selection stages again. 

3.3   Relevance Judgment 

Since retrieval based on text alone cannot always yield high quality results that meet 
the user’s needs. It is also unreasonable to expect human to examine millions of 
images, hence a filtering technology based on the visual features of an image is 
employed here. Using current image analysis techniques, many features related to the 
image content can be directly derived from images e.g. color, orientation, edges, 
texture, shapes. In Web retrieval, the choice of features is more difficult, because of 
the great heterogeneity of the images to be processed. For the ease of computing, the 
color feature of images is used to discriminate relevance. The Earth Mover’s Distance 
mentioned in section 2 is adopted to measure the difference between images. Since 
the prerequisite for the EMD to be a true metric denotes that the ground distance 
should be a metric and the total weights of two signatures equal. We employ the 
CIE94 color difference formula in the CIE-Lab color space as the underlying ground 
distance between individual colors. Since short Euclidean distance in that space 
correlates strongly with human color discrimination performance. Furthermore, we 
normalize the sum of weights of a signature to 1 to meet the second condition for 
EMD to be a true metric. Before gathering the images, the user is required to 
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categories the first 20 result images retrieved using an initial query by a search engine 
and into groups according to color characteristics. Suppose 

 }...,{ ,21 npppRE = where n is the number of image groups determined by the user. 
Intuitively, an image I can be categorized into a group by the following formula and 
rule:  

            n)i(1   ) ) ( ,( (   ≤≤=∈∀ iii pcentroidyEMDMaxthresholdpy                  (5) 

                         n)i(1   ) )( ,( ≤≤= ii pcentroidIEMDdist                                        (6) 

where centroid(x) denotes the centroid of the cluster x. If ii thresholddisti ≤∃   , the 
target image is regarded as relevant, otherwise irrelevant.  

4   Experiment Results and Analysis 

The first step in performance evaluation of image retrieval is to select a set of 
representative queries. Ideally, one should take a random sample from queries posted 
to a search engine by a large population of users. Also the results retrieved by the 
search engines should be judged for goodness by the person who posed the query. 
However, the two goals are quite contradictory in a laboratory setting. To make the 
task manageable, we had selected five short queries (baby, train, mobile phone, brown 
bear, and orange juice) and ask a small number of users to judge the retrieved results.  

In addition, the participant is required to give feedback to only the first twenty 
results retrieved by an initial query. The assumption here is that if a user can’t find a 
page in the top result page, the user will simply give up. This assumption is strongly 
supported by the fact that 85% of users don’t request beyond just the first results 
screens for their query [9]. In addition, user is required to group the first twenty result 
images according to their color similarity. In our experiment, three groups of 
reference images have been built on average. And one representative image from each 
group is selected as the reference image for subsequent relevance judgment.  

Instead of calculating color signatures directly from the RGB color space, we 
convert it to the CIE Lab color space using D65 as the reference white. We coalesce 
this distribution into clusters of similar colors (25 unit in any of the L, a, b axes). The 
Centroid clustering method is used to aggregate pixels. In the first phase, each cluster 
has only one image.  For each pair of the cluster, if their distance is smaller than a 
pre-defined threshold, these pairs are merged into one. The merging process will 
continue until all distance between clusters are no less than the threshold.  The 
distance between pairs is defined in terms of distance between the mean vectors of 
each cluster. After threshold away clusters with insignificant weights (less than 1% 
pixels), the average signature has 16 clusters. In our experiment, only JPEG image 
will be examined. 

As for the evaluation of the effectiveness of the extracted keywords, the judgment 
is based on the precision rate after the top 5 images retrieved. If that precision rate 
for any newly system generated keyword is lower than 60%, that keyword is 
regarded as ineffective. That means at least three images should be judged as 
relevant by comparison of their EMDs with those of reference images, otherwise the 
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keyword will be discarded. Then those selected keywords were fed to the search 
engines for the next iteration of the image gathering process. We also notice that the 
percentage of relevant images in one single result page will dramatically drop as the 
number of retrieved images increases, especially after the first one hundred images 
retrieved. Then for a certain keyword, only the first one hundred retrieved images 
will be collected in our method. Finally, we merge the retrieved images from the 
three well-known search engines by removing duplications as an estimation of 
relevant images across the web. The experimental results are shown and discussed in 
the following.  

Table 1.  Experimental result for images retrieved from three search engines 

 Images from 
Google 

Image from 
Excite 

Image from 
AltaVista 

         
Initial   
Query 

No. of 
Collected 
Keywords 

No. 
of 

Ref. 

No. 
of 

Retri- 
eved 

No. 
of 

Ref. 

 
No. 
of 

Retri- 
eved 

 

 
No. 
of 

Ref. 
 

No. 
of 

Retri- 
eved 

            
Total 
No. 
of  
Rele- 
vant 

 
Correct 
Rate 

Train (q1) 17 7 466 7 568 10 684 973 79% 
Baby(q2) 8 8 254 8 102 7 113 131 36% 

Brown 
Bear(q3) 

11 6 461 8 405 10 485 759 82% 

Mobile 
Phone(q4) 

11 7 297 7 184 9 145 342 78% 

Orange 
Juice(q5) 

5 10 86 9 76 11 51 67 38% 

In Table 1, the keyword input by user is listed in the “Initial Query” column, and 
the number of valid keywords extracted from source HTML file or title is shown in 
the “No. of collected keyword” column. In addition, the number of reference images 
selected by user and the no. of relevant images filtered by our algorithm is shown at 
the column of “No of reference” and “No. of retrieved images” respectively. Also the 
column titled ‘Correct rate’ is calculated as the radio of the number of relevant images 
as judged by the user to the number of images retrieved automatically by our 
algorithm. In case of the query “Train”, after feeding the initial query, 7 reference 
images had been selected by the user from Google, and 7 from Excite, 10 from 
AltaVista respectively. With 394 relevant images from Google, 484 relevant ones 
from Excite, 586 relevant ones from AltaVista, which are judged by real human 
perception, the correct rate for the 1,227 result images after removing the duplicated 
ones is 79%. Let’s take the image collection process for Google as an example. After 
the result JPEG images in the first result page arrived from the search engine, the 
participant classified them into 3 groups, with 2 in the first group, 3 the second group, 
and 2 the third group. At the same time a representative image of each group is 
chosen manually as the reference image for that group. Then in each group the EMDs 
of the reference image and each of the other images in that group are calculated. In 
the pixel value clustering phase, on average 18 clusters were formed by color-based 
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clustering approach. The largest EMD within each group is identified as the threshold 
for that group. In the above example, the thresholds are 16.9, 14.6, and 11.6 
respectively. If the EMD of a subsequently retrieved image to any of the reference 
image is below the threshold of the group to which the reference image belongs, the 
retrieved image is regarded as relevant. Otherwise, that image is judged as irrelevant. 
It is obvious that the manual selection of reference image and the configuration of 
groups are crucial for the determination of relevance. However, this manual 
intervention phase involves human in the loop and allows the user to determine what 
s/he means by relevance in each particular retrieval session. 

The results from above experiments are the basis for performance comparison of 
three commercial search engines: Google, Excite and Alta Vista. The result images 
from our image gathering and selection process are used as the ground truth in our 
evaluation process. As for precision rate, the particular rule used in TREC to 
interpolate it at standard recall level i is to use the maximum precision obtained for 
the topic for any actual recall level greater than or equal to i. It is obvious that the 
precision measure used at TREC incorporates real recall information. However it is 
hard to get the real recall rate for an open collection. Here we adopt the precision rate 
after the first N images retrieved for each query (abbr. P@n) mentioned in [6]. And 
the comparison of this kind of precision of the three search engines is shown at the 
below table.   

Table 2. Precision rates of five queries by three image search engines 

              Google               AltaVista              Excite Prec
ision q1 q2 Q3 q4 q5 q1 q2 q3 q4 q5 q1 q2 q3 q4 q5 

P@5 0.9 1 0.9 1 0.9 1 0.9 1 0.6 0.6 1 0.9 1 0.2 0.6 

P@10 0.7 0.8 0.9 0.9 0.6 0.8 0.8 0.9 0.7 0.7 0.8 0.9 0.9 0.3 0.7 

P@20 0.6 0.9 0.65 0.65 0.65 0.65 0.65 0.9 0.7 0.7 0.75 0.75 0.8 0.35 0.7 

P@40 0.53 0.78 0.63 0.7 0.58 0.55 0.35 0.95 0.53 0.6 0.63 0.4 0.9 0.42 0.6 

P@60 0.47 0.67 0.62 0.63 0.52 0.37 0.25 0.83 0.42 0.43 0.42 0.28 0.85 0.38 0.43 

P@80 0.39 0.63 0.52 0.54 0.48 0.29 0.24 0.8 0.34 0.38 0.32 0.3 0.92 0.3 0.4 

P@100 0.32 0.59 0.45 0.48 0.46 0.25 0.28 0.78 0.29 0.37 0.29 0.3 0.85 0.25 0.38 

For query 2 (“baby”) and 4(“Mobile phone”), Google works better than AltaVista 
and Excite.  And the precision rates for “Mobile phone” of Excite are very low in 
comparison with the other two search engines.  As for query 1(“Train”) and 
5(“Orange Juice”) the three search engines perform similarly. However, for the query 
of “brown bear”, AltaVista and Excite have superior performance to Google. It 
suggests that the performance of each search engine might be tuned differently for 
specific domains. For a more systematic and thorough investigation, both the category 
and the number of queries should be increased in future work. 



606 F. Yu, H.H.S. Ip, and C.H. Leung 

 

Since using the method above, we can obtain an estimation of the total number of 
relevant images across the web. The recall rate for an open collection can be 
estimated by the following formula: 

       

 
 
   
 
 
       
 
 
 
 
 
 
 
 
 
 

Fig. 1. (a) Recall versus No. of images retrieved (b) Precision versus No. of images retrieved 

PR graphs are a standard evaluation method in information retrieval and are 
popularly used by the CBIR community. The drawback is that PR-graph depends on 
the number of relevant images for a given query. This measure works well for closed 
systems. However, for internet image search, which is effectively an infinite 
collection, the total no. of relevant images cannot be accurately enumerated. 
Accordingly, in this work, the precision versus no. images retrieved and recall versus 
no. of images retrieved are taken separately. Though, they cannot be easily interpreted 
and contain less information than a PR graph.  In the above figures, Fig.1 (a) shows 
the average of the recall value obtained after each relevant images retrieved over the 
five queries; Fig. 1(b) shows the average of the precision value over the five queries. 
Please note that the precision in Fig. 1(b) is not an average of the precision at standard 
recall levels. It can be easily seen from Fig. 1 (a) that after forty images retrieved 
(roughly 2 result pages), the recall rate of Google continues to be higher than that of 
the other two search engines. And the recall rate of AltaVista and Excite are very 
adjacent to each other for those queries. It is also obvious that AltaVista has the 
highest average precision rate for the first twenty images retrieved. (Avg. 
P@20=0.72). And the second highest is Google. Excite has the lowest Avg. P@20. 
However, in Fig. 1 (b) the curve of Google’s precision rate decrease more slowly than 
those of AltaVista and Excite especially at points after top forty images retrieved. Its 
precision rate remains high even after the first one hundred results. We note that for  
 

(a)    (b)    

  

 testedenginessearch  allby  imagesrelevant   ofnumber   total
retrieved imagesrelevant   ofnumber  =recall  
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special keywords, such as “brown bear”, the performance of AltaVista and Excite is 
amazingly superior to that of Google’s. As for keywords like “mobile phone”, Google 
performs the best. This suggests that search engines may have their own special 
strength in some particular domains. This behavior is associated with the indexing 
technology employed by the different search engines. It should be noted that our 
results are based only on five queries. A large population of queries should be 
conducted in future to further understand the performance of the different search 
engines.  

5   Conclusion 

Searching the web accurately is becoming increasing critical as the web grows. It is of 
great general interests to compare different image search engines’ performance to 
allow users to determine the best one for their specific need. One open issue in 
performance evaluation of web-based image search engines is to estimate the 
population of relevant images on the web. The density of relevant images in web is 
too low to permit effective estimation by random sampling. In this paper, we present 
an image gathering method for an estimation of the total number of relevant images in 
an open collection. In the method, keyword-based search and color-based selection is 
combined to try to exhaustively search the web space. We have achieved a high 
precision of about 80% without any knowledge about the target images. The collected 
images are used as ground truth for performance comparison of three commercial 
search engines. For the set of queries employed in the study, we observed that 
Google’s overall performance is the best. AltaVista and Excite outperform Google in 
catering for users’ searching custom.  

In the current implementation, only color signature is used for image selection. For 
future work, we plan to exploit texture and edges, or even semantic features to be 
used in similarity judgment. It would also be interesting to extend this work to include 
many more queries which can be representative of a large population of real user’s 
information need. 
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Abstract. Given a collection of images and a set of image features, we
can build what we have previously termed NNk networks by represent-
ing images as vertices of the network and by establishing arcs between
any two images if and only if one is most similar to the other for some
weighted combination of features. An earlier analysis of its structural
properties revealed that the networks exhibit small-world properties, that
is a small distance between any two vertices and a high degree of local
structure. This paper extends our analysis. In order to provide a theo-
retical explanation of its remarkable properties, we investigate explicitly
how images belonging to the same semantic class are distributed across
the network. Images of the same class correspond to subgraphs of the
network. We propose and motivate three topological properties which
we expect these subgraphs to possess and which can be thought of as
measures of their compactness. Measurements of these properties on two
collections indicate that these subgraphs tend indeed to be highly com-
pact.

1 Introduction

The methodological framework in which the problem of content-based image
retrieval has traditionally been investigated is that of query by example (e.g.
[11] [2] [12] [6] [7]). The information-seeking users, on the one hand, provide a
pictorial articulation of their information needs. The system, on the other hand,
utilizes the supplied query specification to retrieve potentially relevant objects.
The query by example paradigm has been somewhat broadened in recent years
by utilizing relevance feedback as a way to increase retrieval performance (e.g.
[20] [16] [17] [15]). An alternative to query by example is browsing. Remarkably,
browsing has not quite met with the same enthusiasm although it has a num-
ber of advantages that make it superior to query by example in many contexts.
Firstly, the query in content-based image retrieval typically takes the form of an
image, which is not always easily at hand. For browsing, users do not require
a physical instantiation of the query. Rather, the search is guided in the first
place by the mental representation of a particular target image or a relevance
class. Secondly, retrieval by example image not only presupposes that the users
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have the means to formulate their information need pictorially, it also presup-
poses that users have an information need in the first place. This may often be
doubted. The information need may rather develop in the course of and as a
result of the interaction. In such situations methods based on example queries
become otiose. Lastly, in order for retrieval technology to become of practical
use, time complexity becomes as important an issue as retrieval effectiveness.
Since a collection can be regarded as essentially static, the structure into which
it is shaped for the purpose of browsing can be precomputed. Provided the
structure can be loaded and displayed efficiently, online complexity can be made
independent of collection size.

The key question of browsing is how to organize the images into a brows-
able structure. Our proposition ([9] [10]) is that of directed graphs with arcs
between any two images if one is most similar to the other under some weighted
combination of features. We term the resulting structure NNk networks where
NN stands for nearest neighbour and k denotes the number of features used.
The strength of NNk networks stems from its fundamentally agnostic approach
towards feature weighting. It does not organize images based on one particular
feature, nor any particular combination of features, but according to all possi-
ble combinations at once. This is the key difference distinguishing our approach
from all similar work. The rationale is that we often do not know which features
are most useful for capturing semantic image similarity. The neighbours of an
image in the graph can loosely be thought of as exemplifying the range of all
those image meanings that lie within the representational scope of the features
used. Some of these may not be relevant to a user, but if the features are any
good, at least some will be. Because the set of neighbours in the graph is vi-
sually rather heterogenous, users can quickly navigate to different parts of the
collection. We have previously shown [9] that the resulting networks exhibit so
called small-world properties, a combination of low average distance between
vertices even for large collections, and a high degree of local clustering, and have
employed the structures very successfully in the search task of TRECVID [8]. In
this paper, we continue our topological analysis by looking specifically at how
semantically related images are distributed across the network. We hope that
the distribution is compact in a sense that we will make more precise shortly.

The paper is structured as follows. Section 2 describes relevant work by other
authors. Section 3 briefly introduces NNk networks. Section 4 defines the notion
of the compactness of a subgraph and uses this to present a structural analysis
of NNk networks in terms of the distribution of relevance classes. Section 5
concludes the paper.

2 Related Work

Research on browsing has remained remarkably scant. A major work dating back
to the early years of information retrieval is that by Croft and Parenty [5]. They
suggest to represent documents in a nearest neighbour network based on term
similarity but does not conceive of the network as a structure for browsing. The
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idea was taken up by Cox [4] who recognized that nearest neighbour networks
are ideal for interactive browsing of relational databases. Each field can be used
to build a nearest neighbour network while individual records provide cross-
linking between such networks. Remarkably, the idea was not taken up by the
information retrieval community.

In CBIR, ideas about navigating through image collections began to surface
with Rubner et al. [14]. Given a set of images, such as those returned for a query,
an image feature and some distance metric, we can use the mutual distances
between the images to derive an approximate two-dimensional embedding us-
ing multi-dimensional scaling. The visualization technique helps to inform users
about the neighbourhood of the retrieved images and can also be used to display
the entirety of small collections in a perceptually meaningful way.

The ostensive model by Campbell [3] supports browsing through a dynam-
ically created tree structure. When an image is selected during browsing, the
system tries to determine the optimal feature combination given the current
query and the history of selected images. The results are displayed as nodes
adjacent to the query image which can then be selected as the new query.

Another synthesis between query-based search and browsing is described in
[19] and [18]. Similar to [14], the proposed system finds an embedding of the im-
ages in two dimensions that maximally preserves distances as computed under
the current set of features. Relevance feedback is given by forming clusters of rel-
evant images which the system utilizes to update the distance function resulting
in a new configuration of images on the screen.

3 NNk Networks

NNk networks were introduced in [9] and we shall give only a very brief intro-
duction. Given a collection of images and a set of image features, we define an
image p to be an NNk of image q if and only if there exists at least one convex
combination of feature-specific distances d(p, q) for which p has minimal distance
to q. Formally, p is an NNk of q iff

arg min
i

⎛⎝ k∑
j

wj × dj(i, q)

⎞⎠ = p

for some w = (w1, w2, . . . , wk) where wj ≥ 0 and
∑

wj = 1. No restriction is
placed on how the distances between features are computed. We will often refer
to the image q as the focal image. The set of NNk can be thought of capturing
the range of image meanings of the focal image. A collection can now be turned
into a directed graph, or NNk network, by establishing an arc between each
image and all its NNk. For 8,000 images and 12 features, the average number
of neighbours is around 50 which most screens can easily accommodate. The
features used to build the networks are as described in [10].
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4 Semantic Analysis

In [9] we have enquired into the topological structure of NNk networks without
reference to the meaning or relevance of images. We may call this the formal
analysis. It has brought to light a few interesting properties, namely small aver-
age distance between any two images (number of arcs that need to be traversed
to get from one to the other) and a high clustering coefficient (a measure of
the extent to which an image’s neighbours are themselves neighbours). These
properties suggest that NNk networks are ideal for efficient navigation. What
has been missing is a semantic analysis of the browsing structure. By this we
mean an analysis in terms of the distribution of particular subsets of images.
The subsets we are interested in are the relevance classes that associate with
a particular information need. Our hope is that two images that belong to the
same relevance class are likely to be close to each other. We shall denote by Vc

the set of all those vertices in the network G that belong to the same relevance
class c. Gc is the subgraph induced by Vc. Its vertex set is Vc and its arc set
includes all those arcs of G that have their heads and tails in Vc. We call Gc the
relevance subgraph. We can view semantic analysis as the structural analysis of
relevance subgraphs and hope that these subgraphs are in some sense compact
such that semantically related images cluster. We take the next section to make
the informal notion of compactness more precise.

4.1 Measuring Compactness of Subgraphs

In our endeavour to complement our formal analysis with a semantic analysis,
the first problem we face is the question of how to measure compactness of
subgraphs. Intuitively, a subgraph that is complete should be recognized as very
compact, and as least compact a graph where no two vertices are connected.
We will in the following motivate and describe three properties which we think
capture this intuitive notion well.

Average distance: Perhaps the most intuitive property we would like relevance
subgraphs to possess is that its constituent vertices have a small average distance
(defined as the length of the shortest path between two vertices) in the original
graph. This is loosely analogous to the observation that point sets in some metric
space form clusters if the average distance between two points of that set is
smaller than the expected distance between any two randomly chosen points.
It is important to note that we are not interested in the distance within the
subgraph but within the original graph since the user is not confined to the
subgraphs when navigating through the network. The lowest possible average
distance that can be attained is 1 and requires the subgraph to be a complete
graph where each vertex is connected to every other. As we have shown in [9],
the average distance between any two vertices in NNk networks lies between
three and four across a range of different collections. Given the lower bound of
one we therefore do not expect any further reduction to be very substantial.

Average vertex degree: The average vertex degree of a vertex of Gc tells us
what proportion of images within the same relevance class are directly adjacent.
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We hope that the average vertex degree of Gc is larger than for a graph induced
by a random set of vertices of G. To take extremes, the average vertex degree
of a complete subgraph of order |Gc| is |Gc| − 1, since each vertex is connected
to every other. For a graph induced by a randomly chosen vertex set of G the
average vertex degree is to a good approximation equal to |Gc| × d̄/|G| where d̄
is the average vertex degree of G. This is typically much smaller than |Gc| − 1.

Connectivity: The last property which we shall consider is the order of the
largest strongly connected component of the subgraphs. Strongly connected com-
ponents can be thought of as a partitioning of V into equivalence classes Vi,
1 ≤ i ≤ r such that vertices v and w are equivalent if and only if there is a path
from v to w. Let Ei, 1 ≤ i ≤ r be the set of arcs with head and tail in Vi. The
graphs Gi = (Vi, Ei) are called the strongly connected components of G.

This property may seem at first to be the least obvious. Upon reflection,
however, it turns out to be perhaps the most desirable. If relevance subgraphs
had the tendency to be strongly connected, or at least, that their largest strongly
connected components comprised a large proportion of the vertex sets, users who
found a relevant vertex, would be able to navigate to all other relevant images
by following what might be called relevance paths, sequences of vertices each
of which is relevant to their information needs. Connectivity is more important
than average distance, for even if relevant vertices were only separated by a few
clicks, the path connecting them would potentially lead through non-relevant
territory. A number of very efficient algorithms have been devised to find strongly
connected components. Perhaps the most elegant one has been reported in [1].
It involves two depth-first searches, the first carried out on G, the second on the
graph that is obtained by reversing the direction of each arc in G.

Note that these three properties are only partly correlated. We can for exam-
ple think of subgraphs with average distance of 2 with no path between any two
vertices, or a subgraph with only one strongly connected component but with
very low average vertex degree and large distance.

4.2 Image Collections and Relevance Classes

Our analysis is based on two collections. The first collection is a subset of the
Corel 380,000 Gallery containing 6192 images classified into 63 categories [13].
A limitation of Corel results from the fact that images are assigned to only one
category although alternative classifications are often conceivable. While this
makes evaluation easier, it clearly fails to model an important aspect of images,
which is their semantic ambiguity. To address this drawback, we decided to
build a second collection of a more heterogenous kind with richer annotation
than Corel. We have used the Getty collection accessible at http://www.getty.com
as a source of such images. The system returns a thumbnail for each image
along with a rich set of annotations pertaining to style, concepts and low-level
characteristics. A broad search for ”photography -nobody” retrieves images of
the most diverse kind. Our Getty collection contains 8200 images with a raw
vocabulary of a similar order. The vocabulary is reduced by retaining only those
terms that are associated with at least 20 and at most 100 images. In addition,
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we discard terms that we deem either too hard (e.g. ”freshness”) or too easy
(e.g. ”blue”) for retrieval purposes. After these pruning steps the vocabulary has
shrunk to 100 terms which we now regard as class labels. Examples of classes are
”Cityscapes”, ”Dunes”, ”Streetlights” and ”Flock of birds” (images are available
at http://faya.doc.ic.ac.uk:8800/images/getty).

4.3 Results

It is important to be clear about the reference with respect to which we judge
the significance of the observed values. For the absolute values are by themselves
relatively uninformative as they depend not only on the structure of the relevance
subgraph but crucially on the structure of the whole network, which at the
present stage is not our interest. Our hypothesis is that the compactness of
relevance subgraphs as measured in terms of the three above properties differ
from that of subgraphs induced by a randomly chosen set of vertices (to which
we refer as random subgraphs). This hypothesis can easily be tested. For each
relevance class we determine the average distance, average vertex degree and
degree of connectivity not only of the corresponding relevance subgraph, but
also on a random subgraph of the same order. We present the results for each of
the three properties in turn. A summary of the results is found in Table 1.

Average distance: The average distance between any two vertices of the rel-
evance subgraph turns out to be very similar to that for a random subgraph.
The results are best displayed in the form of a boxplot (Figure 1). The upper
and lower boundary of the box mark the 25th and 75th percentile of the data.
The notches in the box are graphic confidence intervals about the medians. The
average distance in the relevance subgraphs hovers around 2.8 for both collec-
tions, compared to 3 and 3.6 for random subgraphs. Although the magnitude of
the difference is small, it is highly significant. The result tells us that the other
members of one’s class are on average only 2.8 vertices away. If we display during
the browsing process the focal image and its nearest neighbours (as in [10]), this
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Fig. 1. Average distance between vertices in relevance subgraphs (left) and random
subgraphs (right)
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Fig. 2. Average vertex degree for Corel (left) and Getty (right)

means that after only two clicks the relevant image comes within sight. Note of
course that the shortest path may well include non-relevant images and that it is
not necessarily obvious which path one ought to follow to get to the target image.

Average vertex degree: We have just seen that vertices of a relevance sub-
graph tend to be closer than vertices in a random subgraph. It seems likely
therefore that in a relevance subgraph a larger proportion of vertices are directly
adjacent, and hence that the average vertex degree is higher. This is indeed the
case. Figure 2 plots the average vertex degree against the size of the relevance
class (i.e. the order of the subgraph). Because there are typically many classes
having the same number of images (there are, for example, 42 classes of Corel of
size 100), we only plot their average such that for each class size there is at most
one point. Note that the vertex degree increases with the order of the subgraph,
both for the relevance subgraphs and, less conspicuously, for the random sub-
graphs. Indeed, if we were to increase the class size further, the average degree
would converge towards the average vertex degree of G. More importantly, note
that the average degree of the relevance subgraphs is considerably larger than
that for random subgraphs. For a random subgraph every vertex is connected
on average to less than one other vertex: most vertices have no neighbours. In
relevance subgraphs, each vertex is linked to at least one other vertex (1.4 and
5.6 for Getty and Corel, respectively), suggesting that the structures do form
connected wholes.

Connectivity: The results so far give us some indication of whether the sub-
graphs tend to be strongly connected. The high average vertex degree of 5 for the
Corel relevance subgraphs is particularly suggestive. Figure 3 plots the order of the
largest strongly connected component against the size of the relevance class. As
before, we average over all classes of the same size. Unlike random subgraphs, rele-
vance subgraphs have remarkably large strongly connected components. The rela-
tive proportion of images of a class contained in its largest component lies around
85% for Corel and 26% for Getty. Strong connectedness is a rather strong condition
for some images that do not belong to the largest component can nevertheless be
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reached from it. Thus, the actual number of images that are accessible from any one
image of the component typically exceeds the order of the component. Figure 4.3
illustrates this. The subgraph corresponds to the ”Flowers” class of Getty. Images
that belong to the same strongly connected component are linked by black lines.
Images without such lines form a component on their own. Gray lines are connec-
tions between components. The largest component is on the left with 14 of the 28
images. Of the remaining images, two can be reached from it via the gray lines.

Fig. 4. The subgraph corresponding to the ”Flowers” class of the Getty collection
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Table 1. Synopsis of compactness measurements for the Getty and Corel collections

Getty Corel

Average distance random 3.0156 3.6251
relevance 2.7863 2.8503
complete 1 1

p-value <.0001 <.0001

Average vertex degree random 0.2708 0.3896
relevance 1.4394 5.6438
complete 44 96

p-value <.0001 <.0001

Largest strongly connected comp. random 0.0490 0.0253
(proportion of images it contains) relevance 0.2583 0.8435

complete 1 1
p-value <.0001 <.0001

5 Conclusions

We have previously proposed a novel browsing structure for searching image col-
lections which we called NNk networks. We have had the chance to demonstrate
their effectiveness on large image collections and attributed their strength to the
presence of small-world properties [10]. This paper analyses the networks from
a semantic viewpoint and reveals that the structural idiosyncrasies extend be-
yond small-world properties. The distribution of images belonging to the same
semantic class is highly non-random and remarkably compact as judged by three
compactness measures that we propose: average distance, average vertex degree
and degree of connectivity. Even though the distance in the network between
any two images of the same class is on average not much smaller than between
any two randomly chosen images, the structure of the graph differs nonetheless
substantially from random subgraphs. In particular, images of the same class
tend to establish large strongly connected components that in the case of Corel
contain an average of 85% of all class members. Hence, even though an image
does not tend to be directly adjacent to a vast number of others of its class,
most of these can be reached by following paths within the strongly connected
component. This semantic analysis has provided a theoretical explanation for
the usefulness of NNk networks as a structure for content-based image browsing.
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Abstract. To detect the right position of liver objects in ultrasound image is a 
critical issue in medical image analysis and visualization. Most ultrasound image 
segmentation techniques focus on region growing and Active contours. These 
are semi-automatic segmenting systems because these approaches need a user to 
identify a seed point or to draw an initial contour. This paper proposes a novel 
automatic segmenting system to detect liver in ultrasound images. The peak-and-
valley is adapted by scanning pixel along with the Hilbert curve. A “local adap-
tive threshold” procedure is proposed to further reduce noise from the images. 
After Otsu segmentation algorithm is applied to the images, a core area algo-
rithm is employed to detect liver objects with the help of a feature knowledge 
base. The proposed method is compared with other techniques and the manual 
segmentation method. The results indicate the accuracy of the proposed system 
and these automatically segmented images contain less noise than the other 
methods. This system supports automated liver detection in ultrasound images.  

Keywords: Ultrasound images, fully automatic segmentation, local adaptive 
threshold, Core area. 

1   Introduction 

Ultrasound image segmentation is an important problem in medical image analysis and 
visualization. Because these images contain strong speckle noise and attenuation arti-
facts [3], it is difficult to automatically segment these images to detect interested ob-
jects in the correct position and orientation. Most image segmentation methods focus 
on region growing or active contours. For instance, to segment homogenous regions, 
the region growing method [3] first requires users to identify a seed point, using geo-
graphic priority and a multi-feature vector space of the seed point as criteria. The inter-
ference of speckle noise makes it unreliable to classify image pixels. The active con-
tour methods (e.g., [4]) are designed to find edges of a region whose color or other 
features are significantly different from those of the surrounding region. However, 
speckle noise makes clear edges difficult to detect. Furthermore, most active contour-
based approaches are developed from the snake algorithm, which requires the user to 
identify an initial contour. Thus, both methods are only semi-automatic systems and 
suffer from speckle noise, which are present in ultrasound images.  
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This paper proposes a fully automatic segmentation system to detect liver in ultra-
sound images. This solution can be divided into three steps. First, modify the “peak-
and-valley” by scanning pixels along the Hilbert curve to filter noise. Then apply the 
“Cubic Spline Interpolation” between local peaks and valleys to smooth the image. 
Second, a “local adaptive threshold” procedure is proposed, to further remove noise 
and to improve Otsu algorithm for obtaining the right segmentation threshold. Fi-
nally, label distinct, disconnected objects and use the “core area” to detect the liver 
object with the help of a feature knowledge base. This proposed method experi-
mented with a set of ultrasound liver images. The quality of images segmented by 
the proposed method is compared with those by other techniques and the manual 
segmentation method. The results indicate the superior performance of the proposed 
technique. 

2   Review Background Knowledge 

In this section, related techniques that are adapted to support the proposed system are 
described. 

2.1   Peak -and-Valley 

Peak-and-valley is a non-linear filter method. It reduces impulsive noise while modi-
fying the gray levels of the image as little as possible, resulting in maximum preserva-
tion of the original information [1]. The main idea of the peak-and-valley method is to 
substitute the intensity values of local peak pixels with the local max value between 
edges, and to fill the intensity values of local valley pixels with the local min value 
between edges (see Equation 1-3). From [1], the experimental results showed the 
peak-and-valley is better than the median filter.  

The 1-D for k pixels peak-and-valley algorithm is as following: 

   P’(i+j) = min(P(i-1), P(i+k))     if P(i+j) < P(i-1) and P(i+j) < P(i+k) (1) 

   P’(i+j) = max(P(i-1), P(i+k))    if P(i+j) > P(i-1) and P(i+j) > P(i+k) (2) 

   P’(i+j) = P(i+j)                          else.                                                   (3) 

     ∀j = 0, 1, 2,…,k-1 

Where P(i) is the original intensity value at pixel i. P’(i) is the new intensity value at 
pixel i. From equation (1), it represents a valley of k pixels. Equation (2) represents 
the case of the peak of k pixels and equation (3) represents neither a peak nor a valley.  
From equations 1-3, the peak-and-valley and the median filter are identical only if k is 
equal to 1. Otherwise they are different. 

2.2   Hilbert Curve 

The Hilbert curve is a space-filling curve that visits every point in a square grid with a 
size of 2×2, 4×4 or (any other power of 2)2. David Hilbert first described it in 1892. 
The basic elements of the Hilbert curve are "cups" (a square with one open side) and 
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"joins"(a vector that joins two cups). A first order Hilbert curve is just a single cup 
(see the Figure 1, at the leftmost). It fills a 2×2 space. The second order Hilbert curve 
replaces that cup by four (smaller) cups, which are linked together by three joins. 
Every next order repeats the process or replacing each cup by four smaller cups and 
three joins, [8][9], (see the Figure 1).  

 

Fig. 1. The Hilbert curve 

2.3   Cubic Spline Interpolation Method 

After image is applied with the peak-and-valley, a local peak/valley becomes a flat 
peak/valley. To smooth peaks/valleys, image is applied with the Cubic Spline Interpo-
lation between all local peaks and valleys. This makes a step line become a smooth 
curve. The Cubic Spline Interpolation method estimates the second derivatives at the 
points of reference (peaks/valleys) and uses these derivatives in the interpolation. The 
Cubic Spline Interpolation algorithm and source code are in [6]. 

2.4   Otsu Algorithm 

The goal of thresholding is to convert a grayscale image into a binary image, separat-
ing an object’s pixels from the background pixels. Otsu method is more suitable for 
liver ultrasound dataset. Otsu method is formulated as a discriminant analysis. Statis-
tics are calculated for the two classes of intensity values (foreground and background) 

that are separated by an intensity threshold. The criterion function is 22 / TBi
σσ  for 

every intensity, i = 0,..,I-1, where 2

iBσ is the between-class variance and 2
Tσ is the 

total variance and I = 256, the maximum of the intensity gray level. The intensity that 
maximizes this function is the optimal threshold [5]. 

2.5   Relaxation 

Relaxation is an iterative process that uses of the local thresholds. Relaxation initially 
classifies the segmentation, and provides an estimate of the probability of being black 
or white at each pixel. For each pixel, the segmentation and the estimate probability 
of being black or white are modified based on its surrounding eight pixels. Redo until 
no further changes are seen in successive steps (see in [10]). 

2.6   Labeling Distinct Disconnected Objects 

A labeling algorithm in [7] is used to label all the distinct disconnected objects. 
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3   The Proposed Approach 

In this section, the modified techniques from Section 2 are described, and new tech-
niques are proposed to support the proposed approach. Finally, the entire segmenta-
tion and liver detection algorithm is described. 

3.1   Modified Peak-and-Valley Method 

In the original peak-and-valley algorithm, pixels are scanned vertically and then hori-
zontally. The procedure is repeated until no further changes are detected in successive 
iterations. However, because horizontal scanning of pixels destroys their vertical 
relationship (and vice versa), the algorithm requires as many as 12 iterations (six 
vertical, horizontal scans each) for liver ultrasound images, according to experiments. 
It is well known that the Hilbert curve preserves the local relationship better than the 
serial line scan. Therefore the modified peak-and-valley algorithm is the original 
algorithm scanned pixels along the Hilbert curve. The modified algorithm needs to 
perform on average only one scan time per image. 

3.2   The Local Adaptive Thresholds 

The local adaptive threshold procedure is introduced to further remove noise, as fol-
lows: 

1. The image of size NxM is partitioned into nxm subimages of size N/n x M/m. 
Since pixels are scanned along the Hilbert curve, an image is grouped as 2x2, 
4x4,…, 2kx2k subimages, for k being a natural number. Experiments indicate that it 
is optimal when n = m = 2. 

2. Otsu threshold algorithm is applied to each subimage to get local thresholds. Each 
pixel, that has a higher intensity than the local threshold of its enclosing subimage, 
is substituted with the local threshold value.  

 

Fig. 2. The white square is the core area of a liver object 
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3.3   Core Area 

Due to the interference of noise, objects in ultrasound images cannot be reliably iden-
tified using traditional features, such as area, shape and texture. Another feature, the 
core area [2], is used for this purpose. The core area of an object is the largest en-
closed square whose sides align with a liver object. Figure 2 shows the core area 
(white square) of a liver object. An efficient algorithm to detect the core area is pre-
sented in [2]. Based on the matching of the core areas, objects of interest whose fea-
tures (including the core area) are stored in the knowledge base can be identified.  

3.4   The Liver Detection Algorithm 

The automatic segmenting and liver detection algorithm for the liver ultrasound im-
ages is proposed as follows: 

1. Use equations 1, 2 and 3 (from experiments, it is optimal when k = 4) applied the 
whole image by scanning pixels along the Hilbert curve. 

2. Find all local peaks and local valleys, apply the “Cubic Spline Interpolation,” and 
substitute intensity values of pixels between them with their interpolation values. 

3. Apply the “local adaptive threshold.” 
4. Apply Otsu algorithm to find the global threshold to classify pixels. Objects are 

set with white color, and background with black color. 
5. Label distinct disconnected objects. Then compute the features of these objects, 

including the min/max values of column/row coordinates, areas, orientations and 
centroids. The window that covers each object is called the “object window.” 

6. Using the features of the objects of interest from the knowledge database, candi-
date objects are objects whose features must be in the range. If no candidate is 
found satisfying the ranges, add/reduce the threshold in step 4. Otherwise, go to 
step 7. 

7. Detect the core area of each candidate’s “object window.” 
8. Compare the core areas with the core areas of the interest objects in the database 

and pick the candidate objects that have the value within the range. Finally, apply 
the “Morphological Filtering” with dilation operation for smoothing the structure 
of the object. 

The proposed procedure can be applied when the knowledge base of the liver ob-
ject is not available. In this case, an object that has the largest core area is detected. 
The knowledge base is built by saving the core area of the liver objects in various 
views. All of these steps are done automatically. Figure 3 shows segmented images in 
various stages of the proposed algorithm. 

3.5   Searching Algorithm 

From the last section, the algorithm finds a liver object in a given liver ultrasound 
image. Actually, this algorithm can be applied with any object, but this paper tests 
only with a liver object. In this section, searching an interested object in an ultrasound 
image database is described.  
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Fig. 3. An example shows the proposed approach, (A) an original image, (B) an image after 
applied peak-and-valley, (C) an image is applied with the local adaptive threshold, but before 
binary, (D) a binary image, (E) the detected object contour and (F) object contour by manual 

1. Building a feature database – For each ultrasound image, an interested 
object is detected using object detection algorithm from the last section. 
The object area is marked and its features (such as area, orientation, cen-
troid, and core area) are retained in a feature database. The object con-
cept such as “liver” can be annotated in the feature database also. 

2. A query can be either a concept, such as word “liver,” or an example 
image. 

a. Query by concept – this query uses a concept key word, such as 
“liver,” to retrieve all images that contain the object concept 
from the feature database.  

b. Query by an example – this query begins with an example im-
age. Then follow the object detection algorithm and compute 
features (such as area, orientation, centroid, and core area). Fea-
tures are used to probe the R* tree from the feature database. 
Then display all matched images as shown in Figure 4. 

Unfortunately, searching algorithm can not be tested with a small data set. This test 
may extend for the future work. 
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Fig. 4. Searching algorithm 

4   Experimental Study 

In experiments, a data set consists of 14 representative ultrasound liver images. The 
effectiveness of the proposed algorithm is observed about finding the right global 
threshold (Step 4). Although it is a very time consuming process initially, but in the 
experiments the proposed algorithm never looped twice, between 4 and 6. The right 
threshold was computed correctly in the first iteration, thanks to the “local adaptive 
threshold” (Step 3). 

The proposed approach is automatic.  It is unfair if the proposed technique is tested 
with the region growing or the snake algorithms. Therefore experimental studies are 
divided into two groups: 

• Experiment 1: compares the proposed algorithm, from Step 1 to Step 4, against 
with the relaxation algorithm. 

• Experiment 2: compares the proposed algorithm with the original peak-and-
valley algorithm. 
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4.1   Performance Under Experiment 1  

Figure 5 shows an ultrasound liver image segmented by the compared techniques. 
Visually inspecting the results indicated by the proposed method, Figure 5 (B) can 
separate each object more clearly than by the relaxation approach, Figure 5 (C). The 
segmented objects from the proposed method also contain less noise. In addition, the 
proposed approach is much faster; it took less than a second, compared to an average 
of 58 seconds by the relaxation method. 

4.2   Performance Under Experiment 2  

These experiments indicate the relative accuracy of different approaches in detecting 
liver objects and can be expressed in terms relating to the distances of orientation 
and centroid features. Let define (x,y) as a centroid coordinate of an object. The 
object’s features include orientation (O), row centroid (x) and column centroid (y). 
From this point on in Table 1, “Hilbert_p&v” represents the proposed approach, 
“Original_p&v” represents the original peak and valley approach, and “relax” repre-
sents relaxation approach. The values, calculated from manual segmentation, repre-
sent the relative absolute truth. Within Table 1 this relative absolute truth is assigned 
the numerical value of ground zero. The differences of the orientation and centroid 
of detected object to those by the manual segmentation is selected as the interested 
metric in this experiment. Smaller differences indicate better performance. Therefore 
the Hilbert_p&v approach is clearly the closest to ground zero or relative absolute 
truth! The proposed approach is also executed faster than the original peak-and-
valley, as observed in Section 3.1. With processing time per image less than a sec-
ond, the proposed approach is a real time for liver detection system. From Figure 
3(E), the detected object contour of the proposed technique can be used as an initial 
for the snake algorithm. Its processing time should be faster than the original snake 
algorithm and it becomes an automatic system. The relaxation approach gives the 
largest numerical values because the relaxation approach cannot separate objects 
clearly, in Section 4.1. 

 

Fig. 5. (A) an original image, (B) a binary image using the local adaptive threshold (the pro-
posed approach) and (C) a binary image using relaxation threshold with 100 iterations 
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Table 1. summarize the experimental results 

  Hilbert_p&v Original_p&v relax 
O distance 
Average 
Std 

0.08-8.66 
4.12 
2.8 

0.49-15.34 
5 

3.94 

2.12-174.68 
81.68 
74.88 

x distance 
Average  
Std 

0-9 
3.71 
2.6 

1-9 
3.71 
2.61 

1-68 
27.79 
22.36 

y distance 
Average 
Std 

1-12 
3 

2.77 

1-11 
4.43 
3.34 

2-107 
47.29 
33.75 

Time <1 sec. 4 seconds 58 seconds 

5   Conclusions 

This paper proposes an automatic image segmentation and liver detection system for 
ultrasound liver images. Existing techniques are modified and combined with the 
proposed procedures to enable accurate detection of liver objects. Compared with 
previous approaches, the technique offers many advantages including better accuracy, 
greater noise reduction, and faster speed. Moreover, the proposed system is fully 
automatic, thus suitable to integrate into other automate systems. 
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Abstract. This paper presents a new approach for building semantic
image indexing and retrieval systems. Our approach is composed of four
phases : (1) knowledge acquisition, (2) weakly-supervised learning, (3)
indexing and (4) retrieval. Phase 1 is driven by a visual concept ontology
which helps the expert to define low-level features useful to characterize
object classes. Phase 2 uses acquired knowledge and image samples to
learn the mapping between image data and visual concepts. Image index-
ing phase (phase 3) is fully automatic and produces semantic annotations
of the images to index. The symbolic nature of querying enables user-
friendly and fast retrieval (phase 4). We have applied our approach to
the domain of transport vehicles (i.e. motorbikes, aircrafts, cars).

Keywords: Semantic-based retrieval; Learning in retrieval; Content anal-
ysis and understanding.

1 Introduction

This paper presents a new approach for building semantic image indexing and
retrieval systems. We show how a priori knowledge provided by a domain expert
can lead to an efficient semantic image indexing system. Our approach is com-
posed of four phases : (1) a knowledge acquisition phase, (2) a weakly-supervised
learning phase, (3) an indexing phase and (4) a retrieval phase.

This paper is structured as following. Section 2 gives an overview of existing
semantic image indexing and retrieval approaches. Section 3 shows how the do-
main knowledge acquisition phase produces a hierarchy of classes described
by visual concepts. Section 4 details the weakly supervised learning phase
which consists of obtaining samples of the visual concepts used during knowledge
acquisition for training a set of visual concept detectors. Section 5 is dedicated
to the semantic image indexing and retrieval phases. Indexing uses the
visual concept detectors trained during the weakly supervised image indexing
phase. The retrieval phase is based on symbolic annotations computed during
the semantic indexing phase and does not require any image processing capa-
bilities. Section 6 is dedicated to results obtained on the problem of retrieval
of images containing transport vehicles. We finally conclude and sketch future
works in section 7.
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2 Related Works

Image conceptual indexing and retrieval paradigm is now a topic of great inter-
est.This stems from the limits of the query by example paradigm where image
samples have to be provided : as explained in [1], one or several query image(s)
cannot capture the conceptual essence of the user query.

Some techniques use manual annotations of images [2]. In this case, retrieval
uses these annotations. Image processing is not used for indexing and retrieval.

In [3], querying is based on a logical composition of region templates. As
explained by the authors, this approach is at an intermediate semantic level.
One goal of the authors of this work is to reach a higher semantic level.

In [4], a statistical approach learns keywords describing images. A set of
manually annotated images is used to enable learning. Due to the fact that no
a priori knowledge is used, this approach often lead to semantically inconsistent
image annotation. As explained by the authors of [4], a rule-based engine should
be used to improve image interpretation consistency.

In [5], querying is based on an object ontology which defines the mapping
between low level descriptors and intermediate level semantic notions. The sys-
tem is used in two phases. Each concept (color, position, size, shape) of the
proposed ontology is defined by the appropriate range of numerical values of the
corresponding low level descriptors computed in image regions (e.g. luminance,
hue). These generic constraints lead to coarse retrieval results. User feedback is
then used to train support vector machines dedicated to constraint refinement.
This approach relies on a cumbersome numerical descriptor database and does
not propose a well defined formalism for high-level knowledge.

In [1], an image retrieval approach based on an extensible ontology is pro-
posed. Querying is achieved by combining ontological concepts (e.g. size, loca-
tion, color, semantic category). This combination is constrained by a grammar.
Mapping between image data and concepts is based on supervised machine learn-
ing techniques (i.e. multi-layer perceptrons and radial basis networks).

A look on the state of the art shows that the community is trying to find
a trade off between the amount of work needed to build image indexing and
retrieval systems (e.g. supervised learning, manual annotation) and semantic
richness. Our work also deals with this trade off and brings improvements on
the state of the art. We propose a well formalized high-level knowledge (e.g.
subsumption, part-whole and spatial relations) and we limit the amount of work
needed to build image indexing and retrieval systems by using weakly supervised
learning techniques.

3 Knowledge Acquisition and Formalization

First comes the knowledge acquisition phase which aims at capturing both high-
level semantic categories and their visual description. More details can be found
in [6]. This phase is driven by a visual concept ontology. As seen in fig. 1, knowl-
edge acquisition consists of achieving the following tasks : domain taxonomy
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Fig. 1. Knowledge acquisition phase overview

acquisition (i.e. hierarchy of domain classes) and ontology driven visual descrip-
tion of domain classes which leads to a domain knowledge base.

The complete ontology is composed of 103 visual concepts (e.g. Granulated
Texture, Coarse Texture, Circular Surface, Dark, Elongated, Small, Circular,
Pink). The depth of the ontological tree is 8. This ontology is an extendible basis
that can be specialized depending on the application domain. Numerical features
are associated with visual concepts and define how visual concepts are computed
on image data. Examples of numerical features associated with visual concept
are : color coherence vectors [7] for visual concept Hue; co-occurence matrices
[8] for visual concept Pattern; Sift features [9] and Mpeg-7 shape features [10]
for visual concept Geometry.

Definition 1. Let Θ be the set of all visual concepts. �Θ is a partial order
between visual concepts. ∀(Ci, Cj) ∈ Θ2, Ci �Θ Cj means that Ci is a sub-
concept of Cj.

Definition 2. Let Φ be the set of domain classes. For α ∈ Φ, S(α) ⊂ Φ is the
set of subparts of α (i.e. subparts attribute).

Definition 3. Let A ⊂ Θ be the set of domain class intrinsic attributes. A is
a predefined subset of Θ. A = {Geometry, Size, Orientation, Position, Hue,
Brightness, Saturation, Repartition, Contrast, Pattern}. For a class α ∈ Φ,
Aα ⊆ A is the set of attributes of α. �Φ is a partial order between domain classes
(i.e. superclass attribute).

Definition 4. Let a ∈ Aα be an attribute of α ∈ Φ. Vα(a) is the set of possible
values of a so that ∀C ∈ Vα(a), C �Θ a and C �= a.

Knowledge acquisition phase consists of defining Φ (i.e. the classes), �Φ (i.e.
the class hierarchy), S(α) (i.e. the subparts) and Vα(a) (i.e. the visual description
of domain classes). Φ, �Φ and S(α) belong to domain knowledge. This knowledge
is shared by the specialists of the domain. It is also independant of any vision
layer and can be reused for other purposes. Defining Vα(a) allows to reduce
the semantic gap between expert knowledge and image level. As explained in
the next section, this semantic gap is completely filled during a learning phase.
Examples of classes are shown in table 1. This example results from a knowledge
acquisition phase. For α = {OutdoorScene}, S(α) = {Background,Object}. For
α = {Sky}, Aα = {Hue, Brightness, Pattern} and the range of attribute Hue
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Table 1. High level description of some domain classes. Attributes names are in bold
face. Attribute possible values are in italic. Expert terminology is in small caps

Domain Class OutdoorScene
SubParts:
Background {Sky Asphalt Landscape}
Object {Aircraft Car MotorBike }
Relation Description :
Centered: {Object}
Top: {Background}
Bottom: {Background}
Domain Class Sky
ColorAttributes :
Hue: {Blue Grey }
Brightness: {Dark Bright}
TextureAttributes :
Pattern: {SmoothTexture}
Domain Class Aircraft
SuperClass: FlyingObject
SpatialAttributes :
Geometry: {AircraftShape}

{Ri} {(Ri,xi)}

X ={(xi,Ci)}

{(Ri,xi,ki)}

Cluster
Purification

Image
Database

Feature
Extraction

2 Clustering3 4

Cluster
Vizualization
and Labeling

Automatic
Segmentation

1

Fig. 2. From images to semantically labeled feature vectors. One execution of the
sequence composed of steps (2),(3) and (4) corresponds to one visual concept of A.
Each visual concept contained in A is associated with different features. Depending on
the considered visual concept of A, feature extraction and clustering lead to different
types of clusters (e.g. clusters resulting from regions of similar hue or of similar size)

is defined as V(Hue) = {Blue,Grey}. The aquired knowledge base also contains
the classes AerialScene and RoadScene which are subclasses of OutdoorScene.
AircraftShape is domain specific and is a sub-concept of PolygonalSurface.
This is the way to express that the geometry of an aircraft (e.g. sharp edges and
corners) is a specific case of a polygonal surface.

As explained in [6], the proposed visual concept ontology stands as a mean-
ingful user interface to a wide range of low-level image processing algorithms. A
strong advantage of our approach is that improvements at the image processing
level have no influence at the conceptual level.

4 Weakly Supervised Visual Concept Learning

In section 3, we have explained how the knowledge acquisition process leads to a
set of domain classes described by visual concepts. One remaining and difficult
issue is to fill the semantic gap between visual concepts and extracted low-
level image data. This section aims at showing how this gap is filled by machine
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learning techniques which lead to a set of visual concept detectors. Note that our
goal is to obtain samples of visual concepts and not samples of domain classes. In
other words, we simplify the problem by addressing it at an intermediate level of
semantics. In [6], it is shown how region labeling by visual concepts is achieved
manually. Manual segmentation and annotation of regions of interest by visual
concepts was required. This tedious task is eased by clustering techniques.

Cluster labeling is divided into the following steps : automatic segmentation;
feature extraction; clustering and cluster visualization and labeling (fig. 2).

(1) All the images of the image database are segmented into a set of re-
gions {Ri}. Once the segmentation process is over, the sequence composed of
steps (2),(3) and(4) is executed for each a ∈ A used during knowledge acquisition
(i.e. ∃Aα so that a ∈ Aα).

(2) Let a be the current considered element of A. A set of feature vectors
{xi} is computed by feature extraction applied to all the regions of {Ri}. Feature
extraction result depends on the features associated with a. For example, if a =
Hue, a color coherence vector is computed for each Ri. Feature extraction result
is a set of couples {(Ri,xi)} where xi is the feature vector extracted from Ri.

(3) The clustering algorithm (e.g. k-means) is applied on {xi}. The result of
clustering is a set of triples {(Ri,xi, ki)}. ki is the numerical label associated
with xi and Ri. ki = kj implies that xi and xj belong to the same cluster.

(4) The cluster visualization and labeling step allows the user to assign a
semantics to the resulting clusters. The kth resulting cluster is visualized by
displaying the subset of {Ri} labeled by k. The output of cluster visualization
and labeling is a training set X = {(xi, Ci), Ci �Θ a and Ci �= a}. Note that
modifiers (e.g. Not, Slight, Strong) provided by the visual concept ontology can
be associated with visual concepts to obtain new semantic labels. The modifier
Not is particularly useful to obtain negative samples of a visual concept. The
resulting training set is composed of feature vectors semantically labeled by
visual concepts (e.g. Granulated, Smooth, Not(Blue)).

During this interactive process, impure clusters may be obtained. By an im-
pure cluster we mean that this cluster results from regions representative of
several visual concepts. In this case, the clustering algorithm can be reapplied
on this cluster in order to improve its purity. For instance, a cluster containing
both Smooth and Granulated regions has to be splitted in two subsets in order
to obtain representative samples of these visual concepts. Cluster purity is cur-
rently evaluated visually by the end-user. This approach does not require any
manual segmentation and allows to label several regions at the same time.

Visual concept learning is fully automatic and consists of training a set of
detectors D = {dCi

} to recognize visual concepts involved in the labeling phase.
For a feature vector x, dCi

(x) measures the confidence degree given to the hy-
pothesis ”x is a representative sample of Ci”. Visual concept detection is seen
as a two class decision problem (a one-versus-rest scheme).

Visual concept learning is composed of two steps : feature selection and train-
ing. Feature selection chooses the most characterizing features for better visual
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concept detection. We use a Linear Discriminant Analysis (LDA) to perform
feature selection. A support vector machine (SVM) is then trained to obtain
each dCi

by using the training set X = {(xi, Ci)}. To achieve training, both
positive and negative samples are required. The set of positive samples of Ci is
defined as the set of feature vectors labeled by Ck �Θ Ci. The set of negative
samples of Ci is defined as the union of the positive samples of the brothers of Ci

and of the feature vectors labeled by Not(Ci) during cluster labeling phase. The
next section shows how D = {dCi

} is used to perform semantic indexing. The
combination of the domain knowledge base (fig. 1) and visual concept detectors
is called an augmented knowledge base.

5 Semantic Indexing and Retrieval

An overview of the indexing process is given in fig. 3. Semantic indexing uses a
categorization algorithm divided into four steps (fig. 4).

(1) The categorization process is initiated by a categorization request
which contains an image to index. The list of domain classes used in the algorithm
corresponds to different hypotheses that have to be verified in the image.

(2) The hypothetic object of interest has to be segmented from the back-
ground. To achieve object extraction, we use a meanshift segmentation algorithm
[11]. If the algorithm tries to classify a subpart, the segmentation task consists
of extracting the subpart from the main object.

(3) Then comes local matching between current class attribute values (e.g.
CircularSurface for attribute Geometry) and visual concepts recognized by the
detectors trained during the learning process. Local matching value associated
with an attribute a of a class α is defined as mΘ(a) = max{dCi

(x)} with Ci ∈
Vα(a) and mΘ(a) ∈ [0, 1]. Feature vector x used to compute local matching is the
result of feature extraction. The result of local matching is a set of confidence
values associated with each attribute. For a subpart attribute, a recursive call
has to be made so as to compute its global matching value.

(4) Global matching consists of evaluating if current class matches the
object to be recognized. This matching is done by combining the results of lo-
cal matching. Global matching value associated with a class α is defined as
mΦ(α) =

∑
a∈Aα

mΘ(a)/Card(Aα) +
∑

β∈S(α) mΦ(β)/Card(S(α)). If mΦ is

Indexing

Feature
Extraction

Segmentation

Image
Database

Indexed
Images

Augmented
Knowledge

Base

Fig. 3. The input of the indexing process is a set of images to index. The output is
the same set of images coupled with semantic annotations
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add root class in list "to be processed"

Send segmentation request 
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 - case visual concept:
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(contains an image to index)

Fig. 4. Simplified version of the object categorization algorithm

greater than a predefined threshold thcompatibility ∈ [0, 1] then matching be-
tween current class and unknown object is validated. If object matches current
class, the classification algorithm tries to go deeper in the domain class hierarchy
defined by the partial order �Φ. If matching fails, current class is dropped.

The algorithm illustrated in fig. 4 is applied to all the images of the set of the
images to index. Each image is annotated by a set of annotations (one annotation
per object recognized in the image). For example, if an image of an outdoor scene
is composed of sky and one aircraft, three annotations are associated with the
image : one annotation for the object of class OutdoorScene, one annotation for
the object of class Sky and one annotation for the object of class Aircraft.

An annotation matches the structure of a domain class and contains the
following elements : the class α of the object o (e.g. α = Sky); the mask resulting
from automatic segmentation which locates o in the image; the visual description
of o (i.e. the value assigned to each a ∈ Aα associated with a confidence value)
(e.g. (Pattern = Smooth, 0.9)); the object of which o is a subpart; the objects
in spatial relation with o (e.g. if o is of class OutdoorScene, an object of class
Sky which is related to o by the spatial relation Top).

Retrieval is initiated by a symbolic query. The output of retrieval is the sub-
set of the indexed images which associated annotation(s) matches the query.
A query is structured as a logical composition (by using the logical opera-
tors {or,and}) of the elements composing annotations. For example the query
”Class = Sky and Hue = Blue” retrieves the images annotated as containing
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blue sky. The query ”Class = OutdoorScene and Top = Sky and Bottom =
Asphalt” retrieves the images annotated as containing sky in the top part of the
image and asphalt in the bottom part of the image.

6 Results

We have used an image database freely available online1 to apply our methodol-
ogy. More precisely, the following object categories have been used for learning
and evaluation: motorbikes, airplanes and cars (fig. 5). Background images (fig.
5) have been used to evaluate the precision of the system. A background image
is defined as not containing any object of interest. The training set is structured
as following : 400 aircraft images, 200 motorbike images, 250 car images and
400 background images. The test set is structured as following : 500 aircraft
images, 500 motorbike images, 250 car images and 600 background images (1850
images). No image used for training is contained in the test set.

The weakly supervised approach described in section 4 has allowed us to
obtain clusters of positive and negative samples of the following visual concepts :
Blue,Grey,AircraftShape,MotorBikeShape, CarShape and Smooth. All the
images of the training set have been segmented into regions. Feature extraction,
clustering and labeling have been performed for the following visual concepts
of A : Hue,Geometry and Pattern. The number of clusters computed by the
clustering algorithm is initially set to 15. The final number of clusters may be
different because of cluster purification. We have obtained about 2000 sample
regions from the training set (1000 positive region samples and 1000 negative
region samples) used for training the detector of the visual concept Blue (for
a = Hue). In this case, the initial number of regions resulting from segmentation
was about 11000.

A Recall/Precision curve has been obtained (by a variation of thcompatibility

from 0 to 1 with a variation step of 0.01) for the following domain classes :
Aircraft, MotorBike, Car and Sky (fig. 6). Precision is defined as the ratio be-

Fig. 5. Typical images of interest on the first row: aircrafts, cars and motorbikes in
their environment. Background images on the second row

1 http://www.vision.caltech.edu/feifeili/Datasets.htm
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Fig. 6. Recall/Precision curves obtained for some domain classes

tween the number of relevant retrieved images and the number of retrieved images.
Recall is defined as the ratio between the number of relevant retrieved images and
the number of relevant images in the image database. The results obtained show
that our methodology leads to efficient indexing : For a recall of 0.5, precision is
between 0.75 and 0.78 for the domain classes Aircraft, MotorBike and Car and
of 0.90 for class Sky. These results show that even with very little effort of knowl-
edge acquisition (6 visual concepts and 4 domain classes), the approach offers both
good results and semantic richness.

7 Conclusion and Future Works

We have presented a new approach for semantic image indexing and retrieval.
Our approach is based on both knowledge based techniques and machine learning
techniques. A priori knowledge is structured as a hierarchy of domain classes de-
scribed by visual concepts provided by a visual concept ontology. This ontology
provides an easy access to a wide range of low-level image processing algorithms
(e.g. color, texture and shape analysis algorithms). From a set of image sam-
ples, a weakly supervised learning phase allows to obtain region samples of the
visual concepts used during knowledge acquisition. These region samples are
used to train visual concept detectors capable of visual concept detection in any
image. Semantic indexing uses these visual concept detectors to produce sym-
bolic annotations of the images to index. During the indexing phases, the visual
concepts allow the system to extract the most distinctive visual characteristics
for better recognition of the domain classes. We have shown that our approach
leads to efficient image indexing. The semantic nature of the annotations en-
ables the user to express queries at a conceptual level that is difficult to reach
with classic query-by-example paradigm. Moreover, the retrieval process does
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not have to cope with the issues (i.e. scalability and performance) encountered
with numerical databases.

In the short term, we aim at improving the weakly-supervised phase by using
hierarchical clustering techniques which should ease cluster labeling. We also
aim at improving the retrieval phase by making better use of a priori knowledge.
Another important remaining challenge is to achieve semantically driven segmen-
tation which would use the visual description of the domain classes to choose the
most adapted segmentation algorithms and to improve the splitting/merging of
the image data resulting from segmentation.
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Abstract. We analyze the special structure of the relevance feedback
learning problem, focusing particularly on the effects of image selection
by partial relevance on the clustering behavior of feedback examples.
We propose a scheme, aspect-based relevance learning, which guarantees
that feedback on feature values is accepted only once evidential support
that the feedback was intended by the user is sufficiently strong. The
scheme additionally allows for natural simulation of the relevance feed-
back process. By means of simulation we analyze retrieval performance,
search regularity and sensitivity to feature errors.

1 Introduction

As image content interpretation is both user- and task-dependent, content-based
image retrieval (CBIR) revolves to an important extent around the task of inter-
actively reaching an understanding of what a user is looking for. An especially
natural type of interaction is by soliciting feedback directly in terms of presented
images: by analyzing indicated relevant (positive) and irrelevant (negative) ex-
ample images, the system may iteratively improve the selection presented to the
user. Feedback in terms of images is particularly convenient given that, unlike
for text documents, relevance of images can truly be determined “at-a-glance”.
Recent reviews of the state-of-the-art of relevance feedback in CBIR are given
in [1] and [2].

As the importance of image features representing the image content differs
from query to query, much research has been aimed at feature re-weighting (e.g.
[3], [4]). For example, [3] update weights of different feature classes by using
the inverse variance of the positive examples, thereby giving higher weights to
features for which the positives are relatively close together. Many variants of
this approach have been proposed (e.g. [5], [6]) typically based on the idea of
assigning higher weights to features in which positives cluster, while negatives
remain separated. In many recent approaches the feedback images are taken as
training samples and are used to train a classifier or other learner for predicting
the (ir)relevance of the database images. Examples of learning methods used are:
support vector machines ([7]), boosting ([8]), decision trees ([9]), and nearest
neighbors ([10]).

W.-K. Leow et al. (Eds.): CIVR 2005, LNCS 3568, pp. 639–649, 2005.
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In the following we first analyze the special nature of the relevance feedback
learning problem. In particular we focus on the effects of example selection by
partial relevance on the clustering behavior of feedback examples. In section 2
we show that selection by partial relevance often leads to misleading feedback.
Taking into account this effect is particularly urgent for the common case that
fully relevant example images are not available initially. As illustration we study
a retrieval system for decoration designs, e.g. of wallpaper or textile patterns.
As main scenario we consider a customer who is presented with selections of
designs based on his feedback, say on a large screen in a store or through a web
interface. In section 3 aspects are introduced as a convenient intermediate layer
between image features and relevance estimates. Next, in section 4, we propose
aspect-based relevance learning as a scheme to address the various issues dis-
cussed earlier. An aspect-based simulation framework and experimental results
are presented in section 5.

2 Structure of the Relevance Feedback Learning Problem

As a learning problem we cannot treat relevance feedback analysis as a stan-
dard two-class, relevant versus irrelevant, classification problem; we mention the
following issues:

Small sample learning problem. It has often been recognized (e.g. [2]) that the
relevance feedback problem is a small sample learning problem. The number of
example images depends on the willingness of the user to cooperate but is gen-
erally small, say at most 10 examples per feedback cycle, whereas the dimension
of the feature space is large (often higher than 100). The small sample sizes
disqualify many of the standard learning methods unless special measures are
taken (e.g. [7]).

Example selection by partial relevance. Images are typically relevant in some
aspects and not relevant in others, and in many retrieval applications fully rel-
evant images are hard to come by initially. When a user selects an image as
feedback example he generally does so based on one or a few salient aspects;
however, not all aspects of interest need to be present in the image, nor need all
salient aspects present in the image be relevant. For features other than those by
which an image is chosen, which can be a large majority, the feedback received
is thus to a large extent random: positive feedback is given for feature values for
which no such feedback was intended. As a consequence examples often provide
misleading evidence, see Fig. 1.

Examples will tend to cluster at feature values that are most common in
the database, thus interfering with the identification of the proper regions of
relevance. This is related to the next issue.

Feature value distributions. Features often have value distributions that are
skewed. Take for instance a feature measuring the yellow-ness of an image, say
divided into three classes: “no yellow”, “some yellow” and “very yellow”. Then
most of the database images will be in the first class and, relatively, very few
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Fig. 1. Shown are a target image (representing a simple user query for images of this
type) and an image that the user has selected as a positive example. Also shown are
histograms of database values for three (hypothetical) features: “presence of horizontal
stripes”, a feature measuring some characteristic of ground texture, and “presence of
blue ground”. The plus sign indicates the feature values of the example image; the
T symbol indicates target values desired by the user. The example image is selected
based on a single feature, viz. the possession of horizontal stripes. No positive feedback
for other features was intended; as a consequence, such features will receive feedback
on values that are (approximately) random draws from the feature value distributions.
This often leads to misleading evidence, as is illustrated by the two other features
shown here

will be in the last. Generally only few images have values that correspond to
perceptually salient properties.

The effect of example selection by partial relevance may thus be amplified by
feature value distributions: clustering will naturally occur at the most common
feature values. Even though negative examples may counteract misleading clus-
tering of positives to some extent, learning methods will generally be influenced
by the unintended concentration of positive examples and the relatively small
fraction of feature values for which feedback was actually intended. This also
holds for many feature re-weighting approaches as they are usually based on the
variation or clustering behavior of example feature values.

3 Aspects and Relevance

We will treat images as sets of aspects, where we understand an “aspect” simply
as a property which an image either has or has not, and for which we intend to
resolve its effect on perceived relevance as a unit. Aspects can thus be explicitly
defined in terms of conditions on feature values, i.e. as derived binary features
that model a specific perceptual quality, but can also live solely in the “eye of
the beholder”.

There are two main reasons why we choose to employ aspects as an inter-
mediary conceptual layer between the features and relevance estimates. First,
it provides an effective framework for modeling partial relevance. Each aspect
can be considered as either neutral, relevance enhancing (positive, or simply rel-
evant) or relevance inhibiting (negative). In this way we can model a search
task as a collection of positive, neutral and negative aspects. Note this is not
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the case for features as a whole. For “relevant features”, not only will there be
feature values that lead to higher perceived relevance, but by necessity there
are also feature values making images less relevant. Second, it allows us to as-
sociate a frequency of occurrence to such “unit of relevance” given a specific
context. As we understand the context to be the database under study, we de-
fine for each aspect an aspect image frequency pdb as the fraction of images
in the database that possess the aspect. As explained in the next section this
will be the key to quantifying meaningful clustering and discerning neutral from
positive and negative aspects. The actual construction of aspects is discussed in
section 5.1.

For illustration, suppose a user is interested in finding designs that have: (i)
a blue background; (ii) simple round motifs that are far apart; and (iii) high
contrast between motifs and ground. Depending on the available features, we
can translate this to requirements in terms of aspects. Some aspects are clearly
positive, e.g. blue-ness of the ground should be high, dominant motif shape
should be round, and relative amount of background should be high. Aspects in
opposition to relevant aspects are negative, e.g. the user does not want squares,
or a ground that is red. Additional negative aspects may come up during the
feedback process, e.g. the user may decide that he does not like yellow motifs.
Other aspects are neutral, e.g. he may not care about ground pattern: it may be
plain or have some texture.

4 Aspect-Based Relevance Learning

In the following we assume feedback example selection is implemented by pre-
senting images in clickable selection displays, each consisting of a grid of a fixed
number of, say 50, thumbnail images. The number of images inspected per cy-
cle may be larger as the user can leaf through the selection displays, or “reset”
for a new random selection. Additional selection displays may be available, for
instance offering “most-informative-images” (e.g. [2]). The sequential ordering
of the images is random in the first cycle, and by relevance ranking in subse-
quent cycles. The examples and counterexamples are collected in positive and
negative example sets. At each cycle of the feedback process the user updates
the examples in the example sets by either: (i) selecting new images as positive
or negative examples adding them to their respective sets; (ii) removing images
from the sets, i.e. the sets are preserved unless images are no longer deemed
representative enough and are deleted explicitly.

4.1 Aspect Selection

For aspect-based relevance learning we use the feedback data available at the
end of each cycle foremost to establish the effect (neutral, positive or negative) of
the various aspects. The main idea is the following: as the user selects an image
as feedback example based on some positive or negative aspects, possession of
the other aspects will approximately follow the distribution of aspect possession
in the database. We are interested in finding those aspects for which the user
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has actively selected more examples with that aspect than may be expected
to arise by chance only, i.e. as a side product of selection by other aspects.
As for each aspect we know its associated aspect image frequency pdb we can
model the probability distribution of the number of examples that would arise
for a neutral aspect. Taking this approach has the benefit that feature selection
and, ultimately, relevance assignment is based not only on clustering behavior
of positives and negatives, but is also compared to clustering behavior of all
database images. This leads to a natural emphasis on salient1 aspects, effectively
giving higher weights to example image feature values that are more rare in the
database. In addition, by taking into account feature value distributions, we are
not dependent on negative examples to down-weight positives that cluster at
aspects with low saliency. This means negatives can be used to indicate which
aspects are not desired, but are not required for the sole purpose of getting
sufficient data for classification.

Let n+ (n−) be the total number of positive (negative) images selected, which
we take to be fixed, and N+ (N−) be the number of positive (negative) examples
that possess the aspect. For each aspect, we consider two independence hypothe-
ses, H+

0 and H−
0 , stating that the aspect behaves as if it were neutral to the

user in regard to the accumulation of positive (resp. negative) examples. Under
these hypotheses we model aspect possession of an example image as a Bernoulli
variable with probability pdb; consequently, the number of positives and nega-
tives with given aspect can be modeled as binomial variables with probability
parameter pdb:

N+ ∼ B(n+, pdb), and N− ∼ B(n−, pdb). (1)

We intend to select aspects as positive or negative, only if there is sufficiently
strong evidence supporting this decision relative to the independence hypotheses.
We do so by first assessing the probabilities of finding the same or a higher
number of example images with the given aspect as in the current example
sets given the aspect is neutral. If we select only those aspects for which these
probability values are below a certain threshold, p+

0 (resp. p−0 ), we limit the
probability of the error of erroneously deciding that the aspect is not neutral.

More formally, we define two p-values associated with the respective hypothe-
ses

p+(N+) =
n+∑

i=N+

(
n+

i

)
pi
db(1 − pdb)(n

+−i), (2)

with p−(N−) defined analogously.
When we reduce the p-values, thereby raising the number of examples re-

quired for selection, we also increase the probability of missing actual positive
and negative aspects. As evidence is expected to accumulate in subsequent feed-
back cycles, we use the following dynamic p-value strategy. For the positive

1 Saliency, in the sense of how rarely the aspect occurs in a given context, is inversely
related to image frequency. Note that we do not use the tf/idf approach (e.g. [11]):
we do not have terms and use a rejection rather than a weighting mechanism.
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aspects we start with a relatively large p-value, say 0.05, in order not to miss
relevant aspects when evidence is still relatively weak. After a number of feed-
back cycles (e.g. 3) evidence can be expected to have accumulated and the p-
value is reduced, to say 0.001, in order to increase precision by avoiding false
positive aspects. For negative aspects we take a small p-value (0.005) from the
beginning, as negative feedback is necessary only when a certain aspect starts
to accumulate in the display of highest ranking images, at which point sufficient
examples will be available (see section 5). To monitor evidence accumulation
more accurately, explicit user involvement is required e.g. by indicating fully
relevant examples or by measuring satisfaction with respect to the quality of the
example sets.

4.2 Relevance Ranking

Let M be the aspect matrix with columns of boolean variables indicating if
images have a given aspect or not. We can, trivially, determine N+

j and N−
j from

the image index sets S+ and S− of positive and negative examples, giving the
two p-values, p+(N+) and p−(N−) by (2). Let A+ be the index set of accepted
enhancing aspects, and A− be the index set of accepted inhibiting aspects, then
the relevance reli for image i is defined by reli =

∑
j M(i, A+

j ) −∑j M(i, A−
j ).

Note that once a group of aspects is accepted, the decision of how take these
into account of course need not be so black-or-white; a variety of weighting
schemes could be devised to obtain more gradual aspect influences based on the
strength of the evidence.

5 Simulation

We propose a generic aspect-based simulation framework and demonstrate how
given a user model and set of aspects, we may predict performance of our rele-
vance feedback approach. The framework setup is outlined in Fig. 2 (a).

The user aspects are the aspects as they are perceived by the user; they
guide his interaction with the system, and are also used for query generation.
The system aspects are based on the features computed for the images; analysis
of the feedback data is based on these aspects. The aspect database simulation
and testing scenarios adopted are discussed in further detail in section 5.1. The
interface simulation and user feedback simulation together make up the user
interaction simulation of the feedback cycle (see section 5.2). The output of this
process consists of the positive and negative example sets. These, in turn, are
transformed by the feedback analysis component into a new relevance ranking of
the database images.

Given this framework we focus on analyzing two issues. First, as reliable
and robust computation of perceptually interesting features is often difficult, we
are interested in the effect of aspect errors on retrieval performance. Second,
we are interested whether retrieval by aspect-based relevance feedback proceeds
regularly. This will be discussed in more detail in section 5.2.
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(a) (b)

Fig. 2. (a) Components and their relations for an aspect-based simulation system.
(b) User interaction model (see text)

5.1 Aspect Database Simulation

Testing is based on features and aspects for a database of decoration designs.
To characterize decoration designs we have selected and developed a variety of
features suitable for representing their global appearance; these include features
for: color, texture, complexity and periodicity. In addition several features have
been computed based on the decomposition of designs into figure and ground,
e.g. relative amount of background, background texture, properties of motifs
(e.g. size, number, variation) and their spatial organization. Finally, a set of 42
manually annotated semantic category labels (e.g.“geometric”) is also available.
For details, we refer to [12].

Construction of aspects varies by feature type. Binary and discrete features
can be converted directly into aspects. For single dimensional numerical features
we use quantization, either manually by inspection, or automatically. We have
taken an automatic approach based on a grouping mechanism: we take a redun-
dant group of aspects, defined at a number of scales and overlapping in range, and
consider for each scale only the aspect with the smallest p-value as a candidate
for selection. High aspect redundancy is feasible as the computational cost per
aspect is very small. For higher dimensional feature spaces our preferred solution
is to take an exemplar or case-based approach. For instance, we have selected a
number of simple example shapes as prototype shapes, and defined a “simple-
motif” aspect by marking shapes that are close enough to one of the prototypes
based on the similarity metric of the MPEG-7 contour shape descriptor ([13]).
Another approach would be to construct data-driven aspects by mining for image
clusters in feature spaces, where aspects again follow from cluster membership.

Numerical features were computed for a database of 1018 images that are
representative in variety for a much larger (commercial) database. From the fea-
tures, a total of 350 aspects were derived as described above. For meaningful
testing more images are required; in order to obtain a suitable test set, we used
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a sampling method for multivariate binary variables outlined in [14] to extend
the aspect matrix to a total of 50000 images. The method simulates new images
by sampling aspect values such that the overall aspect image frequencies and
their correlations remain as in the original set of real images. Simulation has
the additional benefit that feature errors are under our direct control. Simula-
tion of aspect errors proceeds by defining two error probabilities, p10 and p01,
respectively for type 1 errors of not detecting an aspect in an image, and type 2
errors of assigning an image an aspect it does not possess. Based on these values
we consider 5 testing scenarios: (I) no errors: user and system aspects are the
same; (II) no type 1 errors; type 2 error rate such that number of images with
aspect increases by 25%; (III) reversely, no type 2 errors, type 1 rate leading
to a reduction in number of images that are assigned the aspects by a factor of
25%; (IV) equal errors p10 = p01 = 5%; and (V) equal errors p10 = p01 = 10%.

5.2 User Interaction Model

The query generation component determines a set of positive and negative as-
pects, called the target aspects; the user is assumed to treat the remaining aspects
as neutral. The target images have the positive and do not have the negative
target aspects. In the following we consider a user interaction model, outlined
in Fig. 2 (b), describing how relevance feedback is determined based on the
target aspects. Note that refinements are very well possible; we use the model
merely to analyze performance for one reasonable type of user. Predictions can,
in principle, be obtained for any model.

At each feedback cycle i, starting with the display of the 50 highest ranking
images, selection displays are processed until the resulting example sets (posi

and negi) represent an improvement to the sets of the previous cycle. An im-
provement requires an increase in aspect accumulation for at least one aspect.
Aspect accumulation increases if more examples of that aspect are added to the
positive example set, either if: (i) there are not yet 3 examples with that aspect,
or (ii) the aspect has not yet accumulated in the first selection display (fewer
than 10 out of 50 images) based on the ranking of the previous cycle, or (iii)
a target image is added. For candidate images, consisting of the images of the
current selection display and images already in the example sets, image scores
are determined by taking the number of positive aspects, and subtracting the
number of negative aspects (using a penalty factor, set to 2). The user builds the
positive example set based on the image score ranking: first, all target images
are selected; next, further images are added in the order of decreasing score until
there are no more images with positive score, or accumulation is already suffi-
ciently strong. For selection of negative examples we assume the user actively
pursues selection of examples for a negative aspect only if the first selection
display manifests a strong accumulation of images with such aspect. Once a
negative aspect has become “active”, the user selects examples avoiding positive
aspects as much as possible.

When processing a selection display does not provide an improved example
set, the user continues to the next display. As we are interested if searching pro-
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ceeds regularly, and we take the view that visiting additional displays interrupts
the natural flow of a search, we monitor how often this is required per search as
a measure of the irregularity of that search: for each search we define the number
nD of extra displays that is visited after at least one image has been found for
each aspect. A search ends after at most 10 cycles, or usually, at convergence:
no new target images are available in the first display and all positive aspects
have sufficiently accumulated.

5.3 Experimental Results

Figure 3 shows the precision-recall graphs for the 5 scenarios outlined in section
5.1 based on aspects for 50000 images and 250 simulations. To obtain sufficiently
many target images, query generation was based on 3 positive aspects, and 5
negative aspects. Performance deteriorates depending on the error types. Table
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Fig. 3. Precision-recall graphs for scenarios I through V (see section 5.1)

Table 1. (a) Statistics for scenarios I through V. (b) Statistics comparing performance
of three different p-value strategies. T50: average percentage of target images with
ranking within first 50 highest ranked images (1 display); T100: average percentage of
target images within first 100 highest ranked images (2 displays); 1T: average number
of cycles required to get one target image on first display given such target is found; in
braces is the percentage of experiments in which no such target was found; 5T: average
number of cycles required to get 5 target images on first display given 5 targets are
found; nD: average nD-value per query

Scenario T50 T100 1T 5T nD

I 67 74 2.6(3) 3.9(12) .21
II 60 67 2.7(4) 3.8(20) .10
III 46 54 2.9(10) 4.2(20) .24
IV 48 55 2.6(11) 4.0(32) .32
V 34 40 2.8(26) 4.5(45) .39

(a)

Strategy T50 T100 1T 5T nD

two-stage 67 74 2.6(3) 3.9(12) .21
p = 0.05 37 42 2.5(8) 3.5(35) .07
p = 0.001 67 73 2.6(7) 3.9(13) .53

(b)
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1 (a) shows additional statistics for the five scenarios. For scenario I the average
number of displays that is visited to find additional examples is only .21, i.e.
about one display per 5 queries. This shows searches generally proceed regularly.

Table 1 (b) demonstrates the effectiveness of the two-stage p-value strategy
described in section 4.1. If we take a fixed p-value p = 0.05, precision decreases
substantially as may be expected as the probability of erroneously selecting
positive aspects is rather high. On the other hand if the p-value is set to p =
0.001 from the beginning, precision is the same as for the two-stage p-value,
but the average regularity of the search is reduced, i.e. the user needs to visit
more displays to find suitable example images. We reiterate that for real users
improved performance can be obtained by using explicit interaction to determine
when to change p-values.

6 Conclusion

The aspect-based relevance learning method proposed here guarantees feedback
on feature values is accepted only once evidential support that the feedback
was intended is sufficiently strong. This is a beneficial property for retrieval
applications where example selection by partial relevance is important, as for
instance in our retrieval system for decoration designs.

First testing and simulation results confirm the feasibility of the approach.
When features are reliable, generally few positive examples are required, and
there is a regular progression to the target class without needing to browse
through many selection displays in search for suitable examples. Another inter-
esting property is that there is no need for negative examples solely for obtaining
sufficient data for classification. Future work will be directed at detailed compar-
ison to other relevance learning methods. Also we intend to study generalizations
such as fuzzy aspect possession, and alternative relevance ranking schemes.
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Abstract. The performance of a new content-free approach to image retrieval
is demonstrated. Accumulated user feedback data that specify which images are
(ir)relevant to each other and keywords obtained from a network game are recy-
cled through collaborative filtering techniques to retrieve images without analyz-
ing actual image pixels. Experimental results show the proposed method outper-
forms a conventional content-based approach using support vector machine. The
result was achieved by the combination of feedback data and keywords. Applica-
tions of the proposed scheme in query-by-text image retrieval is also discussed.

1 Introduction

A picture is said to be worth a thousand words. If this statement is true, it is no wonder
that computerized image retrieval is a challenging task. Image retrieval systems have
to know all the interpretations in order to respond queries from users. However, image
interpretation is a highly complicated perceptive process and currently only human can
perform the task.

Conventional content-based image retrieval (CBIR) methods deploy computer-centric
representations of images for automated image indexing. Typically, statistical charac-
teristics of pixel values or patterns in color, shape, and texture composition in an image
are used as image features. Similarity between images is computed based on the image
features. While this relatively simple scheme has achieved certain success, its perfor-
mance is severely limited because of the “semantic gap”, the difference between what
image features represent and what people perceive from the image.

Authors have introduced a new approach to image retrieval that directly utilizes hu-
man’s perceptual capability [6]. From evidences of how people perceive image contents,
our method reproduces human’s judgments on the contents. In our previous work, we
used relevance feedbacks as such evidences. It has been shown that relevance feedbacks
from users can improve the performance of CBIR. From output images the system pro-
duces, a user specifies which images are (ir)relevant to what the user desires to retrieve,
and the system adjust the internal parameters of similarity functions to adapt the indi-
vidual user according to the feedbacks. This is indeed one way to incorporating human’s
perceptial capability to CBIR. However, the use of feedbacks in the CBIR framework
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is limited by the “semantic gap”. Instead of processing images, we simply collect user
feedbacks to directly exploit human perceptive power and certain common, if not identi-
cal, tendencies that must exist among people’s interpretation and preference of images.
To illustrate the point, we call our approach “content-free” image retrieval (CFIR).

In this paper, we explore the use of keywords as evidences of human’s image per-
ception in addition to relevance feedbacks. Keywords are more explicit form for users
to express image contents than relevance feedbacks. Because it also takes more labor, it
has been considered to be expensive and unrealistic to ask people to manually provide
keywords to each image in a large-scale image database. Recently Ahn et al [14] has
proposed an interesting approach to make manual image labeling into a network game,
in which game participants are led to willingly do the labeling task. We obtained key-
words from this novel scheme and used a collaborative filtering technique to integrate
keywords and user feedback data for our CFIR system. The retrieval performance is
computed and compared with a standard CBIR scheme.

2 Related Works

Image retrieval has been an active research area for the last decade [10, 18]. It started
as a natural extension of document retrieval. Image contents were described using text,
typically keywords, and simply text retrieval techniques were applied to retrieve text
and associated images. The difficulty with this approach lies in how to get such text
data. As manual labeling is too costly, alternative sources are necessary. Many attempts
have been made to automatically classify images [13] or recognize objects in them [8].
Several methods have been proposed to learn the relationship between image regions
of specific color or pattern, and keywords [1, 15]. We expect constant progress in these
areas, but considering the complexity of the problem and the number of objects that
we have to deal with, it will be some time before the performance of automatic image
understanding becomes comparable to that of human beings.

Content-based image retrieval methods deploy computer-centric image descriptors,
typically low-level image features, and therefore suffer from the semantic gap [16].
Various features and associated similarity measures have been proposed that attempt
to imitate human visual perception. These attempts achieved only limited success so
far because human perception of images is complex and seems to be dependent on
context, purpose, and individual cases. No single set of features and similarity measure
is applicable for all the cases. Adapting similarity measure for each query improves
retrieval performance. Relevance feedback mechanisms with which users tell the system
which images are (ir)relevant to what they want, are widely adapted into CBIR systems
to adjust similarity measure computed from the image features. Many researchers have
reported that improved results are obtained [9, 12].

While it looks promising we observe two different types of limitation in the current
content-based methods with relevance feedback. Firstly, because our understanding of
human vision is limited, we probably do not have a correct set of image features to
begin with. Therefore, perception models based on those features will not satisfy all
the requirements demanded by the user feedbacks. Secondly, selecting several images
several times at each session will not provide enough data to train a complex vision
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model. To properly adjust the underlying model with sufficient complexity requires that
a large number of image samples be provided by the user. Recently, several research
groups pointed out the insufficient data issue and proposed to accumulate feedbacks
from the users in the past [4, 7]. Among them, the work by Möler et al is most similar
to ours [7]. Like others, Möler uses the accumulated user feedbacks only to expand the
current query and retrieval is done using a CBIR scheme, therefore the semantic gap
still persists.

Zitnick and authors introduced content-free image retrieval [6, 19]. CFIR tries to
take advantage of the fact that human users know the image contents. From prod-
ucts of human perception, CFIR seeks for the underlying knowledge. Similar ideas
are explored in world-wide-web image retrieval research. From HTML descriptions,
image file names, image path names, and alternative text for images are extracted and
analyzed[2, 11]. Text surrounding images are used as additional information [17]. These
kinds of information are manually attached to images either directly or indirectly, and
therefore considered to be more accurately describing the image contents. The avail-
ability of information from web pages is limited and we cannot use it to actively index
images. As mentioned earlier, Ahn et al proposed a novel image labeling scheme whose
idea just matches with CFIR [14].

3 Integrating Keywords and User Feedbacks into Content-Free
Formulation

3.1 Image Retrieval Problem

We formulate an image retrieval problem as follwoings. Here we consider query-by-
example image retrieval to contrast with typical CBIR systems with relevance feedback.
Suppose there are n images in the database, I = {I1, . . . , In}. The variable xi is a
logical variable associated with Ii. We denote xi = 1 when i-th image Ii is selected and
xi = 0 when Ii is not selected. The image retrieval problem is to predict the probability
of xi = 1 given an observed condition, such as XE = {x1 = 1, x2 = 0}, which means
I1 is selected and I2 is not selected by a user so far. We call such a condition set XE an
evidence set. Thus an image retrieval problem is computing P (xi = 1|XE) for all xi

that are not included in XE . In subsequent discussion, a notation for XE is omitted,
when it is obvious, to avoid clutter.

3.2 Rényi’s Entropy-Based Collaborative Filtering Algorithm

Since the possible combinations for XE are huge, it is not realistic to estimate all
P (xi = 1|XE) from data. Zitnick showed that by maximizing Rényi’s entropy, a
good estimation of P (xi = 1|XE) is obtained as a weighted sum of functions F =
{f0, . . . , fc}, where each of fi is a certain logical functions of {x1, . . . , xn} [19].

P (xi = 1|XE) ∼
∑

j

λijfj(XE) (1)

λij are Lagrange coefficients under the following constraints.

λT
i· = pT

i P−1 (2)
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pi =

⎡⎢⎣P (xi = 1|f0(XE))
...

P (xi = 1|fc(XE))

⎤⎥⎦ (3)

P =

⎡⎢⎣P (f0|f0) P (f0|f1) · · · P (f0|fc)
...

...
. . .

...
P (f0|f0) P (f0|f1) · · · P (f0|fc)

⎤⎥⎦ (4)

P (fi|fj) denotes P (fi(XE) = 1|fj(XE) = 1). We set f0(XE) ≡ 1 and fi(XE) ≡
(xi|XE)(i = 1, . . . , n).

In (4), the pair-wise conditional occurrence probability matrix P can be estimated
from user feedback data.

3.3 Combining Keywords and User Feedbacks

Zitnick’s algorithm shown in the Section 3.2 is a general framework and its applica-
tion is not limited to query-by-example image retrieval tasks. We apply the algorithm
to a case where keywords are attached to images. Consider the word database W =
{W1, · · · ,Wm} which contains m keywords. Ki denotes a set of keywords attached to
the image Ii. Each Ki is a subset of W . By introducing logical variable yj , which is as-
sociated with Wj , and allowing XE to include yj’s, we can derive the same approxima-
tion as in the previous section. Here we have f(n+j)(XE) ≡ (yj |XE)(j = 1, . . . , m).

With our arrangement, the conditional probability matrix P is splitted into four sec-
tions as in (5). Note that we omitted the first row and the first column of P in (5) to
simplify the argument, however they are still reserved as described in Section 3.2.

P =
[

P1 P2

P3 P4

]
(5)

P1 defines pair-wise image-to-image relations and is equivalent to (4). P2 and P3 repre-
sents how words are attached to images. We set P2(fi|f(n+j)) = 1

tfj
, where tfj is the

term frequency of yj , and P3(f(n+j)|fi) = 1 when yj ∈ Ki. P4 defines pair-wise word-
to-word relations. Setting P4 as an identity matrix results in the exact word matching.
P4 may be pre-computed using a dictionary to allow expanded word matching. One of
the advantages of text data is that we can use additional resources such as grammers
and dictionaries [18].

4 Comparison of CFIR and CBIR

In this section, we compare retrieval performance of our CFIR algorithm and a standard
CBIR method. A set of 10,000 images were drawn from the Corel image library as the
underlying image database. The set consisted of 50 images from each of 200 vendor-
defined categories, so that the contents are broad and their distribution is balanced. The
performance two systems are compared by precision using the vendor-defined cate-
gories as the ground truth.
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Fig. 1. The interface for data collection of user feedback

4.1 Collecting User Feedback Data and Keywords

User Feedback Data. We collect user feedback data as evidences of how people judge
image contents to compute P. Ideally, the feedback data should be obtained from actual
usage history of a relevance-feedback system. Here, however, we prepared a tailored
data collection program. Having human subjects in controlled environments allowed us
to collect data systematically and thus to facilitate the data collection process. Figure 1
shows the interface used for data collection of user feedback.

25 human subjects (mostly students) were recruited to perform the data collection
sessions. 44 images were chosen uniformly randomly from all the 10,000 images, and
displayed to a subject. A participating subject is asked to sit at a computer monitor
screen. Among the displayed images, one image is highlighted as a target image (see
Figure 1). The location at which the target image is shown is randomized. The subject
was asked to group images that are “similar” to the target image and to each other. The
similarity criterion or the number of similar images to be selected was not specified.
Each subject conducted 100 sessions.

One may interpret that our data collection software is simulating a dumb image
retrieval system which simply returns randomly selected results.

Keyword Acquisition. We adopted the ESP Game to collect keywords for the images
[14]. It is a network game which leads participants to willingly do the image labeling
task. We registered our images with the ESP Game system and collected the total of
64,131 words in three months period. The maximum number of keywords per image is
41 and the minimum is 1. The keywords were lemmatized using WordNet and words
not registered as nouns in the dictionary were omitted [3]. The vocabulary size of the
ESP words is 3,073.

4.2 Reference CBIR (SVM) Implementation

We implemented a CBIR system using Support Vector Machine (SVM) as described in
[12]. For image features, we used color correlograms following [5]. RGB color space
is equally divided into 4×4×4 bins. Four depth levels are used, D = {1, 3, 5, 7}. The
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SVM uses a gaussian kernel with σ = 0.1 which we experimentally determined to
produce the best performance for our images.

4.3 Sample Selection

For CFIR, sample images are selected following the procedures as below: 1) Randomly
select k positive sample images from one category and k negative sample images from
the rest. 2) Compute output for the selected samples. 3) Evaluate the performance by
precision at scale=20, 50, 100. 4) Find k unlabeled positive samples from the top 100
ranked images, starting from the bottom, and label them. If not enough positive samples
are available, label negative samples from the top of the ranking. Label k samples in
total. 5) Iterate 2–4 two times. 6) Repeat the process for all the categories.

For CBIR, we followed the sample selection scheme described in [12]: 1) Randomly
select k positive sample images from one category and k negative sample images from
the rest. 2) Compute ouput for the selected samples. Rank images according to the dis-
tance from the decision boundary. 3) Evaluate the performance by precision at scale=20,
50, 100. 4) Label k/2 positive samples and k/2 negative samples from the 100 images
closest to the boundary. 5) Iterate 2–4 two times. 6) Repeat the process for all the cate-
gories.

4.4 Preliminary Experiment

First, we compared the performance of the original implementation of CFIR described
in 3.2 with the CBIR method. User feedback data was used to train the collaborative
filter. Figure 2 (a) shows the precision curves of the initial outputs and Figure 2 (b)
shows the results after the second iteration. Although the performance of our CFIR is
slightly less than a half of the reference performance in Figure 2 (a), it is still encourag-
ing because the performance is clearly better than a random selection ( ≈ 0.5% ) where
we started from. We think the poor performance in Figure 2 (b) (≈ 0.5%) is due to
insufficient training data. If an image is not connected with other images then the image
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will not appear in the retrieval result because there is no supporting data. Our sample
selection scheme tends to capture “connected” images and since the number of such
images is small, there may be none left after two iteration.

4.5 Retrieval Performance Comparison

The following configurations were compared following the procedures described in the
above.

– CFIR trained using user feedback data only (CFIRU )
– CFIR trained using keywords only (CFIRK)
– CFIR trained using user feedback data and keywords (CFIRA)
– CBIR (SVM)

Note that CFIRU is the same as in Section 4.4. CFIRA uses the same P from Sec-
tion 4.4 as P1. P1 in CFIRK is an identity matrix. For both CFIRK and CFIRA, P2

and P3 of (5) were filled using the relations between keywords and images obtained
through the ESP Game. P4 was set to be the identity matrix.When we select images as
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samples, partial scores are granted to the attached keywords depending on how com-
mon the word is among the selected samples. For example, suppose image I1, I2, I3

are selected and the corresponding attached keyword sets are K1 = {W1,W2},K2 =
{W2,W3},K3 = {W2,W3,W4}, then the evidence set for this sample set becomes
XE = {x1 = 1, x2 = 1, x3 = 1, y1 = 0.3333, y2 = 1.0, y3 = 0.6667, y4 =
0.3333}.

Figure 3 (a)-(d) show the precision curves of the four configurations after the sec-
ond iteration for k = 1, 2, 5, 10. It is noteworthy that neither user feedback data nor
keywords alone was enough to train CFIR to perform better than CBIR (See CFIRU ,
CFIRK , and SVM in Figure 3). But the combination of the two makes CFIR to achieve
better result than SVM (See CFIRA and SVM).

5 Alternative Query Modes in Content-Free Image Retrieval

So far, images and words are treated equally. We started from a query-by-example im-
age retrieval system and then expanded it to incorporate with text information. Alter-
natively, a user can issue a query by first submitting keywords. That is, an evidence
set XE can containing only yj can be composed to compute the corresponding out-
put. For example, a sample query “Europe castle” is converted to XE = {y907 =
1(Europe), y445 = 1(castle)} and our algorithm described in Section 3 computes a

(a) Top 10 results for query “Europe castle”

(b) Top 10 results for query “brown dog”

Fig. 4. Sample outputs for query-by-text
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probability for each image to be preferred given the query, P (xi = 1|XE). Figure 4
shows preliminary results of our system for query-by-text.

The system takes keywords as queries and shows the intial outputs to users. Then
users provide feedbacks by clicking on the output images, and the system return the up-
dated results. By accumulating the feedbacks and keywords in queries that are obtained
through the interactions with users, the system can learn more about the images and
produce better retrieval results in the future. Currently the vocabulary size is too small
to produce practical outputs for a wide range of inputs. Integration with a full-scale
dictionary will be necessary.

Further a different mode of operation is possible. One interesting topic is word es-
timation from images. By first providing images, corresponding keywords can be re-
trieved following an inversed path of query-by-text image retrieval, thus image contents
may be estimated as words from sample images.

6 Summary and Conclusions

In this paper, we demonstrated the performance of a content-free image retrieval system.
As evidences of how human perceive images, relevance feedback data were collected
using a simulated environment. Also, descriptions of the image contents as keywords
were collected through the ESP Game. We extended our previously proposed method to
incorporate with keywords as well as user feedback data. The collected evidences were
accumulated and recycled in the form of a collaborative filter.

Experimental results showed that the combined use of feedback data and keywords
compensate achieve better retrieval performance than a standard content-based method
using SVM. although each data alone was outperformed by the conventional scheme.

Applications of the proposed scheme in query-by-text image retrieval was also dis-
cussed in this paper with some preliminary results. Our algorithm treats images and
keywords equally, therefore alternative usage modes are possible including image re-
trieval from keywords and keyword estimation from images.
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Abstract. In this paper, we propose a novel paired feature learning system for 
relevance feedback based image retrieval. To facilitate density estimation in our 
feature learning system, we employ an ID3-like balance tree quantization 
method to preserve most discriminative information. In addition, we map all 
training samples in the relevance feedback onto paired feature spaces to 
enhance the discrimination power of feature representation. Furthermore, we 
replace the traditional binary classifiers in the AdaBoost learning algorithm by 
Bayesian weak classifiers to improve its accuracy, thus producing stronger 
classifiers. Experimental results on content-based image retrieval show 
improvement of each step in the proposed learning system.  

1   Introduction 

In this paper, we propose a novel paired feature learning system for content-based 
image retrieval with relevance feedback. Multimedia retrieval has been a popular 
topic of research in recent years. With the growth of mass storage media and the 
popularity of digital camera, large numbers of pictures have accumulated rapidly. An 
intelligent image retrieval system is strongly demanded for digital-photo users to 
manage their own albums or to search images from large image databases. In 
consideration of the difficulty in automatically obtaining semantic description for 
images, the retrieval of image data based on pictorial queries is a general method 
without manual annotation procedure. In order to minimize learning mistakes and 
increase the query accuracy, relevance feedback with iterative learning strategy has 
been employed to help users retrieve images of interest progressively. In this paper, 
we propose a novel learning system that combines several machine learning 
techniques to enhance the performance of content-based image retrieval with 
relevance feedback. 

The main requirements for practical content-based image retrieval (CBIR) system 
contain rapid execution time and small size of indexing metadata. They are quite 
different from the settings of traditional learning systems, such as the classifiers of 
face detection and recognition. Traditional learning systems include an off-line 
training stage, which may need a large number of training data and take hours or even 
days of training time. The relevance feedback adopts a limited number of selected 
images as training samples and should produce new classifiers in real time. Moreover, 
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thousands of images in the database should be examined by the classifier rapidly in 
order to output the latest query results. Adaptively extracting most discriminating 
information for different retrieval tasks from a small number training images and 
producing effective and efficient classifiers are two major principles of our learning 
system design. 

There have been many content-based image retrieval systems proposed in the past 
decade. Arnold et al. [1] gave a survey on several related works. Researchers in this 
field devoted their efforts to many different parts of the CBIR system and had some 
contributions to different research topics. In early years, multimedia representation 
attracted the most interest [1] [4] [8] [9]. This topic emphasizes how to describe 
images with simple, low-level, and limited features. Different kinds of features, such 
as texture, color, edge, and filtered images, are applied to represent the contents of 
images. After the relevance feedback strategy was introduced into CBIR, more and 
more researchers focused on the progressive learning method design [1] [2] [3] [4] [5] 
[6] [7] [10]. The purpose of this research topic is to establish an effective classifier for 
CBIR with relevance feedback from low-level image features which are adaptively 
extracted from query images in the online training procedure. 

Kushki et al. [10] divided the previous retrieval methods into three major 
categories; namely, the query-shifting approach, feature re-weighting approach, and 
probability-based approach. Query-shifting methods, such as Multimedia Analysis 
and Retrieval system (MARS) [2], move the query onto the feature domain and find 
similar images by a weighted combination of feature vectors of the relevant images. 
Feature re-weighting methods map the low-level features to the high-level concepts 
by feature transformations. Support Vector Machine (SVM) classifiers [3] [15] has 
been used to achieve this goal. In contrast to query-shifting methods, which find the 
best center location in the fixed feature space, feature re-weighting methods transform 
the feature space around the relevant query images. Thus, these two approached are 
complementary to each other and several works [5] [6] argued that they are equally 
important. The third category is probability-based methods, which calculate the 
probability of query images in each category. The Bayesian rule [7] has been 
employed to model the posterior probability for finding similar images. 

AdaBoost algorithm [12] is a well-known learning algorithm and has been applied 
to many different applications. It was originally developed for two-class classification 
problems, such as face detection [11]. The main characteristic of AdaBoost algorithm 
is its capability of adaptive selection of discriminating and complementary features in 
the training process. Adaptive selection of a compact set of most discriminating 
features is very critical for a practical CBIR system. Additionally, a CBIR system 
needs an on-line learning algorithm and a rapid classifier that can classify thousands, 
even millions of images very efficiently. Tieu and Viola [4] proposed an AdaBoost 
based CBIR system and proved that its accuracy and speed can achieve a very 
promising level. However, the advantages of AdaBoost algorithm are not exploited 
fully in the previous work. With some limitations of CBIR, such as few learning 
materials and limited feature dimension, the AdaBoost based learning algorithm can 
be enhanced to improve the performance of the CBIR system. 
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In this paper, we propose an improved AdaBoost based learning system for CBIR 
with relevance feedback. Our system design is based on two major principles. The 
first one is the preservation of most information before the online learning algorithm. 
To this end, we employ the ID3-like balance tree quantization to estimate the 
information gain of feature value distribution and preserve more discriminating 
formation between relevant and irrelevant images. We also proposed paired feature 
representations that establish mutual relationship between different features and 
produce more varieties of features for different classification tasks. Mapping all 
training samples onto a paired feature space can enhance the discrimination power. 
The second principle is the development of effective and efficient classifiers. The 
traditional AdaBoost algorithm finds a subset of small complementary features and 
uses a weighed function from the weak binary classifiers corresponding to these 
features as the final classification. In this paper, we employ a Bayesian classifier 
based on the selected paired feature to replace the binary weak classifier in the 
traditional AdaBoost algorithm. Our experiment shows that these modifications 
significantly improve the performance of the CBIR system. 

2   Image Representation 

Selecting appropriate image representation is the first step of the learning systems in 
CBIR. Some previous systems focus on a complicated learning algorithm design, but 
ignore that the selection of appropriate image feature representation sometimes is 
more important. We proposed an ID3-like balance tree quantization and paired feature 
representations in conjunction with AdaBoost algorithm for adaptive feature 
selection. This design not only preserves more discriminative information but also 
brings more choices of a large variety of feature pairs. 

2.1    Feature Extraction 

Content-based image retrieval does not depend on images entirety. It needs an 
effective and efficient way to represent similar images and query features. Low-level 
features are usually utilized as query features. Previously, there have been many 
approaches used to describe the content of images, such as color information, edge 
information, and texture information. Our system uses three components—color, edge 
and texture information to represent the content of images. Color has been actively 
employed in image retrieval. In the three-dimensional color histograms, we can 
quantize each color dimension to be sixteen bins. In this way, there are 48 bins in the 
combined color histogram by concatenating all individual color dimension together. 

As to the edge information, Sobel operator is a simple and fast way for extracting 
edges from images. Canny edge detection algorithm provides a better solution to find 
the image edge contour. The Water filling algorithm [8] is a novel way to describe 
image edge information. Its main idea is to use measures for edge lengths, structures, 
and complexity using a simple and effective graph traverse algorithm. Then, the 
filling time, fork count and water amount are recorded. 
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Gabor filter [9] is a popular and efficient way to represent the texture information. 
The main idea of Gabor filter is to analyze the distribution of images in the frequency 
domain. 

Our system extracts 150 features from each image, including 48 color histogram 
features, 54 Water-Filling features, and 48 Gabor filter features. Each color dimension 
is quantized to sixteen bins. For the Gabor filter, our system selects four scales in six 
directions in the frequency domain. Therefore, each image has been transformed to 24 
Gabor images. The mean and standard deviation of each Gabor image are used as the 
Gabor features. 

2.2   ID3-Like Balance Tree Quantization 

This learning system starts with an ID3-like balance tree quantization for computing 
the discrete joint distributions between relevant and irrelevant images. This 
quantization for each feature is determined based on the distribution of the training 
data. We will show that this quantization provides better performance than histogram 
equalization and fixed interval quantization in the experiments. 

In order to speed up the quantization process, we select all boundary seeds first. 
The best quantization boundaries certainly appear between two ordered values 
corresponding to positive data and negative data. This idea of boundary seed selection 
is sketched in Fig 1. 

 

Fig. 1. Seeds Selection Sketch 

The main algorithm of ID-3 decision tree is to select the best boundary in each 
node that can divide the data passing of this node into two classes with the largest 
information gain. It means that the selected boundary can help each branch contain as 
much data of the same class as possible. In other words, we want to find appropriate 
boundaries to divide data into intervals of maximal uniformity. 

In the ID3-decision tree, we first define the entropy and information gain as 
follows: 
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where p  and p  are the probabilities of relevant and irrelevant training samples in the 
data set S, respectively, the symbol A denotes a threshold to divide a set S into two 
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subsets Sv. Then, we can select the best seed value that maximizes the information 
gain as follows: 

)),((arg_ ASGainMaxseedsselected
A

=                     (3) 

If the processing time is a critical issue, histogram equalization can provide initial 
seeds for our quantization to speed up the computation with similar performance.  

2.3   Paired Features Representation 

A distinguished characteristic of the proposed relevance feedback learning system is 
the rich information contained in a very limited set of features. This attribute is 
derived from the paired combination of different features. 

Our original feature dimension is 150, which contains texture, color, and edge 
information. The feature extraction in CBIR is normally an off-line procedure. More 
extracted features mean that we need larger storage media to save this additional 
information. When the system contains thousands, even millions of images, the 
feature storage size can be a problem. We can find more information from the original 
features rather than compute more features. Mapping all training data onto a paired 
feature space can increase the feature variety instantly. The feature dimension 
increases from 150 to 11175 without extraction of any additional features. In our 
experiments, the ROC curve shows that the learning accuracy improves greatly when 
we use paired features in our system. 

3   Relevance Feedback Learning System 

After the feature representation is determined, the next step is to develop an effective 
and efficient classifier. We adopt the AdaBoost learning algorithm to reduce the 
feature dimension from 11175 to a small subset of complementary features. Bayesian 
weak classifiers are also used to improve the learning accuracy. Fig. 2. illustrates our 
learning system design. 

3.1   Bayesian Weak Classifiers 

For each pair of features, we can train a weak classifier based on this paired features. 
The AdaBoost training algorithm is then used to select some powerful weak 
classifiers and combines them to determine if this paired features are similar to the 
query images. For each weak classifier, we apply the Bayesian decision rule to 
measure the conditional probability density function in each interval. By thresholding 
the ratio of relevance to irrelevance probability for a given paired feature vector, we 
have a weak classifier that can be used in the AdaBoost training algorithm. 

Making a hard decision in the weak classifier may lose information that is 
computed in the conditional probabilities. We want to use the conditional probability 
directly into the AdaBoost training algorithm. Experimental results show that this 
probabilistic weak classifiers works better than binary weak classifiers. 
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By applying the Bayes rule, we can compute the conditional probability as follows: 
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Equation (4) outputs a value between 0 and 1, which represents the relevance 
conditional probability.  

 

 

 

 

 

 

 

Fig. 2. The flow chart of our proposed learning system 

3.2   AdaBoost Training Algorithm 

In comparison with other kinds of learning algorithms, AdaBoost has a unique 
attribute –it selects complementary and discriminative features recursively in the 
training process. For speed consideration, it is important to select a small number of 
discriminative features and determine the similarity among each image quickly. 
Although checking all features can bring higher accuracy, we must compromise 
between accuracy and execution speed. 

The AdaBoost learning algorithm is used to select complementary weak classifiers 
and determine the associated weights at the same time. Combination of the best few 
classifiers may not work better than combination of the same number of weak 
classifiers with complementary attributes [11] [12]. The details of the AdaBoost 
algorithm are referred to [12]. In this paper, we modified the algorithm by replacing 
the binary weak classifier to the conditional probability output. 

The final classifier trained by the AdaBoost algorithm is a weighted linear 
combination of the selected weak classifiers as given in equation (5). 
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where x is an input test image, T is the total number of combinational features, t is 
the weight of the t-th weak classifier, ft(x) is the interval where x is located on the 
corresponding feature pair plane, the function p is the joint probability. Note that t 
and ft() are trained from the AdaBoost algorithm. The joint probability p is obtained 
from the associated Bayesian weak classifier. 

4   Experimental Results 

We designed several experiments to show the improvement of each step in  
our system. We used 20 categories of natural images from Corel Stock Photo image 
sets as our experimental database. Each class contains 100 images. The selected 
natural categories are Birds, Butterflies, Cards, Clouds, Dolphins and Whales, 
Fields, Fighter Jets, Flowers, Fungi, Lakes and rivers, Lions, Mountains of 
America, Owls, Show Dogs, Sunsets around the world, Tigers, Waterfalls, 
Waterfowl, Waves, and Wolves. We took the 36 images with highest scores as the 
retrieved images for calculating the precision rate. Then, we labeled these retrieved 
images as the additional training samples in the next iteration of relevance feedback 
learning. 

4.1   Quantization Method Comparison 

The first experiment compares our proposed ID3-like balance decision tree 
quantization with two traditional quantization methods, i.e. histogram equalization 
and fixed-length quantization. We use Kullback-Leibler (KL) distance to measure the 
discrimination of these three methods. KL distance is estimated between two 
histograms between two different categories by using the same quantization method. 
We expect that better quantization method will have higher KL distance. Figure 3 
shows the ID3-like balance tree quantization provides much higher KL distance than 
the other two methods. 

 

Fig. 3. The KL distance measure of three different quantization methods 
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4.2   Paired Feature Representation 

These two experiments display that the paired feature combination can achieve more 
variety of feature representation and increase the accuracy of the learning result. 

We use the same KL distance measure to observe the discrimination before and 
after the paired combination. After combination, Fig. 4 shows the largest 150 
distance from 11175 combined feature pairs. The data of 16 bins is the control set 
which may have few more discriminative features. But it needs much additional 
computation. 

 

Fig. 4. The KL distance measure of paired 4 bins, non-paired 4 bins, and 16 bins 

This experiment uses paired features and non-paired feature as learning feature 
space respectively. Fig. 5 shows the average precision of the first 36 similar images. 
Our proposed method with paired features shows better performance and achieves full 
precision with less iteration relevance feedback. 

 

Fig. 5. The average precision of paired and non-paired method after each iteration relevance 
feedback 
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4.3   System Performance 

Fig. 6 shows the improvement of each design in our system. The precision value is 
computed when recall is fixed to 0.1. Compared with the original AdaBoost 
algorithm [4], the Bayesian weak classifier provides better accuracy. Combination 
with ID3-like balance tree quantization and Bayesian weak classifier further improve 
the performance of the AdaBoost based CBIR system. Furthermore, the paired 
feature representation brings more discriminative features and increases the precision 
again. 

Fig. 7 is another comparison of retrieval performance between our proposed 
method and correlation-based method [13]. This experiment shows the ROC curve 
after 4 iterations of relevance feedback. Figure 8 depicts an example of the retrieval 
results after five iterations of relevance feedback provided by the proposed CBIR 
system. 

 

Fig. 6. The precision curve from original AdaBoost method to our proposed method when 
recall is fixed to 0.1 

 

Fig. 7. ROC curve of our proposed method and correlation-based method after 4 iterations 
relevance feedback 
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Fig. 8. The first row is the query image and others are the retrieved images after five iterations 

5   Conclusion 

Contented-based image retrieval has been a popular topic in recent years. In this 
paper, we proposed an improved AdaBoost learning system for CBIR with relevance 
feedback. Our system design is based on two major principles, i.e. preservation of 
most information and development of effective and efficient classifier. With the aid of 
ID3-like balance tree quantization, paired feature combination, and Bayesian weak 
classifier, our system can achieve higher accuracy than previous CBIR systems. 

Recently, some researchers [14] have adopted the region-based features to improve 
the performance of their CBIR learning system. Our learning method with feature 
selection attribute is suitable for use in combination with the region-based features. In 
the future, we will try to incorporate the region-based features into our retrieval 
system to further its performance. 
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Rüger, Stefan 415, 507, 609

Sandom, Christine J. 497
Schofield, Edward 507
Sclaroff, Stan 318
Scott, Grant 247
Seo, Yang-Seock 276
Seok, Bo-Ra 367
Shah, Mubarak 92
Shen, Sheng-Mei 59
Shi, Baile 184
Shyu, Chi-Ren 247
Sivic, Josef 226
Smeaton, Alan F. 11, 61
Smith, John R. 28
Song, Dan 267
Spellman, Eric 145
Sugano, Masaru 39
Sugaya, Fumiaki 39
Sun, Qibin 60

Tao, Li 395
Tesic, Jelena 28
Thonnat, Monique 629

Uchihashi, Shingo 650

Vemuri, Baba C. 145
Virga, Paola 174

Wang, Liping 123
Wang, Qing 476
Watanabe, Toshinori 385
Wilcox, Lynn 205
Wu, Li 164
Wu, Qi-Jiunn 660

Yamasaki, T. 297
Yang, Jun 123
Yavlinsky, Alexei 507
Ye, Jianye 184
Yilmaz, Alper 92
Yokoyama, Takanori 385
Yoo, Sun K. 376
Yu, Feiyang 599

Zhai, Yun 92
Zhang, Chengcui 194
Zhang, Qi 184
Zhou, Xiangdong 184
Zhuang, Jun 560
Zisserman, Andrew 226


	Frontmatter
	Invited Presentations
	Lessons for the Future from a Decade of Informedia Video Analysis Research
	Large Scale Evaluations of Multimedia Information Retrieval: The TRECVid Experience
	Image and Video Retrieval from a User-Centered Mobile Multimedia Perspective
	Multimedia Research Challenges for Industry

	Industrial Presentations
	Practical Applications of Multimedia Search
	Video Story Segmentation and Its Application to Personal Video Recorders
	High-Speed Dialog Detection for Automatic Segmentation of Recorded TV Program
	Intellectual Property Management \& Protection and Digital Right Management in MPEG
	Towards Media Semantics: An I2R Perspective

	Video Retrieval Techniques
	A Comparison of Score, Rank and Probability-Based Fusion Methods for Video Shot Retrieval
	EMD-Based Video Clip Retrieval by Many-to-Many Matching

	Video Story Segmentation and Event Detection
	Visual Cue Cluster Construction via Information Bottleneck Principle and Kernel Density Estimation
	Story Segmentation in News Videos Using Visual and Text Cues
	Boundary Error Analysis and Categorization in the TRECVID News Story Segmentation Task
	Semantic Event Detection in Structured Video Using Hybrid HMM/SVM

	Semantics in Video Retrieval
	What Can Expressive Semantics Tell: Retrieval Model for a Flash-Movie Search Engine
	The Use and Utility of High-Level Semantic Features in Video Retrieval

	Image Indexing and Retrieval
	Efficient Shape Indexing Using an Information Theoretic Representation
	Efficient Compressed Domain Target Image Search and Retrieval
	An Effective Multi-dimensional Index Strategy for Cluster Architectures

	Image/Video Annotation and Clustering
	Systematic Evaluation of Machine Translation Methods for Image and Video Annotation
	Automatic Image Semantic Annotation Based on Image-Keyword Document Model
	Region-Based Image Clustering and Retrieval Using Multiple Instance Learning

	Interactive Video Retrieval and Others
	Interactive Video Search Using Multilevel Indexing
	Assessing Effectiveness in Video Retrieval

	Image/Video Retrieval Applications
	Person Spotting: Video Shot Retrieval for Face Sets
	Robust Methods and Representations for Soccer Player Tracking and Collision Resolution
	Modeling Multi-object Spatial Relationships for Satellite Image Database Indexing and Retrieval

	Video Processing, Retrieval and Multimedia Systems (Poster)
	Hot Event Detection and Summarization by Graph Modeling and Matching
	Domain Knowledge Ontology Building for Semantic Video Event Description
	An Effective News Anchorperson Shot Detection Method Based on Adaptive Audio/Visual Model Generation
	Dialogue Sequence Detection in Movies
	Person Tracking and Multicamera Video Retrieval Using Floor Sensors in a Ubiquitous Environment
	Style Similarity Measure for Video Documents Comparison
	An Invariant Representation for Matching Trajectories Across Uncalibrated Video Streams
	Cyclic Sequence Comparison Using Dynamic Warping
	Design and Implementation of a Bandwidth Sensitive Distributed Continuous Media File System Using the Fibre Channel Network
	Advanced Documents Authoring Tool
	A Complete Keypics Experiment with Size Functions
	Using Projective Invariant Properties for Efficient 3D Reconstruction
	Web-Based Hybrid Visualization of Medical Images
	Similarity-Based Retrieval Method for Fractal Coded Images in the Compressed Data Domain
	A Robust Image Enhancement Technique for Improving Image Visual Quality in Shadowed Scenes
	Contents Recycling Using Content-Based Image Retrieval on Mobile Device
	Trading Precision for Speed: Localised Similarity Functions
	Content-Based Object Movie Retrieval by Use of Relevance Feedback
	Towards Automatic Classification of 3-D Museum Artifacts Using Ontological Concepts
	Chi-Square Goodness-of-Fit Test of 3D Point Correspondence for Model Similarity Measure and Analysis

	Image Feature Extraction, Indexing and Retrieval (Poster)
	Edge-Based Spatial Descriptor for Content-Based Image Retrieval
	Distributional Distances in Color Image Retrieval with GMVQ-Generated Histograms
	A Novel Texture Descriptor Using Over-Complete Wavelet Transform and Its Fractal Signature
	Region Filtering Using Color and Texture Features for Image Retrieval
	Automatic Annotation of Images from the Practitioner Perspective
	Automated Image Annotation Using Global Features and Robust Nonparametric Density Estimation
	Semantic Annotation of Image Groups with Self-organizing Maps 
	A Conceptual Image Retrieval Architecture Combining Keyword-Based Querying with Transparent and Penetrable Query-by-Example
	On Image Retrieval Using Salient Regions with Vector-Spaces and Latent Semantics
	Natural / Man-Made Object Classification Based on Gabor Characteristics
	Image Object Recognition by SVMs and Evidence Theory
	Improvement on PCA and 2DPCA Algorithms for Face Recognition
	Person Search Made Easy
	Learning Shapes for Image Classification and Retrieval
	A Heuristic Search for Relevant Images on the Web
	Image Browsing: Semantic Analysis of NN<Superscript>{\itshape k}</Superscript> Networks
	Automated Liver Detection in Ultrasound Images
	A Weakly Supervised Approach for Semantic Image Indexing and Retrieval
	Aspect-Based Relevance Learning for Image Retrieval
	Content-Free Image Retrieval by Combinations of Keywords and User Feedbacks
	Improved AdaBoost-Based Image Retrieval with Relevance Feedback via Paired Feature Learning

	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




