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Abstract. Multivariate public-key cryptosystems (sometimes poly-
nomial-based PKC’s or just multivariates) handle polynomials of many
variables over relatively small fields instead of elements of a large ring
or group. The “tame-like” or “sparse” class of multivariates are distin-
guished by the relatively few terms that they have per central equation.
We explain how they differ from the “big-field” type of multivariates,
represented by derivatives of C∗ and HFE, how they are better, and
give basic security criteria for them. The last is shown to be satisfied by
efficient schemes called “Enhanced TTS” which is built on a combina-
tion of the Oil-and-Vinegar and Triangular ideas. Their security levels
are estimated. In this process we summarize and in some cases, improve
rank-based attacks, which seek linear combinations of certain matrices
at given ranks. These attacks are responsible for breaking many prior
multivariate designs.

1 Introduction: Multivariate and Tame-like PKC’s

Multivariate public-key cryptosystems (sometimes just multivariates3) operate
on long vectors over small fields, in contrast to the huge rings and groups of
better-known schemes. A typical multivariate PKC over the base field K has
a public map comprising three portions. In the notations of [3, 35], we write it
as V = φ3 ◦ φ2 ◦ φ1 : Kn → Km. The maps φ1 : w �→ x = M1w + c1 and
φ3 : y �→ z = M3y + c3 are affine in Kn and Km respectively and usually
invertible. We call φ2 the central map and the equations giving each yj in the
xi’s the central equations. The security of the scheme is then based on the NP-
hardness [15] in solving a large system of quadratics and difficulty in decomposing
V into the components φi. The speed of the public map and the size of the keys
depend only on m and n. The speed of the private map depends on how fast a
preimage for φ2 : x �→ y can be obtained, and key generation on the complexity
of φ2. A good quick reference on various multivariates can be found in [33].
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Recently there has been renewed interest in multivariate PKC’s, and we will

– Characterize tame-like PKC’s, a subset of multivariates (Sec. 1). Show that
they are efficient and possibly very useful in low-resource deployments.

– Review the security concerns of tame-like PKC’s including linear-algebra
related attacks (collectively, “rank attacks”, Sec. 5), in some cases generalized
and improved viz. Sec. 9, modern Gröbner Bases related methods, and others
(Sec. 10).

– Give basic criteria for proper design of a tame-like multivariate scheme
(Sec. 10). Build (Sec. 4) a scalable sequence of schemes satisfying these con-
ditions using a combination of the triangular and oil-and-vinegar themes.

Note: old version at e-Print archive report 2004/061; full version to be up later.

2 Pros and Cons for Multivariates

For a long time, cryptologists were not very interested in multivariates because
traditional PKC’s are considered “good enough”. The large keys of multivari-
ates also causes problems in key storage, management, and generation for PKI
setup and maintenance. Furthermore, the last two decades saw many proposed
multivariates broken, so there is some general distrust of multivariates. But mul-
tivariate are getting another look because

1. The relative slowness of RSA does affect deployment (e.g., co-processors
cost) and some environments are simply too real-time-oriented or resource-
poor for RSA (i.e. lower-cost RFID). A multivariate-like structure may do
better [14].

2. In some multivariate schemes, keys can be generated blockwise possible in
real time on a smart card, which ameliorates the on-card storage problem.

3. Quantum computing may become reality in two decades, bringing a sea
change.

The slowness of current progress [30] belies the lack of recent advances in fac-
toring technique, but at CHES 2004, Dr. Issac Chuang reported on QC and es-
timated less than 2 decades to practicality. RSA and discrete-log based schemes
will then be broken by Shor’s Algorithm [28], but multivariates are more resis-
tant4. Quantum physics can also accomplish a secure key exchange, but so far
lacks the functionality of digital signatures. Thus alternative digital signature
schemes are being sought.

3 Tame-like Multivariates

In one type of multivariates including the HFE [26] and C� families [22, 27], φ2

represents a function in a huge field. They are termed big-field or two-field [33],
and generate keys via an interpolation-based procedure in ∼ n6 time [31].
4 A QC attack with Grover’s Algorithm [17] only halves the log-complexity [24].
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Lower-powered systems, especially low-end embedded ones, needs to do bet-
ter. A multivariate is termed tame-like if its central equations average
a small number (vs. ∼ n2/2 terms for a random quadratic) of terms
— say ≤ 2n each — and can be inverted quickly, e.g., faster than evaluating
the public map. Since a tame-like map takes only O(n2) instead of O(n3) time
to evaluate, key generation via interpolation would take at most O(n5) time.
However, we can do even better than that:

Proposition 1. Keys can be generated for a tame-like multivariate in time
O(n4).

Proof. Following Imai and Matsumoto [22], we divide the coefficients involved
in each public key polynomial into linear, square, and crossterm portions thus:

zk =
∑

i

Pikwi+
∑

i

Qikw2
i +

∑

i<j

Rijkwiwj =
∑

i

wi



Pik + Qikwi +
∑

i<j

Rijkwj



 .

Rijk, which comprise most of the public key, may be computed as follows (as in
[35]):

Rijk =
n−1∑

�=n−m



(M3)k,(�−n+m)




∑

p xαxβ in y�

p ((M1)αi(M1)βj +(M1)αj(M1)βi)







(1)

The second sum is over all cross-terms p xαxβ in the central equation for y�. For
every pair i < j, we can compute at once Rijk for every k in O(n2) totalling
O(n4). Similar computations for Pik and Qik take even less time.

Therefore set-up times for a tame-like multivariate be two-orders-of-magnitudes
faster than non-tame-like ones. On a low-cost smartcard, on-demand public-key
generation from private info (O(n2) storage) can be done in real time (cf. Tab. 1).

4 Triangular Maps, Tame Maps and the TTS Family

The prototype of tame-like φ2 is the tame transformation from algebraic geom-
etry. With dimensions m ≥ n over the base field K, this is a polynomial map
φ : Kn → Km, taking x to y either affinely (y = Mx + c) or in de Jonquiere
form with y1 = x1; yj = xj + qj(x1, . . . , xj−1), j = 2 · · ·n;
yj = qj(x1, . . . , xn), j = n+1 · · ·m. If bijective, it is a tame automorphism over
K, in which case obviously m = n.

On tame transformations, sometimes called triangular maps, is based the
public-key encryption scheme TTM [23]. This concept was adapted and extended
the concept [3] to include all polynomial maps without a low degree ex-
plicit inverse for which an inverse can be found without solving any-
thing higher than linear equations. We will call term such maps tame, and
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([3]) TTS is defined as a multivariate DSS with a tame central map.
For example, with n = 28, m = 20, φ2 :

yk = xk + akxk−8xk−1 + bkxk−7xk−2 + ckxk−6xk−3 + dkxk−5xk−4, 8 ≤ k ≤ 26;
y27 = x27 + a27x19x26 + b27x20x25 + c27x21x24 + d27x0x27;

is tame since we can assign any x1, . . . , x7 and x0 �= −d−1
27 and find a preimage.

We will illustrate with the multivariate signature scheme TTS/2′ that has this
central map.

5 Rank-Based Attacks Against Tame-like Multivariates

Many tame-like PKC’s were broken through finding linear combinations associ-
ated matrices at some given rank. There are three distinct types of these rank-
based attacks :

The Rank (or Low Rank) Attack [21] seems well-known in other circles be-
fore introduced to cryptography by Shamir and Kipnis against HFE.

The Dual (or High) Rank Attack [5] likely first invented by Coppersmith
et al. Goubin and Courtois somewhat simplified the procedures of the above
two attacks against an instance of the encryption scheme TTM [23]. They
further expanded their scope to all “TPM” (triangular-plus-minus) systems
[16].

Oil-and-Vinegar attacks invented by Kipnis et al [19, 20] against OV/UOV
schemes.

6 The Rank or Low Rank Attack

Let q = |K|, and r be the smallest rank in linear combinations of central equa-
tions, which without loss of generality we take to be the first central equation
itself. Goubin and Courtois [16] outline how to break TPM in expected time
O(q�

m
n �rm3):

1. Take P =
∑m

i=1 λiHi, an undetermined linear combination of the symmetric
matrices representing the homogeneous quadratic portions of the public keys.
[16] did not mention this, but when char K = 2 the quadratic portion of
zi cannot be written as wT Qiw, with the matrices Qi symmetric. However
there is still a unique symmetric matrix that can represent zi, namely Hi =
Qi + QT

i [5].
A quadratic Cabxaxb + Ccdxcxd + · · · with all indices distinct will have a
corresponding symmetric matrix with kernel {x : 0 = xa = xb = xc = xd =
· · · }. We will call this the kernel of the quadratic and use the shorthand ker yi

(or kerx yi to specify what space). With � cross-terms with distinct indices,
the rank of the matrix is 2�. Hence kerx yk = {x : xk−8 = · · · = xk−1 = 0}
for TTS/2′.
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2. Guess at a random k-tuple (w1, . . . , wk) of vectors in Kn, where k = �m
n 	.

Set Pw1 = · · · = Pwk = 0 and solve for λi via Gaussian elimination. When
this is uniquely solvable P is likely the quadratic part of y1, the first central
equation.

3. Assume the matrix corresponding to y1 has a rank of r, then its kernel
(the inverse image H−1

1 (0)) has dimension n − r, hence when we guess at
(w1, . . . , wk) randomly, they have a probability of at least q−kr to be all in
H−1

1 (0). This P is the quadratic portion of y1 and the coefficients λi the row
of M−1

3 (up to a factor).

The Rank Attack should be at its most effective against a signature scheme,
as k = 1. Obviously, not all multivariates are TPM. However, if a central equation
has too few terms then the above works. Further remarks are due in Sec. 9.

Proposition 2 (Time to Find a Vector in any Given Kernel). Regardless
of the form of φ2, if one unique linear combination H =

∑m
i=1 αiHi has the

minimum rank r then the algorithm above will always find a vector in kerH with
an expected time of ≈ qkr

(
m2(nk/2 − m/6) + mn2k

)
field multiplications.

7 The Dual Rank or High Rank Attack

The Rank Attack finds a large kernel shared by a small subset of the space
spanned by the matrices Hi. The converse, to find a small kernel shared by a
many linear combinations of the Hi, may be called a Dual Rank attack or High
Rank attack. It happens when a variable appears in too few central equations.

In Birational Permutation Schemes, the last central variables xn appears
the cross-terms of only one equation. This critical weakness [5] means we can
find linear combinations

∑
i αizi whose kernels share a non-empty intersection.

Coppersmith, Stern, and Vaudenay [5] then construct an ascending chain of
kernels in the matrix algebra over a ring without needing to search. In [16],
a simpler version of the dual rank attack was run via searching, and we can
describe this as follows:

Without loss of generality, let the fewest number of appearances of all vari-
ables in the cross-terms of the central equations be the last variable xn−1 ap-
pearing u times.

In TTS/2′, this is x27, which only appears in y27. So whenever α27 = 0, the
subspace U = {x0 = · · · = x26 = 0} ⊂ ker

∑27
i=8 αiQi. (Here Hi and Qi are as in

Sec. 6.) If we denote by mij the (i, j)-entry of M3, then almost every (Hi, Hj) pair
has a linear combination with a kernel containing the same subset U . In general,
with almost any (u + 1)-subset picked from the Hi, a unique linear combination
of these matrices has a kernel containing U = {x : x0 = · · · = xn−2 = 0}. We
try to find U .

1. Form an arbitrary linear combination H =
∑

i αiHi. Find V = kerH .
2. When dimV = 1, set (

∑
j λjHj)V = {0} and check if the solution set V̂

of the (λi) form a subspace dimension m − u. Because a matrix in Kn×n
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can have at most n different eigenvalues, less than n/q of the time we would
need to do this.

3. With probability q−u we have V = U . The cost of one trial is
bounded by one elimination plus possible testing, so total cost is[
mn2 + n3

6 + n
q (m3/3 + mn2)

]
qu. We can do with a little more than

(
un2 + n3

6

)
qu field multiplications if we only consider linear combinations

of (u + 1) of the matrices Hi, and are not too unlucky.

From this subspace, we can find bigger kernels. [5] does this through taking a
sequence of derivatives. For TPM as for TTS/2’, the next bigger kernel (which
is U ′ = {x0 = x1 = · · · = x25 = 0}) can be found by examing subspaces of V ,
which will get us U ′ with probability 1/q. So for TTS/2′, the flaw is severe and
cryptanalysis is swift.

8 Unbalanced Oil-and-Vinegar Attacks and a
Simplification

An (Unbalanced) Oil-and-Vinegar attack [19, 21] on a multivariate takes place
if we may partition the variables xi into sets O and V , such that there is no
cross-term with both variable in O. The two sets are called the oil and vinegar
variables respectively.

Suppose a maximal set of vinegar variables is at least size v, then Kipnis et al
find the oil subspace (the space spanned by the oil variables) by looking at certain
linear combinations that become degenerate. The average time complexity is
q2v−n−1(n − v)4.

TTS/2′ fits this description with v = 14 (V is the variables with even indices).
An OV or UOV attack in essence let the attacker eliminate some variables. This
often let the attacker get around whatever devices that defend against a rank
attack. In [11], Ding and Yin cryptanalyze the instance of TTS given in [35] on
such an oversight. They used a sequence of fairly intricate manuevers after the
UOV stage. In this and certain other cases, we could make cryptanalysis using
the UOV attack a little simpler, as below:

Proposition 3 (Unbalanced Oil-and-Vinegar with Guessing). If a mul-
tivariate digital signature scheme with a public map Kn → Km have minimal
vinegar variable set size v, then a solution may be found in max(q2v−n−1(n −
v)4, qm+v−n(n − v)3/3) multiplications, regardless of other structure.

Proof. Follow the steps in [19] to distill the oil subspace. Now, if it were really
an UOV scheme, we would be able to find a solution in time (n−v)3/3 (i.e., time
for one Gaussian elimination). However, this requires us to be able to guess at
v variables. Since we can only fix n−m variables and expect to find a solution,
on average we rate qv−(n−m) random guesses during the the cryptanalysis.
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9 More About Rank-Based Attacks

Rank-based attacks are important considerations against tame-like (and perhaps
other) multivariates. The various authors already did a fine job of presenting the
methods. One notable correction we would like to make is the estimate for dual-
rank attacks in [16] (unquestioned by later works) is given as n6qu when it should
be

(
un2 + n3

6

)
qu (field multiplications) as given in Sec. 7. It is easy to fall to any

of these three attacks if one is careless, e.g., in the RSE(2)PKC and RSSE(2)PKC
schemes of Kasahara-Sakai that falls ([32]) to an almost verbatim attack from
[16]. These are generalizations of TPM that C. Wolf et al call Stepwise Triangular
Schemes (STS). As discussed in [33], the basic STS constructions cannot be used
alone. We may also surmise that to depend fundamentally on guessing can be a
very bad idea for non-big-field multivariates.

There is one potential improvement to the Rank Attack that has not been
mentioned by previous investigators. In Sec. 6 we assume y1 to have the smallest
rank r; other yi and even many linear combinations of the yi (hence the Hi)
with different kernels can also share the same minimum rank r. For example,
in TTS/2′, for non-zero α, the ranks of yi + αyi+1 and yi + αyi+2 are both 8.
So is yi + αyi+1 + βyi+2 if α2ai+1bi+1di+1 = β(ciai+1di+2 + bidi+1ai+2). That
is at least 10, 000 total combinations. We call this interlinks. When the largest
kernels and equations interlink, the Rank Attack can be made faster by the
crawl process below. Odds of finding a kernel vector in the [16] attack is then
essentially multiplied by the number of distinct kernels.

Proposition 4 (Interlinked Kernels). If there are c kernels of codimension
r that interlink, then we can cryptanalyze in an expected qkrkmn(m + n)/c field
multiplications.

We take again as the example TTS/2′. For simplicity, let all coefficients be 1,
then

ker y8 = {x : x0 = x1 = · · · = x7 = 0};
ker y9 = {x : x1 = x2 = · · · = x8 = 0};

ker y10 = {x : x2 = x3 = · · · = x9 = 0};
ker(y8 + αy9) = {x : x1 = x3 = x5 = x7 = 0, x0 :x2 :x4 :x6 :x8 = α4 :α3 :α2 :α :1};

ker(y8 + αy10) = {x : x2 = x3 = x6 = x7 = 0, x0 :x4 :x8 = x1 :x5 :x9 = α2 :α :1};

With generic coefficients, there will be a three-term combination that has rank
8 exists (here it does not). Its kernel would be vectors x with x4 = x5 = 0 and
x0 : x2 : x6 : x8 and x1 : x3 : x7 : x9 in fixed ratios. We now proceed along these
steps:

1. Run the algorithm of Sec. 6 to find a kernel vector u and its associated
quadratic z =

∑
i λizi of rank 8. Verify U = ker z to be of codimension 8, and

find a basis for U . Given any rank 8 kernel when (m, n) = (20, 28), according
to Prop. 2, we should need 2568 · [202 · (28/2− 20/6) + 20 · 282

] ≈ 278 field
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multiplications (or ≈ 271 3DES units) to find a vector in that kernel. But
kernels of the 10000+ rank-8 forms are mostly distinct, so we expect only
∼ 265 multiplications. There being only 20 forms yi and about 5000 forms
yi + αyi+1 (and almost as many yi + αyi+2), the first vector yielding a
codimension-8 kernel will likely come from a mixed form rather than from
one of the yi’s, and we therefore need to isolate yi’s.

2. Repeat the same algorithm but we restrict test vectors w to U , and only
accept a tested vector if it lies in more than one kernel, i.e., we solve∑

i λiHiv = 0, finding a basis (ŷi)i=1···s in quadratic forms, and keep v
if the solution space is of dimension two or higher. Let this solution space
be expressed in quadratic forms as v ∈ ker(

∑s
�=1 α�ŷ�) for s ≥ 2. We expect

the dimension s to be 2 or 3. If we find two distinct sets of results (v and
(ŷi)) in say 5000 tests, then we have just found a yi for some 9 ≤ i ≤ 25,
and the results would match the forms span(yi, yi±1).
If, as is normally the case, we find only one solution space for λi’s, then that
must be span(yi, yi+1) or span(yi, yi+1, yi+2) depending on its dimension. As
an example, assume that we initially hit a vector that lies in the kernel U
of y8 + αy9 and no other quadratic form. With probability 2−8 a random
vector v ∈ U will lie in ker y8 ∩ ker y9 = {x : x0 = x1 = · · · = x8 = 0}. Ditto
for any z = yi + αyi+1.
Similarly if z = yi + αyi+2, or any three-term combination that has rank 8,
the odds of finding a vector v in more than one kernel is 2−16, and we would
find (ker yi) ∩ (ker yi+1) ∩ (ker yi+2). This step should take little time in this
step, equivalent to trying 216 random vectors w in Sec. 6.

3. For all the materially different quadratic forms fi that we locate we find the
kernels Ui associated with them. There will be either 257 or 2562+256+1 =
65793 distinct linear combinations. Among the forms fi we should have either
two or three of the yi’s. Repeat the search in each Ui as above to find kernels
corresponding to the yi’s. Checking 212 vectors from each of ∼ 216 kernels
Ui take < 242 multiplications.

4. Say we have found y9, since y9 = x9 + a9x1x8 + b9x2x7 + c9x3x6 + d9x4x5,
we should be able to identify one linear combination of the wi as x9 and
8 others as x1, . . . , x8. Indeed finding any yi should give quickly all yj and
xj where j < i. Incremental search will then locate all forms yi and xi, i.e.
matrices M1 and M3.

In TTS/2′, a kernel vector should be found in ≈ 263 multiplications (≈ 257 3DES
blocks5). Experiments on smaller analogues to TTS/2′ schemes was in reasonable
accord with the cryptanalysis described above. There are other possibilities, viz.:

Proposition 5 (Accumulating Kernels). With equations of rank 2 with sole
cross-terms are xixj1 , xixj2 , . . . , xixjs , then any vector with xi = 0 becomes a
kernel vector.
5 NESSIE [24] measures security in 3DES blocks and we count multiplications in

GF(28). To calibrate, we use NESSIE’s performance data [24], and compare against
our runs. We find one 3DES block to be ≈ 26 multiplications.
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Remark: Such equations would effectively have a minrank of 1. A similar sit-
uation occurs in multi-term combinations. This implies that TTM is very hard
to secure – there can only be rank-4+ equations and not too many interlinks.

10 Other Attacks and Security Criteria for a Multivariate

What non-rank-based attacks are there? There are no other generic attack aside
from6 Linearization-like Methods, i.e. XL [7] and Gröbner Bases Algorithms [12,
13]. There are also attacks tailored against specific schemes. The most important
is Bilinear Relations [25], used against C∗. It only works if the central maps are
rank-2 in some embedding field. Neither this nor any other specific attacks work
against the tame-like systems that we will construct below (see [3]).

Proposition 6. To build a tame-like Digital Signature Scheme needing a secu-
rity of C:

1. If k linear combinations of central equations share a minimal rank r, then
we need

qr · (m2(n/2 − m/6) + mn2
)
/k ≥ C. (2)

Here usually r = 2� where � is the smallest number of cross-terms in an
equation.

2. If every central variable appears in at least u central equations, then

qu
(
un2 + n3/6

) ≥ C. (3)

3. Let v be the size of the smallest maximal set A of indices 0≤ i<n such that
every cross-term in the central map has at least one index in A, then we
require7

q2v−n−1(n − v)4 ≥ C. (4)

4. Let D0 = D0(m, k) := min{D : [tD]
(
(1 − t)k−1 (1 + t)m

)
, T :=

(
m−k+D0

D0

)
,

then (c0, c1, γ are constants, ω is the order of the equation-solver):

min
k

qk · mγ0T ω(c0 + c1 lg T ) ≥ C. (5)

5. There should not be any over-determined subsystems in the central equa-
tions.8

The reader will need to refer to [1, 8, 34] to understand how Eq. 5 came about.
The executive summary of the formula is the security when an attacker guesses
at an optimal number of variables then runs either the Gröbner Bases algorithm
6 The search methods of [6] is only useful against Signature Schemes over small fields

[3].
7 Within this restraint, lower v means higher FXL/FF5 complexity, see [34].
8 Otherwise XL-type attacks can function at a much lower degree. This ([18]) breaks

up more careless constructs like the latest version of TRMC [29].
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F5 [12] or the FXL algorithm [7] using a sparse solver with speed comparable
to Lanczos.

We do not know for sure what the parameters should be in Eq. 5. The
theoretical best limit for F5 is given by ([34]) is roughly c0 = 4, c1 = 1

4 , γ =
2, ω = 2 when counting field multiplications. To our knowledge no one comes
close. Indeed, all commercially available software (including MAGMA, of the
University of Sydney, which is reputed to be the best) have ω = 3, according to
many tests. A rough implementation of FXL with a sparse solver can currently
do about c0 ≈ 20, c1 ≈ 1, γ ≈ 4, ω = 2.

11 Building Example Schemes: Enhanced TTS

What fast tame-like signature scheme would we come up with in full knowledge
of what we now understand, to get to a complexity of 280 3DES blocks (286

multiplications)?

1. The hash needs to be 160-bit, or m ≥ 20 (birthday attacks), and n ≥ m.
2. We need m ≥ 20 for XL/F5 attacks (we would need m ≥ 22 if q = 27).
3. We need r > 8, so there must be at least 5 independent cross-terms in each

equation, probably 6 or 7 to account for the “crawl” of Sec. 9.
4. We do not want n too large because that adds to the key length and running

times, and we may open ourselves to searching attacks cf. [3].
5. We need u ≥ 9, so every variable must appear in at least 9 equations.

The following seems to be reasonable approaches to ensure the above:

– We choose not to search. Therefore we are restricted to an “Oil-and-Vinegar”-
like approach of taking random values for some variables and solving for the
rest.

– We need an initial segment with 6 or 7 cross-terms per equation. This will
be solved as a linear system when the “vinegar-like” variables have been
assigned.

– We need a final segment in at least the last 9 variables.
– One vinegar variable can provide one cross term per equation in the initial

segment.
– If possible, the two systems we solve should be of equal dimension.

So we may do a signature scheme with the following central map φ2:

yi = xi +
∑7

j=1 pijxjx8+(i+j mod 9), i = 8 · · · 16;
y17 = x17 + p17,1x1x6 + p17,2x2x5 + p17,3x3x4

+p17,4x9x16 + p17,5x10x15 + p17,6x11x14 + p17,7x12x13;
y18 = x18 + p18,1x2x7 + p18,2x3x6 + p18,3x4x5

+p18,4x10x17 + p18,5x11x16 + p18,6x12x15 + p18,7x13x14;

yi = xi + pi,0xi−11xi−9 +
∑i−1

j=19 pi,j−18 x2(i−j)−(i mod 2) xj + pi,i−18x0xi

+
∑27

j=i+1 pi,j−18 xi−j+19 xj , i = 19 · · ·27.
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This is the [35] central map modified to avoid the UOV attack. Of course, we
need to show that the new variant can scale up if our estimate is somewhat
off, or to meet future, higher security requirements. We will discuss this next in
Sec. 12. Note that our φ2 above can be inverted reliably as follows:

1. Assign x1, . . . , x7 and try to solve the first nine equations for x8 to x16.
2. If we fail to solve the first system of equations, just redo everything from

scratch. The probability is around 255/256 that this system can be solved.
As the determinant of the first system (for any x1 through x6) is a degree-9
polynomial in x1 there can only be at most 9 choices of x1 to make the first
system degenerate, so the odds to solve this system is at least 247/256 and
we will eventually hit upon a solution.

3. Solve serially for x17 and x18 using the next two equations (y17 and y18).
4. Assign a random x0 and try to solve the second system for x19 through

x27. Again, there will be at most nine x0 that makes the determinant of the
second system zero. So, if the first attempt to solve it fails, try other x0 until
a solution is found.

We will call this TTS/5 or Enhanced TTS (20,28). Its operates as follows:

To Generate Keys: Assign non-zero random values in K = GF(28) to pa-
rameters pij ; generate random nonsingular matrices M1 ∈ K28×28 and M3 ∈
K20×20 (usually via LU decomposition) and vector c1 ∈ K28. Compose
V = φ3 ◦ φ2 ◦ φ1; assign c3 ∈ K20 so that V has no constant part. Save
quadratic and linear coefficients of V as public key (8680 bytes). Find M−1

1 ,
M−1

3 ; save them with c1, c3, and the parameters pij as the private key (1399
bytes).

To Sign: From the message M , first take its digest z = H(M) ∈ K20, then
compute y = M−1

3 (z − c3), then compute a possible x ∈ φ−1
2 (y) as above:

Our desired signature is w = M−1
1 (x − c1). Release (M,w).

To Verify: On receiving (M,w), compute z = H(M) and match with V (w).

Scheme Signature PublKey SecrKey Setup Signing Verifying

RSA-PSS 1024 bits 128 B 320 B 2.7 sec 84 ms 2.0 ms

ECDSA 326 bits 48 B 24 B 1.6 ms 1.9 ms 5.1 ms

ESIGN 1152 bits 145 B 96 B 0.21 sec 1.2 ms 0.74 ms

QUARTZ 128 bits 71.0 kB 3.9 kB 3.1 sec 11 sec 0.24 ms

SFLASHv2 259 bits 15.4 kB 2.4 kB 1.5 sec 2.8 ms 0.39 ms

TTS(20,28) 224 bits 8.6 kB 1.3 kB 1.5 ms 51 µs 0.11 ms

TTS(24,32) 256 bits 13.4 kB 1.8 kB 2.5 ms 67 µs 0.18 ms

Table 1. TTS and NESSIE round 2 candidate signature schemes on a 500MHz P3

12 Scaling Up Enhanced TTS

We can scale up Enhanced TTS to provide for a security of C � 216k. This
sequence of TTS instances we will call the “odd sequence” because u is odd. We
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have (for � ≥ 4) the (m, n) = (4�, 6� − 2), with security parameters (u, r, v) =
(2� − 1, 4� − 6, 4� − 1)

yi = xi +
∑2�−3

j=1 pijxjx2�−2+(i+j+1 mod 2�−1), for 2� − 2 ≤ i ≤ 4� − 4;

yi = xi +
∑�−2

j=1 pijxi+j−(4�−3)xi−j−2�)

+
∑2�−3

j=�−1 pijxi+j−3�+6xi+�−5−j , i = 4� − 3 or 4� − 2;

yi = xi + pi0xi−2�+1xi−2�−1 +
∑i−1

j=4�−1 pi,j−(4�−2)x2(i−j)−(i mod 2)xj

+pi,i−(4�−2)x0xi +
∑6�−3

j=i+1 pi,j−(4�−2)x4�−1+i−jxj ,

for 4� − 1 ≤ i ≤ 6� − 3.

To account for more optimistic estimates for FXL/FF5, there is a different
sequence of Enhanced TTS instances with the same Rank Attack estimates.
These instances are called the “even sequence” because the parameter u is even.
In φ2 below, we have (m, n) = (4�, 6� − 4), with security parameters (u, r, v) =
(2� − 2, 4� − 10, 4�− 2).

yi = xi +
∑2�−5

j=1 pijxjx2�−4+(i+j+1 mod 2�−2), for 2� − 4 ≤ i ≤ 4� − 7;

yi = xi +
∑�−4

j=1 pijxi+j−(4�−6)xi−j−(2�+1)

+
∑2�−5

j=�−3 pijxi+j−3�+5xi+�−4−j , for 4� − 6 ≤ i ≤ 4� − 3;

yi = xi + pi0xi−2(�+1)xi−2(�−1) +
∑i−1

j=4�−2 pi,j−(4�−3)x2(i−j)−(i mod 2)xj

+pi,i−(4�−3)x0xi +
∑6�−5

j=i+1 pi,j−(4�−3)x4�−2+i−jxj ,

for 4� − 2 ≤ i ≤ 6� − 5.

This φ2 gives about 216× higher FXL/FF5 complexity for corresponding in-
stances. The performance of Enhanced TTS (24, 32) is also given in Tab. 1.

Remark: A program for finding maximum cliques can verify that the UOV-
attack parameter v is as given above. We have no space to explain the design.

We can estimate φ−1
2 to do ≈ 6k2(k + 2) multiplications for small k. This

almost equals the work done in matrices M1 and M3 at m = 20, n = 28, and
will overtake them when m increases. We further know that asymptotically as k
increases, the dimensions n and m to build a TTS instance or another tame-like
scheme with security level 216k both increase linearly (cf. [34]). Thus, time cost
of a TTS-like signature scheme goes up roughly with kω, where 2 < ω ≤ 3 is the
order of an elimination. Private map timings for RSA and ECC also increase
between the quadratic and cubic to size. So the Triangular+OV construction
will remain hundreds of times faster than RSA at comparable security levels.
Table 2 gives this comparison. Timings on an 8051-compatible is essentially the
same as in [35] and maintains a good lead over comparable schemes.

13 Discussions and Conclusion

There is recently a small resurgence of interest in multivariates, with perturbed
variations of HFE [10] and C∗ and the non-big-field signature schemes TRMS
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m n PubKey SecKey Rank Dual
Rank FXL RSA bits ECC

bits
i8051
keygen

i8051
sign

i8051
code

20 28 8680 B 1399 B 2120 280 281 ≥ 1024 144 78.5s 170ms 1.6kB

24 32 13440 B 1864 B 2122 288 293 ≥ 1536 160 134s 227ms 1.6kB

28 38 21812 B 2594 B 2154 2105 2104 ≥ 2560 192 ∼ 300s ∼ 500ms ∼ 2kB

32 44 33088 B 3444 B 2186 2121 2115 ≥ 4096 224

36 50 47700 B 4414 B 2220 2138 2133 ≥ 6144 256

Table 2. Security Estimates of TTS instances, (m, n) = hash and signature sizes

([4], this resembles a tame-like system) and Rainbow [9], essentially a pre-
sparsified version of TTS. This is a welcome development, obviously.

At the moment there are no serious reductionist “proof of security” study
for multivariates. In that context, We have explained how the central map can
affect the security under rank-based attacks and showed how combining the oil-
and-vinegar and triangular approaches leads to tame-like signature schemes that
are less susceptible to attack on rank.

Tame-like schemes are very fast. The Enhanced TTS instances given here
needs no co-processor to run on a really low-end smart card [35]. There is however
much research to be done before sparse variants can gain wide currency and trust.
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