
Efficient Representations on Koblitz Curves with

Resistance to Side Channel Attacks

Katsuyuki Okeya1, Tsuyoshi Takagi2, and Camille Vuillaume1

1 Hitachi, Ltd., Systems Development Laboratory, Kawasaki, Japan
{camille,ka-okeya}@sdl.hitachi.co.jp

2 Future University - Hakodate, Japan
takagi@fun.ac.jp

Abstract. Koblitz curves belong to a special class of binary curves on
which the scalar multiplication can be computed very efficiently. For
this reason, they are suitable candidates for implementations on low-
end processors. However, such devices are often vulnerable to side chan-
nel attacks. In this paper, we propose two countermeasures against side
channel attacks on Koblitz curves. Both of them utilize a fixed-pattern
recoding to defeat simple power analysis. Our first technique extends a
known countermeasure to the special case of Koblitz curves. In our sec-
ond technique, the scalar is recoded from left to right, and can be easily
stored or even randomly generated.
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1 Introduction

Since their introduction, elliptic curve cryptosystems (ECC) have been thor-
oughly studied, because in contrary to RSA-type cryptosystems, they are well-
suited for implementations on memory-constrained devices and low-end proces-
sors. Koblitz curves belong to a special class of curves defined over a binary field,
where the primitive of ECC, namely the scalar multiplication, can be computed
very efficiently. Since their efficient arithmetic has been pointed out [Kob91], no
significant security flaw or practical attack has be found.

Side channel attacks are powerful attacks which use a priori innocuous in-
formation such as timings or power consumption to break implementations of
cryptosystems [Koc96, KJJ99]. On light and specialized cryptodevices such as
smartcards, side channel attacks are a major threat. There are two types of
attack strategies based on information leakage by power consumption: simple
power analysis (SPA) and differential power analysis (DPA). In the frame of
SPA, the attacker uses only one power curve to guess the secret information,
whereas he/she is allowed to use a statistical tool in order to extract informa-
tion from several power traces in the frame of DPA [KJJ99]. On Koblitz curves,
the standard DPA countermeasures can be deployed. However, SPA resistance is
problematic: the known countermeasures for general curves are either based on
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dummy operations [Cor99, CCJ04] or scalar recoding using properties of binary
representations [OT03]. First, dummy-based countermeasures may be vulnerable
to fault attacks [YJ00], therefore, they should be avoided. Second, on Koblitz
curves, in order to speed-up the computations, the scalar is recoded using a
τ -adic expansion, where τ is the solution of a quadratic equation, instead of a
binary expansion. Therefore, countermeasures based on binary representation
tricks are not straight-forwardly applicable.

In this paper, we propose two new countermeasures against side channel at-
tacks on Koblitz curves. The first technique extends the mechanisms of a coun-
termeasure for general curves, namely the SPA-resistant NAFw [OT03], to the
special arithmetic of Koblitz curves. The original SPA-resistant NAFw utilizes
special properties of binary expansions to generate a secure representation. We
show how to transpose the mechanisms of the countermeasure to Koblitz curves.
The second technique utilizes a two-round recoding. First, it generates a zero-
free representation using the principles of our first countermeasure. Second, it
applies a windowing technique in order to take advantage of pre-computed points
and consequently reduce computational costs. Then, we emphasize interesting
properties of our schemes. On elliptic curves, left-to-right computations are usu-
ally faster. Thus, it is preferable to use a left-to-right recoding approach as well:
the recoding and the scalar multiplication can be combined, and no memory is
needed to store the scalar in multiple representations. We show practical situa-
tions where our ideas are compatible with a left-to-right recoding. First, when
the scalar is fixed (e.g. EC-ElGamal decryption), using the proposed zero-free
representation, the scalar can be stored once for all, and the windowing tech-
nique can be applied on the fly. Second, when a secret ephemeral is needed (in
EC-DSA signature generation or EC-DH), we can generate this information on
the fly while computing the scalar multiplication with the zero-free technique.
Therefore, in all practical situations where SPA-resistance is needed, our coun-
termeasures can be deployed to protect secret information against side channel
attacks, providing a high security level, great efficiency, smart and small memory
usage.

2 Preliminaries

In this section, we discuss known facts: we introduce Koblitz curves and discuss
the feasibility of side channel attacks on them.

2.1 Koblitz Curves

Koblitz curves are binary elliptic curves which offer a very efficient arithmetic
with no significant security drawback [Kob91]. They are defined over a binary
field IF2m by the equation: Ea = y2 + xy = x3 + ax2 + 1, where a ∈ {0, 1}. We
denote by Ea(IF2m) the additive group of the points of the elliptic curve over
IF2m , along with the point of infinity O, neutral element of the addition law.
The main interest of Koblitz curves is that point doublings can be replaced by
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the efficiently computable Frobenius automorphism Φ : (x, y) �→ (x2, y2). Since
the quadratic equation (x4, y4) + 2(x, y) = µ(x2, y2) where µ = (−1)1−a holds
for all points, the Frobenius map can be regarded as τ = (µ +

√−7)/2, solution
of the equation Φ2+2 = µΦ. The Lucas sequence Uw is useful to compute with τ :

U0 = 0, U1 = 1 and Uw+1 = µUw − 2Uw−1 for w ≥ 1. (1)

The approach for fast computations over Koblitz curves is to convert a scalar d
to a radix-τ expansion such as d =

∑j
i=0 diτ

i, di ∈ {0,±1}. However, in order
to fully take advantage of the Frobenius map, the τ expansion must be sparse
and short. In [Sol00], Solinas proposed two efficient algorithms to satisfy these
properties: partial reduction modulo δ = (τm − 1)/(τ − 1) and radix-τ NAF
recoding. To generate a width w radix-τ NAF expansion (TNAFw), one can use
the following map:

Φw : u0 + u1 · τ ∈ ZZ[τ ] �→ u0 + u1 · tw mods 2w ∈ ZZ/2wZZ, (2)

where tw = 2Uw−1U
−1
w mod 2w and the notation mods 2w refers to the signed

representatives modulo 2w. More precisely, the digits of the TNAFw are com-
puted by iterating the following procedure [Sol00]. (1) If ρ ∈ ZZ[τ ] is divisible
by τ , set u ← 0; otherwise u← Φw(ρ). (2) Set ρ ← (ρ− u)/τ , append u to the
TNAFw and iterate. If the scalar is first reduced modulo δ, the length of the
TNAFw is at most m + a [Sol00]. Since u ∈ {±1,±3, . . . ,±(2w−1 − 1)}, only
2w−2−1 non-trivial points must be pre-computed, with 2w−2−1 point additions
and one point doubling. Therefore, the total cost of the scalar multiplication us-
ing TNAFw is on average:

CNAF = (m + a) ECFRB +
(

m + a

w + 1
+ 2w−2 − 1

)

ECADD + ECDBL (3)

where ECFRB, ECADD and ECDBL stand for the computational cost of the
Frobenius map, point additions and point doublings, respectively.

2.2 Side Channel Attacks on Koblitz Curves

Side channel attacks are a serious threat for light embedded devices running
cryptographic applications, which leak critical information through side chan-
nels, like timings or power consumption [Koc96, KJJ99]. One can classify side
channel attacks relying on power analysis into two categories [KJJ99]. The first
class of attacks is called simple power analysis (SPA): in this situation, the at-
tacker attempts to reveal the secret parameter with one single power trace. The
second class is called differential power analysis (DPA): the attacker is allowed to
gather several power traces and analyzes them with the help of a statistical tool.
In general, SPA on ECC utilizes the fact that point additions and doublings have
different implementations, leading to different power traces [Cor99]. By recog-
nizing the operation chain from the power consumption, the attacker can reveal
the secret information. To implement Koblitz curves, a polynomial basis is gen-
erally preferred. In this case, point doublings are replaced by the Frobenius map,
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whose computational cost is small but not negligible [HHM01]. In other words,
it is realistic to expect that the computation of one single Frobenius map can
be detected within one power trace: in this case, SPA is straight-forwardly ap-
plicable. In [Cor99], Coron extended DPA to elliptic curve cryptosystems. Since
Koblitz curves offer no intrinsic DPA resistance, when necessary, the standard
DPA countermeasures have to be deployed [Cor99, JT01a].

3 Proposed SPA-resistant Techniques

In the following, we describe two methods to protect the scalar multiplication
on Koblitz curves against side-channel attacks.

3.1 SPA-resistant TNAFw

Recall that to generate the TNAFw, one computes representatives of congruent
classes modulo τw with the map Φw : d0 + d1 · τ ∈ ZZ[τ ] �→ d0 + d1 · tw mod 2w.
Then, d−Φw(d) is divisible by τw. However, we aim at generating a fixed pattern:
we look for a new set of representatives modulo τw, which verify that d − u is
divisible by τw, but additionally that d− u is not divisible by τw+1.

Proposition 1. Let the map Ψw be defined as:

Ψw : d0 + d1 · τ ∈ ZZ[τ ] �→ (d0 + d1 · tw+1 mod 2w+1)− 2w ∈ ZZ/2wZZ. (4)

For any d ∈ ZZ[τ ], d− Ψw(d) is divisible by τw but not by τw+1.

Proof. Recall that d is divisible by τw iff Φw(d) = 0 [Sol00]. We first prove
that d − Ψw(d) is divisible by τw , in other words, Φw(d − Ψw(d)) = 0. Let
d = d0+d1·τ ∈ ZZ[τ ]. Then, Φw (d− Ψw(d)) = d1 (tw − tw+1) mod 2w. Moreover,
tw − tw+1 = (U2

w − µUw−1Uw + 2U2
w−1)/(UwUw+1)−1 mod 2w. We can write

that U2
w − µUw−1Uw + 2U2

w−1 = |Uw − Uw−1 · τ | and Uw − Uw−1 · τ = τw−1.
Because

∣
∣τw−1

∣
∣ = 2w−1, tw − tw+1 = −2wU−1

w U−1
w+1 = 0 mod 2w. It follows

that Φw (d− Ψw(d)) = 0. Besides, it is trivial that: Φw+1(d − Ψw(d)) = −2w �=
0 mod 2w+1. Then, Φw+1(d−Ψw(d)) �= 0 and d−Ψw(d) is not divisible by τw+1.

�	
As a consequence, Ψw can be used to generate SPA-resistant TNAFw expan-
sions. Note that the input of the recoding algorithm is ρ = r0 + r1 · τ ∈ ZZ[τ ],
corresponding to an integer d which was first reduced modulo δ in order to gen-
erate a shorter recoding. More precisely, the SPA-resistant TNAFw recoding has

(m + a)/w� non-zero digits; with the original TNAFw, thanks to the reduction
modulo δ, the recoded scalar has m + a digits.

Based on the recoding computed by Algorithm 1, Algorithm 2 protects the
scalar multiplication on Koblitz curves against SPA.

Proposition 2 (τ-SPA resistance). The ability to distinguish individual τ
multiplications and point additions in power traces confers no advantage for
finding the scalar in Algorithm 2.
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Algorithm 1: Conversion to SPA-resistant TNAFw

Input: ρ = r0 + r1 · τ ∈ ZZ[τ ] with r0 odd, width w;

Output: (d
(w)
l , . . . d

(w)
0 ) = TNAFw(ρ);

1. c0 ← r0; c1 ← r1, l ← 0;
2. while c1 �= 0 or |c0| > 2w do

(a) u← Ψw(c0 + c1 · τ ); d
(w)
l ← u; c0 ← c0 − u; l← l + 1;

(b) for j from 1 to w do (c0, c1)← (c1 + µc0/2,−c0/2);

3. d
(w)
l ← Ψw(c0 + c1 · τ );

4. return (d
(w)
l , . . . d

(0)
0 );

Algorithm 2: Scalar multiplication using SPA resistant TNAFw

Input: a scalar d, base point P , width w;
Output: multiplied point Q = dP ;

1. pre-compute 3P, 5P, . . . , (2w − 1)P ; ρ← d mod δ;
2. if ρ is divisible by τ then ρ′ ← ρ + 1; else ρ′ ← ρ + τ ;
3. compute (d

(w)
l , . . . d

(w)
0 ), from ρ′ with Algorithm 1;

4. Q← O;
5. for i from l down to 0 do

(a) for j from 1 to w do Q← τQ;

(b) if d
(w)
i > 0 then Q← Q + d

(w)
i P ; else Q← Q− (−d

(w)
i )P ;

6. if ρ is divisible by τ then Q← Q− P ; else Q← Q− τP ;
7. return Q;

Proof. Since the main loop (i.e. Step 5) is τ -SPA resistant because the scalar
representation has a fixed pattern, the only concern is that the scalar multiplica-
tion scheme requires an “odd” input ρ (i.e. indivisible by τ). If ρ is divisible by τ ,
one can add 1 to ρ = d mod δ, and adjust the result of the scalar multiplication
by subtracting P . To prevent attackers from distinguishing the cases where ρ is
odd or even, one can always add τ to ρ if it is odd, and subtract τP from the
result of the scalar multiplication Q = (ρ + τ)P . �	
It follows that our scheme is τ -SPA resistant, that is, assuming strong abilities
for the attacker, who is able to distinguish individual τ multiplications. In fact,
in our attack model, the information arisen from SPA is of no use for attack-
ers. In terms of computational cost, Algorithm 2 computes 
(m + a)/w� point
additions in the main loop. The pre-computation of 2w−1 − 1 points requires
2w−1 − 1 point additions and 1 point doubling. Making the cases ρ odd and ρ
even indistinguishable by SPA requires one more point addition. Then, the total
computational cost of Algorithm 2 is:

CSTNAFw = (m + a)ECFRB +
(

2w−1 +
⌈

m + a

w

⌉)

ECADD + ECDBL. (5)

Note that the computational cost of ECFRB is small but not negligible.
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3.2 Zero-Free Representation

The recoding of the SPA-resistant TNAFw utilizes a right-to-left strategy: the
scalar must be first recoded and stored in its new representation, wasting mem-
ory. However, we can partially fix the problem, using a two-round recoding. In
the first round, the scalar is converted to a zero-free representation, using a
right-to-left approach. In the second round, a windowing technique is applied
in order to take advantage of pre-computed points and reduce computational
costs. We will see that in many practical situations, it is not even necessary to
compute the first round in the runtime.

First, we explain how to convert the scalar to a zero-free representation.
The set of digits of the SPA-resistant TNAFw consists of ±1,±3, . . . ,±(2w −
1). Especially, when w = 1, the representation uses only two digits, namely 1
and −1, and the scalar multiplication is carried out without pre-computations.
Unfortunately, since zeros are absent from the new representation, about m
point additions are necessary to compute the scalar multiplication, whereas the
original TNAF needed only m/3 point additions. On the other hand, this zero-
free representation has several interesting properties. First, it is SPA resistant.
Second, since the only possible digits are 1 and −1, one can easily store the
recoded scalar in memory by representing the digit 1 with the bit 0, and −1
with the bit 1, for instance. Additionally, a random representation can be easily
generated from a random bit sequence.

−1−1−1−1−1

−1−1−1−1−1
−1−1−1−1−1
−1−1−1−1−1

11111

11111
11111
11111

zerofree
w = 2
w = 3
w = 4

Fig. 1. Windowing technique on zero-free representation

It remains to reduce computational costs. In fact, it is easy to apply a win-
dowing technique to the zero-free representation, while preserving the original
SPA-resistance: simply divide the scalar into windows of w consecutive digits,
from left to right, and if the right-most window is not full, treat each digit in-
dependently in a window w = 1 3 , as shown in Fig. 1. Then, the computational
cost of the scalar multiplication (excluding pre-computations) is:

CZFw = (m + a)ECFRB +
(⌊

m + a

w

⌋

+ m + a− w

⌊
m + a

w

⌋)

ECADD. (6)

In each (full) window, the possible digits are ±τw−1± . . .± τ ± 1, and ±1 in the
rightmost windows. Therefore, it suffices to pre-compute the points τw−1P ±
3 The number of windows w = 1 does not depend on the scalar: this information

cannot be used to mount attacks.
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. . . ± τP ± P and compute point additions or subtractions depending on the
sign of the leftmost digit in each windows. Interestingly, the points can be pre-
computed using simultaneous additions and subtractions: the computational cost
of the simultaneous computation of P+Q and P−Q is ECAS = 4M+I instead of
4M + 2I, where M and I denote the cost of field multiplications and inversions,
respectively. In a naive approach based on tree exploration, one computes P ,
then τP ± P , after that τ2P ± τP ± P , and so on. This technique requires
2w−1−1 simultaneous additions-subtractions, which is slower than the 2w−1−1
additions in the case of the SPA-resistant TNAFw. However, in a more efficient
approach, one can re-use partial results in order to compute the next steps.
Figure 1 illustrates this pre-computation technique: the partial results at a given
depth in the tree are re-combined using simultaneous additions-subtractions in
order to expand the tree.

τ 3P + τ 2P + τP + P ...
τ 3P + τ 2P − τP − P ...
τ 3P + τ 2P + τP − P ...
τ 3P + τ 2P − τP + P ...

τP + P

τP − P ...

P

Fig. 2. Efficient pre-computations in the zero-free method

With this pre-computation approach, at the ith level of the tree (starting
from P , level 0), there are 22i−1 points, and 22i−2 simultaneous point additions-
subtractions are required to compute them from level i − 1. As a consequence,
the computational cost of pre-computations at level i, corresponding to a pre-
computed table with width w = 2i is 1 +

∑i
j=1 22j−2ECAS. This is expected

to be faster than in the case of the SPA-resistant TNAFw. In the general case,
using a hybrid approach which combines levels of the tree at different depths (for
example, w = 5 can be computed using w = 2 and w = 3), the pre-computations
are indeed faster than those of the SPA-resistant TNAFw.

4 Applications, Improvements and Comparisons

We describe applications of our techniques in the frame of standard ECC pro-
tocols, and show how they compare to other schemes.

4.1 Efficient Representation for Fixed Scalar

When the scalar is fixed (for instance the secret key in EC-ElGamal), part of
the recoding work can be pre-processed off-line, that is, once for all during the
initialization of the smartcard. In particular, instead of storing the integer value
of the secret key, one can reduce it modulo δ and store the corresponding el-
ement of the quadratic field c0 + c1τ ∈ ZZ[τ ], or even recode it off-line to an



Efficient Representations on Koblitz Curves 225

SPA-resistant representation 4. Especially, we can compute the zero-free repre-
sentation (that is, the SPA-resistant TNAF1) off-line and choose the window
size w in the runtime. Storing the recoded scalar takes only m + a bits.

In Algorithm 3, we consider how to use the windowed zero-free method to
compute the scalar multiplication with fixed scalar. Since the zero-free method
is based on a fixed-pattern recoding, the scalar multiplication is SPA-resistant.
However, to generate the zero-free representation, the SPA-resistant TNAF1

needs an input c0 + c1τ where c0 is odd (i.e. the scalar is not divisible by τ).
Therefore, after reducing the scalar, we check whether c0 is divisible by τ or
not; if this is the case, we add 1 and set an additional parity bit dp to 0, and
if not, we add τ and set dp to 1. After computing the scalar multiplication, we
adjust the result by subtracting P or τP depending on the parity bit. Since
the first (right-to-left) zero-free recoding round has been eliminated, the second
(left-to-right) windowing round can be carried out on-the-fly during the scalar
multiplication, with no further memory consumption.

Algorithm 3: Computing Q = dP for fixed d

Input: Base point P , zero-free recoding (dm+a−1 . . . d0), parity bit dp, width w;
Output: Q = dP ;

1. pre-compute τw−1P ± τw−2P ± . . .± τP ± P ;
2. Q← O; i← m + a− 1;
3. while i ≥ w do

(a) for j from 0 to w − 1 do Q← τQ;
(b) Q← Q + (−1)diτw−1P + (−1)di−1τw−2P + . . . + (−1)di−w+1P ; i← i− w;

4. for j from 0 to i do Q← τQ + (−1)di−j P ;
5. if dp = 0 then Q← Q− P else Q← Q− τP ; return Q

4.2 Random SPA-resistant Representation for Secret Ephemerals

In many cryptographic protocols, a random ephemeral is needed. Since the
knowledge of the ephemeral generally allows to recover the secret key, it is impor-
tant to protect scalar multiplications with the ephemeral against SPA. One can
always generate a random integer multiplier, reduce it modulo δ, convert it to an
SPA-resistant representation and finally perform the scalar multiplication. How-
ever, it would be preferable to generate a random SPA-resistant representation
instead of a random integer, and even better, to generate the successive coeffi-
cients of the representation on-the-fly, from left to right. Additionally, since the
integer value of the random multiplier is often needed along with the multiplied
point, we should compute this integer value without excessive overhead.
4 In this case, DPA countermeasures based on scalar blinding are not available, since

the recoding is fixed. However, one can still deploy other types of countermeasures,
such as randomized projective coordinates or randomized base point [Cor99].
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In the following, we present a method for generating a random windowed
zero-free representation along with its integer value. Our technique takes w ran-
dom bits and generates the coefficients of the windowed zero-free representation
one after the other, on-the-fly and from left to right. To compute the integer
value of the multiplier, we simply reverse Algorithm 1. This method employs
only additions, shifts, and one final integer multiplication with τ to compute the
integer value of the zero-free representation. Since Algorithm 1 is right-to-left,
its reversed counterpart works left-to-right, and can also be executed on the fly.

Algorithm 4: Generating a random point Q = kP

Input: Base point P ;
Output: Random integer k and the corresponding point Q = kP ;

1. pre-compute τw−1P ± τw−2P ± . . .± τP ± P ;
2. Q← O; c0 ← 0; c1 ← 0; i← m + a− 1;
3. while i ≥ w

(a) pick w random bits didi−1 . . . di−w+1;
(b) for j from 0 to w − 1 do Q← τQ; (c0, c1)← (−2c1 + (−1)di−j , c0 + µc1);
(c) Q← Q + (−1)diτw−1P + (−1)di−1τw−2P + . . . + (−1)di−w+1P ; i← i−w;

4. pick i + 1 random bits didi−1 . . . d0 and a parity bit dp;
5. for j from 0 to i do Q← τQ+(−1)di−jP ; (c0, c1)← (−2c1 +(−1)di−j , c0 +µc1);

6. if dp = 0 then Q← Q− P ; c0 ← c0 − 1; else Q← Q− τP ; c1 ← c1 − 1;
7. k ← c0 + c1 · τ mod #Ea; return k and Q;

Proposition 3. The distribution of random zero-free chains is close to the
uniform distribution. In fact, its statistical distance ∆(g) =

∑#Ea−1
i=0 |P (g =

i)− 1
#Ea
| to the uniform distribution is bounded by:

∆(g) ≤ 1
2

√
√
√
√

#Ea−1∑

i=1

m+a−1∏

j=0

| cos(
2π · i
#Ea (Ujτ − 2Uj−1))|2. (7)

Proof. To bound the statistical distance, we use the fact that for any random

variable X , we have: ∆(X) ≤ 1
2

√
∑#Ea−1

i=1 |E[e
2π�iX
#Ea ]|2, where 
 denotes the

complex
√−1 and i is used as index. See [JT01b] for a proof. Obviously, the

distribution of windowed zero-free τ expansions does not depend on the width
w; more precisely, we only have to study the distribution of the “binary” zero-
free representation, that is, the distribution of the SPA-resistant TNAF1. Since
all bits of the SPA-resistant TNAF1 expansion

∑m+a−1
j=0 (−1)djτ j are chosen in-

dependently, we have |E[e
2π�i
#Ea

(
∑

m+a−1

j=0
(−1)dj τ j)]| = ∏m+a−1

j=0 |E[e
2π�·i
#Ea

(−1)dj ·τ j

]|.
Additionally, |E[e

2π�i
#Ea

(−1)dj ·τ j

]| = | e
2π�i
#Ea

τj

+e
− 2π�i

#Ea
τj

2 | = | cos(2π·i·τ j

#Ea
)|, and τ j =

Ujτ − 2Uj−1, which proves the result. �	
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Conjecture 1. The statistical distance of g to the uniform distribution is bounded
by ∆(g) ≤ 2−m/5.

We computed approximations of the sum by using a smaller pool of random
values of i ∈ {1, 2, . . . , #Ea − 1}. According to our numerical experimentations
for several bitlengths m and 8192 random values of i, the experimental statistical
distance is indeed smaller than 2−m/5: writing ∆(g) ≈ 2−m/α, the experimental
value of α seems to decrease as m grows, which tends to show that our conjecture
is reasonable.

Table 1. Approximated values of α, where ∆(g) ≤ 2−m/α for several bit-
lengths m

m 109 113 131 163 233 239 277 283 359 409 571

α 4.0 4.3 4.2 3.9 3.6 3.5 3.5 3.6 3.3 3.2 3.0

4.3 Comparison with Known Methods

Fast scalar multiplication on Koblitz curves. The fastest scalar multiplication
on Koblitz curves is the TNAFw [HHM01]; although our proposed techniques
do not intend to compete with the (insecure) TNAFw, Table 2 put in evidence
the overhead introduced to achieve SPA-resistance. Roughly speaking, for the
same memory consumption, the TNAFw utilizes a window size w + 2 where our
techniques have w. This is the price to pay to achieve SPA resistance.

Table 2. Compared computational costs (m = 163)

w = 1 w = 2 w = 3 w = 4 w = 5

insecure TNAFw memory (bytes) - - 42 126 294
[Sol00, HHM01] comp. cost (M) - 437 338 296 301

SPA-res. TNAFw memory (bytes) - 42 126 294 630
(Algorithms 1, 2) comp. cost (M) 1312 680 488 424 456

zero-free method memory (bytes) - 84 168 336 672
(Algorithms 3, 4) comp. cost (M) 1312 670 490 398 442

SPA-resistant methods. SPA countermeasures on binary curves, such as the
Montgomery ladder [LD99], are also applicable to Koblitz curves. However, the
computational advantage introduced by τ multiplications is lost in that case.
The Montgomery ladder requires only 978 multiplications for m = 163, protects
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against SPA with no pre-computed points. On the one hand, when memory re-
sources are extremely scarce, the Montgomery ladder performs better than our
methods. On the other hand, when some memory is available for pre-computed
tables, as soon as w = 2, our methods beat the Montgomery ladder.

Some SPA countermeasures using τ expansions were proposed in [Has01].
However, these countermeasures are not optimal in terms of memory and com-
putational cost: our methods are more efficient. In [PSL03], the SPA-resistance
properties of the TNAFw using a change-of-basis strategy is pointed out. In a
normal basis, the operation τwP is a simple cyclic shift of the coordinates of
P . Thus, they claim the time for computing τwP is independent from w, and
therefore, the position of nonzero digits is concealed in the TNAFw. However,
it is controversial whether the cyclic shift has a static implementation in soft-
ware, without using dummy operations. Second, the method leaks the number
of nonzero digits of the TNAFw representation. Even though this problem can
be partially fixed by introducing additional operations, some information is still
leaked. Third, they did not discuss how to efficiently store or randomly gen-
erate the TNAFw. Finally, even though the method seems to have the same
computational cost as the original TNAFw, there are several drawbacks which
may practically slow down the scheme. If dummy operations are used in order
to have a static implementation of cyclic shifts and change-of-bases, the latter
operations will run much slower. Additionally, since point additions are inserted
to conceal the number of nonzero digits, it is not clear what the average cost of
the countermeasure is.

Secret ephemerals and compact encoding. Two methods for generating ephemer-
als on Koblitz curves have been proposed. In [CMT01], the Frobenius is utilized
to increase the entropy of standard generators. While this idea leads to a very
efficient scalar multiplication, our scheme has several advantages compared to
[CMT01]. First, our scheme is SPA-resistant, whereas side channel attacks are
not discussed in [CMT01]. Second, we can use the same (offline) pre-computation
table for the known point scalar multiplications in the signature generation and
verification of EC-DSA, which is impossible in the case of the generator proposed
in [CMT01]. In [JT01b], a compact encoding of the NAF2 is proposed; since their
encoding can be randomly generated, they also discuss how to obtain random
TNAF2. Unfortunately, their idea seems only applicable for a width w = 2. On
Koblitz curves, the computation cost of the scalar multiplication can be dras-
tically reduced with window methods, therefore, this is an important drawback
of their method. Besides, the straight-forward implementation of the TNAF2 is
vulnerable to SPA.

5 Conclusion

We presented two new scalar multiplication methods on Koblitz curves: the
SPA-resistant TNAFw and the windowed zero-free method. The first technique
extends the mechanisms to the SPA-resistant NAFw to the arithmetic of Koblitz
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curves, whereas the second technique is specifically designed for left-to-right
computations in some practical situations. Both of our schemes are efficient,
SPA-resistant, allow to flexibly choose how much memory is used in order to
speed-up the computations, and free from dummy operations. Therefore, we
claim that our schemes achieve a high security level for an acceptable overhead
compared to insecure methods. Additionally, we proposed practical applications,
such as fixed-scalar and random ephemeral multiplication schemes. In this cases,
the windowed zero-free method can be optimized by introducing a full left-to-
right and on-the-fly recoding.
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