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Abstract. The dangerous cardiac arrhythmias of tachycardia and fibrillation are 
most often sustained by re-entry. Re-entrant waves rotate around a phase 
singularity, and the identification and tracking of phase singularities allows the 
complex activity observed in both experimental and computational models of 
fibrillation to be quantified. In this paper we present preliminary results that 
compare two methods for identifying phase singularities in a computational 
model of fibrillation in 2 spatial dimensions. We find that number of phase 
singularities detected using each method depends on choosing appropriate 
parameters for each algorithm, but that if an appropriate choice is made there is 
little difference between the two methods. 

1   Introduction 

Cardiac cells are electrically excitable and a propagating sequence of electrical 
activation and recovery (the cardiac action potential) initiates the contraction and 
relaxation of cardiac tissue. During normal beats the cardiac pacemaker synchronizes 
the electrical and mechanical activity of the heart, but during an arrhythmia the 
electrical activity is self-sustaining. An excitation wave that propagates repeatedly 
along a closed path is termed re-entry, and re-entry is the mechanism that is believed 
to sustain many cases of the dangerous cardiac arrhythmias of ventricular tachycardia 
(VT), and ventricular fibrillation (VF). In a two-dimensional tissue sheet without any 
obstacles a single re-entrant wave adopts a spiral shape, and in three-dimensional 
tissue the wave adopts a scroll shape [1]. Mapping electrical activity on the surface of 
the ventricles during VF has revealed complex spatio-temporal activity [2], and direct 
evidence of re-entrant waves is seen only rarely [3]. This is attributed either to 
breakdown of re-entrant waves into multiple interacting wavelets or intermittent 
conduction of waves emanating from a mother rotor [4-6]. 

One of the ways to simplify the complex activity observed during experimental 
studies is to identify the tips of re-entrant waves on the heart surface, and this can be 
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done by transforming the measured voltage distribution measured on the heart surface 
into phase [7, 8]. The tips of re-entrant spiral waves are surrounded by tissue in all 
phases of the activation-recovery cycle, and hence are phase singularities (PS). In an 
experimental study the phase singularities observed on the surface of ventricular 
tissue are intersections of filaments of PS around which re-entrant scroll waves rotate. 
Modeling studies show that filaments may be contained within the ventricular wall 
and intersect with the heart surface only briefly; this observation may explain the 
short lifetimes of PSs on the heart surface [9, 10]. 

Identification of PSs is a powerful technique for analyzing experimental data 
because the voltage signals recorded optically from the heart surface are often noisy, 
but transformation of voltage into phase removes the noise and enables accurate 
location of phase singularities [11]. PSs also provide a valuable link between 
experimental data and computational simulation [12]. However, different 
investigators have used different approaches to identify the location of PSs, and little 
is known about the differences between these methods [11-14]. In addition, although 
the tip trajectories of single spiral waves have been studied extensively in 
computational models with different parameter regimes [15], little is known about 
how PSs behave during the breakdown of a single re-entrant wave into fibrillation. 
The aim of this paper is to present preliminary results comparing two different 
approaches for locating PSs, and then to track phase singularities during the 
breakdown of a spiral wave into fibrillation. 

2   Methods for Identifying Phase Singularities 

In experimental studies the spatial distribution of phase has been used to identify PSs 
[7]. In computational studies more information is generally available, and PSs can be 
identified from the intersection of isolines of constant membrane voltage Vm and 
another variable associated with repolarisation such as a gating variable for the Ca2+ 
channel [16] or a line where dVm/dt = 0 [13]. 

The spatial distribution of membrane voltage obtained from an experimental 
preparation or computational model can be mapped to a spatial distribution of phase 
by obtaining the current value of membrane voltage at each point Vm(t) and a previous 
value of the membrane voltage Vm(t-tau). If the delay tau is chosen to be a few ms, 
then a plot of Vm(t-tau) against Vm(t) for a spiral wave shows that the points follow a 
trajectory around a central reference point (Fig.1). If the coordinates (Vref,x,Vref,y) of the 
central reference point are obtained, then the phase at each point is the elevation 
above the Vm axis, and is given by [11] 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
−−

=
xrefm

yrefm

VtV

VtautV
tphi

,

,

)(

)(
arctan)( , 

(1) 

where arctan returns a value between –pi and +pi. Fig.2 shows the spiral wave 
simulation used to create the plot shown in Fig.1, together with the phase distribution 
obtained from Fig.1 using the mean value of Vm to give both Vref,x, and Vref,y. 
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Fig. 1. Plot of Vm(t-tau) vs Vm(t) for a single spiral wave with a time delay tau of 5 ms. The 
phase angle phi is obtained for each point using the central reference point with co-ordinates 
(Vref,x,Vref,y) as shown 

 

 
 
 
 
 

Fig. 2. Phase analysis of a single re-entrant spiral wave in a computational model (see text for 
details). (a) Distribution of membrane voltage. (b) Distribution of phase, obtained using a time 
delay of 5 ms. (c) Magnification of (b) showing the distribution of phase around the spiral wave 
tip and the phase singularity as a black point 

As noted above, this approach is particularly useful for noisy experimental data, 
where the phase calculation acts as a filter to remove the noise. Different techniques 
can be used to identify phase singularities from the phase distribution, but all rely on 
identifying points that are surrounded by a complete cycle of phase from –pi to +pi [8, 
11, 14]. The method used here is based on the concept of topological charge, tn , and 

is described in detail elsewhere [8, 11, 14]. The mathematical definition of a PS is 
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where ⊗  is a convolution operator, ∇x and ∇y are convolution kernels  
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Equation (3) provides a way to obtain a two-dimensional array from the phase 
distribution, and phase singularities are defined as the nonzero elements in this array. 

Using the second technique a PS can be determined as the intersection point of an 
isoline of constant membrane voltage Vm = Viso and a line where dVm/dt = 0 [13]. So, 
at timesteps n and n+1 the membrane voltage at a point should satisfy 
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The elements of the membrane voltage array that are in accord with these two 
simultaneous equations then designate phase singularities. 

3   Cardiac Virtual Tissue 

The cardiac virtual tissue used in this study was a simplified 2D model of a sheet of 
ventricular tissue, where action potential propagation was described using a 
monodomain formulation 
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where D denotes a diffusion coefficient, Cm the specific membrane capacitance, and 
Iion current flow through the cell membrane [17]. We used the three variable model 
described by Fenton and Karma to compute Iion, with parameters set to reproduce the 
action potential duration (APD) restitution of the Beeler-Reuter model for canine 
ventricular cells [13]. In the model the APD restitution curve is steep, and so a single 
spiral wave is unstable, and breaks up into multiple wavelet re-entry [18]. 

4   Results 

The performance of the first method with various reference points and time-delay 
(tau) is illustrated in Fig.3 and Fig.4 for a 2D tissue simulation where a single spiral 



250 E. Zhuchkova and R. Clayton 

 

wave has broken down into multiple wavelets 700 ms after initiation. The phase 
distribution in Fig.3 was obtained using (1). In Fig.4 white points label positive PSs 
(chirality = +1, clockwise rotation) and black negative PSs (chirality = -1, counter 
clockwise rotation). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Phase distribution at t=700 ms computed as (1). (a) tau=5 ms, (Vref,x,Vref,y) is equal to the 
mean value of Vm(x,y,t) among all time records at the point (x,y). (b) tau=5 ms, Vref  =-65 mV. 
(c) tau=5 ms, Vref  =15 mV. (d) tau=2 ms, Vref  =mean value of Vm . (e) tau=1 ms, Vref  =mean 
value of Vm . (f) tau=25 ms, Vref  =mean value of Vm 

The phase distribution and PS location obtained using tau of 5 ms and three 
different (Vref,x,Vref,y) are shown in Fig.3(a)-(c) and in Fig.4(a)-(c) respectively. 
Although the overall phase distribution in each case is similar, there are two excess 
singularities in Fig.4(b) and three missing PSs in Fig.4(c) in comparison with 
Fig.4(a). Moreover, the coordinates of PSs obtained using 15mV as the reference 
point differ markedly from the coordinates of PSs in Fig.4(a) and 4(b). 

Figures 3(d)-(f) and 4(d)-(f) demonstrate the change of phase distribution and PSs 
location with tau, which was equal to 2 (Fig.3(d), 4(d)), 1 (Fig.3(e), 4(e)), and 25 ms 
(Fig.3(f), 4(f)). Here the coordinates of the reference point were chosen as the mean 
value of Vm(x,y,t). The PS location in Fig.4(a) and 4(d) are similar, but if tau is less 
then 2 ms (Fig.4(e)), there is an excess of singularities, similar to Fig.4(b). However, 
at tau=25 ms (Fig.4(f)) three PSs disappear similar to Fig.4(c). 

The second technique for PS localization is illustrated in Fig.5, for the same 2D 
simulation. The figures represent contour plots of various Viso : -10 mV (Fig.5(a)), -15 
mV (Fig.5(b)), -20 mV (Fig.5(c)), -25 mV (Fig.5(d)), -30 mV (Fig.5(e)), -35 mV 
(Fig.5(f)). Blue snowflakes label PSs. PS location is strongly dependent on the choice 
of Viso, and all parts of Fig.5 are different except Fig.5(e) and 5(f) which are similar 
and resemble Fig.4(b) and 4(e). Fig.5(c) is the exact copy of Fig.4(a) and 4(d). In 
some cases, very closely spaced PS pairs are identified and these are highlighted. 
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Fig. 4. Location of phase singularities corresponding to phase distribution in Fig.3. (a) tau=5 
ms, (Vref,x,Vref,y) is equal to the mean value of Vm(x,y,t) among all time records at the point (x,y). 
(b) tau=5 ms, Vref  =-65 mV. (c) tau=5 ms, Vref  =15 mV. (d) tau=2 ms, Vref  =mean value of Vm . 
(e) tau=1 ms, Vref  =mean value of Vm . (f) tau=25 ms, Vref  =mean value of Vm 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Contour plots with PSs (blue snowflakes) computed identifying the intersection of two 
isolines at t=700 ms. (a) Viso=-10 mV. (b) Viso=-15 mV. (c) Viso=-20 mV. (d) Viso=-25 mV. (e) 
Viso=-30 mV. (f) Viso=-35 mV 

A comparison of the two methods for PSs detection is presented in Fig.6. The 
distribution of membrane voltage with blue singularities obtained by the first method 
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is shown in Fig.6(a)-(c). Membrane voltage with PSs computed by the second 
technique is displayed in Fig.6(d)-(f). At t=50 ms a single spiral wave and one PS 
exist, and the PS is located correctly by both methods. Here tau=5 ms (Fig.6(a)) and 
Viso =-20 mV (Fig.6(d)). It is clear that these two figures are identical. The example of 
a more complicated case is presented in Fig.6(b), 6(c), 6(e), 6(f). Here t=600 ms, 
tau=5 ms (Fig.6(b)), Viso =-20 mV (Fig.6(e)), tau=2 ms (Fig.6(c)), Viso =-30 mV 
(Fig.6(f)). The PS location computed using a time-delay of 5 ms is similar to location 
of singularities obtained by the second method with Viso =-20 mV, and the PS 
coordinates computed by the first technique with tau=2 ms are almost the same as 
coordinates of singularities obtained using Viso =-30 mV. However, there are some 
differences between the number of PSs identified, and these differences can be 
attributed to the closely spaced PS pairs that are circled in Fig.6(b) and 6(e). 

 

Fig. 6. Distribution of membrane voltage with singularities (blue snowflakes) obtained using 
both techniques for PSs detection. (a) t=50 ms, tau=5 ms, Vref  =mean value of Vm . (b) t=600 
ms, tau=5 ms, Vref  =mean value of Vm . (c) t=600 ms, tau=2 ms, Vref  =mean value of Vm . (d) 
t=50 ms, Viso=-20 mV. (e) t=600 ms, Viso=-20 mV. (f) t=600 ms, Viso=-30 mV 

Trajectories of singularities computed by the first method with tau=5 ms and the 
mean value of membrane voltage as the reference point are displayed in Fig.7. 
Fig.7(a) shows PSs trajectories by 300 ms. By 111 ms a single positive (chirality=+1) 
PS (red trajectory) existed. At t=111 ms two additional PSs appeared: positive 
(yellow line) and negative (green) and a spiral wave began to break up. At 173 ms 
another two singularities were born: positive (magenta) and negative (black). At 175 
ms the red and black PSs collided and disappeared. Continuing by a similar manner at 
300 ms three singularities remained (a positive and two negative). However, at 
t=1050 ms the amount of positive PSs is a bit greater (Fig.7(b)). In Fig.7(b) red lines 
label trajectories of singularities of positive chirality and green – negative. In our 
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simulations all PSs were created in pairs (87 pairs of positive-negative singularities) 
or due to interaction with a boundary (5 PSs). The PSs vanished, either due to 
positive-negative collision (57 pairs) or by collision with a boundary (54 PSs). 

Fig. 7. PS trajectories computed using tau=5 ms, Vref  =mean value of Vm . (a) t ∈ [0; 300] ms. 
(b) t ∈ [0; 1050] ms. PSs trajectories of positive chirality are shown in red, trajectories of 
singularities of negative chirality are displayed in green 

PS detection in 2D simulations of cardiac fibrillation. We have shown that both 
methods identify a broadly similar number of PSs, but the parameters used in each 
method can affect both the number of PSs that are detected as well as their location. 
PSs have already been identified in experimental data using the first method [7], and 
our study indicates that these results would be broadly comparable with the results of 
numerical studies where PSs are detected using the second technique.  

The choice of tau and reference point is known to have a crucial influence on PS 
detection by the first method [8, 11, 14]. These values should be chosen such that the 
phase can be uniquely defined during the course of a spiral (scroll) wave rotation. The 
ideal reference point is one that is encircled by all trajectories independently of the 
originating spatial location. If one chooses a random point in the state space as the 
reference point, this point may lie within some trajectories and outside others. In this 
paper we compared the location of singularities obtained using the mean value of 
membrane voltage (that is supposed to be encircled by all trajectories) as the reference 
point (Fig. 4(a)), with PSs coordinates calculated using two example reference points. 

As time-delay (tau) we chose four values, two of them (2ms and 25 ms) are often 
used in cardiac literature [8, 11, 14]. It was shown in [8, 11, 14] that for cardiac 
activation, if tau is on the order of the action-potential upstroke duration, the amount 
of trajectory folding (hence, nonunique calculation of phase) will reduce. Our results 
have demonstrated that assuming time-delay between 2 and 5 ms has a little effect 
(Fig.6(b), 6(c)) or no effect (Fig.4(a), 4(d)) on the PSs location. However, tau equal to 
1 or 25 ms leads to additional or missing singularities relative to those obtained using 
tau of 5 ms and noticeable shift of PSs coordinates for time-delay of 25 ms. 

Although an earlier study suggested that the choice of Viso influences the location 
of the PS only slightly [19], our results have shown that this choice can be important 
(fig.5). The main effect is to identify additional closely spaced PS pairs. 
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The examples of t=50 ms, t=600 ms and t=700 ms (Fig.4-6) have demonstrated 
that using a time-delay of 5 ms in the first method for PSs detection produces a 
similar PS distribution to using Viso =-20 mV in the second technique. In addition to 
the data shown in Fig.6, we also deployed each method at other times during the 
simulation. We found that if the number of PSs was insensitive to the choice of tau 
between 1 and 5 ms in the first method, then the choice of Viso between –20 and 
-40 mV in the second method would also have little effect on the number of PSs 
detected. This finding suggests that the robustness of each method is variable, but a 
more systematic comparison of the two methods is needed. 

The balance between created and destroyed PSs and the influence of boundaries 
are also topics for further investigation. Although our studies are preliminary, they 
indicate that the role of heart tissue boundaries could be important, especially for PSs 
death (54 singularities among 168 were destroyed due to collision with boundaries in 
spite of a quite large 12.5×12.5 cm domain), and hence these investigations could aid 
the development of possible defibrillation strategies.  

6   Conclusions 

In this paper we have compared two different methods for PSs detection, and using 
one of the techniques we have tracked singularities during the breakdown of a spiral 
wave into fibrillation (during approximately 1 s). Neither method is ideal since both 
require some parameter values to be chosen. However, there is clear advantage of 
using the first technique, which is based on topological charge. It immediately gives 
us knowledge about the sense of spiral wave rotation (chirality), and this is an 
additional feature that is extremely useful for PS tracking.  
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