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Abstract. The minimal Steiner tree problem is a classical NP-complete
problem that has several applications in the communication and trans-
portation sectors. It has recently emerged as a subproblem in decomposi-
tion techniques such as column generation and Lagrangian schemes. This
has set new computational challenges to the state of the art solving ap-
proaches. Our goal is to improve on existing branch-and-cut algorithms
so that our approach successfully serves as a fast subproblem solver in a
decomposition context. Compared with existing literature, our technical
contributions include 1) a new preflow-push cutting strategy, revisiting
a little known graph algorithm, that halves the runtime of the separa-
tion step, and 2) a branching scheme that fairly balances the search tree
and speeds up the search. An evaluation in a multicast design appli-
cation shows that the algorithm enhances a column generation hybrid.
Moreover, our approach offers a significant speedup factor on a publicly
available set of challenging Steiner tree benchmarks.

Keywords: networks, preflow-push algorithms, branch-and-cut, Steiner
trees.

1 Introduction

The minimal Steiner Tree Problem (STP) consists of determining the least-cost
tree that connects a given set of nodes in a graph. This NP-complete problem
was originally formulated by Hakimi [I0]. Since then, it has received considerable
attention in the literature as it has a wide range of applications, e.g. network
optimisation, distribution systems and VLSI layout [I0,[8]. It is beyond the
scope of this paper to cover all the STP literature. Surveys can be found in e.g.
[I0,[I8]. Although useful in its own right, several network design models embed
the STP as a substructure. It then emerges as a subproblem in decomposition
algorithms such as column generation or Lagrangian relaxation.

If the aim is to compute fairly good solutions to the stand-alone Steiner
tree problem within a reasonable time, then it has been recommended to use
a variety of greedy “tree heuristics” [I0,[I8]. However, if the STP appears as
a subproblem in a branch-and-price setting [6] or Lagrangian context [51[19],
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existing algorithms require exact STP solvers that deliver an optimal tree. In
branch-and-price for instance, finding the most profitable tree not only offers the
best pricing strategy, but also enables exploiting the lower bound and achieving
early termination and cost-based filtering at any column generation iteration.
This is because the column generation bound plus the subproblem reduced cost
is a valid lower bound even at mon-optimal iterations.

Several authors have proposed approaches for solving the minimal STP, in-
cluding Lagrangian relaxation [I0] and branch-and-cut [3,[12[15]. Previous em-
pirical evaluation has suggested that the fastest approach is the branch-and-cut
solver of Koch & Martin [12]. The authors showed that their solver is superior
to other approaches, as it succeeded in solving almost all existing benchmarks
for the first time. Several decomposition methods to solve the multicast net-
work design have embedded [12] as a subproblem solver, e.g. [6] deploys column
generation and [B,[19] exploit a special Lagrangian scheme.

A necessary ingredient for a decomposition method to be sufficiently compet-
itive is an efficient subproblem solver. However, we have noticed that the hybrid
branch-and-price algorithm of [6] spends nearly two thirds of the runtime in solv-
ing the Steiner tree subproblems in the pricing phase. Our performance analysis
has demonstrated that the separation (i.e. cutting) phase of the branch-and-cut
solver [12] is the largest computational bottleneck since the algorithm spends at
least half of its runtime in identifying the inequalities whose addition cuts off
the relaxed solution.

Another drawback of existing literature is that most exact STP algorithms,
[3L12,[15] included, use traditional Integer Programming (IP) branching on single
arc variables. This is not well-suited, as it potentially leads to an unbalanced
(binary) search tree: the weak branch forbidding an edge often barely changes
the relaxation.

This paper proposes an innovative and non-trivial variation of branch-and-
cut STP algorithms that successfully serves as a subproblem solver in decompo-
sition methods. The solver also substantially improves the best known runtimes
of a publicly available set of benchmarks as a stand-alone Steiner tree solver.

The contents of the paper are as follows. Section ] outlines related work and
our contributions. Section [3] overviews our branch-and-cut solver, in particular
an enhanced branching scheme and a new cost-based filtering rule that exploits
reduced costs. Section ] discusses some separation issues and proposes a new
cutting strategy. Section [Bl presents a computational discussion of our approach
under two use cases 1) run it as a stand-alone STP solver, 2) invoke it as a
branch-and-price subproblem. Section [@l concludes the paper.

2 Related Work and Overview of Contributions

Exact algorithms for the minimal Steiner tree problem include Lagrangian re-
laxation and branch-and-cut, e.g. [I0]. Because [12] is considered the most ef-
ficient algorithm for solving STP to optimality, multicast network design ap-
proaches [5L[6[19] exploiting decomposition methods have all used it. In [6] it is
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reported that the invocations of [I2] are by far the largest bottleneck on some
challenging multicast design datasets. We also note that in the results of [19]
around 45 minutes are spent at the root node of the search tree, even for quite
small networks and reasonable number of multicast groups. This is likely spent
in solving STP subproblems.

Most Steiner tree solvers rely heavily on reduction techniques [I0,[12,[I8] to
reduce graph size (i.e. edge set and vertex set). These act as a preprocessing step
that includes (resp. excludes) edges/nodes that do (resp. not) belong to at least
one minimal Steiner tree.

The preprocessing, which often requires careful implementation, exploits spe-
cial configurations in the graph. Since those tests often change the set of edges
and/or nodes, they are difficult to accommodate in a decomposition-based search
as they conflict with the much needed incrementality of the subproblem solver:
we may have to re-setup a subproblem model/solver as soon as the graph
changes. Indeed, some changes, such as node contraction, could result in deleting
and adding variables and make several constraints invalid. In the decomposition
methods [5161[19], applying “non-logical” reduction tests every time the sub-
problem is solved can introduce a substantial overhead as the constraint part of
the subproblem is kept unchanged throughout the search: only the cost vector
changes.

Painful reduction techniques are not included in our algorithm. Because we
are losing their strength, it is crucial to somehow compensate for this. It is done
through 1) designing a new separation phase by carefully merging an algorithm
proposed in [9] to compute a generalised form of a cut in a graph, 2) introducing
a harmless cost-based pruning rule that reasons about optimality to exclude
nodes from the solution. In fact, our focus on speeding up the separation phase
began when our experimentation clearly revealed that it is very costly.

Despite the efficiency of [9] for computing the minimum unrestricted cut [14],
this algorithm is not widely known in the literature. Koch & Martin [12] briefly
mention that [9] is modified and used at the separation phase of their STP
solver. However, they gave no details of how the algorithm is to be used within
their solver and failed to provide a computational evaluation whether such an
approach is beneficial. Moreover, recent publications [I8[I9] do not seem to be
aware of the idea of using [9].

From this regard, our contributions are two-fold. We demonstrate that us-
ing [9] as a black-box, or through a trivial adaptation, does not work and identify
a straightforward counter-example. Our technical contribution is to detail a care-
ful adaptation of [9]. In fact, the resulting preflow-push cutting strategy could be
used in other areas such as survivable networks [I1] and the travelling salesman
methods, e.g. [16].

Strengthening the cutting strategy of the branch-and-cut was useful in en-
hancing the performance of a a branch-and-price method even with “easy” STP
instances. Our evaluation in the stand-alone setting showed that the speedup
factor is much clearer as soon as the instances get harder.
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Yet another serious drawback of existing branch-and-cut approaches lies in
the branching itself. Our runs showed that branching on a binary variable in
the integer programming fashion tends to create search branches that cause
unbalanced changes on the linear relaxation. To overcome this, we suggest a new
branching scheme that leads to branches potentially having the same likelihood
of containing the best solution.

3 Branch-and-Cut Approach

In this section we present our improved branch-and-cut approach. It builds on
top of previous literature such as Koch & Martin [I2]. We first introduce some
notation and definitions.

Let G = (V, A) be a directed graph, where V is its node set and A is its set
of arcs. Let n = |V| and m = |A|. An arc in A from node i to node j, is denoted
(i,4). If H is a subset of nodes, then we denote by H = V'\ H its set complement
in V. A cut (H, H) is a non-trivial partition of V. An S — ¢ cut is a cut (H, H)
such that S C H and ¢t € H. If S = {s} then we use the shorter notation s — ¢
cut. Usually H is called the source side and H the sink side of the cut. The set
of arcs in the cut is denoted by §(H, H), so 6(H,H) = {(i,7)|i € H,j € H}. If
w is a set of weights attached to the arcs A we denote by w(H, H) the weight of
the cut, i.e. w(H, H) = > acs(i, i) Wa- The minimum s — ¢ cut problem is that
of finding the minimum weight s — ¢ cut.

The minimal STP consists of determining the least-cost tree in a graph, that
connects a given set of nodes. We use a similar directed version instead since it
is known to give a tighter bound [4]. The directed version is named the Steiner
arborescence problem. The transformation from the undirected Steiner tree prob-
lem to the directed problem is simple: replace, in the obvious way, every edge by
two directed arcs with the same cost and select one terminal as the root. It is well
known that this does not alter the solution set. For convenience we shall refer to
an arborescence with the more general term tree throughout this document.

The Steiner tree problem can be formulated as follows: given a directed graph
G = (V, A), non-negative weights w : A — R™, a non-empty subset 7' C V of
terminals, and a root r € T, find a directed subset of arcs R such that there is a
path from r to every terminal and ) _p ¢, is minimised. A node not in T'U {r}
is called a nonterminal.

We introduce decision variables: let x, be a binary variable that is 1 if and
only if arc a is used in the Steiner tree.

The solver uses a standard branch-and-cut approach outlined in Figure [
The inner loop is a separation procedure which finds violated inequalities or
proves that none exits. The algorithm calls the reduction technique described in
Section 3.3l The LP is a continuous relaxation of the cut formulation of a tree.
It is initialised with the flow inequalities described in [I2]. The search separates
Steiner cuts and adds them to the relaxation. A Steiner cut (H, H) is a cut that
separates the root r from at least one terminal: r € H and there exists at € T
such that ¢t € H. To each Steiner cut (H, H) in G is associated the following
inequality:

a€ER
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Branch-and-Cut:
apply reduction techniques
initialise search
repeat
select a leaf from the tree and consider the associated LP
repeat
solve the LP relaxation
separate violated inequalities and add them to the LP
until there are no violated inequalities
branch if necessary otherwise remove the leaf from the tree
until there are no leaves in the branch-and-bound tree

Fig. 1. A general branch-and-cut algorithm

Z T, >1 . (1)

a€§(H,H)

The Steiner cut inequalities (II) ensure reachability from the root to every termi-
nal. At each iteration of the separation algorithm described in Section [B.1] the
LP-relaxation suggests a value z;; for every variable x;;. These values are then
used to identify violated inequalities to be added to the LP to cut off the current
solution. If no violated inequality exists the search branches as in Section

3.1 Separation of Violated Inequalities

The separation algorithm is the most critical step in branch-and-cut. It finds,
if any, relaxed inequalities () violated by the suggested solution Z of the LP
relaxation. The inequalities ([I]) can be separated as follows: for each t € T find
the minimum cost r —t cut in G using T as weights. This is commonly done with
any max-flow/min-cut algorithm, see e.g. [I]. If, for some ¢, the cost w}_, of the
minimum 7 — ¢ cut in G is below 1 then the associated inequality is violated.
If wy_, exceeds 1 for each terminal ¢, then there is no violated inequalities and
the search branches. Inequalities are added only if they are violated by a small
tolerance. In fact, we use the “creep-flow” strategy [12] that favours least-cost
r — t cuts having minimum number of arcs. This makes the separation harder,
but in practice is compensated for by the strength of the inequalities.

Note that all Steiner cuts are found in the input graph G. That is because
the graph is not affected by the branching decisions of Section B2l Therefore the
cuts generated are valid throughout the branch-and-cut search.

Section @ describes a fast separation algorithm by adapting [9]. It considerably
enhances the performance of the branch-and-cut search.

3.2  Branching Strategy

Branching is an essential part of the exact algorithm and has to be carefully
designed to reach optimal performance. There are several requirements on the
branching strategy. In particular it has to:

— substantially affect the relaxation and the LP cost
— yield a balanced search tree, with equal likelihood of the best solution being
in the different branches.
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In [I2] IP branching is used; it branches on a single arc variable. Disallowing an
arc is unlikely to change the problem significantly since most arcs will not be
in the optimal tree anyway. On the other hand, including an arc has a larger
impact on the LP since it severely restricts the number of feasible (shortest)
trees. This results in an unbalanced search tree in practice.

To overcome this difficulty we apply a new hierarchical branching strategy. It
commits decisions to several variables by first focusing on node membership. This
is motivated by the fact that the difficulty in the STP is to decide which nodes
are to appear in the minimal tree. Vertex oriented branching is also mentioned
in [10] and used in [I8]. However, it has not been used in the context of branch-
and-cut.

For each node v, its “likelihood” h, of being a member of the minimal Steiner
tree is estimated by h, = Z(j,v)eA Z(j,v)- In a primal solution, h,, is either 0 or 1.
The nonterminal having the maximal integrality violation of h, is selected, i.e.
the node v that minimises |0.5 — h,,| over the nonterminals for which 1 > h,, > 0.
The branching first includes v and excludes v on backtrack. It is accomplished
by posting the following inequality with b = 1 on the forward branch and b =0

on backtrack:
Z Tjy = b . (2)
(4,v)EA

The exclusion effectively disallows all arcs having one end in v as a result of
flow inequalities [I2]. Note that the branching decision is easily incorporated in
the LP since each branching decision is the same as adding a cut. Clearly both
branches cut off the relaxed solution Z provided that there exists a nonterminal
v such that h, is fractional.

Whenever the node branching does not apply, T is often primal feasible.
However, in rare cases it might not be. An example is when there are several
optimal Steiner trees spanning the same nodes but crossing different arc sets. In
such a case, we resort to IP branching for completeness by branching on the arc
variable z, that minimises |0.5 — Z,| over the set of fractional Z,. The search
sets ¢, = 1 and x, = 0 on backtrack.

3.3 A New Cost-Based Reduction Technique

Preprocessing that alters the graph is difficult to implement when the STP is a
subproblem. However, there are still harmless reductions that can be exploited
in a decomposition context. Here, the focus is on a reduction technique that only
removes nodes/arcs that can not participate in any optimal Steiner tree. This
type of reduction can be easily encoded by setting some arc variables to zero in
the LP.

We now introduce a new reduction rule that exploits reduced costs extracted
from solving the linear programming relaxation. We observed that applying stan-
dard reduced cost fixing is weak as the cut formulation of a tree is known to be
highly degenerate. This same observation is supported by the results of [12].
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Our technique is stronger than the standard reduced cost fixing. Its design
has been inspired by our previous work in strengthening optimality reasoning
in network routing [7]. We exploit the additivity of the reduced costs and the
tree structure to infer an estimation of the cost incurred on the relaxation lower
bound LB by including a node into the Steiner tree.

The incumbent cost of the branch-and-cut is denoted by UB. Let r, denote
the reduced cost of variable x,; further let 7} = max{0,r,}. Consider a nonter-
minal node v that the relaxed solution suggests not to be in the optimal tree,
i.e. h, = 0. If v was to be included in the minimal Steiner tree (i.e. the value of
h., switches from 0 to 1), then some path p from the root r to v must exist in
any feasible tree. All arcs a in p such that Z, = 0 have to be included. The cost
of including a is r, (resp. 0) if T, = 0 (resp. T, > 0). Thus, the incurred cost
of ensuring x, is 1 is 7). The incurred cost of including the path p is the sum
of r for each a in p. A valid under-estimate of that is the length, say 1, (r), of
the shortest path from r to v in the graph where the weight of an arc a is ..
This is captured by the following reduction test:

if LB+ 1,(r) >UB then Z zjpy =0 (3)
(dv)eA

This rule can be used every time the relaxation is re-optimised. The effect of (3]
can be enhanced by using a CP-relaxation [5]. This would enable the inference
of even more fixings. We have used the same constraint programming store as
have been used in [5]. It makes some significant inference at the root, but less
fixings afterwards. The reduction rule (3)) has not been extensively tested and
was therefore switched off in our experimentation.

4 A More Efficient Separation Algorithm

This section describes a new separation algorithm for the branch-and-cut Steiner
tree solver. Normally, as described in Section B.Il the separation is done by
solving |T| min-cut problems independently. Here we adapt ideas presented by
Hao & Orlin [9] to be able to solve the separation problem much more efficiently
in one go. The speed up is gained by re-using information from previous min-cut
computations.

The rest of this section first briefly presents the Hao & Orlin algorithm (HO)
in Section ] and then explains in Section the adaptation needed to find
Steiner cuts.

4.1 Overview of the Hao and Orlin Algorithm

This section briefly describes HO [9]. It is assumed the reader is familiar with
the preflow-push algorithm, first presented by Goldberg & Tarjan [8] to some
extent. For general graph topics we refer the reader to [I]. Most of the materials
in this section are from [9].
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HO is a modified version of the algorithm by Goldberg & Tarjan [8]. It finds
the minimum cut in a directed graph where only a set S of sources are specified
to be in the source side. We denote this by a .S — * cut.

The unrestricted min-cut problem is to find the minimum weight cut in the
graph without restrictions on any nodes. It has many applications in network
reliability and is useful as a separation algorithm for the travelling salesman
problem. This can easily be solved by 2(n —1) s — ¢ cut computations. However,
for a directed graph, the unrestricted min-cut problem can be solved by two
invocations of HO, the second where all arcs are reoriented. The total runtime
is comparable to the time of one s — ¢ computation.

Recall that the preflow-push algorithm works with a preflow. A preflow is a
flow except that the entering flow of a node v can exceed the leaving flow v.
The excess is the difference between the last two. The preflow-push algorithm
pushes flow from active nodes, nodes with positive excess, along estimated short-
est paths in the residual graph, the “remaining flow graph”. The shortest path
estimation is done by distance labels of the nodes. The distance label of a node
is a lower bound on the length of a path from the node to the sink in the residual
graph. An overview of the preflow-push algorithm can be found on the right-hand
side of Figure 2l During a min-cut computation of the preflow-push algorithm
it is first assumed that all nodes, apart from the source node, are on the sink
side W of the cut, but as the computation progresses nodes are transferred to
the source side D. Specifically they are moved to D when there is no longer a
path from the node to the sink in the residual graph. The algorithm maintains
the invariant that there is no arc of the residual graph directed from any node
in D to any node in W.

find-min-cut(G, w, s): preflow-push(G, w, S, t):
S = {s}, Best = > (#47) initialise
repeat repeat
(i) select anodet’ € V\ S (4v) select an active node ¢
(41) find minimal S — ¢’ cut (H*, H*) push/relabel ()
z=w(H*, H*) until there are no active nodes
if z < Best then return (H, H)
Cut= (H*,H*), Best = z
endif
add t’ to S
until S =V
return (Cut, Best)

Fig. 2. Outline of the Hao and Orlin algorithm for computation of the minimum S — *
cut

HO exploits the preflow-push algorithm to find the least-cost S — x cut.
An overview can be found on the left-hand side of Figure 2l The preflow-push
algorithm is invoked at (4). The faster runtime of HO stems from the reuse of
information from min-cut computations: the ending state of the last preflow-push
computation is reused (at (#4)). Also, information from the min-cut computation
is used to force an ordering in the selection of sinks at (7). Specifically, the
distance labels are re-used, as well as information about nodes that have been
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transferred to the source side. These nodes are divided into “dormant” layers
according to the time they where moved to the source side. These nodes will be
moved back, “awakened”, in reverse order at a later stage so all nodes will be
selected at (7) during the execution. The new sink is selected as the node in the
source side of the last computation with the smallest distance label. If there is
no awake node then a layer of dormant nodes are woken up and the selection
procedure is repeated. The algorithm terminates when all nodes are in S.

We now present the problems with adapting HO to the context of find-
ing violated inequalities of form (). In the light of that, we derive a sound
adaptation.

4.2  Adapting HO for Computing Steiner Cuts

First, HO cannot be used as it is, since the cut found is not guaranteed to be a
Steiner cut. Indeed, it is likely that the minimum cut will have weight 0 as is the
case when the sink side consists of a set of nonterminals that are not suggested
should be used. Clearly, this is not a Steiner cut.

A trivial modification is to only consider cuts that are found whenever the
sink is a terminal. However, this does not guarantee finding a violated cut if there
is one [I7]. The reason is that the algorithm does not necessarily find the minimal
s —t cut when t is the sink. Instead, properties of the algorithm certify that the
minimal s — ¢ cut has been found in previous iterations, if the current cut is not
the one sought after. However, when considering Steiner cuts these properties
do not hold since there is a difference between terminals and nonterminals. The
example below illustrates this. In fact, it is not enough to consider all Steiner
cuts generated during the execution of the algorithm since the optimal cut can
be missed by moving a nonterminal to .S too early.

Ezample 1. Consider Figure Bl Node s is the root, t is a terminal and v is a
nonterminal. During the execution of HO, v is selected as the first sink. The
minimal r — v cut is found, which is ({s,t}, {v}) with a weight of 3. However, it
is not a valid Steiner cut since there is no terminal on the sink side. Next, v is
moved to the set of sources S and ¢ is selected as the next sink. In this iteration
the cut ({s,v}, {t}) is returned with a weight of 13. The cut is a valid Steiner
cut since t is on the sink side. It is also the minimal Steiner cut found by the
algorithm. However, as can easily be seen in Figure 3] the optimal Steiner cut is
({s}, {t,v}) with a weight of 4. This cut was missed since v was moved into S
too early and the cut found when v was sink was not a Steiner cut. |

It follows from Example[Ilthat in order for the adaptation to work we need to
make sure that every cut found is a Steiner cut. This is ensured by only selecting
terminals as sinks at step (). Then every minimum cut found is a valid Steiner cut.
However, there is a problem with this approach. The problem relates to the dis-
tance labels. Recall that preflow-push algorithms use distance labels of the nodes
to approximate the minimum number of arcs to reach the sink. When a terminal
is selected as sink it might not have the minimum distance label, so other awake
nodes may have smaller distance labels. This is a problem for two reasons.
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[] terminal

Q non-terminal

Fig. 3. Counter-example showing how the Hao and Orlin algorithm could miss the
optimal Steiner cut. Arcs are labelled with costs

First, it interferes with the widely used and efficient gap-relabelling heuris-
tic [2], which is included in the relabel procedure in [9]. The heuristic moves
nodes that are known to be disconnected from the sink into the dormant set by
detecting “gaps” in the distance labels. This is much quicker than the naive so-
lution which only moves nodes to the dormant set as the distance label increases
above a limit (usually n). However if nodes are allowed to have a smaller distance
label than the sink, a gap does not guarantee that nodes are disconnected.

Second, the number of nodes that are not in the source set will be larger than
the difference between n and the distance label of the current sink, if it is kept
unchanged. This means that the aforementioned limit is hard to establish. The
result is a bad performance since efficient data structures as well as the runtime
complexity rely on a tight bound on the limit, see [I7].

The interference with the gap-relabelling is easy to handle by taking the dis-
tance label of the current sink into account. However, the second problem still
remains. We overcome both difficulties by setting the distance label of the new
sink to 0 and resetting all the awake nodes’ distances by the exact distance, in
terms of number of arcs, to the new sink in the residual graph. This is called
global relabelling and is an important feature in competitive preflow-push algo-
rithms [2].

To speed up the computation even more, we always stop and select a new
sink whenever we detect that the minimum cut for the current sink will not be
the minimum one, for instance when we have already found a smaller cut. Also,
we store all violated sub-optimal cuts found throughout the iterations, since they
may benefit the LP.

To summarise: our change to HO is that we select the terminal in the awake
set with the minimum distance label. We then reset the distance labels for that
node to 0 and recalculate the exact distances for all other awake nodes. We
transfer nodes that do not have a residual path to the new sink into the dormant
set. If necessary we wake up layers from the dormant set when selecting a new
sink until there is a terminal in the awake set, even if there are non-terminal
nodes in the awake set.

It is easy to see that the algorithm is still correct with this modification.
The dormant nodes do not play a role in finding the current minimum cut so
changing the distance labels of the awake nodes does not alter the correctness.
Also, whenever nodes are woken up from the dormant set, they are given a new
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distance label. We note that we might have to wake up several layers before a
terminal is found.

5 Experimental Results

This section presents a computational discussion of our approach under two use
cases 1) in a stand-alone context and 2) invoked in a branch-and-price solver.
The aim is to assess the contribution of the new branching strategy and the
improved separation. The techniques have been implemented in the Constraint
Logic Programming language ECLiPSe.

We evaluate four parameter settings: n-ff, n-ho, a-ff and a-ho, where the first
letter of the parameter setting describes the branching strategy: IP branching
(a) or our branching (n). The second part describes the separation strategy: |T'|
max-flow/min-cut computations (££) or our strategy (ho).

5.1 Evaluation in Stand-Alone Context

Results for 42 instances from SteinLib [I3] are reported. SteinLib is a set of
publicly available benchmarks for the Steiner tree problem. The results can be
seen in Table [Il SP-t designates the total separation time in seconds, LP-t is
the total LP time in seconds, #N presents the size of the search tree and the
upper bound UB is labelled with a star if the instance was proved optimal. First,
we compare the contribution of the new separation strategy. Table [l reveal that
our cutting strategy is clearly superior. Indeed, the results show that the ho-
strategy always enables significantly faster optimality proofs. Compared to a-ff,
the improved algorithm a-ho finds a better primal solution on 2 instances, proves
optimality on 2 instances when a-ff fails to do so. It also proves optimality on
1 instance when a-ff fails to find the optimal solution at all. In fact, the n-ho
strategy manages to significantly improve the best known runtime on one of the
most challenging instances (bipe2u) in SteinLib. The latter instance was only
recently solved to optimality by [I§]. It is not surprising that the ho strategy
requires more separation iterations since it only generates the most violated
Steiner cuts. The £f strategy generates almost one r—t cut for each t € T at every
iteration. However, the majority of the latter cuts are useless because for those
examples where both cut strategies proved optimality ho required considerably
less cuts in total. This supports the view that the most violated cut is the most
beneficial.

The ho strategy more than halves the runtime in some cases. The faster
separation enables ho to prove optimality quicker or explore a larger part of the
search tree. This is especially apparent for the instances with a large number of
terminals, suggesting that the gain from the ho strategy is clearer as the number
of terminals increases.

We now turn our attention to the contribution of the branching. The new
branching enables n-ho to prove optimality of 3 instances where a-ho fails to do so.



W. Cronholm, F. Ajili, and S. Panagiotidi

136

1 4 1 og T T8 9891 1 4 9 0g  ¥T 96  x989T T z 1 oe 1 L8 9891 1T 4 9 0g  ¥T 96 %9891 9¢¥0-0z€
1 6 ST 82 61  T0T %I89T I g 9z 2z G€T 0T€ 1891 T 6 ST 82 0%  L0T 1891 T g 9z €Z  8€T ¥IE %1891 ¥¥0-0z€
2 76 0ZC  TTT T8T 0€9 xETLL ¢ 8¢ €0Z  ¥IT €0LY 6£0S¢ 9TLT L 10T €2 09T TO0E€ 6LS «€TLT €I z9 ¥TZ 92T 898% 0¥0S¢ €TLT €¥0-0C€
1 < 11 12 IT S8  4Z89T I 4 61 12 991 6€T  4T89T T g 1T 12 21 06 42891 T 4 61 1 891 TPZ «C891 C¥0-02€
1 8T LY 99  GS 69T 4LOLT T €1 9L ¥S 708 PI6 xLOLT T 81 Ly LS L9 GLT  «LOLT T €1 92 ¥S  TI8 €Z6 %LO0LT T1¥0-0T€
2 98 LPZ 89 80T T6I x6S90C ¢ <i% TLT 1€ 8LV LIS «6S0T & 16 €92 99 121 88T «6S0T L 69 g9€ 6%  T69 ¥SL «690T ST0-0TE
2 66 6L% 8% I€T T6T «I190T L €9 0T€ LV 89F STS «190T & SPT  GLV 8L 8TT PTE x190C L TL 9FF €S 1ZOT T60T %I90T ¥I0-0TE
1 79 T6T 8T 88 FIT «BL0T T 44 19T 6 TLT 98T «CLOT T 79 TET 0T 68 9TT 4TL0T T ¥z 19T 0T  LLZ T6T xTL0T €10-0T€
T 14 L 1 4 9 %661 T g 1z T (SIS 4 *«L66T T 14 L T 4 9 *«L66T T g 12 T (SIS 4 *«L66T TI10-0TE
€ a4 SPT 9T TG LL  «€90T € o€ I8T IT  €€T 67T xE€90C € a4 9T LT TG LL  «€90T € 6T PAT IT  9TT TPT «€90T TT10-0C€
€ 0Tz ¥06 001 €€F 149G «819S € 89 PPIT 99 LTCT 8LTT x81GS € TTZ 606 PIT 9FF 8LG «8IGS € 09 68TT 69  €LTT LSET 48199 §1%-09T
€L $26  G06€ LETT LILT T1TF «0TLS LV €1Z  €L4T€ LLIT LT9€ 166% 0TLS SL 198  ¥IGE  8TST LPLT S0S€ «0TLS ¥9 8GZ 0£9€ 196 T€8€ ¥66% 0TLS ¥1C-09T
62 66€  €6ST LG9 L9L TLPT «LP9¢ €1 OTT  #TLT TLZ ¥86T 18TT xL¥99 ST GGE  €EVI  9TF €EL OITT xLP9S €T 6€1  L1TT S¥E 1¥EC 0ELT +L¥99 €12-09T
19 €89  9G0€ €661 F6ET 919E «E¥9S 6F §TT  09€E€ €LET TTSE 166F €¥99 €€T  ¥SOT 9F0F 0€TT 90T ¢88% €¥99 96 86T 6%0¢ 866 ¥TLE €66F €¥99 TIT-09T
€1 L0%  LI8T €19 0I8 69ET «E89S 1T LET  9LPT 90S €9LT LSEE xE8SS 1T $€S  692T T1L9 90TT LLST €895 6T 8T 066 609 O08LE 0TSF +€899 112091
T 1w IPT € 89  €IT x8LSC T 0z 60T 9T TEL 89L «8LST T 184 IPT g€ 69  PIT  x8LSC T 0z 60T LT 9L TBL x8L9T SPI-09T
ST 09Z 726  VE’ 199 €TST xL09T L 99 679  ¥8E TVLE GST¥ %L09T ST 19 €%6  LOL 69% LSPT %L09C ¢ TL L€L  TST 099F 0009 L19Z ¥HI-09T
1 44 £v 8 9T T€  %L99T 1 1 8 9L  LLT 061 xLSST T Tl 3% 8 LT TE€  xL99T 1 8 ) L 08T ¥6T LSST €VI-091
€ 99 L€C 6% 60T GLT  xT9SC ¢ 8T TGT LT 0LOT €TTT xZ99T € 99 L€C 09 OTT 8LT xT9SC € 8T LT  T€  8TTT TLTT %T99T CVI-09T
1 8T 9L 6T  9€ €9  «6¥SC T 1T OTT &I T8T GCO0E «6¥ST T 8T 9L 6T  9€ €9  «6¥SC T 1T OTT €T  L8C LOE «6F9T TPI-09T
L€ 90T  ¥E9  PIT €9T 09€ «LEGT €€ 96 €L9  O0€T 8IF 6.9 «LE6T 9¢ ¥9e T80T TVC 6IE 8E9 «LEGT 69 €8T FOET ¥IT 046 TPTT «LE6T STT-09T
1 09 I6T 0T  ¥S L9  «686C I LT 08T L 9T QLT «686T T 09 I6T IT SS9 69  «686C T X 08z 8 L9T LLT  4686T ¥IT-09T
1 6z 26 € €T 8T  x998Z I €1 8z ¢ 9F 8% x998T T 62 26 € ¥Z  8Z  x998T T €1 82T ¢ 9% 6%  x998T €I1-091
2 Lg 89T 0T 6% 79 V6T € X $9z 8 €FT €ST  4+¥26T 1T 15 0€T  IT OF 99  «PT6T 1T 17 96T 0T 99T 28T «FT6T CIT-09T
T 11 1€ T g P «698C T L 99 T 9T 8T %6982 I 11 1€ T g L %698C T L 99 T 9T 8T +698T TT11-09T
6 89 zel 1T 9¥  ¥8  «PS9l II a4 98T 8T 9OV €¥F «PSST L 89 8€T  ¢Z LV 98  «PSST 6 £ 98T 8T  9¥F 1I8F «PGST GP0-09T
T 4 4 T 0 L «8LVT T 4 9 T € ot +8LFPT T T 4 4 0 L «8LVT T 4 9 T € ot +8LFT ¥P0-091
11 z8 09T  LF 8%  6IT «6PST LI L9 L8C  TL  9S0T ZTYIT «6VST €T €8 ¥OT 8¢ 6% 60T «6F9T €I 69 8¥Z €% €68 T06 «6FST €¥0-09T
T ¥ ot 1 4 6 «98PT T 4 L1 T LT Ve 498FT 1 4 ot T 4 6 «O8FT T 4 LT T LT V€ «98FT TV0-091
1 TT 44 4 9 ST «P6PT T 8 184 € v 09 «P6PT T 1T ¥z ¥ 9 9T «V6VT T 8 184 € ¥ 09  «P6PT TP0-09T
967 9868 F6LYT 09€C VR80T ¥8LY LL 6 ove  FTL8 80€ OVSY ¢86F LL  60S  6¥99 8SIET $TTT LE6T 99LV LL  TT 8T€ TOTOT LEV GSTEV ¥86YV  LL nzoyq

60T€ €99TT TP60T 9T0T VETE T9LF S06L ¥T&  TOL GLETT €1€ 9TGY LL6Y S06L 6T99 8TTIT 16901 €86 V9T 808F 8E6L ¥EE  T¥9 TETTT L6C 8¥PY 6867 ¥¥6L duoY

G0E€ TYLT 8I9E TE TTT €8T «6€  60€  €ELT 9E6VT 19 0991 6VLT «6€  €FPIE GTOST €LGLT TLT GGIT TIST «6€ 9671 9TGP 6€9LE 00T 099% €867 6€ ngoy

L9LT g€8€L 1066 S9 TIS TL9 «E00¥ 6161 8I6F LI6CY 9P TELE TE6E «E00% LVOET TEPSS SLPPS €1F €8Y€ 8GLP  T10¥ 9TIS 6008 06€8¢ ¥ET LE9F 186% €T0% d9oy

1 78 L€ TPET 98¥%€ L68F 60T T 11 6¥L V€T €PLV TO0E 90T T 28 gze  T9ET 98%E S06% 60T T 11 6FL  OFT 16LF $00S 90T 1ng-999
1 L8 9e¥  ¥CS 68TV €98% PEIITT 6 669  TL L9%Y €00S¢ 8091TT g8 8TF  ¢ZS 18TV $88%F FEIITT 6 669 €L 0IS¥ S00¢ 8091¢ dg-99o
1 L8%1 886F 989€ FSIT S98% 9¢ T 9FF  98TE ¥S6T 6L6C 086F 9g T 19%1 8€6% 109¢ ISIT ¥88%F 9¢ T 1€¥ 92T€ €861 ¥¥6T 086% 9¢ ng-goo
62 PSIT OFP6E €88€ 1€8 CI6F 0LIE § 88F I8FE OLET 199€ 086F 189¢ ¥8 9601 GEPE 0SCE 99L 6E€6F 699€ 9 TLV  T¥eE LTSI 00%E 086F 9.9¢ dg-go0
12 186  GOTE 09V LET TE9 «E€C  €F TTL 96T 8LS T8TT SSTT «€T 60T  ISCT 88€E€ G9L 6LT 8EOT «€T LS 8T8 F98F 060T TSST LE6T x£T ny-god
9Tz 60%S OTT8 TLSE SIS GI6F 8EEZ 0091 L6FE T9TTT 8LLT LEST 196V 8EET PE9E 00L9 V60L CTLET TLS €€6F 8EET €C0E LLBY 10S8 T190C TLZT 8L6F 8€er dp-€9o
g8 9ze  g¥¥  98L LE6 TLST «¥S T g 96 61  T8E¥ 600¢ 99 6T 86€ 869  8€9E 8GTT P96V S T 9 TPT €T 96LF TT0S 99 ngodiq
09%  ¥¥L  T9S  LV9 90LTI OV6F €99 T 9 TET 1T 89LF 800§ TS8G S88 09I LE9  I6€ 8ILT €C6F 1999 T 9 LET BT  9T6% 1109 99,9 dgodiq
N# 1931 sIno# 3-d71 3-dS PWLL dN  N#  I03# sIind# 3-d71 3-dS PWLL dN  N#  I0M# sImd# 3-d77 3-dS dWiL dn  N#  103# sino# 3-d71 3-dS PWLL dn  3s9L

oy-u Ir-u oy-e I1-e
S90OURISUI ITUI9)G SWIOS I0J SINS9Y °T S[qel,



On the Minimal Steiner Tree Subproblem and Its Application 137

The node branching is much faster on some instances and has roughly the same
runtime on other ones. On the larger instances, except one, n-ho often finds a
significantly better solution. This is a clear indication of the benefits of node
branching. Moreover, the results show that the search tree is smaller for n-ho,
compared to a-ho. This may be explained by the fact that the new branching
evenly strengthens LB on both branches which result in stronger pruning of
the search. Also, n-ho requires fewer cuts to prove a test optimal. This may be
explained by the fact that when an arc is included it makes several previously
computed cuts useless.

5.2 Branch-and-Price Evaluation

There are several difficulties that appear during the integration of the Steiner tree
algorithm in a branch-and-price framework. We briefly mention some of them.

The Steiner cuts that are generated are valid not only within the branch-and-
cut tree, but also throughout the branch-and-price tree itself. It is important
that the implementation exploits that by maintaining a “cut pool” containing
all previously generated Steiner cuts. These can be re-used at separation.

It is important to exclude trees that correspond to columns that already exist
in the branch-and-price master. It is easily done with the solver described in this
paper since we can add a linear inequality to the STP for each existing, and
therefore non-improving, tree.

We have included the branch-and-cut solver into the branch-and-price ap-
proach of [6]. The solver was modified to return the first beneficial Steiner tree
to enable fast progress of the column generation. Extra effort in optimising the
subproblem is not necessarily beneficial for reaching global convergence fast. Two
sets of instances occurring in a multicast network design application were con-
sidered. The first one, comprising 28 instances, considers less than 5 multicast
commodities and the second one, with 12 instances, has around 19 commodities.

Curiously, there is little difference between the two branching strategies. Only
in one case did n enable the search to find a slightly better solution. The ex-
planation for this is probably that the emerged Steiner subproblems needed no
branching: the root LP was integral. This is consistent with what appears to be
the case in [19]. It is worth mentioning that commercial Internet topologies, like
the ones we considered, are typically sparse: the number of edges is below 4|V|.
This explains why the branching is not beneficial for Internet-like topologies.

Table 2. Aggregated results for branch-and-price method [6] with instances

UB ratio Time ratio SP-t ratio LP-t ratio F#cuts ratio #bp-nodes
|K| avg min max avg min max avg min max avg min max avg min max avg min max
18-20 1.00 0.97 1.00 1.00 1.00 1.00 0.88 0.59 1.27 0.94 0.79 1.18 0.59 0.42 0.84 0.90 0.75 1.13
2-5 0.99 0.80 1.00 1.09 0.99 1.45 0.88 0.56 1.51 0.93 0.77 1.12 0.59 0.30 1.00 0.89 0.40 1.10

We now compare two variants n-ff and n-ho as subproblem solvers. Figure
presents an aggregated form of the results. The values are the ratio between n-ho
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and n-ff. For example, the average incumbent n-ho solution was 1% better than
the one found by n-ff for small the instances. The column #bp-nodes describes
the size of the branch-and-price tree.

Although it is marginally slower on average, the ho cutting strategy enables
the branch-and-price algorithm to find slightly better solutions on average. The
results also show that the separation is quicker and the number of cuts is drasti-
cally reduced. Again, this suggests that the most violated cuts are the important
ones.

Interestingly, the ho cutting strategy enables the search to use fewer number
of nodes. This may be because faster subproblem solving enables the encounter-
ing of primal solutions earlier and thus makes bound pruning possible.

6 Conclusion

Motivated by a multicast network design application, our work focuses on tai-
loring an existing Steiner tree approach so that it successfully serves as a fast
subproblem solver in a branch-and-price framework. We adapt a little known
preflow-push approach and demonstrate how to turn it into an effective sepa-
ration algorithm. The search is also enhanced with a vertex oriented branching
rule. We show that they both improve the performance in the decomposition
context. We expect that our techniques will be more beneficial if the Steiner
subproblems are hard to solve, unlike the reported multicast instances.

Even though our work originated in a decomposition framework, its bene-
fits also unfold when solving stand-alone Steiner tree problems. In particular it
succeeds in significantly improving the best known runtime for a test that was
recently solved for the first time by [18].

There are many important applications which admit a natural formulation as
a collection of cut-based covering inequalities similar to the Steiner tree problem.
These include survivable networks e.g. [II]. Such applications often consist of
finding several minimum s — ¢ cuts. It may be possible to adapt and exploit our
cutting strategy in order to efficiently compute violated cuts.
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