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Abstract. In 1992, Moss and Parikh studied a bimodal logic of knowl-
edge and effort called Topologic. In this current paper, Topologic is ex-
tended to the case of many agents who are assumed to have some private
information at the outset, but may refine their information by acquiring
information possessed by other agents, possibly via yet other agents.

Let us assume that the agents are connected by a communication
graph. In the communication graph, an edge from agent i to agent j
means that agent 4 can directly receive information from agent j. Agent
1 can then refine its own information by learning information that j has,
including information acquired by j from another agent, k. We introduce
a multi-agent modal logic with knowledge modalities and a modality
representing communication among agents. We show that the validities of
Topologic remain valid and that the communication graph is completely
determined by the validities of the resulting logic. Applications of our
logic to current political dilemmas are obvious.

1 Introduction

In [13], Moss and Parikh introduce a bimodal logic intended to formalize reason-
ing about points and sets. This new logic called Topologic can also be understood
as an epistemic logic with an effort modality. Formally, the two modalities are: K
and <. The intended interpretation of K¢ is that ¢ is known; and the intended
interpretation of ¢ is that after some amount of effort ¢ becomes true. For
example, the formula

o — OKo
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means that if ¢ is true, then after some “work”, K¢ becomes true, i.e., ¢ is
known. In other words, the formula says that if ¢ is true, then ¢ can be known
with some effort. What exactly is meant by “effort” depends on the application.
For example, we may think of effort as meaning taking a measurement, perform-
ing a calculation or observing a computation. In this paper we will think of effort
as meaning consulting some agent’s database of known formulas.

There is a temptation to think that the effort modality can be understood
as (only) a temporal operator, reading ¢ as “¢ is true some time in the
future”. While there is a connection between the logics of knowledge and time
and logics of knowledge and effort (see [8,9] and references therein for more
on this topic), following [13] we will assume that such effort leaves the base
facts about the world unchanged. In particular, in any topologic model, if ¢
does not contain any modalities, then ¢ «» O¢ is valid. Thus, effort will not
change the base facts about the world — it can only change knowledge of these
facts.

The family of logics introduced in [13] and later studied by Dabrowski, Moss
and Parikh, Georgatos, Heinemann, and Weiss ([3,4,5,6,8,21]) has a seman-
tics in which the acquisition of knowledge is explicitly represented. Familiar
mathematical structures such as subset spaces, topologies, intersection spaces
and complete lattices of subsets corresponding to natural notions of knowledge
acquisition are attached to standard Kripke structures.

Given a set W, a subset space is a pair (W, O), where O is a collection of
subsets of W. A point © € W represents a complete description of the world in
which all ground facts are settled, whereas a set U € O represents an observa-
tion. The pair (z,U), called a neighborhood situation, can be thought of as an
actual situation together with an observation made about the situation. Formu-
las are interpreted at neighborhood situations. Thus the knowledge modality K
represents movement within (consistent with) the current observation, while the
effort modality < represents a refining of the current observation.

Formally,

1. 2,UE K¢ iff VyeU)(y,U [ ¢)
2. 2, UECpiff AV eO)((x eV CU) and (z,V [ ¢))

[13] provides a sound and complete axiomatization for all subset spaces. In
[4] and [5], Georgatos provides a sound and complete axiomatization for subset
spaces that are topological spaces and complete lattices. Dabrowski, Moss, and
Parikh prove the same result using an embedding into S4 ([3]). [6] provides a
sound and complete axiomatization for treelike spaces, and Weiss ([21]) has pro-
vided a sound and complete axiomatization for intersection-spaces. Interestingly,
it is shown in [21] that an infinite number of axiom schemes are necessary for
any complete axiomatization of intersection spaces. More recently, Heinemann
[8,9] has looked at subset spaces and logics of knowledge and time, and the
connection between hybrid logic and subset spaces [10,12].

In this paper, we present a multi-agent topologic in which the effort modal-
ity < is intended to mean communication among agents. In order for any com-
munication to take place, we must assume that the agents understand a com-
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mon language. Thus we assume a set At of propositional variables, understood
by all the agents, but with only specific agents knowing their actual values at
the start. Letters p,q, etc, will denote elements of At. The agents will have
some information — knowledge of the truth values of some elements of At, but
refine that information by acquiring information possessed by other agents, pos-
sibly via yet other agents. This implies that if agents are restricted in whom
they can communicate with, then this fact will restrict the knowledge they can
acquire.

Consider the current situation with Bush and Porter Goss, the director of
the CIA. If Bush wants some information from a particular CIA operative, say
Bob, he must get this information through Goss. Suppose that ¢ is a formula
representing the exact whereabouts of Bin Laden, and that Bob, the CIA oper-
ative in charge of maintaining this information knows ¢. In particular, Kgon¢,
but suppose that at the moment, Bush does not know the exact whereabouts
of Bin Laden (= Kpysh¢). Presumably Bush can find out the exact whereabouts
of Bin Laden (O Kpush@) by going through Goss, but of course, we cannot find
out such information (—-OK.¢ A =CK,¢) since we do not have the appropriate
security clearance. Clearly, then, as a pre-requisite for Bush learning ¢, Goss
will also have come to know ¢. We can represent this situation by the following
formula:

_‘KBush¢ A D(KBusth - KGOSS¢)
where O is the dual of diamond.

Let A be a set of agents. A communication graph is a directed graph
Ga= (A E) where E C A x A. Intuitively (i,5) € F means that i can directly
receive information from agent j, but without j knowing this fact. Thus an edge
between ¢ and j in the communication graph represents a one-sided relationship
between i and j. Agent i has access to any piece of information that agent j
knows. We have introduced this ‘one sidedness’ restriction in order to simplify our
semantics, but also because such situations of one sided learning occur naturally.
A common situation that is helpful to keep in mind is accessing a website. We
can think of agent j as creating a website in which everything he currently knows
is available, and if there is an edge between ¢ and j then agent 7 can access this
website without j being aware that the site is being accessed. Another important
application is spying where one person accesses another’s information without
the latter being aware that information is being leaked. Naturally j may have
been able to access some other agent k’s website and had updated some of her
own information. Therefore, it is important to stress that when i accesses j’s
website, he is accessing j’s current information which may include what k knew
initially.

The assumption that ¢ can access all of j’s information is a significant ideal-
ization from these common situations, but becomes more realistic if we think of
this information as being confined to facts expressible as truth functional com-
binations of some small set of basic propositions. Thus our idealization rests on
two assumptions:
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1: All the agents share a common language, and
2: The agents make available all possible pieces of information which they know
and which are expressible in this common language.

2 The Logic of Communication Graphs

In this section we will describe the logic of communication graphs, K(G). The
language will be a multi-agent modal language with a communication modality.
The formula K;¢ will be interpreted as “according to ¢’s current information,
i knows ¢”, and ¢ will be interpreted as “after some communications (which
respect the communication graph), ¢ becomes true”. Thus for example, the
multi-agent version of the formula ¢ — CK¢, expressing that if ¢ is true then
with some effort ¢ can be known, is

Kijp — OK;¢p

This formula expresses that if agent j (currently) knows ¢, then after some
communication agent i can come to know ¢. Let At be a finite set of propositional
variables. A well-formed formula of /C(G) has the following syntactic form

¢ =pl Y [dAY]| Kig| Co

where p € At. We abbreviate —K;—¢ and -<$—¢ by L;¢ and O¢ respectively,
and use the standard abbreviations for the propositional connectives (V, —, and
1). Let Ly (g)y denote the set of well-formed formulas of X(G). We also define
Lo(At), (or simply £y if At is fixed or understood), to be the set of ground
formulas, i.e., the set of formulas constructed from At using —, A only.

2.1 Semantics

The semantics presented here combines ideas both from the subset models of [13]
and the history based models of Parikh and Ramanajum (see [16,17]). Suppose
that G = (A, E) is a fixed communication graph. Given that the agents are
initially given some private information and assumed to communicate according
to the communication graph G, the semantics in this section is intended to
formalize what agents know and may come to know after some communication.

Initially, each agent ¢ knows or is informed (say by nature) of the truth
values of a certain subset At; of propositional variables, and the At; as well as
this fact are common knowledge. Thus the other agents know that i knows the
truth values of elements of At;, but, typically, not what these values actually are.
We do not need to assume that the At; are disjoint, nor that the At; together
add up to all of At, although such sub-cases will be of interest. Thus if At;
and At; intersect then agents ¢, j will share information at the very beginning.
Let W be the set of boolean valuations on At. An element v € W is called
a state. We use 1 for the truth value true. Initially each agent ¢ is given a
boolean valuation v; : At; — {0,1}. This initial distribution of information
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among the agents can be represented by a vector v = (vy,...,v,). Of course,
since we are modeling knowledge and not belief, these initial boolean valuations
must be compatible. ILe., for each 4, j, v; and v; agree on At; N At;. Call any
vector of partial boolean valuations v = (v1,...,v,) consistent if for each
p € dom(v;) Ndom(v;), v;(p) = v;(p) for all 4,5 = 1,..., n. We shall assume that
only such consistent vectors arise as initial information. All this information is
common knowledge and only the precise values of the v; are private.

Definition 1. Let At be a finite set of propositional variables and A = {1,...,n}
a finite set of agents. Given the distribution of sublanguages At = (Aty, ..., At,),
an initial information vector for At is any consistent vector v = (vy,...,v,)
of partial boolean valuations such that for each i € A, dom(v;) = At;.

We assumed that all initial vectors are consistent, although if we were dealing
with beliefs rather than knowledge, then very interesting questions about in-
consistent initial vectors could arise.

We assume that the only communications that take place are about the phys-
ical world. But we do allow agents to learn objective facts which are not atomic,
but may be complex, like pV ¢ where p, ¢ € At. Now note that if agent ¢ learned
some literal from agent j, then there is a simple way to update i’s valuation
v; with this new information by just adding the truth value of another proposi-
tional symbol. However, if ¢ learns a more general ground formula from agent j,
then the situation will be more complex. For instance if the agent knows p and
learns ¢ V r then the agent now has three valuations on the set {p,q,r} which
cannot be described in terms of a partial valuation on a subset of At.

Fix a communication graph G and suppose that agent ¢ learns some ground
fact ¢ from agent j. Of course, there must be an edge from agent i to agent j
in G. This situation will be represented by the tuple (7, j, ¢) and will be called a
communication event. Let Xg be the set of all possible events. Formally,

Definition 2. Let G = (A, Eg) be a communication graph. A tuple (i,j, @),
where ¢ € Lo(At) and (i,j) € Eg is called a communication event. Then
Yo ={,5,6) | ¢ € Lo,(i,5) € Eg} is the set of all possible communication
events (given the communication graph G ).

Given the set of events Xg, a history is a finite sequence of events. lL.e.,
H € Y. The empty history will be denoted €. The following notions are standard
(see [16,17] for more information). Given two histories H, H', say H < H' iff
H' = HH" for some history H”, i.e., H is an initial segment of H’'. Obviously,
= is a partial order. If H is a history, and (4, j, ¢) is a communication event,
then H followed by (4,7, ¢) will be written H; (4,74, $). Given a history H, let
Ai(H) be i’s local history corresponding to H. Le., \;(H) is a sequence of events
that ¢ can “see”. Formally, A\; maps each event of the form (i, 7, ¢) to itself, and
maps other events (m,j,1) with m # i to the null character while preserving
the order among events.

Fix a finite set of agents A = {1,...,n} and a finite set of propositional
variables At along with subsets (Aty, ..., At,,). A communication graph frame
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is a pair (G, At) where G is a communication graph, and At = (Aty, ..., At,) is an
assignment of sub-languages to the agents. A communication graph model
based on a frame (G, At) is a triple (G, At,v), where v is a consistent vector of
partial boolean valuations for At.

Now we address two issues. One is that not all histories are legal. For an event
(i, , ) to take place after a history H, it must be the case that after H, j knows
¢. Clearly ¢ cannot learn from j something which j did not know. Whether a
history is justified depends not only on the initial valuation, but also on the set
of communications that have taken place prior to each communication in the
history.

The second issue is that the information which an agent learns by “reading”
a formula ¢ may be more than just the fact that ¢ is true. For suppose that ¢
learns pV ¢ from j, but j is not connected, directly or indirectly, to anyone who
might know the initial truth value of ¢. In this case ¢ has learned more than
pV q, i has learned p as well. For the only way that j could have known pV q is
if 7 knew p in which case p must be true. Our definition of the semantics below
will address both these issues.

Formulas will be interpreted at pairs (w, H) where w is a state (boolean
valuation) and H is a finite sequence of communication events.

We first introduce the notion of i-equivalence among histories. Intuitively,
two histories are i-equivalent if those communications which i takes active part
in, are the same.

Definition 3. Let w be a state and H a finite history. Define the relation ~;
as follows: (w, H) ~; (v, H') iff w),, =, and \i(H) = \i(H').

Before proceeding further, we summarize the uncertainty faced by each of
the agents:

1. Agents may be uncertain about the actual state of the world.
2. Agents may be uncertain about which communications have taken place.

Example: The Valerie Plame Affair: In an earlier version of this paper we
stated that if a formula ¢ was stable, agent j knew it, and agent ¢ was connected
either directly or indirectly to agent j, then agent 7 could also come to know ¢.
Here a formula ¢ is said to be stable if for all legal (w, H), (w, H) Em (¢ — Og).

However, we were mistaken and an abstract example as well as the Valerie
Plame/Judith Miller affair shows why. Suppose that agent i is connected directly
to agent j who is connected directly to agents k, m, both of whom are connected
to r who knows the value of p. Now m reads p, which is true, from r’s website,
and j reads p from m’s website and thus knows not only that p but also K,,(p).
Now the formula K,,(p) is stable, it will never again become false. But 4 cannot
know this although ¢ can know p. For just by reading j’s web page, © cannot rule
out the possibility that j learned about p from k.

The way in which this applies to the Plame-Miller affair is that the fact that
Plame was a CIA covert operative was revealed by columnist Robert Novak in
July 2003, possibly endangering her life, and this information seems to have come
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from Miller who is under a federal sentence for refusing to reveal who leaked the
name of Valerie Plame to Novak. The point here is that while we know what
Miller and Novak knew about Plame, we do not know how they knew it.

To deal with the notion of legal or justified history we introduce a proposi-
tional symbol L which is satisfied only by legal pairs (w, H). (We may also write
L(w, H) to indicate that the pair (w, H) is legal.) Since L can only be defined
in terms of knowledge, and knowledge in turn requires quantification over legal
histories we shall need mutual recursion.

Given a communication graph and the corresponding model M = (G, At,v),
and pair (w, H), we define the legality of (w, H) and the truth |y of a formula
as follows:

- w,€ ’:ML

—w,H;(i,5,0) Em Liff w,H [=pq L and w, H =pq K¢

— w, H = p iff w(p) =1, where p € At

—w,H Fpm —¢ iff w, H FEp ¢

—w,HEm oA iff w,H Em ¢ and w, H Epq ¢

— w,H e Ooiff 3H', H < H', L(w, H'), and w, H' ¢

—w, H E=m Kig ift V(v,H') if (w,H) ~; (v,H"),and L(v, H'), then v, H = pm
¢

Unless otherwise stated, we will only consider legal pairs (w, H), i.e., pairs (w, H)
such that w, H = L. We say ¢ is valid in M, = ¢ if for all (w, H), w, H Fm
¢. ¢ is valid in the communication graph frame F if ¢ is valid in all models
based on F.

2.2  Surface Knowledge

Except for each agent’s initial information, one may suspect that all information
acquired by the agent 7 is just the sum of the ¢ which ¢ learned from commu-
nications (i, j,¢). But we saw that this is not true. Given the assumption that
both At and the structure of the communication graph are common knowledge,
agents can come to know facts that are not explicitly contained in the commu-
nications.! We might still be interested in this ‘surface’ knowledge which the
agents acquire.
Define the sets X;(w, H) as follows:

L. Xi(w76) = {U | Uln; = wlAti}
2. Xi(w, H; (i, §,)) = Xi(w, H) N ¢
3. i #m then X;(w, H; (m, j,¢)) = X;(w, H)

! Here is an amusing story involving one of us, Parikh. Parikh had published a paper on
pumping lemmas and regular sets jointly with A. Ehrenfeucht and G. Rozenberg. At
some conference someone asked Parikh, where this paper would appear and Parikh
did not remember. At this point Rao Kosaraju of Johns Hopkins who was standing
by said, it was the STAM Journal of Computing. Parikh then turned to Kosaraju and
said, “you were the referee!” The point was that Kosaraju’s information revealed
the existence of an edge between him and the editor of the SIAM journal.
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Intuitively, if X;(w,H) C , then ¢ is implied (for ¢) by the sequence of
communications. We first show a preliminary lemma which is needed to show
that at (w, H), agents know at least the formulas implied by X;(w, H).

Lemma 1. If (w, H) ~; (v, H'), then X;(w, H) = X;(v, H').

Proof. The proof is by induction on A\;(H) = A\;(H'). If X\;(H) was empty then
H itself might as well be €, and then we use the fact that X;(w,€) = {u [ u},, =
wl,,. }is the same as X;(v, €) = {u | u,, =), }since w), =v), . Otherwise we
use the fact that since \;(H) = \;(H’), the initial set X;(w,€) = X;(v,€) went
through exactly the same intersections with various g% when the ground facts ¢
were learned by 4. Indeed X;(w, H) depends only on the set of ¢ which i learned
in H and not on their order. In particular, If (4, j, ¢) already occurs in H, then
Xi(waH; (Zaj7¢)):Xz(wvH) O

Lemma 2. Let M = (G,At,v) be any communication graph model and ¢ a
ground formula. If X;(w, H) C ¢, then (w, H) Eaxm Ki(9).

Proof. Let M = (G, At,v) be a communication graph model. Suppose that ¢
is a ground formula with X;(w, H) C ¢. Let (v,H") ~; (w, H). We must show
that v, H' = ¢. Since ¢ is a ground formula, this is equivalent to showing that
v(¢) = 1. Since (w, H) ~; (v, H') by Lemma 1 X;(v, H") = X;(w, H) C 6. Thus
we need only the following claim.

Claim: If X;(v, H') C $, then v(¢) = 1.

Proof of claim: The proof is by induction on H’. If H' = ¢, then since
Xi(v, H') ={y | yj»., = v}, } and, of course, v, = vy, , we have v € X;(v, H') C
5- Hence v(¢) = 1. Suppose that m # ¢ and H' = Hj;(m,j,¢). Then by
construction X;(v, H') = X;(v, Hy), and so, since X;(v, Hy) = X;(v,H') C ¢,
by the induction hypothesis we have v(¢) = 1.

Finally suppose that H' = Hy (4, j,). Then X;(v, H') = X;(v, H;)N. Since
we only consider justified state-history pairs, X;(v, Hy) C zZ Hence, by the
induction hypothesis v(1)) = 1. Let 6 be any formula such that X;(v, Hy) = 0
(such a formula must exist since At is finite and so every set of states can be
defined by a formula). By the induction hypothesis since X; (v, H1) = 9, v(0) = 1.
Hence 0 N ¢ = X, (v, Hy; (i, §,1)) € ¢. Since v(8) = v(¢)) = 1, v(¢) = 1. This
completes the proof of the claim and of the lemma. O

But as we saw, the converse is not true. That is, there are ground formulas
that the agents may come to know that are not explicitly contained in their
communications. Essentially, these are facts that the agents can derive given
their knowledge of the structure of the communication graph and the initial
distribution of facts. The sets X;(w, H) represent the knowledge which agents
1 would acquire after communication if they did not know the structure of the
graph.
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2.3 Axioms and Decidability

The following axioms and rules are known to be sound and complete with respect
to the set of all subset spaces ([13]). Thus they represent the core set of axioms
and rules for any topologic.

—_

All propositional tautologies

(p — Op) A (—p — O=p), for p € At.
O(¢ — ¢) — (0¢ — D)

O¢ — ¢

O¢ — 006

Ki(¢p — ) — (K¢ — Kiv)

Ki¢p— ¢

K¢ — K;K;¢

—K;¢p — Ki—K;¢

(Cross axiom) K,;0¢ — OK;¢

C OO OR WN

—_

We include the following rules: modus ponens, K; and O necessitation. We
write - ¢ if ¢ can be derived from any of the above schemes and rules. The
soundness of axioms 1-9 and the rules are easy to verify also for our framework.

We now show that the cross axiom K;0¢ — DOK;¢ is sound. It is easier
to consider it in its contrapositive form: CGL;¢p — L;<O¢. This is interpreted as
follows: if there is a sequence of updates that lead agent i to consider ¢ possible,
then 7 already thinks it possible that there is a sequence of updates after which
¢ becomes true.

Proposition 1. OL;¢p — L;O¢ is valid in all communication graph models.

Proof. Let M = (G, At,v) be a communication graph model and (w, H) any
justified state-history pair. Suppose that w, H | ¢L;¢. Then there exists H’
with H < H’ such that w, H' |= L;$. Hence there is a pair (v, H”) such that
(v, H") ~; (w, H") and v, H" =51 ¢. Let H"” be any sequence such that \;(H) =
Xi(H") and H" < H". Such a history must exist since H < H' and H' ~; H".
Since H =< H', \;(H) < \;(H') = \;(H"). Therefore, we need only let H" be any
initial segment of H” containing \;(H). By definition of L, all initial sequences
of a legal history are legal. Therefore, since v, H” Ep ¢, v, H" = O¢; and
since H ~; H", w, H Epm L;iOg. O

We leave the problem of finding a complete axiomatization for a future paper,
and move to decidability. We show that the satisfiability problem is decidable by
showing that a satisfiable formula has a model of bounded size. The main idea
is to show that for any history H in which an event of the form (i, j, ¢) occurs
twice is “equivalent” to another history in which that event only occurs once.
Here “equivalent” means satisfies the same formulas. We first need a definition.
Given any history H, let ¢(H) be the sequence of events of H generated by the
order: e comes before e iff the first occurrence of e in H occurred before the
first occurrence of €’ in H. Thus ¢(H) is the compressed history obtained from
H by deleting the second and subsequent occurrences of any event. Thus, for
instance, if H = egejeseqes then ¢(H) = egeqes.



The Logic of Communication Graphs 265

Definition 4. Let w € W be any state and suppose that H and H' are justified
histories (for w). We say that H and H' are C-equivalent, written C(H, H'), iff
c(H) =c(H').

Intuitively, for two histories H and H', C(H, H') holds if their compressed
versions are the same.

Lemma 3. Fiz a state w and suppose that H and H' are justified histories.
Then

1. If C(H,H') and L(w,HH,), then L(w, H'Hy) and C(HH,,H'Hy). In par-
ticular, taking Hy to be empty, L(w, H) iff L(w, H').

2. If C(H,H') and H ~; Hy for some i, then there is a legal history H] such
that C(Hy, H{) and H' ~; Hj.

Proof. Let w be a state and H and H' two justified histories such that C(H, H').
To prove part 1, Let Hy be any history such that H H; is legal. Now the legality
of an event (4,7, ¢) in Hy as part of HH; depended on the fact that j knew ¢.
Now every (4, m, ) which occurred in H also occurred in H' and if it occurred
in Hy as part of HH; it would also occur in H; as part of H' H;. Thus the same
justifications for H; events are available in both cases and H’'H; must also be
legal. Clearly, c(HH,) = ¢(H'H;). Therefore C(HH,, H' Hy).

For part 2, suppose that H ~; H; for some agent ¢ and legal history H;.
Since H ~; Hy, \i(c(H)) = Ni(c(Hy)). Also, since ¢(H) = ¢(H'), X\i(c¢(H)) =
Xi(e(H")). Therefore, \;(c(H')) = X\i(c(Hy)).

That is, the sequence of first occurrence of 7 events in H’ is the same as the
sequence of first occurrence of ¢ events in Hy. Thus, by adding extra i events to
or removing excess ¢ events from Hy, a history H{ can be constructed such that
H' ~; Hj. Clearly by construction ¢(Hy) = ¢(Hj). |

Corollary 1. 1. Let the relation D between state history pairs be defined by
D(w,H),(w,H")) 4ff C(H,H"). Then L(w,H) iff L(w,H') and D is
a bisimulation.

2. with the same assumptions, for all formulas ¢, w,H = ¢ iff w, H' = ¢.

For all formulas ¢, w,H |= ¢ iff w,c(H) | ¢.

4. If H contains (i,7,v) and L(w, H) holds, then also L(H;(i,j,v)), and for
all ¢, (w, H) = 6 iff (w, H; (i, j, ) = o

Corollary 2. If a formula ¢ is satisfiable in some graph model (G, At) then it
is satisfiable in a history in which no communication (i, j, ¢) occurs twice.

o

This last result immediately gives us a decision procedure as we can limit the
length of the history which might satisfy some given formula ¢. Now there are
only a finite number of ground formulas ¢, thus only a finite number of learnings
(1,7, ¢), and hence only a finite number of histories we need to look at. Alas, this
number is quite large and we hope to find a better decision procedure. Note that
if we limited the agents to read only atomic formulas, a very natural restriction,
then the number of possible communications would be smaller and the decision
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procedure would be faster, and indeed would be in non-deterministic exponential
time. The logic would change as the formulas K;(p V q) — K;(p) V K;(q) would
be valid with such a restriction, but are not valid if non-atomic formulas can be
read from another agent’s website.

We now define a maximal history (relative to some w) as a history in which
all possible (finitely many) communication events have taken place at least once.
If H is a maximal history, then we will have, for all H', C(H, HH') and hence
for all H', all w,¢, w,H = ¢ iff w, HH' = ¢. In other words, a maximal w, H
satisfies, for all ¢, ¢ < O¢.

Theorem 1. The axiom O0OC¢ — OO¢ is wvalid in Logic of Communication
Graphs.

Proof. Fix w compatible with some history H which satisfies OC¢. Let H' be
a maximal history extending H, then w, H' satisfies $¢ and hence ¢ and hence
O¢. Since H' extends H, w, H satisfies OOg. =]

We strongly suspect that if H and H' are maximal histories (relative to w),
then w, H and w, H' satisfy the same formulas. In this case, ©O¢ — O<C¢ would
be valid. This and other issues related to a complete axiomatization will be left
for another paper.

3 Connection with Communication Graphs

In this section we will investigate the close connection between formulas valid in
a model based on the communication graph and the communication graph. We
will prove that the valid formulas characterize the communication graph.

Theorem 2. Let G = (A, E) be a communication graph. Then (i,7) € E if and
only if, for alll € A such that l # i and | # j and all ground formulas ¢, the
scheme

K;6 A =Ki¢ — O(Kid A ~Kig)

is valid in all communication graph models based on G.

Proof. Suppose that w, H =p Kj¢ A ~Kj¢. Then j knows ¢ and hence ¢ can
read ¢ directly from j’s website. [ is none the wiser as \j(H) = N\ (H; (4, J, 9)).
Therefore, w, H; (i, 4, ¢) &= K;¢ A ~K;¢. =]

4 Conclusions and Further Work

In this paper we have introduced a logic of knowledge and communication. Com-
munication among agents is restricted by a communication graph, and idealized
in the sense that the agents are unaware when their knowledge base is being
accessed. We have shown that the communication graph is characterized by the
validities of formulas in models based on that communication graph, and that
our logic is decidable.



The Logic of Communication Graphs 267

Related Work: This paper fits in with a growing body of work on social
software ([14]). One of the main goals of the social software research program
is to develop mathematical tools that can be used to study social procedures.
Other work that falls into this category is [17] which studies the semantics of
messages, [2] which studies voting strategies in the presence of knowledge, and
[15] which studies a logic of knowledge with obligation.

Logics of knowledge acquisition through communication have been studied
earlier, starting with [18] and more recently in [1,11,19,7]. In chapter 4 of [11],
Kooi provides an excellent overview of the current state of affairs of these dy-
namic epistemic logics. These logics use PDL style operators to represent an
epistemic update. For example, if !¢ is intended to meain a public announce-
ment of ¢, then (!¢) K;¢ is intended to mean that after ¢ is publically announced,
agent ¢ knows ¢. From this point of view, the communication modality < can
be understood as existentially quantifying over a sequence of private epistemic
updates. However, there are some important differences between the semantics
presented in this paper and the semantics found in the dynamic epistemic logic
literature. First of all, in our semantics communication is limited by the com-
munication graph. Secondly, we do not consider general epistemic updates as is
common in the literature, but rather study a specific type of epistemic update
and its connection with a communication graph. Most important is the fact that
the history of communications plays a key role in the deninition of knowledge in
this paper. The general approach of dynamic epistemic semantics is to define up-
date operations mapping Kripke structures to other Kripke structures intended
to represent the effect of an epistemic update on the first Kripke structure. For
example, a public announcement of ¢ selects the submodel of a Kripke structure
in which ¢ is true at every state. The definition of knowledge after an epistemic
update is the usual definition, i.e., ¢ is known by 7 at state w if ¢ is true in all
states that i considers possible from state w in the updated Kripke structure. A
closer analysis of the similarities and differences between these two approaches
is an interesting topic for further study.

Further Work: We showed that the logic of communication graphs has the
finite model property and so is decidable. Other standard questions such as find-
ing an elegant complete axiomatization will also be studied. Another interesting
extension would be to allow different types of updates, such as lying, conscious
updates (where j is aware that his website is being read), updating to subgroups
(creating common knowledge) and so on.

Another natural extension is to consider situations in which agents have a
preference over which information they will read from another agent’s website.
Thus for example, if one hears that an English Ph.D. student and his advisor
recently had a meeting, then one is justified in assuming that they probably
did not discuss the existence of non-recursive sets, even though the advisor may
conceivably know this fact. Le., the advisor may have the fact, that there exists
a non-recursive set, on her website, but there is a very good chance that the
Ph.D. student did not ask about this particular fact. Given that this preference
over the formulas under discussion among different groups of agents is common
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knowledge, each agent can regard some (legal) histories as being more or less
likely than other (legal) histories. From this ordering over histories, we can define
a defeasible knowledge operator for each agent. The operator is defeasible in the
sense that agents may be wrong, i.e., it is after all possible that the English
student and his advisor actually spent the meeting discussing the fact that there
must be a non-recursive set.

Finally we remark that our framework and the logic can be seen as a demon-
stration of the need for cryptographic protocols. Two issues are important here.
The first is that an agent may only want part of its knowledge base to be ac-
cessible by the public. This may be modeled in our framework by restricting
for each agent j the set of formulas that the agent makes available, and so
when ¢ is directly connected to j, ¢ can only update by facts in the accessi-
ble domain. The second issue is that we may not know the exact structure
of the communication graph. For example, if Ann accesses some information
from Bob’s website, but unknown to Ann, Charles is listening in, then the
communication graph has an edge between Charles and Bob, whose presence
is not known to Ann or to Bob. Then clearly as a condition for Ann learn-
ing some information from Bob, Charles must be able to be informed of that
same piece of information. Thus cryptographic protocols essentially intended
to ensure that there are no undesired edges between agents in the commu-
nication graph. Thus, in that version of our model where the entire graph
is not common knowledge, inferring the existence of edges from knowledge
(as the Kosaraju example showed) is yet another, potentially important
extension.
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