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Abstract. This paper presents a novel method for estimating the coordinates of 
a 3D object using the four vertices of a quadrangle and the camera motion pa-
rameters. Estimation of 3D object coordinates from 2D images of video is a 
studied problem in augmented reality. However, most solutions are dependent 
on fiducial markers in video or known coordinate systems which are required 
with superimposition of virtual object on frames. In this paper, we begin with 
the fact that the rectangular objects in 3D real world are projected the perspec-
tive quadrangle onto image planes. We can estimate 3D object coordinates from 
4 vertices of quadrangular objects through transformation of image coordinates. 
The camera motion parameters between pairs of successive frames in a se-
quence are calculated using epipolar geometry. 

1   Introduction 

An AR system should be able to [1] 1) combine real environments and computer-
generated virtual objects, 2) operate virtual objects interactively with the change in 
the real world, and 3) align virtual graphic objects onto real environments. When a 
virtual object is superimposed in a reference frame, the frame should contain one 
plane with which a 3×3 planar homography can be found [2-5]. 

The homography is the transformation modeling the 2D movement of coplanar 
points under perspective projection. To obtain another planar homography between 
two consecutive frames in a sequence, different methods calculating camera motion to 
use multiple planes have been considered [4].  

Kutulakos and Vallino proposed a system that can represent 3D graphic objects us-
ing four pairs of prior affine basis points that correspond to a sequence of images ex-
tracted from two uncalibrated affine cameras [6]. Another system involves a perspec-
tive camera model. This is more difficult to estimate the projective reconstruction 
from perspective views than using affine reconstruction from orthographic views [7]. 

In this paper, we estimate the direction of the Z-axis and the vertices of a quadran-
gle that is defined in a reference frame. The consecutive frames are computed for the 
essential stereoscopic matrix using epipolar geometry, and the estimated coordinates 
of the 3D object are determined from the camera motion parameters [8]. 

                                                           
* Author for Correspondence. 
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2   Estimating the Coordinates of a 3D Object 

The rectangle is deemed to be one side of a rectangular parallelepiped. Consequently, 
its X-, Y-and Z-axes are at right angles to each other. Based on this fact, the Z-axis of 
the rotation angle is determined via complex rotations of the X-and Y-axes in the real 
world. The estimated direction of the Z-axis can be used to calculate the angles 
among the X-, Y-and Z-axes, and these angles are used when overlaying a 3D graphic 
object on the frame image. 

To estimate the direction of the Z-axis, the image coordinates are rotated by apply-
ing the Euler-angle to each axis. The vertices and center point of a quadrilateral which 
the user designates from a reference frame, are applied to Equation 1. 

              

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⋅+⋅+⋅+−
⋅+−⋅+⋅+

⋅+⋅+−⋅+

GAIDAJDB

IDAFDHDC

JABHACED

1

1

1
                                        (1)�

where  

θsin⋅= aA , θsin⋅= bB , θsin⋅= cC , )cos1( θ−=D  

12 −= aE , 12 −= bF , 12 −= cG , abH = , bcI = , acJ =  

Then, the unit vector in the direction of the Z-axis can be calculated. Equation 1 is 
a transformation matrix used for rotating an object about an arbitrary axis. 

3   Calculating Camera Motion Parameters  

We develop another method for extracting camera motion parameters using a mono-
scopic system. Most of the video sequences used are pictures in which the intrinsic 
parameters of the camera are unknown. Therefore, the intrinsic parameters of the 
camera are set to a fixed skew of 0, an aspect ratio of 1, and the principle point is in 
the center of the quadrangle. The extrinsic parameters are calculated as an essential 
matrix. A pair of successive frames has the similar property with images of left and 
right camera. To get the cross product with vector and matrix, S is a skew symmetric 
matrix. And, the SR ⋅ matrix, an essential matrix is computed by Equation 2. 
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The essential matrix SR ⋅ is computed using Equation 2, using an 8-point algo-
rithm. In addition, E  in a 3 ×  3 matrix is computed using Equation 3 and 4, and the 
property of the epipolar constraint. In order to calculate the essential matrix, we ex-
pand the equation,  

0' =Exx T
    (3) 
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For 8 point correspondences, Equation 6 becomes  

0=Ae � � � � � (4) 

where  
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In Equation 4, ( 8181 , "" vu ) and ( )',' 8181 "" vu are obtained points from the images of 

the left and right cameras, where 81…e are the components of essential matrix E . Since 

Equation 4 is too time-consuming to process, 81…e �are computed using singular val-

ues decomposition (SVD).  

4   Experimental Results and Analysis  

The proposed method, which estimates the coordinates of a 3D object using a planar 
structure for video-based AR, has been tested for the camera motion information to 
the coordinates of a 3D object created on an image in a sequence of frames. Our 
method applies the camera motion parameters to the coordinates of a 3D object in the 
frames of a video, and compares the estimated direction of the Z-axis with the direc-
tion of the real Z-axis. Fig. 1 shows the measured difference between the estimated 
and real directions of the Z-axis. The accumulated error increases towards the end of 
sequences. Fig. 2 shows examples of superimposition of an object located at different 
backgrounds in video sequence. 

 

Fig. 1. Comparison for the registration between the estimated and real directions of Z-axes 
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Fig. 2. Superimposition of a teapot in video sequence 
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