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Abstract. One of the important processing steps for many natural lan-
guage systems (information extraction, question answering, etc.) is Part-
of-speech (PoS) tagging. This issue has been tackled with a number of
different approaches in order to resolve this step. In this paper we study
the functioning of a Hidden Markov Models (HMM) Spanish PoS tagger
using a minimum amount of training corpora. Our PoS tagger is based
on HMM where the states are tag pairs that emit words. It is based on
transitional and lexical probabilities. This technique has been suggested
by Rabiner [11] —and our implementation is influenced by Brants [2]-. We
have investigated the best configuration of HMM using a small amount of
training data which has about 50,000 words and the maximum precision
obtained for an unknown Spanish text was 95.36%.

1 Introduction

Tagging is the task of classifying words in a natural language text with a respect
to a specific criterion. PoS Tagger is the basis of many higher level natural
language processing task. There are some statistical [2, 9, 10, 12] and knowledge-
based [4, 7] implementations of PoS taggers, also there are some systems that
combine different methods with a voting procedure [8]. Our implementation
follows Brants [2].

One of the main sources of errors in Natural Language Systems is the incor-
rect resolution of PoS ambiguities (lexical, morphological, etc.). HMM as pre-
sented by Rabiner [11] are the standard statistical approach to try to properly
resolve such ambiguities.

Unambiguously tagged corpora are expensive to obtain and require costly
human supervision. Consequently, the main objective of this paper is to study the
behavior of HMM applied to PoS tagging using a minimum amount of training
data.

The next section shows our approach. Section 3 presents the evaluation of
our approach and Section 4 shows some conclusions and further work.
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2  Owur Approach: The HMM PoS Tagger

Tagging is the task of marking words in natural language text, the tagger has
to choice a tag to unknown word from a defined finite tag set.

The forward-backward algorithm is used for unsupervised learning and rela-
tive frequencies can be used for supervised learning . The Viterbi algorithm [14]
is used to find the most likely sequence of states for a given sequence of tags.
Our implementation follows Brants [2].

The parameters of our model are initial state probabilities, state transition
probabilities and emission probabilities: (a) ; is the probability that a complete
sentence starts at state s;, m; = P(q1 = s;), where ¢; is an initial state. (b)
gi(k) is the emission probability of the observed word wy, from state s;, g;(k) =
P(w, = s;). (¢) ai; is the transition probability from state ¢ to state j, a;; =
P(qt41]g: = si), where ¢; is the state in time ¢.

We have to compute this probability estimation for each initial state, tran-
sition probability or emission probability in the training corpora in order to
generate the HMM.

Given a complete sentence (sequence of words ws...w,), we want to look
for the sequence of tags T* that maximizes the probability that the words are
emitted by the model, we want to select the single most probable path through
the model. This is computed using the Viterbi algorithm [14].

Meérialdo [9] shows that the Viterbi criterion optimizes sentence accuracy
while the maximum likelihood criterion optimizes word accuracy. The maximum
likelihood criterion selects the most probable tag for each word individually by
summing over all paths through the model.

The next equation uses the Markov assumption that the transition and out-
put probabilities only depend on the current state but not on earlier states.

n
T = arg max HP(ti‘ti—l7 ...,tl)P(wi\ti, ...,tl) (1)
t1,..tn i=1
n
~ arg tll?a,)t(n H P(ti‘tlflt172)P(w1‘tl)
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It is necessary to look for estimations that assign a part of the probability
mass to the unseen events. To do so, there are many different smoothing tech-
niques, all of them consisting of decreasing the probability assigned to the seen
events and distributing the remaining mass among the unseen events. In our
tagger the transition probabilities are smoothed using deleted interpolation [2].

P(ti|ti—1ti—2) = )\1f’(ti) + )\Qﬁ(ti‘ti—l))\3ﬁ(ti‘ti—2ti—1) (2)

For unknown words, a successive abstraction scheme is employed which look
at successively shorter suffix. We borrow the calculation of the parameter 6 from
Brants and use a single context-independent value.

~
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3 Evaluation

To realize the implementation of a PoS Tagger based on HMM we have to design
tag set that show the syntactic category of a word in the context of a sentence and
outstanding morphological information (our approach has 39 tags). We assume
a trigram model, the states represent pairs of tags.

In order to ascertain the best configuration of HMM Spanish PoS Tagger,
we have carried out different experiments when a minimum amount of training
corpora is available.

3.1 Training Phase

Our system has been trained using a fragment of the Lezesp (CLiC- TALP
Corpus) corpora [6] which contains 43 Spanish fragments (about 50,000 words)
from different genres and authors. These corpora have been supervised by hu-
man experts and they belong to project of ”Departamento de Psicologia de la
Universidad de Oviedo” and have been developed by ” Grupo de Lingiiistica Com-
putacional de la Universidad de Barcelona” with the collaboration of ” Grupo de
Procesamiento del Lenguaje de la Universidad Politécnica de Cataluna”. Having
worked with different genres and disparate authors, we felt that the applicability
of our HMH PoS Tagger to other texts is assured.

In the experiments done using ten fold cross-validation a precision of 94.67%
was obtained. In order to find out the best precision of HMM Spanish PoS Tag-
ger, we have done experiments using different values of parameters of equations
used to calculate the probabilities of unknown words (see equation 3).

The best results for the different experiments, with a precision of 96.03%,
have been obtained when using 4 as a maximum suffix length and 0.5 as suffix
backoff theta.

3.2 Evaluation Phase

In this section we have evaluated our approach. This task has been done using
an unknown Spanish text which has about 10,000 words obtaining a precision
of 95.36%.

We have done experiments expanding the tag set until 259 which contains
more morphological information that we will be useful for many Natural Lan-
guage Systems. Obviously, we have observed that the precision diminish until
94.86%.

Generally, the obtained precision of the statistical models is between 95% and
97% (for example Freeling [5], Brill’s Tagger [3], and Padré [10] for Spanish and
TreeTagger [13] for English); on the other hand, the knowledge-based implemen-
tations (MACO [1] for Spanish) have a precision higher than 97%. Therefore,
our approach proves to obtain a competitive result with a minimum corpora.
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4 Conclusions and Further Work

We have proposed a Spanish Pos Tagger based on HMM that obtains competitive
results using a minimum amount of training corpora which has 50,000 words.

Our computational system can be integrated inside other Natural Language
Applications, due to PoS tagging is the basis of many higher level NLP tasks.

The main advantage of our Spanish tagger is to be able to obtain admissible
results using a small training data. The evaluation result has been a precision of
95.36% using an unknown Spanish text.

As a future aim, we want to perform PoS Tagger of other languages (English,
Italian, German, etc.) using the same core of HMM. Also, we plan to expand
the morphological information of tags (with the use of dictionaries and rules).
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