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Abstract. It is well known that Information Retrieval Systems based
entirely on syntactic contents have serious limitations. In order to achieve
high precision Information Retrieval Systems the incorporation of Nat-
ural Language Processing techniques that provide semantic information
is needed. For this reason, in this paper a method to determine the se-
mantic role for the constituents of a sentence is presented. The goal of
this is to integrate this method in an Information Retrieval System.

1 Introduction

It is well known that Information Retrieval (IR) Systems based entirely on syn-
tactic contents have serious limitations. One of the challenges of these applica-
tions is to develop high quality or high precision systems. In order to do this,
it is necessary to involve Natural Language Processing (NLP) techniques in this
kind of systems. These techniques provide semantic information to IR systems.
Among the different NLP techniques which would improve IR systems, Seman-
tic Role Labelling (SRL) is found . In this paper an extension of a IR system
making use of a Semantic Role Labelling method is presented. Such method im-
proves retrieval performance by reducing the number of non-relevant documents
retrieved. This research is integrated in the project R2D21.

A semantic role is the relationship between a syntactic constituent and a
predicate. For instance, in the next sentence

(E0) The executives gave the chefs a standing ovation

The executives has the Agent role, the chefs the Recipient role and a standing
ovation the Theme role.

To achieve high precision IR systems, recognizing and labelling semantic ar-
guments is a key task for answering ”Who”, ”When”, ”What”, ”Where”, ”Why”,
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01). Besides, it has been partially funded by the Valencia Government under project
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etc. For instance, the following questions could be answered with the sentence
(E0). The Agent role answers the question (E3) and the Theme role answers the
question (E4).

(E1) Who gave the chefs a standing ovation?

(E2) What did the executives give the chefs?

These examples show the importance of semantic roles in applications such
as Information Retrieval.

Currently, several works have tried using Semantic Role Labelling in IR sys-
tems, unsuccessfully. Mainly, it is due to two reasons:

1. The lower precision achieved in these tasks.
2. The lower portability of these methods.

It is easy to find methods of Semantic Role Labelling that work with high
precision for a specific task or specific domain. Nevertheless, this precision drops
when the domain or the task are changed. For these reasons, this paper is about
the problem of Semantic Role Labelling integrated with a IR system.

The remaining paper is organized as follows: section 2 gives an idea about the
state-of-art in IR systems using semantic information. Afterwards, the Semantic
Role Labelling method is presented in section 3. Then, how this method improves
the performance of a IR system is presented in section 4. Finally, 5 concludes.

2 Using Semantic Information in IR: Background

In several IR systems the meaning of documents resides solely in the words that
are contained within them. So, these systems, based on mathematical models
such as the Boolean model, the vector-space model, the probabilistic model and
their variants [2], represent the meanings of documents and queries as bags of
words. Even though they are well established, from the user’s perspective, it is
difficult to use these IR systems. Users frequently have problems expressing their
information needs and translating those needs into queries.

For instances [21], consider the sentence Harry loves Sally. If it is considered
as a query in a keyword matching system, the system would look for documents
containing the terms Harry, Sally and love, and would not be able to distinguish
among the following sentences (E3), (E4), (E5), (E6) and (E7).

(E3) Harry loves Sally

(E4) Sally loves Harry, but Harry hates Sally

(E5) Harry’s best friend loves Sally’s best friend

(E6) Harry and Sally loves pizza

(E7) Harry’s love for Sally is beyond doubt
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Several methods have been proposed to help users to choose searching terms
and articulate queries making use of semantic information. Most of them work for
a specific domain and use domain specific thesaurus. For instance, some systems
use concepts2. So, the system presented in [19] first assigns a syntactic analysis
to input from either a query or document about medical domain. The heart of
the approach is a mapping of the phrases to concepts in UMLS domain model
[1]. Then, the semantic interpretation specifies the relationship in a semantic
case role form, which it is obtained between the concepts and the input phrases.

In [6] y [7] a method implemented on Digital Library using a hierarchical
perspective based on a concept system is presented. The EDR [8] electronic dic-
tionary was used as a thesaurus. The meanings of words extracted from queries
and text are represented by concepts and are used for retrieval. The “concept
of a word” indicates the concept which represents the shared synonyms for the
meaning of a word.

Complex nominal sequences must undergo a specific semantic treatment in
order to increase the performance of IR systems [5]. This work defines three ob-
jectives using semantic information on English compounds: determination of the
conditions under which the concept expressed by a compound is presented in a
text, recognition of equivalent reformulations of the compounds and a weighting
of the words of the compounds proportional to their importance. An extension of
this work is proposed in [4] adding an objective of disambiguation of polysemous
words. The work shows, by using concrete examples from an experimentation
conducted on a French system of telematic services, how a rich semantic model
for binomial sequences can be used in order to increase both the recall and pre-
cision rates of an IR system. This system, named CNET, is composed of three
modules: the linguistic analyzer, which generates a structured representation of
a text in which each word is replaced by the list of its meanings; the indexing
module, which generates the list of the indexes, and its weights according to their
frequencies in the text, that represent the contents of a text; and the matching
module, which valuates the relevance of a text for a given question.

On the other hand, several methods have investigated IR systems making
use of relationships for specific domains or specific tasks. For instance, the use
of relation matching in IR is discussed in [21]. Terms and relationships between
terms expressed in the query are matching with terms and relationships found
in the documents. In this method, non-domain specific knowledge was used.
Nevertheless, the cause-effect relation was the only one studied.

The work of [23] is based on an algorithmic approach of concept discovery
and association. Concepts are discovered using an algorithm based on an au-
tomated thesaurus generation process. Subsequently, similarities among terms
are computed using the cosine measure, and the relationships among terms are
established using a method known as max-min distance clustering.

NLP techniques with the structured domain knowledge provided by the
UMLS, were applied to texts concerning to the coronary arteries in order to ex-

2 “Concept” and “term” words are used according to the terminology used by respec-
tive authors
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tract arterial branching relationships from cardiac catheterization reports [20].
First, the coronary artery terminology occurring in the sentence is identified.
Next, the processing constructs a complete branching predication where a cor-
respondence between a syntactic entity and a semantic predicate is established.

Besides the semantic relations are explored and evaluated in cross-language
IR in the medical domain making use UMLS as the primary semantic resource
and a corpus of English and German medical abstracts, in [22]. A method for
selecting relevant relations from those proposed by UMLS and a method for
extracting new instances of relations based on statistical and NLP techniques are
described. First the specialist lexicon provides lexical information. Second, the
metathesaurus is the core vocabulary component used for assigning a identifier
for each term. Third, the semantic network provides a grouping of concepts
according to their meaning into a semantic type and specifies potential relations
between those semantic types.

Other researchers have studied general methods for extracting semantic re-
lations for IR. In response, Lu [12] investigated the use of case relation match-
ing using a small test database of abstracts. Using a tree-matching method for
matching relations, he obtained worse results than from vector-based keyword
matching. The tree-matching method used is probably not optimal for IR and
the results may not reflect the potential of relation matching [21].

Liu [9] tried to match individual concepts together with the semantic role
that the concept has in the sentence. Instead of trying to find matches for term1-
relation-term2, his system sought to find matches for term1-relation and relation-
term2 separately. Liu used case roles and the vector-space retrieval model, and
was able to obtain positive results only for long queries (abstracts that are use
as queries).

The DR-LINK project attempted to use general methods for extracting se-
mantic relations for IR. Non-domain specific resources were used. However, pre-
liminary results found few relation matches between queries and documents.

3 The SemRol Method

In this section, the Semantic Role method, named SemRol, is presented.
The problem of the Semantic Role Labelling is not trivial. In order to identify

the semantic role of the arguments of a verb, two phases have to be solved, pre-
viously. Firstly, the sense of the verb is disambiguated. Secondly, the argument
boundaries of the disambiguated verb are identified.

First, the sense of the verb has to be obtained. Why is it necessary to dis-
ambiguate the verb? Following, an example shows the reason for doing so.

(E8) John gives out lots of candy on Halloween to the kids on his block

(E9) The radiator gives off a lot of heat

Depending on the sense of the verb a different set of roles must be consid-
ered. For instance, Figure 1 shows three senses of verb give (give.01, give.04,
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and give.06)) and the set of roles of each sense. So, sentence (E0) matches with
sense give.01. Therefore, roles giver, thing given and entity given to are con-
sidered. Nevertheless, sentence (E1) matches with sense give.06 and sentence
(E2) matches with sense give.04. Then, the sets of roles are (distributor, thing
distributed, distributed) and (emitter, thing emitted), respectively. In sentence
(E1), John has the distributor role, lots of candy the thing distributed role, the
kids on his block the distributed role and on Halloween the temporal role. In sen-
tence (E2), the radiator has the emitter role and a lot of heat the thing emitted
role. These examples show the relevance of WSD in the process of assignment
of semantic roles.

<roleset id="give.01" name="transfer"> <roles> 

  <role n="0"  descr="giver"  vntheta="Agent"/> 

  <role n="1"  descr="thing given"  vntheta="Theme"/> 
  <role n="2"  descr="entity given  vntheta="Recipient""/> 

</roles> 

<roleset id="give.04" name="emit"> <roles> 

  <role n="0"  descr="emitter"/> 

  <role n="1"  descr="thing emitted"/> 
</roles> 

<roleset id="give.06" name="transfer"> <roles> 
  <role n="0"  descr="distributor"/> 

  <role n="1"  descr="thing distributed"/> 

  <role n="2"  descr="distributed"/> 
</roles> 

Fig. 1. Some senses and roles of the frame give in PropBank [17].

In the second phase, the argument boundaries are determined. For instance,
in the sentence (E0), the argument boundaries recognized are

[The executives] gave [the chefs] [a standing ovation]

Once these two phases are applied, the assignment of semantic roles can be
carried out.

So, our method, named SemRol, presented in this section consists of three
phases:

1. Verb Sense Disambiguation phase (VSD)
2. Argument Boundaries Disambiguation phase (ABD)
3. Semantic Role Disambiguation phase (SRD)

These phases are related since the output of VSD phase is the input of ABD
phase, and the output of ABD phase is the input of SRD phase. First, the process
to obtain the semantic role needs the sense of the target verb. After that, several
heuristics are applied in order to obtain the argument boundaries of the sentence.
And finally, the semantic roles that fill these arguments are obtained. So, the
success of the method depends on the success of the three phases.

Both, Verb Sense Disambiguation phase and Semantic Role Disambiguation
phase are based on conditional Maximum Entropy (ME) Probability Models
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Table 1. Results of the SRD phase.

Precision Recall Fβ=1 Precision Recall Fβ=1

A0a 92.17% 90.50% 91.33 AM-MNR 99.70% 97.90% 98.79
A1 83.17% 96.31% 89.26 AM-MOD 100.00% 100.00% 100.00
A2 98.14% 88.26% 92.94 AM-NEG 100.00% 98.47% 99.23
A3 99.08% 72.48% 83.72 AM-PNC 100.00% 99.00% 99.50
A4 92.86% 35.37% 51.23 AM-PRD 100.00% 100.00% 100.00
A5 100.00% 50.00% 66.67 AM-PRP 0.00% 0.00% 0.00
AM-ADV 99.71% 98.58% 99.14 AM-REC 0.00% 0.00% 0.00
AM-CAU 98.11% 98.11% 98.110 AM-TMP 99.04% 94.99% 96.99
AM-DIR 96.30% 86.67% 91.23 R-A0 0.00% 0.00% 0.00
AM-DIS 97.50% 76.47% 85.71 R-A1 0.00% 0.00% 0.00
AM-EXT 96.00% 48.98% 64.86 R-A2 0.00% 0.00% 0.00
AM-LOC 100.00% 98.70% 99.34 R-AM-LOC 100.00% 75.00% 85.71
R-AM-TMP 85.71% 100.00% 92.31 V 97.44% 97.44% 97.44

all 92.46% 92.38% 92.42
all–{V} 90.53% 90.41% 90.47

a The semantic roles considered in PropBank are the following [3]: Numbered argu-
ments (A0-A5, AA):, arguments defining verb-specific roles; adjuncts (AM-), general
arguments that any verb may take optionally, for instance, AM-LOC is location or
AM-CAU: cause; references (R-), arguments representing arguments realized in other
parts of the sentence; and verbs (V), participant realizing the verb of the proposition.

[18]. It has been implemented using a supervised learning method that consists
of building classifiers using a tagged corpus [15]. Argument Boundaries Disam-
biguation and Semantic Role Disambiguation phases take care of recognition
and labelling of arguments, respectively. VSD module means a new phase in the
task. It disambiguates the sense of the target verbs. So, the task turns more
straightforward because semantic roles are assigned to sense level. A more de-
talied approximation of this method is presented in [14].

Results about SRD phase are shown in table 1. In order to evaluate it, right
senses of the verbs and right argument boundaries have been presumed. The
results have been obtained using the PropBank corpus [17]. There are 26 different
kinds of roles in this corpus. One of theme, the V role, refers verbs. In this case,
the precision is about 97%. In most of cases, the precision is over 83%, being
over 96% in sixteen of them (only four cases are below 96%) and 100% in seven
of them.

4 IR System Extended with SemRol

The goal of this paper is to integrate the method presented in the previous section
(section 3) in an IR system. In this particular case, in the IR-n system[11], [10].

The architecture of an IR system extended with the SemRol method is shown
in the figure 2. The architecture presented consist of four modules: IR system,
selection module, annotation module and module of heuristics.



198 Paloma Moreda, Borja Navarro, and Manuel Palomar

IR-n 

Documents

query 

Passages 

Selected

sentences

To

Annotate

sentences 

Sentences

annotated

with roles

Application

of

Heuristics

System IR

Selection module

Module of Heurístics 
Annotation  module 

To Select 

sentences 

Documents

Retrieval 

To 

Analyse 

query 

Analyzed 

query  

Fig. 2. The architecture of an IR system extended with the SemRol method.

When a query is done, the IR system IR-n retrieves a set of passages. It is
supposed that these passages contain the answer of the query. Then the verbs
of the sentences of these passages are compared with the verb of the query, and
a list of verbs related with it, in order to select only the sentences containing a
verb of this list. Next, the selected sentences are annotated with semantic roles
making use of SemRol method. Finally, a set of heuristics are applied. These
heuristics establish a relation between queries and semantic roles. So, only the
sentences contained the right semantic roles are selected and the number of
passages retrieved is reduced.

4.1 IR System IR-n

Passage Retrieval is an alternative to traditional document-oriented Information
Retrieval. IR-n system is a passage retrieval system. These systems use contigu-
ous text fragments (or passages), instead of full documents, as basic unit of
information. So, IR-n system uses the sentences as atoms with the aim to define
the passages. Thus each passage is composed by a specific number of sentences.
This number depends in a great measure of the collection used. For this reason,
the system requires a training phase to improve its results. IR-n system uses
overlapping passages in order to avoid that some documents can be considered
not relevant if words of the question appear in adjacent passages.

First, the system calculates the similarity between the passages and the user
query. Next, the system determines the similarity of the documents that contain
these passages making use of the best passage similarity measure. This approach
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is based on the fact that if a passage is relevant then the document is also
relevant.

As most of IR systems, IR-n system uses also techniques of query expansion.
In current version, the most frequent terms in the documents are added.

4.2 The Extension

The new modules needed to extend the IR system are analyzed below.

– Selection module. First, a list of verbs related to the verb in the query is
obtained. In order to do this, an electronic lexical database has been used,
WordNet [13]. In it, nouns, verbs, and adjectives are organized into synonym
sets, each representing underlying lexical concepts. To create WordNet sev-
eral kinds of semantic relations were used, such as synonymy, hyponymy,
meronymy and antonymy. In the case of verbs, this semantic relations have
been adapted to fit the semantics of them (for instance, troponymy is the
adaptation of hyponymy).
In our system, the list of related verbs is extracted making use of synonymy
and troponymy relations.
Secondly, the verbs of the sentences of the passages retrieval by IR-n are
compared with this list of verbs. So, only passages containing sentences with
one of these verbs are selected and those sentences are marked.

– Annotation module. The sentences marked in the previous module are
annotated with semantic information by using the SemRol method. So, the
argument boundaries of the sentences are recognized and the semantic roles
that fill this arguments are identified.
As a result, a set of annotated sentences with the roles of the arguments of
the verbs is obtained.

Entity 

ProtoAgent ProtoPatient Temporal Location Mode

Agent   Cause  Instrument     T-P        B-R

Source  Goal     Path    Localization 

Theme  Patient     Receiver  Beneficiary 

Fig. 3. Set of roles.

The set of roles [16] used for the annotation process is shown in the figure 3.
This set of roles is different to the set of roles used for testing the SemRol
method (See section 3). It is not a problem because a mapping between both
set of roles can be done easily.
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– Module of heuristics. Depending on the kind of question a different set
of roles could be considered. So, it is possible to define a set of heuristics
in order to establish a relationship between questions and semantic roles.
For instance, questions such as ”When”, ”What + time expression” or ”In
what + time expression” must be answered with the Temporal semantic
role and must not be answered with the Agent, Patient, Location, Cause or
Mode semantic role; and ”Where”, ”In where + location expression” or ”In
what + location expression” must be answered with the Location semantic
role and must not be answered with the Agent, Patient, Temporal, Cause or
Mode semantic role. A summary of these heuristics is shown in figure 4.

Question Role No role 

Where 

In where 

In what + exp 

At what + exp 

Location ProtoAgent 

Mode

Temporal 

Cause 

ProtoPatient 

When 

In what + exp 

What + exp 

Temporal ProtoAgent 

Mode

Location 

Cause 

ProtoPatient 

How Mode 

Theme (if it is a diction verb) 

ProtoAgent 

Location 

Temporal 

Cause 

Patient 

Beneficiary 

Who Agent - ProtoAgent 

Patient - ProtoPatient 

Mode

Temporal 

Location 

Theme 

Beneficiary 

What Cause 

Theme  

Whose Receiver 

Beneficiary 

Patient 

ProtoPatient Agent 

Location 

Mode

Temporal 

Theme 

Cause 

Fig. 4. Set of heuristics.

Then, making use of these rules only the sentences containing the right
semantic roles are selected and the number of passages retrieval is reduced.

5 Conclusions and Working in Progress

In this paper, an extension of a IR system using semantic role information is
presented. When a query is done, the IR system IR-n retrieves a set of passages.
Then the verbs of the sentences of these passages are compared with a list of
verbs related with the verb of the query. Next, the sentences containing a verb of
this list are annotated with semantic roles by using the SemRol method. Finally,
several heuristics are applied in order to establish a relation between queries and
semantic roles. So, only the sentences containing with the right semantic roles
are selected and the number of passages retrieved is reduced.
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The SemRol method is used to annotate selected sentences with semantic
information. This method, based on conditional Maximum Entropy (ME) Prob-
ability Models, identifies and labels the constituents of a sentence with semantic
roles. It consists of three phases. First, the process to obtain the semantic role
needs the sense of the target verb. After that, several heuristics are applied in or-
der to obtain the argument boundaries of the sentence. And finally, the semantic
roles that fill these arguments are obtained.

Currently, we are developing the extension modules. Shortly, we will show
results about this IR system extended with semantic role information and will
evaluate them in appropriate forum.

On the other hand, it is important to say that the current version of the
SemRol method only works with English corpus. In order to overcome this lim-
itations, some kind of adaption must be done.
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