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Abstract. In this paper, we mainly study and propose an approach to improve
document classification using domain knowledge. First we introduce a domain
knowledge dictionary NEUKD, and propose two models which use domain
knowledge as textual features for text categorization. The first one is BOTW
model which uses domain associated terms and conventional words as textual
features. The other one is BOF model which uses domain features as textual
features. But due to limitation of size of domain knowledge dictionary, we
study and use a machine learning technique to solve the problem, and propose a
BOL model which could be considered as the extended version of BOF model.
In the comparison experiments, we consider naive Bayes system based on
BOW model as baseline system. Comparison experimental results of naive
Bayes systems based on those four models (BOW, BOTW, BOF and BOL)
show that domain knowledge is very useful for improving text categorization.
BOTW model performs better than BOW model, and BOL and BOF models
perform better than BOW model in small number of features cases. Through
learning new features using machine learning technique, BOL model performs
better than BOF model.

1 Introduction

Text categorization (TC) is the problem of automatically assigning one or more pre-
defined categories to free text documents. TC is a hard and very useful operation
frequently applied to the assignment of subject categories to documents, to route and
filter texts, or as a part of natural language processing systems. A growing number of
statistical classification methods and machine learning techniques have been applied
to text categorization in recent years, such as Rocchio[1][2], SVM[3], Decision
Tree[4], Maximum Entropy model[5], naive Bayes[6]. In those models, typically the
document vectors are formed using bag-of-words model. Each document text is repre-
sented by a vector of weighted terms. The terms attached to documents for content
representation purposes may be words or phrases derived from the document texts by
an automatic indexing procedure.

As we know, it is natural for people to know the topic of the document when they
see specific words in the document. For example, when we read a news, if title of the
news includes a word “%kBH (Yao Ming)”, as we know, “BtH (Yao Ming)” is a fa-
mous China basketball athlete in US NBA game, so we could recognize the topic of
the document is about “#5¥K, /&5 (Basketball, Sports)” with our domain knowledge.
In this paper, we call the specific word “BkH] (Yao Ming)” as a Domain Associated
Term (DAT). A DAT is a word or a phrase (compound words) that enable humans to
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recognize intuitively a topic of text with their domain knowledge. As we know, do-
main knowledge is a kind of commonsense knowledge. We think that domain knowl-
edge is very useful for text understanding tasks, such as information retrieval, text
categorization, and document summarization.

Some researchers used knowledge bases to knowledge-based text categoriza-
tion[7]. First they group words into special semantic clusters according to their defini-
tion of knowledge bases such as WordNet or HowNet. Then they use these clusters as
features for text categorization. As we know, WordNet and HowNet are lexical and
semantic knowledge dictionaries. Sangkon Lee et. al. [8] proposed a new passage
retrieval method which divides a text into several passages by using field-associated
terms like our DATSs. But their knowledge bases are generated by hand, and in par-
ticular, due to limitation of size of knowledge bases, they can’t include enough words
or features for text categorization. In this paper, we study and propose two models
which use domain knowledge as textual features to improve text categorization. And
we use a machine learning technique to solve problem of knowledge-based text cate-
gorization caused by limitation of size of domain knowledge dictionary.

The following paper is organized as follows. In section 2, our domain knowledge
dictionary is introduced. The baseline NB system based on BOW model is given in
section 3. In section 4 we propose two new models using domain knowledge as tex-
tual features for text categorization. In section 5, we propose a machine learning tech-
nique to improve knowledge- based text categorization. Comparison experimental
results of four models are given in section 6. At last, we address conclusions and
future work in section 7.

2 Domain Knowledge Dictionary

First, we introduce briefly the domain knowledge hierarchy description framework
(DKF) which can be divided into three levels shown in Figure 1: Domain Level (DL),
Domain Feature Level (DFL) and Domain Associated Term Level (DATL). The DL is
the top level which includes many domains, such as “/& % (Sports)”, “ZE 5 (Military
Affairs)”. The DFL is the second level which includes many domain features. A do-
main has one or more domain features. For example, domain “Z-% (Military Af-
fairs)” has many domain features, such as “ZJ\ (Army Feature)”, “ii#% (Weapon
Feature)” and “fi% 4+ (War Feature)”. The DATL is the third level which includes
many domain associated terms. As we know, many domain associated terms could
indicate a same domain feature. For example, for domain feature “f§4+ (War)”, it
includes many domain associated terms such as “HZ<fk 4+ (Mid-East War)”,
“ff$7 7 i 4 (Iraqg War)” and “Pif & 1% 9+ (Afghanistan War)”.

Since 1996 we employed a semi-automatic machine learning technique to acquire
domain knowledge from a large amount of labeled and unlabeled corpus, and built a
domain knowledge dictionary named NEUKD[9][10]. Items defined in the NEUKD
include domain associated term, domain feature and domain. Currently 40 domains,
982 domain features and 413,534 domain associated terms are defined in NEUKD.
Some instances defined in NEUKD are shown in Table 1. For example, term
“= gt TF£ (The Sanxia Project)” indicates domain feature “/K#)TFE (Irrigation
Project)” of domain “7K A (Irrigation Works)”.



Improving Text Categorization Using Domain Knowledge 105

DL 4 fi(Military Affairs) A& (Sports) <zfili(Finance) ......
| T —

DFL {i%+(War Feature) Z-FA(Army Feature) y{#%(Weapon Feature) ......

v

DATL " 43/l r(Mid-East War) {157 50 5% fr(lraq War) 5] 55 7Tk 9+ (Afehanistan War)

Fig. 1. Parts of domain knowledge hierarchy description framework (DKF).

Table 1. Some instances defined in NEUKD.

Domain Associated Terms Domain Features Domain
ke ek, B3R wE
(Yao Ming) (Basketball, Athlete) (Sports )
= TR FKF TR 7KH]
(The Sanxia project) (Irrigation Project) (Irrigation Works)
B == B weE
(Match Season) (Match) (Sports )
[TIPLSZATUN ALER weE
(Arsenal Team) (Football) (Sports)
o E TR ERAT AT xRl
(Industrial and commercial bank of China) (Bank) (Finance)

3 Baseline NB System

In recent years Naive Bayes (NB) approaches has been applied for document classifi-
cation, and found to perform well. The basic idea in naive Bayes approaches is to use
the joint probabilities of words and categories to estimate the probabilities of catego-
ries when a document is given. The naive part of NB method is the assumption of
word independency, i.e., the conditional probability of a word given a category is
assumed to be independent from the conditional probabilities of other words given
that category. This assumption makes the computation of the NB classifiers far more
efficient than the exponential complexity of non-naive Bayes approaches because it
does not use word combinations as predictors[11]. There are several versions of the
NB classifiers. Recent studies on a multinomial mixture model have reported im-
proved performance scores for this version over some other commonly used versions
of NB on several data collections[6]. There are several versions of the NB classifiers.
McCallum and Nigam gave comparative analysis between two different NB models:
multivariate Bernoulli model and multinomial model. They found that the multivari-
ate Bernoulli performs well with small vocabulary sizes, but that the multinomial
performs better at larger vocabulary size.

In this paper we use the multinomial mixture model of NB by to classify docu-
ments. We only describe multinomial NB model briefly since full details have been
presented in [6]. The basic idea in naive Bayes approaches is to use the joint prob-
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abilities of words and categories to estimate the probabilities of categories when a
document is given. Given a document d for classification, we calculate the probabili-
ties of each category c as

peeliy= POPULD
7] P(li |C)N(fi|d)

=re]l NG, |d)

i=1
Where P(c) is the class prior probabilities, N(t]|d) is the frequency of word #; in docu-
ment d, T is the vocabulary and |T| is the size of T, t; is the i word in the vocabulary,
and P(t|c) thus represents the probability that a randomly drawn word from a ran-
domly drawn document in category ¢ will be the word t;. We can calculate Bayes-
optimal estimates for these parameters from a set of labeled training data.

In this paper, we use NEU_TC data set[12] to evaluate the performance of NB
classifier and our classifiers. The NEU_TC data set contains Chinese web pages col-
lected from web sites. The pages are divided into 37 classes according to “Chinese
Library Categorization”[13]. It consists of 14,459 documents. We do not use tag in-
formation of pages. We use the toolkit CipSegSDK][14] for word segmentation. We
removed all words that had less than two occurrences. The resulting vocabulary has
about 60000 words.

In the experiments, we use 5-fold cross validation where we randomly and uni-
formly split each class into 5 folds and we take four folds for training and one fold for
testing. In the cross-validated experiments we report on the average performance. For
evaluating the effectiveness of category assignments by classifiers to documents, we
use the conventional recall, precision and F; measures. Recall is defined to be the
ratio of correct assignments by the system divided by the total number of correct
assignments. Precision is the ratio of correct assignments by the system divided by the
total number of the system’s assignments. The F; measure combines recall (r) and
precision (p) with an equal weight in the following form:

27,
F(r,p)= P
I"+p

In fact, these scores can be computed for the binary decisions on each individual
category first and then be averaged over categories. The way is called macro-
averaging method. For evaluating performance average across class, we use the for-
mer way called micro averaging method in this paper which balances recall and preci-
sion in a way that gives them equal weight. The micro- averaged F; measure has been
widely used in cross-method comparisons.

The most commonly used document representation is the so called vector space
model[15]. In the vector space model, documents are represented by vectors of terms
(textual features, e.g. words, phases, etc.). A document D can be represented by a
description vector dv as: dv = <cj, ¢, ...... ¢,>. Where n is the total number of the
selected terms and c¢; denotes the term weight of a term #; in the document D. Conven-
tional bag-of-words model (BOW) uses conventional words as textual features, so
each document text can be represented by a vector of weighted words.

In this paper, we use the BOW model as baseline NB system. Given above experi-
mental settings, CHI measure is used for feature selection which is the best features
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selection methods according to our experiments, the best performance of baseline NB
system is 74.6% F1.

4 Domain Knowledge as Textual Features
4.1 BOTW Model

In this paper, we wish to use domain knowledge dictionary (NEUKD) to improve text
categorization. In BOW model, conventional words are used as textual features for
text categorization. As above mentioned, more than 400000 domain associated terms
(DATs) are defined in the NEUKD, such as “%kB] (Yao Ming) ”, “=Ut T#£ (The
Sanxia project)”, and “* [E TF{#21T (Industrial and commercial bank of China)”
shown in table 1. In this paper, we use both those domain associated terms and con-
ventional words as textual features, called BOTW models (short for bag-of-terms and
words model).

Now we give an example to explain simply the differences between BOW and
BOTW models. For example, in the previous examples, a DAT “=k T F£ (The
Sanxia project, Sanxia is a LOCATION name of China)” can be used as a textual
feature in BOTW model. But in BOW model it is not used as a textual feature, we
consider two words “ =I5 (The Sanxia)” and “TF£ (project)” as two different textual
features, respectively. From above examples, it is natural for us to understand those
domains associated terms are a richer and more precise representation of meaning
than keywords (conventional words).

In fact, the classification computation procedure based on BOTW model is same as
BOW model. CHI also is used to feature selection in our experiments. According to
experimental results, the best performance of BOTW-based classifier is 76.7% F1
which is higher 2.1% than baseline system (BOW model).

4.2 BOF Model

As above mentioned, in our NEUKD, each DAT is associated with one or more do-
main features which the DAT indicates. Such as the DAT “ =k T.#£ (The Sanxia
Project)” indicates domain feature /K| TF% (Irrigation Project)” of domain
“/KF] (Irrigation Works)”. Similar to BOTW model, we want to use those domain
features as textual features in NB classifier, called BOF model (short for bag-of-
features model). In other words, we do not use “— Ut T.f£ (The Sanxia Project)” as a
textual feature, but its domain feature “/KA) T#E (Irrigation Project)” as a textual
feature in the BOF model.

In BOF model, we firstly transform all DATs into domain features according to
definitions in NEUKD, and group DATSs of same domain features as a cluster, called
Topic Cluster.

Let T denote set of domain feature, t is a domain feature of T, F denote set of Topic
Cluster, DF is set of DATs, df; is i" DAT in DF.

If a DAT df; has a domain feature t;, then df; can been added into the Topic Cluster
F(t;). We group all domain features in NEUKD into the Topic Clusters. For Examples,
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Topic Cluster named “/A (sports)” includes some DATs, such as “Z§Z* (match
season)”, “BulARABA (Arsenal)”, “¥liz<: (Olympic Games)”, “I=IcER (Table Ten-
nis)”, “@k#H (Yao Ming)”.

In BOF model, we use topic clusters as textual features for text categorization.
Also the classification computation procedure based on BOF model is same as BOW
model. According to experimental results, the best performance of BOF-based classi-
fier is 68% F1 which is less than BOW and BOTW models. The main reason is that
due to the limitation of size of our NEUKD, a large amount of words are removed in
training procedure, because no domain features of those removed words are defined in
our NEUKD. According to statistical analysis of words occurring in training corpus,
we find that 65.01% words occurring in training corpus are not included in the
NEUKD. In fact, many of those removed words are useful for text categorization. As
denoted in section 2, about 1000 domain features are defined in our NEUKD, so for
BOF model, the maximum number of textual features is the total number of domain
features defined in NEUKD. But it is very significant that when BOF model performs
better than BOW and BOTW model in small number of textual features cases. De-
tailed analysis will be given in following sections.

S BOL Model

To solve the above problem of the limitation of NEUKD, in this paper, we propose a
machine learning technique to improve BOF model. The basic ideas are that we wish
to learn new words from labeled documents, group them into the predefined topic
clusters based on NEUKD which are formed and used as textual features in BOF
model discussed in section 4.2, and use new topic clusters as textual features for text
categorization. We call the new model as BOL model which is extended version of
BOF model. First we group all DATs originally defined in NEUKD into topic clusters
as described in BOF model, which are used as seeds in following learning procedure.
Then we want to group other words (not be defined in NEUKD) into these topic clus-
ters.

In this section, we introduce how to learn some words from labeled documents us-
ing topic clusters and class distribution of words. We are focus on two topics:

e How to measure the similarity between a word and a topic cluster;
e Learning algorithm.

The first question of such procedures is how to measure the similarity between a
word and a cluster. Class distribution of words has showed good performance in
words clustering [16][17]. We use a form of “Kullback-Leibler divergence to the
mean.” Unlike previous works, we propose a new similarity measure for learning
algorithm. In our algorithm, the word can only be grouped into one cluster.

5.1 How to Measure the Similarity

We should define a similarity measure between a word and a topic cluster, and add
the word into the most similar cluster that no longer distinguishes among the word
and other members (words or DATSs) of the topic cluster. Then, the parameters of the
cluster become the weighted average of the parameters of its members.
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Firstly, we define the distribution P(C|w,) as the random variable over classes C,
and its distribution given a particular word w,. When we have two words w, and wy,
they will be put into the same cluster f. The new distribution of the cluster is defined

AC| f)=AClw,vw,)
POy T
P( N+Pw,) P(wt)+P(ws)

Now we consider the case that a word w, and a topic cluster f will be put into a new
cluster f,.,. The distribution of f,.,, is defined as

AC f,,)=PClw; v f)
=ﬂf’(C|W,)+i
Pw)+P(f) Pw)+Hf)

Secondly, we turn back the above question of how to measure the difference be-
tween two probability distributions. Kullback-Leibler divergence is used to do this.
The KL divergence between the class distributions induced by w, and w, is written

as D(P(C|w,) || P(C|w,)), and is defined as

3 P(c;|w,)
_Zp(c | w,)log( (c,lws)) (3)

But KL divergence has some odd properties. In order to cover its problems, Baker
and McCallum[16] proposed a measure named “KL divergence to the mean” to meas-
ure the similarity of two distributions. It is defined

Aw)
SBer
T Rw)+AwW)

Rw,)
WD(P(CM)IIRCIW VW)

In this paper, we usually measure the similarity of a word and a topic cluster. The
cluster has included many words that defined in NEUKD. “KL divergence to the
mean” has some problems when it measures the similarity between a word and a
cluster. In most cases, if the cluster includes more words, then the result is more simi-
lar. Experimental results show that several clusters include so many words while most
clusters include only few words. The reason is that Baker and McCallum’s “KL di-
vergence to the mean” doesn’t account for global information. It can’t work well if
the numbers of features in the clusters are very different at beginning.

Thus, in learning algorithm we use a new measure that does not have this problem.
We add a factor according to the number of words in the cluster. The new similarity
of a word w, and a cluster f; is defined

N(w,)+N
:m(w})—(‘f) Baker t’f)

2N+ W

1
) gty W

AClf) @

——— —DRCW)||RCw; vw)

“
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Aw)

Spaels )=
I )

DIRCw)[|RClw; v 1)
Rf)

+—

Ro)+R()

Where N(f)) denote the number of words in the cluster f, W is the list of candidate

words. Equation 4 can be understood as the balance of all clusters according to the

number of words in them. Our experimental results show that it can work well even if
the numbers of features in them are very different at the beginning.

DACI)IIRCIw V)

5.2 Learning Algorithm

Table 2. The Learning Algorithm.

— Preprocessing: Text segmentation, extracting candidate words, and sort the candidate
words by CHI method. As above mentioned, all candidate words which are not defined
in NEUKD will be grouped into topic clusters in this process.

— Initialization: The words, which are defined in NEUKD, are first added to corresponding
topic clusters according to their associated domain features, respectively.

— Loop until all candidate words have been put into topic clusters:

e Measure similarity of a candidate word and each topic cluster, respectively.
e Put the candidate word into the most similar topic cluster.

6 Experimental Results
6.1 Experiment 1: Comparison of BOW, BOTW, BOF, and BOL Classifiers

Using experimental settings discussed in section 2 to evaluate the performance of
these four models based on NB classifier, we construct four systems in the experi-
ments, including BOW, BOTW, BOF and BOL classifier. CHI measure is used to
feature selection in all system. Detailed comparison results are shown in figure 2.

In figure 2, we could find that BOTW classifier always performs better than BOW
classifier when the number of features is larger than about 500. As above mentioned,
BOTW classifier considers domain associated items (DAIs) as textual features. From
comparative experimental results of BOTW and BOW classifiers, we think that do-
main associated items are a richer and more precise representation of meaning than
conventional words.

Because the total number of domain features in NEUKD is only 982, in figure 2 we
find the maximum number of features (domain features) for BOF and BOL classifier
is less than 1000. When the number of features is between 200 and 1000, BOF classi-
fier performs better than BOW and BOTW classifiers. It is also obvious that BOL
classifier always performs better than other three classifiers when the number of fea-
tures is less than 1000. As above mentioned, in BOL model, we use a machine learn-
ing technique to solve the problem of limitation of size of NEUKD, and group rest
65.01% words into predefined topic clusters as textual features in BOL model. So the
classifier based on BOL model can yield better performance than BOF model.
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6.2 Experiment 2: Performance Analysis Based on Different Size of Corpus

In this experiment, we study the performance of BOW and BOL models when vary-
ing number of features and size of training corpus. In Figure 3, T10, T30 and T50
denote the different number of training corpus as 10, 30 and 50 training documents
for each category. Naturally, the more documents for training procedure are used, the
better the performance of classifier is.
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0.45E . . . . . L
50 100 200 500 1000 2000 5000 10000
Number of Features
Fig. 2. Experimental results of BOW, BOTW, BOF, BOL classifiers.
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Fig. 3. Performance Analysis Based on Different Size of Training Corpus.
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In Figure 3, BOL_T10 classifier yields 58.4% F1 with 500 features and BOW_T10
only yields 49.7% F1 with same number of features. And when the number of fea-
tures is 500, BOW_T50 classifier provides only 57.5% F1, which is lese 0.9% than
BOL_T10 classifier. It is obvious that BOL performs better than BOW in small num-
ber of features cases.

The best result of BOL_T50 classifier is 67.4% FI1, which is higher 9% than
BOL_T10 classifier. And the best result of BOW_T50 is 64.2% F1, which is higher
14.5% than BOW_T10 classifier. And the best performance of BOL_T30 classifier is
65.0% F1, which is higher 0.8% than the best performance of BOW_T30 classifier.
The best performance of BOL_T50 is 67.4% F1, which is higher 3.2% F1 than the
best performance of BOW_T50 classifier. When given small size of training corpus,
BOL performs better than BOW. As we know, small size of training corpus would
cause serious data sparseness problem. From above comparative experimental results
we find that domain knowledge is beneficial to solve data sparseness problem.

7 Conclusions and Future Work

In this paper, we study and propose an approach to improve text categorization by
using domain knowledge dictionary (NEUKD). We propose two models using do-
main knowledge as textual features. The first one is BOTW model which uses domain
associated terms and conventional words as textual features. The other one is BOF
model which uses domain features as textual features. But due to limitation of size of
domain knowledge dictionary, many useful words are removed in training procedure.
We study and use a machine learning technique to solve the problem to improve
knowledge-based text categorization, and propose a BOL model which could be con-
sidered as the extension version of BOF model. We use NB system based on BOW
model as baseline system. Comparison experimental results of those four models
(BOW, BOTW, BOF and BOL) denote that domain knowledge is very useful for
improving text categorization. In fact, a lot of knowledge-based NLP application
systems also face the problem of limitation of size of knowledge bases. Like our work
discussed in this paper, we think using machine learning techniques is a good way to
solve such problem. In the future work, we will study how to apply the domain
knowledge to improve information retrieval, information extraction, topic detection
and tracking (TDT) etc.
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