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Abstract. Accompanying the rise of mobile and pervasive computing, applica-
tions now need to adapt to their surrounding environments and provide users 
with information in the environment in an easy and natural manner. In this pa-
per we describe a user interface that integrates multimodal input on a handheld 
device with external gestures performed with real world artifacts. The described 
approach extends reference resolution based on speech, handwriting and gesture 
to that of real world objects that users may hold in their hands. We discuss the 
varied interaction channels available to users that arise from mixing and match-
ing input modalities on the mobile device with actions performed in the envi-
ronment. We also discuss the underlying components required in handling these 
extended multimodal interactions and present an implementation of our ideas in 
a demonstrator called the Mobile ShopAssist. This demonstrator is then used as 
the basis for a recent usability study that we describe on user interaction within 
mobile contexts. 

1   Introduction 

Mobile computing has seen significant advancements in recent years, as applications 
begin to span multiple and changing contexts. Multimodal user interfaces have also 
emerged as an integral area of development, as users gradually break free from the 
stationary desktop computing paradigm and enter the realms of pervasive computing.  
Multimodal interfaces that provide more intuitive ways to interface the computational 
power of an environment will gain more and more importance if users start to interact 
with computationally empowered artifacts that provide no obvious clue on their com-
putational abilities. This is for example true in a shopping scenario where products are 
electronically identifiable (e.g. through RFID-tags) and where users are able to inter-
act with the products that are on sale to retrieve product information through a shop-
ping assistant. The interaction with the products could be based on speech utterances 
and performed user gestures (e.g. by picking up a product), however this causes prob-
lems relating to the privacy of the request and the presentation of the results, for ex-
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ample if the environment delivers the requested information through a loudspeaker in 
the user’s vicinity. Most of these problems can be overcome by including a personal 
device in the scenario, which allows users to silently pose requests and receive infor-
mation from the environment unnoticed by others. In this paper we will present the 
Mobile ShopAssist demonstrator, which aids a user in finding out product information 
and product comparison information while shopping in an RFID enabled store. The 
system accommodates for multimodal input interaction in the form of speech, hand-
writing, and gesture, which can be performed either on the mobile device or by di-
rectly picking up an object from the shelf.  

Newcomb et. al. [9] present some interesting design guidelines for a PDA based 
shopping assistant in a grocery store. They state that one important aspect that has to 
be regarded during the design process is that shoppers often use their hands to touch 
the products – something we have tried to incorporate into the design of our ShopAs-
sistant. The authors further highlight the importance to find appropriate breaks in the 
shopping routine to be able to provide situated assistance. This has motivated us to 
choose the digital camera domain where normal shoppers usually rely on the help of a 
shop assistant to make their choice.  

To illustrate our ideas, consider the following scenario. A user is interested in buy-
ing a digital camera. In possession of a device such as a PDA, the user may enter an 
electronics shop and start browsing the available range of digital cameras. The store 
might be crowded, or noisy, and there may also be no shop assistant in sight or avail-
able to the user to ask for assistance. Bearing these environment characteristics in 
mind, the user instead connects to a shelf of interest and downloads the shelf’s prod-
uct database onto the PDA through the use of the Mobile ShopAssist. Upon synchro-
nization, the user will be able to browse both the products that are currently available 
in the store as well as those that are currently out of stock. With the help of the per-
sonal device the user is able to use multimodal queries to obtain information on the 
different cameras, regardless of whether they are present in the shelf or not. In par-
ticular, the system allows the user to pick up a product from the shelf and to then 
compare it with a product that is displayed on the PDA through the use of spoken 
natural language (e.g. “compare this camera to that one”). After having processed this 
multimodal input the system provides a comparison chart of both products. 

The goal of this paper is to investigate the technical requirements of such a system 
and to explore the usability issues that arise from the various forms of new modality 
input combinations that are introduced. In the next section we describe the many 
modes of interaction that permit flexible user interaction within our shopping sce-
nario. We describe how modality types may be combined on a mobile device, and 
also extend the modality input combinations to account for interaction with real world 
environments. In section 3, we describe the key elements required for merging mo-
dalities together, the modality fusion module, and include discussion on time-frames 
and parameters such as confidence values that are used in this process to resolve both 
non-conflicting and conflicting information sources. In section 4 we describe a usabil-
ity study that was recently conducted on the Mobile ShopAssist demonstrator, includ-
ing results on the use of observable modalities within public spaces, modality prefer-
ence for unimodal and multimodal interaction spanning the virtual and physical 
world, and modality intuition. Section 5 provides some final conclusions and an out-
look on future activities. 
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2   Multimodal Interaction 

Interaction may take place on a unimodal or a multimodal basis, in which unimodal 
interaction refers to input that is composed of a single modality such as speech or 
handwriting only (e.g. “What accessories are available for the EOS 300D”), and 
multimodal interaction refers to input that spans multiple modalities such as speech 
and gesture (e.g. “Does this <gesture> camera have a wireless control?”). With re-
spect to time, we suggest that modality information provided by a user can always be 
categorized as either non-overlaid, overlaid and non-conflicting, or overlaid and con-
flicting. In more detail, non-overlaid information occurs when input provided to a 
system does not have any of the same information represented by multiple modalities 
(e.g. “What is the price of this <gesture=PowerShot S70>?”, while overlaid and non-
conflicting information occurs when the same information has been represented by 
multiple modalities, but does not create a conflict (e.g. “What is the price of the Pow-
erShot S70 <gesture=PowerShot S70>?), and overlaid and conflicting information 
occurs when the same information has been provided by multiple modalities and this 
information conflicts (e.g. “What is the price of the PowerShot A40 <ges-
ture=PowerShot S70>?). Finally, with respect to origin, (non-overlaid and overlaid) 
modality input may originate from devices of the same type or of a different type, in 
which (e.g. for overlaid information), same-type device input such as speech and 
speech might arise through the use of both public and private microphones, while 
different-type device input such as speech and gesture might arise through the use of 
devices capturing different types of modal input. 

2.1   On-device and Off-device Interaction 

In contrast to desktop systems that generally make use of devices such as keyboards 
and the well-established ‘Windows, Icon, Mouse, and Pointer’ (WIMP) paradigm, we 
believe that instrumented environments require the addition of new interaction types 
like speech, handwriting and gesture. This need has arisen through the requirements 
of scenarios dealing with difficult environment contexts, and contexts in which the 
user is mobile and/or performing multiple tasks at a single instance in time. It is ex-
pected that users will in the future interact directly with artefacts in their surrounding, 
but will also most likely be aided by personal computing devices. This section out-
lines on-device and off-device interaction, as found on the Mobile ShopAssist demon-
strator. 

The Mobile ShopAssist demonstrator accepts modality input of type speech, 
handwriting, and gesture. Furthermore, user interaction with a set of products can take 
place either directly on the mobile device, or directly with artefacts in the surrounding 
environment, i.e. off-device. Interaction may also be part on and off device, as seen in 
Fig’s 1A and B, where a user asks for comparison information on two products via 
speech, intra-, and extra- gesture. 

Speech input in our system is provided by a user via the inbuilt microphone on the 
PocketPC. We use IBM’s Embedded ViaVoice1 speech recognizer to interpret all or 

                                                           
1 IBM Embedded ViaVoice, 
  http://www.ibm.com/software/pervasive/products/voice/vv_enterprise.shtml 
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part of a user’s input. This is done through the use of limited-domain rule grammars 
that are generally between 50 and 100 words in size, and are dynamically loaded and 
activated by the system. We consider speech to aid both on and off-device interaction.  

 

 

Fig. 1. A and B show the combined use of speech, intra- and extra- gesture. C shows feature 
selection via handwriting, while D shows feature selection via an intra-gesture point on the 
scrolling text bar 

Handwriting input is a typical on-device interaction modality, and requires a user 
to write on the PocketPC’s display through the use of a stylus. We use Microsoft’s 
embedded character recognizer called Transcriber2, to interpret the user’s input as a 
string of characters, and these characters are then mapped to a valid entry in our cor-
responding handwriting grammars. 

Gesture is a broad term defined in common usage as “motions of the limbs or 
body, used as a means of expression” [Merriam-Webster dictionary]. As described in 
[6], gestures are used for everything from pointing at a person to draw their attention, 
to conveying information about space and temporal characteristics. Current research 
on gesture ranges from the recognition of human body motion (including facial ex-
pressions and hand movements) [13, 1], to pen and mouse based research [12] and 
sign language. Gesture input within our system is limited to the ‘selection’ of prod-
ucts, and may be of either type intra-gesture or extra-gesture. Intra-gestures are on-
device interactions, and occur when a user touches objects displayed on the screen of 
the PocketPC. The screen coordinates are then mapped internally to the underlying 
data objects represented as either 2D or 3D graphics. Intra-gestures are provided in 
the form of stylus or finger input, and can currently be of type “point”. Extra-
gestures are off-device interactions and occur when the user interacts with the physi-
cal world around them by physically handling an object. Extra-gestures may be of 
type “pick-up”, or “put-back”. Pick-up and put-back actions are evaluated through the 
use of RFID technology that allows for the detection of objects being either in or out 
of a given space. In [8], we have experimented with integrating “extra-point” gestures 

                                                           
2 Microsoft Transcriber, 
   http://www.microsoft.com/windowsmobile/downloads/transcriber.mspx 
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based on a digital compass from Pointstar3 in which we map real-world directions to 
known locations of physical objects, and have also augmented the intra-gesture li-
brary to include a “slide” gesture (alongside pointing). In our scenario, typical spaces 
include shelves that are instrumented with RFID readers and antennas, while typical 
objects include shopping products that are fitted with passive RFID tags. Within our 
scenario, intra gestures may also be combined with extra gestures, as shown by the 
speech utterance: “Compare this camera <intra gesture> with this one <extra ges-
ture>” (see Fig. 1). It is this type of on- and off- device interaction that underlies our 
primary objective of providing interaction possibilities for instrumented spaces.  

2.2   Representation of a Modality-Free Language, and Modality Combinations 

The task of a modality fusion module is to combine different input streams into a 
single unambiguous and modality-free dialogue result, as defined by a modality-free 
language. The different input streams arise through the need for recognizers to use 
modality-specific grammars to deal with inputs such as speech and handwriting. A 
simplified version of the modality-free language used within our system is defined as 
follows: 

<FEATURE><OBJECT>+ (1) 

The feature and object tags are represented in XML4 (similar to EMMA5) and have 
a variety of attributes associated with them such as confidence and timestamp infor-
mation. Valid values for the feature tag include (in reference to digital cameras) ‘opti-
cal zoom’ and ‘mega pixels’, while valid values for the object tag include ‘PowerShot 
S60’ and ‘CoolPix 4300’. User input is only considered well-formed or valid if it 
consists of one feature and at least one object. For this reason, the modality fusion 
module is only ever activated once a feature has been provided, which can take place 
via speech, handwriting and/or intra-gesture. 

Having defined the two primary constituents of our modality-free language – i.e. 
FEATURE and OBJECT – it can be stated that although the system accepts speech, 
handwriting and gesture input, it does not accept all feature and object modality com-
binations. To demonstrate the extent that such a requirement would place on a system 
providing speech, handwriting, and gesture input, we would have 9 modality combi-
nations6 arising from the combination of a single feature and a single object, and 27 
modality combinations for a single feature and two object references. These 27 com-
binations also do not consider the effect that overlaid modality information would 
have on the size of a full-scale implementation, as in the example: “How many mega 
pixels does the PowerShot S60 <G=PowerShotS60> have?” in which both speech 
and gesture are used to define the same object referent. Fig. 2 shows the modality 
combinations that have been implemented in our system so far. 

 

                                                           
3 Pointstar, http://www.pointstar.dk 
4 W3C Extensible Markup Language, http://www.w3.org/XML/ 
5 EMMA: Extensible MultiModal Annotation markup language, http://www.w3.org/TR/emma/ 
6 Not differentiating between intra and extra gestures. Also note that extra gestures may only be 

used for selecting objects. 
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Fig. 2. Non-overlaid and overlaid input modality combinations 

3   Modality Fusion 

As shown in Fig. 3, our modality fusion component is based on a blackboard architec-
ture. In contrast to the projects QuickSet [3] and SmartKom Mobile [2] in which a 
heavy reliance existed on distributed and client/server architectures, all of the interac-
tion processing (except for the extra-gesture recognition which is based on RFID 
technology) is performed locally on the mobile PocketPC device. Indeed the black-
board itself is also located on the mobile device. Recognizable user input is defined 
by grammars that are associated with product types within the product database. 
These grammars are dynamically loaded based on the type of products contained  
 

 

Fig. 3. Modality fusion within the Mobile ShopAssist 
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within the currently synchronized data container. During user interaction with the 
system, input is written to the central blackboard in the form of data nodes. These data 
nodes provide the primary information required for the modality fusion module to 
make informed decisions about the objects on the blackboard. As described in [14], 
this information includes the presumed dialog segment (i.e. feature or object), the 
parent modality group (i.e. speech, handwriting, intra-gesture, extra-gesture), an un-
derlying modality type where appropriate (e.g. point, pick-up, put-back), a confidence 
value from 0.0 to 1.0, the start and stop times for the dialog segment, a time classifi-
cation (i.e. past, or present), the raw user input, the matched user input, and the 3-best 
result matches including confidence scores. 

The blackboard is stored on the PocketPC device itself, as too the modality fusion 
component. This provides the additional benefit that users can disconnect from their 
surroundings and continue to interact with the system offline. When browsing offline, 
the user has access to all modalities except extra-gesture, which is based on RFID 
technology and is recognized by an environment server. 

Two important parameters for the modality fusion process – confidence values and 
timestamps – will be described in the following section. Alongside these types of 
parameters, we also expect statistical data from user-history log files, and context 
information in the form of situational statements [5] to further contribute to the mo-
dality fusion process. Situational statements refer for example to characteristics of a 
user (e.g. role, age, gender, walking speed, eye sight), the device (e.g. remaining bat-
tery life, working memory, speaker volume), or the surrounding environment (e.g. 
noisy, crowded, rainy), and are a convenient way of representing context. 

3.1   Confidence Scoring 

Confidence scoring is the ability to attach a probability to a recognition result in order 
to measure how confident a recognizer was in matching a result with what was actu-
ally inputted into the system. For each of the modalities within our system (speech, 
handwriting and gesture), we generate an N-best list of results and assign confidence 
values between 0.0 and 1.0 to each result. This occurs each time a user interacts with 
the system. “N” in the case of the ShopAssist is equal to 3 and means that the 3 most 
likely results are returned for a given modality (instead of just one). N-best result lists 
and their associated confidence values play an essential role in the disambiguation of 
multimodal input [11]. As an example, user input may be overlapped and conflicting 
(destructive), or it may be overlapped and non-conflicting (constructive). By keeping 
a hold of the N-best lists, we are able to store information that a single recognizer 
such as a speech recognizer might ultimately have thrown away, and are thus able to 
compare this with results from other recognizers at a later stage (i.e. in the modality 
fusion module). Confidence values within mobile multimodal systems are also impor-
tant because the methods used in calculating these values are specific to the individual 
modalities, and are likely to be affected differently by surrounding environment char-
acteristics. As an example, speech is likely to be affected by background noise differ-
ently to gesture, and handwriting will be affected by motion (i.e. while a user is walk-
ing) differently to speech. 

Confidence values when processing speech are generated by matching a user’s 
spoken utterance to a sequence of word hypothesis based on a given language model. 
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Our language model consists of word-phoneme mappings and grammar files written 
in a format similar to the Backus-Naur Form (BNF). A current mobile device limita-
tion of our system is that each utterance in the N-best list receives only one confi-
dence value. Speech engines with greater disposable resources are capable of return-
ing confidence values for the individual words in a recognized utterance’s word lat-
tice [4]. This limitation means that if a feature and an object are both provided in a 
single speech utterance, our system will tag both values with the same confidence 
value. These values may however still be different from one another within the re-
turned N-best list. 

The process of generating confidence values for handwriting within our system is 
a two stage process. Written input (see Fig. 1C) is first sent to a character recognizer 
that converts a user’s handwriting input to block characters. The second stage is to 
then match the recognized input to our own handwriting grammars, which consist of 
keywords such as “optical zoom”, and “mega pixels”. This is based on a simple char-
acter matching algorithm, which disregards case, punctuation and white space, and 
performs a sliding character match on the given user input and all entries in the gram-
mar. Grammar entries that are either too long or too short (i.e. +-3 characters in 
length) are discounted, and grammar entries that start with the same character as the 
given input are given an additional bias (Val=Val+0.1). The top 3 results are then 
returned to the modality fusion blackboard. 

Intra-gestures are used for the resolution of features and objects on the display of 
the PocketPC. Objects refer to camera products such as the “EOS 300D” and are 
provided in the form of graphical pictures, while features refer to keywords such as 
“price” and are provided as scrolling text on the user’s PocketPC display (see Fig.’s 
1A and 1D respectively). Regarding object resolution, nine, four, two, or one object 
rectangles may be displayed on the PocketPC’s display at any one time depending on 
the current mode that the user is in. We generate confidence values by drawing a 
rectangle around the user’s “point” coordinates, equal in size to that of the other rec-
tangles on the screen. The intersection between this Active Area (AA) and each of the 
Image Rectangles (IR) is then calculated and used to generate the confidence value 
(AA/IR), which generates a value between 0.25 and 1.0. If the user points to an image 
rectangle at perfect centre, the rectangles line up and the score is 1.0. If the rectangles 
only half line up (side by side), the score is 0.5, and if the user points to a corner, the 
score is 0.25. The 3 best results are then mapped onto the range 0.0 and 1.0 through 
the use of exponents, for compatibility with the other modalities. For feature resolu-
tion, which is based on a user pointing out a keyword from a scrolling text bar at the 
bottom of the PocketPC’s display, we currently allocate the static values 0.8, 0.4, and 
0.1 to the 3-best results. 0.8 is assigned to the keyword the user clicked on, while 0.4 
and 0.1 are assigned to the keyword to the left and the keyword two to the left of that 
which the user clicked on respectively. We do not currently consider point coordi-
nates above or below the scrolling text bar when resolving features. We intend in the 
future, to allow the user to increase and decrease the speed of the scrolling text, and to 
have access to the font size and direction in which the text flows. These changes 
would undoubtedly also need to be considered in future confidence scoring techniques 
for this modality. 

All extra-gestures are currently given a confidence weighting of 1.0, and no N-
best list is returned for this modality in the current scenario. In the case that multiple 
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objects are taken from the shelf (and no “compare” command was given), timestamps 
are used to resolve the most recent object. The confidence weighting limitation is due 
to the fact that we do not keep track of the actual physical location of the individual 
products on the shelf. When compared to a real shopping scenario where each product 
has a defined position on a shelf (and labeled name and price information), accom-
modating for a finer resolution would not be difficult to program into our application, 
and would perhaps allow a modality fusion component to consider products to the left 
and to the right of the product selected. Information on similar looking product boxes 
might also be useful for extra-gesture resolution, and thus also confidence scoring.  

It should be noted that the generation of adequate confidence values for use by a 
multimodal system is still an area of ongoing research. Although speech recognizers 
for example are nowadays built on top of a great wealth of statistical data that has 
arisen through decades of experience, there is still limited statistical data for determin-
ing how best to rate the confidence of modalities such as gesture in different mobile 
environment contexts. Kumar et al [7] have presented a study that investigates the 
performance of a multimodal (speech and intra-gesture based) system under field 
conditions. For this purpose subjects were involved in strenuous activities while per-
forming map-based tasks. The results show that although performance of the single 
recognizer gets worse with a rising degree of exertion, the overall multimodal recog-
nition results remain stable. A further concern when comparing confidence values 
between same-type and different-type recognizers is that the confidence weightings 
may never have been “fair” to begin with, as would result from designers using dif-
ferent statistical models to train their recognizers. As such, an application using mul-
tiple recognizers may have to incorporate a penalty-reward system, in which accurate 
and inaccurate results are used to balance out discrepancies between the different 
recognizers. 

3.2   Time-Frames and Input Synchronization 

Dealing with the temporal order in which modal input occurs - often referred to as 
multimodal synchronization [10] - is one aspect of particular importance to multimo-
dal systems. Different input modalities may occur at different times in a dialog act, 
and each of these possibilities must be correctly accommodated for. As an example, 
the speech input “What is the optical zoom of this camera?” might have a gesture 
input accompanying it either before, during, or after the actual utterance, and each of 
these three possibilities would be correct. In our scenario, we use the issuing of a 
feature to determine our timeframe markers. We distinguish between the period be-
fore (a timeframe of up to several minutes), during (a timeframe typically 4 to 5 sec-
onds long) and after (a timeframe of either 0.5, 1.5 or 3.5 seconds long, depending on 
a user’s familiarity with the system) a feature has been issued. If the timeframe values 
are too small the chances of ‘valid’ user input being disregarded will be high, and if 
the values are too large the chances of old or ‘invalid’ user input being accepted will 
be high. 

Fig. 4 depicts the timeframes within a typical user interaction. Each time a user in-
teracts with an object on the display, it is recorded onto the modality fusion black-
board. In this fashion, a user’s interaction may span a timeframe of up to several min-
utes. However, once the system is aware that the user has started to issue a feature, 
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which is checked each time speech, handwriting or a special subclass of intra-gesture 
input is provided (as shown in Fig. 1D), the user is given a limited period of time 
before the modality fusion process begins. This time period depends on whether or 
not objects with TimeType equal to ‘present’ or ‘past’ have been selected in the cur-
rent user-turn, and whether or not the user is familiar or unfamiliar with the system 
(defined in a user property file). If an object has been selected within the current user-
turn, the object will contain a TimeType value equal to ‘present’ and the module will 
conclude it’s processing within 500ms. If however only ‘past’ objects exist on the 
blackboard, the user is either referring to an object selected in a previous user-turn, or 
the user has not yet selected an object. Familiar users are provided with an additional 
second in this case, while users less familiar with the system are provided with an 
additional 3 seconds to complete their current dialogue act. The trade-off for extend-
ing the timeframe in this manner is that the system appears more sluggish in the case 
that the user is indeed referring to a past object. 

 

 

Fig. 4. Input synchronization: ‘Before’, ‘during’, and ‘after’ durations, as used by our system 

Initial studies on our system have shown that it generally takes a trained user 
around 4 to 5 seconds to carry out a complete dialogue act. As an example, these 4 to 
5 seconds refer to the time it takes a user to press the talk button once to start talking 
and once again after having spoken to stop talking for a speech-speech interaction, or 
the time it takes a user to select an object and to then start and stop writing a keyword 
on the display of the PocketPC for a gesture-handwriting interaction. 

In the case that a feature is found on the blackboard but no object exists, the user is 
briefly informed and provided with an additional 4 seconds to complete their interac-
tion, after which time the feature is removed from the blackboard. Overlaid and con-
flicting input can occur for both the feature and object values, however feature con-
flicts are less frequent due to the restrictive timeframes imposed on the user once a 
feature input has been initiated. Our system resolves object conflicts by first removing 
older nodes with similar modality types. We then remove nodes that fall outside a 
given timeframe (based on the most recent object’s timestamp plus a given time-
margin), and then recalculate confidence values based on a matching algorithm that 
considers each remaining node’s N-best list (where N=3). Nodes with object values 
that appear in the N-best lists of multiple nodes have their confidence value increased 
in this way, and the node with the best overall confidence value is then finally  
selected. 



Integrating Intra and Extra Gestures into a Mobile and Multimodal Shopping Assistant 307 

 

An initial study on input synchronization in our mobile scenario has been inline 
with experiments conducted by Oviatt et.al. [10], who shows for example that pen 
onset usually precedes speech onset, and pointing gestures are integrated with parts of 
a speech utterance in a natural manner. Regarding speech recognition, we have ob-
served similar to [15] that word-error rates vary directly with speaking style such that 
the more natural the speech delivery, the higher the recognition system’s word error 
rate. This is more so in our mobile scenario, as we often only provide a single way for 
users to speak out an utterance that could normally be communicated in one of many 
ways, e.g. “what is the price of …” and “how much does … cost”. Regarding setting 
up the RFID technology, we observed that it was sometimes required to tag product 
boxes multiple times in order for the system to recognize them correctly. In general 
however, we have found that users were quite content with the performance and accu-
racy of the system, and it was also observed that the learn-in time (at least for non-
overlapped modalities) was acceptable. 

4   Usability Study 

In this section we describe the results of an exploratory user study that we recently 
conducted on the Mobile ShopAssist. The primary goal of the usability study was to 
measure the modality preference of users when interacting with the mobile system. A 
total of 23 different modality combinations were tested, and these were derived from 
the three elementary modalities speech, handwriting and gesture. For our modality-
free language, <FEATURE><OBJECT>+, the combinations ranged from unimodal to 
multimodal interaction, and from non-overlaid to overlaid input. Aside from modality 
preference, we also studied how intuitive the individual modality combinations were 
to use, and asked users what effect being immersed in a public or private space would 
have on their use of the three base modality types. A total of 440 user interactions 
were logged by the system throughout the study, averaging 31 interactions per person. 
Although we kept a user history of interactions, this study does not delve into aspects 
of system accuracy or system learnability. 

4.1   Method 

Our usability study was conducted at the University of Saarland in one of the depart-
ment’s computer terminal rooms. We believe this laboratory setting to differ from a 
real-world environment in two ways. Firstly, there were few if any other people in the 
terminal room during the times we conducted the testing (aside from the instructor 
and the user), and secondly, background noises were kept to a minimum. We con-
ducted the study on a total of 14 people who were either a little familiar or unfamiliar 
with the system. The study was conducted in English with users that could speak 
fluent English. 10 of our users were students and lecturers from the computer science 
department aged between 25 and 37 years, while the remaining 4 users were not from 
the computer science department and were unfamiliar with the system. 

Each user was given a PocketPC device and a headset connected to the PocketPC’s 
audio jack through which the user could speak into and listen to the output from. They 
were asked to stand in front of an instrumented shelf containing real-world camera 
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boxes. As described in Section 2.2, the users were allowed to mix-and-match modal-
ity input combinations when creating their FEATURE-OBECT dialogue inputs, and 
were also allowed to overlap modalities when communicating with the system. A total 
of 12 non-overlapped modality combinations and 11 overlapped modality combina-
tions were tested (as shown in Fig. 5). Each test session generally required between 
45 and 60 minutes to complete. Users were explained the base modalities that could 
be used when building feature and object dialogue interactions. They were told that 
the order of the inputs was irrelevant, i.e. feature then object, or object then feature, 
and that system errors were to be expected but should not bias their answer as not all 
modality combinations had been implemented. There were a total of 10 different 
objects and 13 different features available to the subjects. 

The usability study had two parts, the first being an observation of each user inter-
acting with the system, and the second being a written questionnaire. Within the ob-
servation, each user was free to choose their own modality combinations while inter-
acting with the system. Most users managed 4 or 5 different modality combinations 
within this part before needing to be reminded of the remaining modality combina-
tions. At this point, users were specifically told the order in which they should use the 
remaining modalities. After each interaction, the user was asked to rate the modality 
combination by answering the question “Would you use this modality combination?”. 
The rating scale used was a set of preferences that we later mapped onto a scale from 
0.0 to 3.0, in which “0=prefer not, 1=maybe not, 2=maybe yes, and 3=prefer yes”. 
Following the practical component, the users were asked to complete a written ques-
tionnaire that again asked them to repeat their preference for each individual modality 
combination, and to also state whether or not they thought the modality combinations 
were intuitive. Several other questions relevant to mobile and multimodal interaction 
were then also asked, and the survey ended with the user stating their favourite input 
modality combination. 

4.2   Usability Results 

For simplicity, we refer to the individual modality combinations via their abbrevia-
tions – speech (S), handwriting (H), intra-gesture (GI), and extra-gesture (GE). As an 
example, the interaction: <FEATURE modality=speech><OBJECT modal-
ity=speech> is analogous to the modality combination SS. 

4.2.1   Preferred Modality Combinations 
Fig. 5 shows the modality combinations categorized into the groups non-overlapped 
and overlapped. From the averages shown in the figure, it can be seen that users gen-
erally prefer non-overlapped modality combinations (Av=1.58) to overlapped modal-
ity combinations (Av=0.60). Using a Mann-Whitney U test, this was also shown to be 
statistically significant in 8 out of 14 subjects: U(12,11)<35, p<0.05, and only 3 sub-
jects had a p>0.12. The non-overlapped combinations have been further grouped 
according to their start modality, from which it can be seen that the use of speech for 
the feature (Av=2.09) is preferred to the use of intra-gesture (Av=1.39) or handwriting 
(Av=1.25) for the feature. Also interesting to note is that within each subgroup of start 
modalities, the use of the same modality (unimodal) for both the feature and the ob-
ject referents received the highest or near highest scores (see darkly shaded modality 
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combinations in Fig. 5). Similar to the non-overlapped sub-groups, we categorized the 
overlapped combinations by their overlapping segment types – feature, object, or both 
feature and object. It can be seen that users preferred overlapped object information 
most (Av=0.99) out of all of the overlapped modality combinations. This rating in-
creases to Av=1.33 when speech is set as one of the overlapped modalities and in-
creases to Av=1.57 when handwriting is excluded from the possibilities. 

 

 

Fig. 5. The 23 modality combinations categorized into the groups overlaid and non-overlaid,
and rated according to preference (0=prefer not, 1=maybe not, 2=maybe yes, 3=prefer yes). The
darker shaded modalities represent unimodal combinations 

Fig. 6 shows all of the modality combinations ranked in order of user preference. It 
can be seen that SGE is the most preferred modality combination, and that this is very 
closely followed by SS and SGI. Using the Mann-Whitney U test, the preference for 
these three modalities when compared to all other modality combinations was signifi-
cant in 12 out of 14 subjects: U(3,20)<9, p<0.05. The benefit of allowing a user to 
provide deictic input can also be seen in that 2 of the top 3 modality combinations, 
and 7 of the top 9 modality combinations used gesture to identify the object. The 
successful wedding of the modalities speech and gesture is further exemplified by the 
overlapped object combinations SGE (rating=1.71) and SGI (rating=1.43), whose 
preference was shown to be significant in 6 from 14 subjects when compared to the 
other overlapped modality combinations (U-test, p<0.36). As shown in Fig. 6, the 
modalities have been grouped according to rating point falls between the individual 
modalities, where the first drop of 0.64 borders on significance (Wilcoxon, z=-1.807, 
p=0.071). The first set of combinations are preferred by users (Av=2.57), while the 
second set of modality combinations (Av=1.58) lie within the category “maybe no” 
and “maybe yes”. The third set of modality combinations has a ranking value directly 
equivalent to “maybe no”, and the fourth set of modality combinations (Av=0.36) is 
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 least preferred. The highlighted columns represent those modalities that were not 
implemented in our system, and although most of these modality combinations exist 
on the lower side of the ranking scale, the incorporation of the modality combination 
HH will now be considered for future versions of the demonstrator. 

 

 

Fig. 6. The 23 modality combinations ranked in order of preference. The darker shaded modali-
ties represent those that have not been implemented in the Mobile ShopAssist 

4.2.2   Modality Intuition 
We measure each modality’s intuitiveness in two separate tests, one conducted during 
the written component (Fig. 7A), while the other conducted during the practical com-
ponent (Fig. 7B). Fig. 7A shows the results provided by our subjects to the question: 
“Do you feel that this modality combination was intuitive to use?” (“no”, “yes”), 
while Fig. 7B shows the first 4 modality combinations used by our subjects during the 
practical component. The modalities in Fig. 7B are weighted exponentially, such that 
a modality chosen 1st receives a weighting of 1000, while modalities chosen 2nd, 3rd 
and 4th receive the values 100, 10, and 1 respectively. The resulting weights for the 
individual modalities are shown in the bottom right of Fig. 7B. 

The written component showed that 5 of the 12 non-overlapped modality combina-
tions (SS, SGI, SGE, GIGI, and HH) were rated significantly intuitive by our subjects: 
Chi2(1,N=14)>10.286, p<0.001. In comparison, 6 of the 11 overlapped modality 
combinations were rated significantly non-intuitive by our subjects: 
Chi2(1,N=14)>4.57, p<0.33. 

When correlated with the lower graph one can see that the modality combinations 
SGI, SGE, SS, and GIGI were mirrored as being intuitive. The modality combination 
HH was however never selected for use by any of our users within their 1st four inter-
actions, despite 13 out of 14 users rating the modality as being intuitive during the 
written component. The overlapped modality combinations, SGI (overlapped object)  
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and SGE (overlapped object) were also never used within the 1st four modality com-
binations. Many people commented that handwriting was too slow to use, and perhaps 
this was a reason why HH was never selected by our users within the practical com-
ponent. The overlapped modality combinations may also have simply been over-
looked by users due to the already wide range of non-overlapped modality combina-
tions to choose from. 

 

 

Fig. 7. Modality intuition. Graph A) shows the modality intuition results provided by users
during the written component, while graph B) shows the 1st four modality combinations selected
by users in the practical component, and their weightings in the bottom right 

4.2.3   Public and Private Spaces, and Observable Modality Combinations 
One of the questions within our written questionnaire was with respect to how the 
user would feel using the modalities speech, handwriting, intra gesture, and extra 
gesture while in a public space (e.g. a shopping mall), and while in a private space 
(e.g. at home). The choices given to our subjects were “embarrassed”, “hesitant”, and 
“comfortable”. Chi-square tests show that our subjects would feel comfortable using 
intra-gesture, extra-gesture, and handwriting within a public environment: 
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Chi2(2,N=14)>8.714, p<0.013. Within a private environment, our users would feel 
comfortable using all base modalities: Chi2(2,N=14)>8.714, p<0.013. 

We also compared the group of modalities that are entirely observable by sur-
rounding people (SGE, SS) with those that are entirely non observable by surrounding 
people (GIGI, HH, HGI, GIH). Excluding modality combinations that are only partly 
observable (e.g. SGI), it can be seen that within this usability study, users preferred 
the extrusive modalities (Av=2.61) over the non-extrusive modalities (Av=1.43). SGE 
(2.64) and SS (2.57) were ranked highest from the entirely observable modalities, 
while GIGI (1.86), HH (1.57) and HGI (1.36) were ranked highest from the entirely 
non-observable modalities. This implies that at least within a laboratory setting and 
for the product type “digital cameras”, the feelings of “embarrassment” and “hesita-
tion” had little effect on modality preference. We are now also evaluating usability 
results from a second round of tests conducted on 28 users at a local electronics store7, 
to see what differences might exist between a laboratory and a real-world setting. An 
average of 13.8 people could be seen from the shelf’s location during each of the 
tests, and our hypothesis that the results will see a modality preference shift towards 
non-observable modalities appear to be correct. 

4.2.4   Subjective Results Obtained from the Study 
Several interesting points were raised by our subjects during the study that may serve 
as a future set of guidelines for interface designers. Our subjects said for example that 
their preference for a particular modality would change depending on the type of task 
at hand and the type of products that they were shopping for. Users mentioned that 
speech and handwriting would for example be a good alternative to gesture if an ob-
ject was not accessible, not present, or difficult to find on the Pocket PC display or 
shelf. They noted that in comparison to the extrusive modalities like speech, non-
extrusive modalities like intra-gesture would be better suited when dealing with sensi-
tive objects like contraception. Some users also preferred the simplicity of consistent 
modalities (i.e. unimodal combinations) over mixed modalities, and a further distinc-
tion was made between modality combinations that were part loud and part silent  
such as SH. 

Regarding speech, some users found the camera names such as PowerShot S1IS 
and FinePix A202 non-intuitive to pronounce, despite the system correctly under-
standing the user and despite the user being told to disregard system failures. Regard-
ing handwriting, users often commented that the feature and object names like “mega 
pixels” and “PowerShot Pro1” took too long to write. Users also stated that intra-
gesture for feature input (i.e. the visual WCIS) would be better if all options could be 
seen at the one time, rather than needing to wait for the text to scroll into focus, which 
they said would be problematic if they were stressed for time. With respect to extra-
gesture, several users mentioned that pointing to the objects would be an improve-
ment, especially for heavier product types, or for people that had their hands already 
full with shopping, winter-jackets and the Pocket PC device. These people did how-
ever like the ability to touch products as well, and many stated that they liked being 
able to physically touch a product before purchasing it. 

                                                           
7 Conrad Electronic, Saarbrücken. http://www.conrad.de 
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5   Conclusions and Future Work 

In this paper we have presented a multimodal mobile shopping assistant that inte-
grates interactions on a mobile device and interactions with real world shopping prod-
ucts (i.e. digital cameras). For this purpose, we have incorporated three types of input 
modalities on a PDA: spoken language, handwriting and intra-gestures, which we 
have combined with extra-gestures performed with real world artifacts in the user’s 
environment. We have discussed the various multimodal input combinations out of 
which we have implemented and tested 13 in our prototype. We have discussed how 
multimodal requests can be resolved by the use of an N-best list and provided some 
empirical values for an appropriate timeframe to ensure the correct input synchroniza-
tion of the different modalities. 

The results returned by the usability study have highlighted several important facts 
about mobile multimodal interaction. Most importantly, the study has shown that 
from the 23 modality combinations offered to our users within the mobile shopping 
scenario, speech and extra-gesture (SGE) were the preferred choice, closely followed 
by speech and speech (SS) and speech and intra-gesture (SGI). Indeed, the success of 
these three modalities is further iterated in that these modes are directly representative 
of how people interact with other people, and in particular with sales assistants. For 
future work, we now plan to evaluate a second round of usability testing that has 
recently been conducted at a local electronics store. We also plan to implement the 
unimodal combination of handwriting and handwriting (HH), which was ranked 
higher than expected by our users, and  plan to make use of additional context infor-
mation (e.g. user preferences and user habits) to improve the resolution of multimodal 
user requests. Such information could be either retrieved from an external user model 
or by allowing the user to correct the system’s false positives through an error recov-
ery procedure. 
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