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Abstract. This paper presents a new action selection scheme for behav-
ioral animation in computer graphics. This scheme provides a powerful
mechanism for the determination of the sequence of actions to be per-
formed by the virtual agents emulating real world’s life. In particular, the
present contribution focuses on the description of the system architecture
and some implementation issues. Then, the performance of our approach
is analyzed by means of a simple yet illustrative example. Finally, some
advantages of our scheme and comparison wih previous approaches are
also briefly discussed.

1 Introduction

The issue of action selection has been largely analyzed in the framework of ethol-
ogy and cognitive sciences [2, 22, 23], psychology [14] and robotics [1, 15]. More
recently, it has also become an interesting challenge for behavioral simulation
in computer graphics [4, 5, 6, 20, 21]. Roughly speaking, it can be established as
follows: at each moment of time, given a set of feasible goals to be performed,
we want to choose the most appropriate one based on the agent’s internal and
external conditions. In other words, the central problem to deal with is the de-
termination of the sequence of actions to be performed by the virtual agents
as a function of internal and/or external factors. Of course, this determination
is expected to be realistic, since we are going to use virtual agents to simulate
human beings with a certain level of realism.

From the previous definition, it becomes clear that the construction of appro-
priate schemes for action selection is a key component in behavioral animation
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of virtual characters. Because of that, a number of different proposals have been
described in the literature (see, for instance, [1, 2, 5, 6, 7, 12, 13, 16, 17, 18, 20, 21]
and references therein).

In this paper, a new framework for action selection is presented. We point out
here that this action selection system is actually a module of a whole behavioral
animation system already described in previous references [8, 11]. The reader is
also referred to [9] and [10] for more details about such a behavioral system.

The structure of this paper is as follows: Section 2 describes the architecture
of this new approach and its simulation flow as well as some implementation is-
sues. The performance of this new scheme is analyzed in Section 3 by means of a
simple yet illustrative example. Finally, some advantages of our scheme and com-
parison wih previous approaches are briefly discussed in Section 4. Conclusions
and further remarks close the paper.

2 The Action Selection System

This section describes the action selection system introduced in this paper.
Firstly, we focus on the description of the system architecture. Then, some imple-
mentation details are also given. Finally, the simulation flow is briefly analyzed.

2.1 System Architecture

The architecture of the action selection system described in this paper is dis-
played in Figure 1. It consists of a goal database and three different modules (the
emotional analyzer, the intention planning and the action planning) intended to
perform specific tasks as described below.

The first component of our system is a database that stores a list of arrays
(associated with each of the available goals at each time) having the structure:

Fig. 1. Architecture of the goal selection system
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Table 1. Variables associated with each goal stored into the database: variable names

(left) and their meaning (right)

Variable Meaning

goalid - goal identification code (see Section 3 for a list of feasible
goals for the example described in this paper)

feasr - goal’s feasibility rate
priority - goal’s priority (determined by the intention planning)
wishr - wish rate (determined by the emotional analyzer)
t - time at which the goal is selected

successr - goal’s success rate

[goalid, feasr,priority, wishr, t, successr]

where the meaning of each variable is indicated in Table 1. On the other hand,
an additional array is stored only for the current goal in progress: [tsel,tatt],
the components being the time at which the goal has been selected and attained,
respectively.

The emotional analyzer is the module responsible to update the wish rate of
a goal (regardless its feasibility). Such a rate takes values on the interval [0, 100]
according to the mathematical functions describing the agent’s internal states4.
Those functions involve the internal state variables described in Section 3 as well
as two parameters:

(1) the dynamic rate, D, which expresses the agent’s predilection for dynamical
activities (such as walk or run) over the intellectual ones and

(2) a temporal parameter Ωk, defined as:

Ωk = αk δk
t − tm
t − tk

(1)

where Θ is the set of all possible goals, tm = min
j∈Θ,j �=k

tj , where tj is the simulation

step at which the j-th goal was selected for the last time and k the current goal,
t is the current time, δk ∈ {1, 1.2} is a parameter that accounts for the goal’s
success (successful goals exhibit higher wish rate than those unsuccessful), and
αk ∈ [0, 2] is a parameter used to promote some particular goals with respect
to others, depending on the agent’s personality. Note that the role of Ωk is to
increase the wish rate of the oldest goals in the priority list (i.e. the older a goal,
the higher its wish). This simple procedure assures that, for a sufficiently long
span, all possible goals will be finally selected. Note also that this condition can
be easily skipped by simply omitting this factor in the equations of the internal
states.

4 The mathematical description of the internal state functions corresponding to the
example described in this paper is not included here because of limitations of space.
For the definition of those functions for a different example, the interested reader is
referred to [10].
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The intention planning module determines the priority of each goal. To this
aim, it uses information such as the factibility and wish rate. From this point of
view, it is rather similar to the “intention generator” of [20] except by the fact
that decision for that system is exclusively based on rules. Our intention planning
module also comprises a buffer to store temporarily those goals interrupted for
a while, so that the agent exhibits a certain “persistence of goals”. This feature
is specially valuable to prevent agents from the oscillatory behavior appearing
when the current goal changes continuously.

The last module is the action planning, a based-on-rules expert system that
gets information from the environment (via the knowledge motor described in
[8]), determines the sequence of actions to be carried out in order to achieve
a particular goal and updates the goal’s status accordingly. These actions are
transferred to the motion subsystem to be converted into graphical instructions
subsequently sent to the graphics pipeline.

2.2 Implementation Issues

Concerning the implementation details, the action selection module presented
here has been developed in Visual C++ v6.0 on a PC platform with Pentium IV
processor and 256 MB. of RAM. The graphical output has been implemented
on Open GL with GLUT and subsequently compiled in Visual C++.

It is interesting to remark that our decomposition of the goal selection mod-
ule into four subsystems as described in Section 2.1 is very useful from the
programmers’ viewpoint: on one hand, maintenance, debugging and updating of
the system components are much easier and simpler. On the other hand, any
function can be modified by simply rewritting some code lines of the particular
subsystem at which this function is implemented.

2.3 Simulation Flow

Figure 1 depictes the simulation flow of the goal selection system described
above. Firstly, the analyzer subsystem updates the factibility, which is stored
into the goal database (step (1) of that figure). Then, the emotional analyzer
gets information about:

– the internal states from the internal states subsystem (2),
– the time at which each goal is selected/attained from the goal database (3)

and
– relevant parameters from the knowledge motor (4).

This information is used by the emotional analyzer to update the goals’ wish
rate at the goal database. The factibility and wish rates are sent to the in-
tention planning module (5) to determine the priority of each goal, which is
subsequently updated at the goal database. Then, the current goal is sent to
the action planning module. It takes additional information on the environment
from the knowledge motor (6) in order to run the set of actions associated with
such a goal. This will modify the agent’s status within the virtual 3D world (and,
hence, the knowledge motor as well). Information about the actions is sent to
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the goal database (7) to update the goal’s status (failed, candidate, in progress).
Finally, those actions are sent to the motion subsystem (8) to be converted into
graphical instructions.

3 An Illustrative Example

In this section, the performance of the goal selection scheme is analyzed by
means of a very simple yet illustrative example. We remark that this example
is considered here for illustrative purposes only. In fact, more complex scenarios
can be easily generated from our system.

The scene consists of a shopping center at which the virtual agents can per-
form a number of different actions, such as eat, drink, play videogames, sit
down to rest and, of course, do shopping. The environment also comprises dif-
ferent static (such as trees, tables, shops) and smart objects (such as benches,
videogame machines, drink machines). Therefore, it is a convenient place for a
wide range of potential agent-object and agent-agent interactions. To this aim,
we consider four virtual agents, three kids and a woman.

Figure 2 shows the temporal evolution of the internal states (top) and the
goals’ wishes (bottom) for one of the kids. Similar graphics can be obtained for
the other agents (they are not included here because of limitations of space).
The picture on the top displays the temporal evolution of the five internal state
functions (valued onto the interval [0, 100]) considered in this paper, namely,
energy, shyness, anxiety, hunger and thirsty. On the bottom, the wish rate
(also valued onto the interval [0, 100]) of the feasible goals (have a rest, eat
something, drink water, take a walk and play videogame) is depicted.

In the example described in this paper, the following initial values for the
agent’s internal states and parameters have been chosen: energy=100, shyness=0,
anxiety=0, hunger=0 and thirsty=0. Therefore, the kid is very sociable and dy-
namic and likes activity very much, while being neither hunger, nor anxious nor
thirsty at all. Both pictures in Figure 2 are labelled with eight numbers indicat-
ing the different simulation’s milestones (the associated animation screenshots
for those time units are displayed in Figure 3):

(1) At the initial step, the three kids go to play with the videogame machines,
while the woman moves towards the eating area (indicate by the tables in
the scene). Note that the internal state with the highest value for the agent
analyzed in this work is the energy, so the agent is going to perform some
kind of dynamic activity, such as to play.

(2) The kid keeps playing (and their energy level going down) until his/her
satisfaction reaches the maximum value. At that time, the anxiety increases,
and the agent’wish turns into performing a different activity. However, the
goal play videogame is still that with the highest wish rate, so this goal
will be in progress for a while.

(3) At this simulation step, the anxiety reaches a local maximum again, meaning
that the kid is getting bored about playing videogames. Simultaneously, the
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Fig. 2. Temporal evolution of the internal states (top) and available goals’ wishes

(bottom) for the example in this paper

goal with the highest value is drink water, so the agent stops playing and
starts to look for a drink machine.

(4) At this time, the kid gets the drink machine and starts to drink. Conse-
quently, the internal state function thirsty decreases as the agent drinks
until the status of this goal becomes goal attained.

(5) Once this goal is satisfied, the goal play videogames is the new current
goal. So, the kid comes back towards the videogame machines.

(6) However, the energy level is very low, so the goal play videogames is inter-
rupted, and the kid looks for a bench to sit down and have a rest.

(7) Once seated, the energy level turns up and the goal have a rest does not
apply anymore.

(8) Since the previous goal play videogames is still in progress, the agent comes
back to it, and plays again.
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Fig. 3. Screenshots of the shopping center example

The results show the excellent performance of the present scheme. In par-
ticular, the six criteria used in [18] to validate a motivational model for action
selection are also fulfilled here:

– the motivations are taken into account (criterion 1) via the goal’s wish func-
tion. Additionally, “the persistence of motivations” is also included into the
system. Note, for instance, that at step (5) of our example the goal play
videogames exhibits the highest value (and hence, it is the current goal).
However, it is interrupted by the goal have a rest as the agent is too much
tired to keep playing at that time. After a while, the agent’s energy level is
high enough to return playing, and the former goal is subsequently recovered
at step (8).

– In addition, the environment information (criterion 2) is provided by the
knowledge motor and used to determine the goal’s feasibility and perform
the actions in sequence for the current goal accordingly (criterion 4).

– On the other hand, the opportunistic behavior can interrupt the current goal
(criterion 5). The compromise behavior (to choose the action which satisfies
the greatest number of motivations) is also considered here via the intention
planning subsystem (criterion 6).

– Finally, criterion 3 (to prefer motivated actions over locomotion actions) is
also considered here. In fact, the most important goal for the kids in our
example is to play videogames, as it is the most dynamic activity available
in the shopping center environment. However, we do not expect this criterion
to be true everytime-everyone. Back to front, our system allows a richer
variety of behaviors ranging from dynamic to softer goals. Such a choice is
carried out by using the dynamic parameter of Eq. (1), as described above.
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4 Comparison with Previous Approaches

Some interesting features of the present action selection system exhibit certain
similarities with others from previous schemes. In particular, the architecture of
our goal selection system represents a substantial improvement of that in [6],
in which the characters’ behavior mechanism is based on compact table-based
descriptions and flexible scripts. However, the proposal in [6] is much simpler
since it is restricted to a particular case and it is environment and input-device
dependent, while ours is extremely flexible: agents can adapt to any environment
without modifying the undelying structure. In fact, the process only requires the
simple addition and/or modification of the internal states and parameters.

On the other hand, the short-term memory and computer redundancy avoid-
ance via cascading and reusing of [3] are actually applied in our approach, al-
though not exactly in the same way (see [10] for more details). Another advan-
tages are the inclusion of personality (described in terms of different parame-
ter values and functions) and uncertainty (performed through some probability
terms, so that different agent parameters lead to a drastically different reac-
tions). Another interesting feature of our system is the use of different Artificial
Intelligence techniques for autonomous reasoning. They will be reported in detail
in a future publication somewehere else.

5 Conclusions and Future Work

In this paper, a new action selection scheme for behavioral animation of virtual
agents is introduced. The paper describes its design and implementation issues
as well as its simulation flow. The performance of this approach has been shown
by means of an illustrative example. Finally, comparison with previous (similar)
approaches is briefly discussed.

Despite of the encouranging results, this is just one step to reproduce realisti-
cally the huge range of complex human behaviors and there is a long way ahead.
In particular, further research is still needed in order to describe many human
behaviors in mathematical terms: some functions are to be improved, others have
to be defined yet. On the other hand, we are interested to describe human emo-
tions and how they do influence the decision process [19]. Subsequent versions of
this model will include many additional modifications and improvements. How-
ever, we do not expect to modify the current design and implementation of our
action selection system significantly.

Acknowledgements

This paper has been written while the second author was at the Laboratory of
Advanced Research of the University of Tsukuba (Japan) for a sabbatical year
stay. He would like to thank the laboratory staff, and especially Prof. Tetsuo Ida,
for their wonderful hospitality and great collaboration. Domo arigato gozaimazu!



Designing an Action Selection Engine for Behavioral Animation 1165

References

1. T. Anderson and M. Donath, Animal behavior as a paradigm for developing robot
autonomy. Robotics and Autonomous Systems, 6 (1990) 145-168

2. B. Blumberg, Action-Selection in Hamsterdam: Lessons from Ethology, Proceed-
ings of the 3rd International Conference on the Simulation of Adaptive Behavior,
MIT Press, Cambridge, MA (1994)

3. C. Bordeux, R. Boulic and D. Thalmann, An Efficient and Flexible Perception
Pipeline for Autonomous Agents, Computer Graphics Forum, 18(3) (1999) 23-30

4. L. Chen, K. Bechkoum and G. Clapworthy, A Logical Approach to High-Level
Agent Control, Proceedings of the Fifth International Conference on Autonomous
Agents, ACM Press, NY (2001) 1-8

5. C. Geiger and M. Latzel, Prototyping of Complex Plan Based Behavior for 3D Ac-
tors, Proceedings of the Fourth International Conference on Autonomous Agents,
ACM Press, NY (2000) 451-458

6. S.H. Guan, S.Y. Cho, Y.T. Shen, R.H. Liang, B.Y. Chen and M. Ouhyoung, Con-
ceptual Farm, Proc. of IEEE Multimedia and Expo, ICME’2004, (2004) TP9-2
(CD-ROM)

7. Iglesias A., Luengo, F.: Behavioral Animation of Virtual Agents (invited paper).
Proc. of the Fourth International Conference on Computer Graphics and Artificial
Intelligence - 3IA, Limoges, France (2003) 99-114

8. Iglesias A., Luengo, F.: A New Based-on-Artificial-Intelligence Framework for Be-
havioral Animation of Virtual Actors. Proceedings of Computer Graphics, Imaging
and Visualization - CGIV’2004 IEEE Computer Society Press, Los Alamitos, CA
(2004) 245-250

9. Iglesias A., Luengo, F.: Intelligent Agents in Virtual Worlds. Proceedings of Cy-
berworlds - CW’2004, IEEE Computer Society Press, Los Alamitos, CA (2004)
62-69

10. Iglesias A., Luengo, F.: New Goal Selection Scheme for Behavioral Animation of
Intelligent Virtual Agents. IEICE Transactions on Information and Systems (2005)
(in press)

11. Luengo, F., Iglesias A.: Framework for Simulating the Human Behavior for Intel-
ligent Virtual Agents. Lectures Notes in Computer Science, 3039 (2004) Part I:
Framework Architecture. 229-236; Part II: Behavioral System 237-244

12. J. Liu and H. Qin, Behavioral Self-Organization in Lifelike Agents, Proceedings
of the Second International Conference on Autonomous Agents, ACM Press, NY
(1998) 254-260 (See also: J. Liu and H. Qin, Behavioral Self-Organization in Lifelike
Synthetic Agents, Autonomous Agents and Multi-Agent Systems, 5(4) (2002) 397-
428).

13. M.L. Maher and N. Gu, Situated Design of Virtual Worlds Using Rational Agents,
Proceedings of the Second International Conference on Entertainment Computing,
ACM Press, NY (2003) 1-9

14. D. McFarland, Animal Behaviour: Psychobiology, Ethology, and Evolution (2nd
edition), Longman Scientific and Technical, Harlow, England (1993)

15. D. McFarland, Intelligent Behavior in Animals and Robots. MIT Press, Cambridge,
MA (1993)

16. J.S. Monzani, A. Caicedo and D. Thalmann, Integrating behavioral animation
techniques. In Proceedings of EUROGRAPHICS’2001, Computer Graphics Forum,
20(3) (2001) 309-318



1166 F. Luengo and A. Iglesias

17. S. Sanchez, O. Balet, H. Luga and Y. Dutheu, Autonomous Virtual Actors, Pro-
ceedings of the Second International Conference on Technologies for Interactive
Digital Storytelling and Entertainment - TIDSE’2004, Springer-Verlag, Berlin Hei-
delberg, Lectures Notes in Computer Science, Vol. 3015 (2004) 68-78

18. Sevin, E., Thalmann, D.: The Complexity of Testing a Motivational Model of
Action Selection for Virtual Humans, Proceedings of Computer Graphics Interna-
tional, IEEE Computer Society Press, Los Alamitos, CA (2004) 540-543

19. D.R. Traum, S. Marsella and J. Gratch, Emotion and Dialogue in the MRE Vir-
tual Humans, Tutorial and Research Workshop, Proceedings of Affective Dialogue
Systems - ADS’2004, Kloster Irsee, Germany, 2004.

20. X. Tu and D. Terzopoulos, Artificial fishes: Physics, Locomotion, Perception, Be-
havior. Proceedings of ACM SIGGRAPH’94 (1994) 43-50

21. X. Tu, Artificial Animals for Computer Animation: Biomechanics, Locomotion,
Perception, and Behavior, Ph.D. thesis, Dept. of Computer Science, University of
Toronto (1996)

22. T. Tyrrell, Defining the Action Selection Problem, Fourteenth Anual Conference
of the Cognitive Society (1992)

23. T. Tyrrell, Computational Mechanisms for Action Selection, Center for Cognitive
Science, University of Edimburg (1993)


	Introduction
	The Action Selection System
	System Architecture
	Implementation Issues
	Simulation Flow

	An Illustrative Example
	Comparison with Previous Approaches
	Conclusions and Future Work



