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Abstract. In this paper, we propose a novel hierarchical routing pro-
tocol for a large wireless sensor network (WSN) wherein sensors are ar-
ranged into a multi-layer architecture with the nodes at each layer inter-
connected as a de Bruijn graph and provide a novel hierarchical routing
algorithm in the network. Using our approach, every sensor obtains a
unique node identifier addressed by binary addressing fashion. We show
that our algorithm has reasonable fault-tolerance, admits simple and
decentralized routing, and offers easy extensibility. We also present sim-
ulation results showing the average delay, success data delivery radio in
our approach. And we received acceptable results for some potential ap-
plications. Besides, to evaluate how well our protocol support for WSNs,
we compare our protocol with other protocol using two these metrics
(average delay, success data delivery radio).

1 Introduction

Wireless sensor networks are composed of a large number of sensors densely de-
ployed in inhospitable physical environments. Dissemination information
throughout such a network that requires fault-tolerance is a challenge. Although
there are applications as described in [4], [9] which do not require addressing of
sensors, we have argued many scenarios where addressing nodes is very essential.
However, given that an addresses scheme needs to be build, IP-based addressing
to this problem would not be a good solution. For one, IP-based addresses are
global unique addresses but WSNs require local unique identifier. In our proto-
col, sensor nodes within a certain area interact with themselves in a distributed
manner and come up with an addressing scheme in which each node obtains a
unique local address. Motivated by above issues and the advantages of the de
Bruijn graph admitting simple routing and possessing good fault tolerant capa-
bilities in many interconnected networks, we introduce a multi-layer addressing
architecture wherein sensor nodes are interconnected as de Bruijn graph at each
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layer. To show how our algorithm supports simple routing, fault tolerance and
scalability we introduce a hierarchical routing algorithm that is able to route
packets along all possible paths between any pair of the source and destina-
tion nodes without performing explicit route discovery, repair computation or
maintaining explicit state information about available paths at the nodes. The
remainder of the paper is organized as follows. In section 2, we present the related
work. The network architecture is shown in section 3. Section 4 provides routing
algorithm for the multi-layer network. We present the performance evaluation
in section 5. Finally, we conclude the paper in section 6.

2 Related Work

Many protocols have been proposed for WSNs in the last few years. In works ad-
dressed in [1], [3], [4], all sensors have been treated to be alike and are assumed
to have similar functionality. In contrast, sensors in our protocol are heteroge-
neous. Data dissemination protocols are proposed for WSNs in [2], [3]. SPIN
[3] attempts to reduce the cost of flooding data, assuming that the network is
source-centric. Directed diffusion [2], on the other hand, selects the most effi-
cient paths to forward requests and replies on, assuming that the network is
data-centric. This approach, in company with works addressed in [1], [3], use
a powerful concept of data-centric networking for sensor applications. Though
this model is very interesting, it may not be applicable to many sensor applica-
tions. Certain applications like parking lot networks may require addressability
for every sensor node and a method for routing packet to specific nodes. Clus-
tering algorithms have also been proposed in many literatures, such as GAF [6].
SPAN [7] etc. The remarkable one among them is LEACH [8]. LEACH is an
application-specific data dissemination protocol that uses clustering to prolong
the network lifetime. However, LEACH assumes that all nodes have long-range
transmission capability. This limits the capacity of protocol and application.
Moreover, cluster head failure is also the problem in this approach. In contrast,
our approach makes no assumptions like this and does not organize network
as clustering architecture. Instead of this, our approach distributes sensors into
several layers. Each layer is organized as a de Bruijn graph.

3 Network Architecture

In this section, we give a detailed description of the network architecture. In this
architecture, we assume that the sensors are immobile. This assumption is rea-
sonable especially for indoor applications such as smart home or smart building
applications. Assume that we deploy a network with N sensors. The network ar-
chitecture can be organized under a hierarchical model which consists of several
layers with the node at each layer interconnected as a de Bruijn graph. For a
detailed discussion on features of de Bruijn graph, see the paper by Sanmatham
et al. [5]. Our architecture features is addressed as follows:
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- Sensors are organized in a multi-layer architecture with the order of layer
numbered increasingly starting from 1.

- kth layer has 2k sensor nodes.
- Sensors are addressed with binary address form, sensors in kth layer use k

bits for node addressing.
- Each node at kth layer is connected to two children nodes at (k + 1)th layer

and is connected to its parent node at (k − 1)th layer (k>1)
- Nodes in 1st layer and 2nd are connected completely. It means that, each

node in the first layer has only one neighbor and 2 children. Each node in
the second layer has 3 neighbors and 2 children nodes.

- Using graph theoretic notation, the de Bruijn graph BG(d,k) has N = dk

nodes with diameter k and maximum degree 2d. We are interested in bi-
nary de Bruijn graph BG(2,k) which have N = 2k. A node x addressed
xk−1xk−2 . . . x1x0 in kth layer (k>2) has 4 neighbors as follows:

neig1(x) = xk−2 . . . x1x0xk−1; neig2(x) = xk−2 . . . x1x0x̄k−1

neig3(x) = x0xk−1 . . . x2x1; neig4(x) = x̄0xk−1 . . . x2x1

where : x̄ is complement of x.

The address of a node in kth layer consists of two parts. One is k bit derived
from (k − 1)th layer. The other is 1 bit (0 or 1) added from right side. Node x
addressed xk−1xk−2 . . . x1x0 has two children nodes and one parent node. These
children are addressed as add(xk−1xk−2 . . . x1x0,0) and add(xk−1xk−2 . . . x1x0,1)
while the parent is addressed as rmv(xk−1xk−2 . . . x1x0). The following defini-
tions describe two address transforming functions addition (add) and remove
(rmv). Let K be a k-bit number and y be a binary number. Then

add(K,y) = Ky ; rmv(xk−1xk−2 . . . x1x0) = xk−1xk−2 . . . x1

For example, add(001,1) = 0011; rmv(0110) = 011.
Figure 1 shows an example of the 3-layer network architecture followed by

above mentioned features. Obviously, the network extension is not issue in this
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Fig. 1. A 3-layer hierarchical architecture. Node 01 (layer 2) is parent of two nodes
010 and 011 (layer 3) but is one of two children of node 0 (layer 1)
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architecture. Whenever sensors need to be deployed into the network, they will
be added at the highest layer of the hierarchical architecture. Thus extending
network requires a fixed number of interconnections between the new nodes and
the nodes at the last layer. If number of new nodes are more than that of the
last layer can support, the remaining nodes will make up a new layer being last
layer in new network architecture.

4 Routing Algorithm

In this section, we show that packets can be routed throughout the hierarchical
architecture. We first consider routing within each layer and then consider rout-
ing across layers. To evaluate the routing complexity, we assume that a packet
takes unit time to traverse a link.

4.1 Intra-layer Routing

Routing in the first layer and second layer takes unit time step since the nodes
are completely connected. In this section, we describe a simple routing algorithm
which is based on the construction of the Bruijn graph. Let a binary de Bruijn
graph have N = 2k nodes and let S = sk−1sk−2 . . . s1s0 be the source node
that sends a packet to the destination node D = dk−1dk−2 . . . d1d0. The packet
consists of the data and packet header. The packet header contains the routing
information. The packet format is depicted in figure 2.

The RF is a 2-bit binary number set to

- 00: the source and destination nodes are in same layer and the source node
use Path 1 to route packet to the destination. (default)

- 01: it is the same as 00 but Path 2 is used instead of Path 1. Path 1 and
Path 2 will be addressed later.

- 10: the source and destination nodes are in different layers. The source node
is at a higher layer than the destination.

- 11: the source node is at a lower layer than the destination.

The counter c is used to record the number of packet hops from the source
node to the current node. In addition, it is also used to generate the address
of the next node in the path. Now, we describe the simple routing algorithm
in each layer. From the construction of the de Bruijn graph, we know that the

RF
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c
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Address
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Fig. 2. Packet format contains the destination addresses, a counter (c), and a routing
flag (RF)
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Fig. 3. Operations of node x. addr(x), neigi(x), and D present address, ith neighbor
of node x, and destination respectively

source node at kth layer has the following neighbors - d0sk−1sk−2 . . .s1 and sk−2

. . . s1s0dk−1. Using this property we can now generate two paths by appending
successive bits of the destination node to the source address.

Path 1 Path 2
(c=0) sk−1sk−2 . . . s1s0(src address) (c=0) sk−1sk−2 . . . s1s0(src address)
(c=1) d0sk−1sk−2 . . . s1 (c=1) sk−2sk−3 . . . s1s0dk−1

(c=2) d1d0sk−1 . . . s2 (c=2) sk−3 . . . s0dk−1dk−2

. .

. .
(c=k) dk−1dk−2 . . . d1d0(des address) (c=k) dk−1dk−2 . . . d1d0(des address)

Let xk−1xk−2 . . . x1x0 be the address of the node x. The figure 3 describes
steps executed by x.

4.2 Inter-layer Routing

In this session, we suppose that the source and destination nodes are in different
layers. So, the RF is set to ”10” or ”11”. In addition, the counter c is not
incremented in order to maintain a proper value of the counter for intra-layer
routing following the inter-layer routing. In case that the source node is at a
higher layer than the destination, the source node first routes the packet to its
parent rmv(S). This procedure is repeated recursively until the packet is received
by a node at the same layer as the destination node. The RF is set to 00 or 01
now, and the source address is replaced by the address of the node that received
the packet. The packet can then be routed to the destination using above intra-
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layer routing algorithm. In contrast, when the source node is at a lower layer than
the destination, the same procedure is used where the source node first routes
the packet to its child using add(S) to generate the address of the next node.

4.3 Fault Tolerant Routing Issue

In a large WSN, it is unrealistic to expect all nodes or links along a path to
be free-fault at all times. Whenever some nodes or links fail, an alternative
path that avoids faulty node or link must be derived. Suppose that nodes x2

(dcxk−1xk−2 . . . x1) and x3 (xk−2xk−3 . . . x1x0dk−c−1) are neighbors of node x1

(xk−1xk−2 . . . x1x0). Also assume that if either node x2 or the link between x1

and x2 has failed, then x1 chooses the alternative path to node x3. In addition,
x1 sets RF to 01 (Path 2) and counter c to 0 as well. At worst if both x2 and
x3 fail, node x1 routes to one of its two remaining neighbors dcxk−1xk−2. . .x1

or xk−1xk−2. . .x1x0dk−c−1 and sets counter c to 0. For inter-layer routing, node
x1 chooses another child if the first child fails. In the worst case of both the
children failing, node x1 will route back to one of its neighbors. The approach is
the same if parent of x1 can not be reached. In all cases, counter c must be set
to 0 and RF set to default.

5 Performance Evaluation

We developed a simulator based on SENSE simulation [10] to evaluate perform-
ance of our approach. The simulation use MAC IEEE 802.11 DCF that SENSE
implements. Because network design choices: MAC scheme, network topology,
node addressing, and packet routing vary among implementations, we do not
compare our nodes to other solutions. In this simulation, we take account on
two metrics: the end-to-end delay and the success data delivery radio with and
without node or link failure. The end-to-end delay refers the time taken for a
data packet to be generated until the time it arrives at the destination. The
success data delivery radio is the rate of the number of successfully received
data packets at the destination and the total number of packet generated by a
source. Some of simulation parameters are listed in Table 1.

Table 1. Simulation Parameters

Parameter Value

Network size 250x250

Number of sensors 254

Packet generating rate 1 packet/sec

Forward delay 0.01 sec

Data packet size 64 bytes

Simulation time 1000 sec

Radio of transmission range 20m
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To illustrate the performance of our protocol, we choose randomly pairs of
source and destination nodes in order to communicate each other. For 254 node
network, the simulation results in figure 4a depict that the average end-to-end
delay in this network is approximately 0.207 seconds. While for 510 node net-
work, the average end-to-end delay is approximately 0.277 seconds. Obviously,
this end-to-end delay is quite low and it is an acceptable value in many potential
applications. In this simulation, no acknowledgement for data packets sending
or forwarding are simulated. Therefore, no retransmission is incurred if a data
packet lost because of collision or because a receiving node has returned to the
sleep mode before the packet is received. Besides, the simplicity in routing algo-
rithm such as no discovery phase, just passing packets to the next node in the
path which is determined base on features of de Bruijn graph and logic of binary
addresses reduces the time disseminate data from a source node to a destination
node significantly. The simplicity and efficiency of our protocol are examined by
simulation in figure 4b. We study metric average success data delivery radio as a
function of sensor network size. To do this, we generate a variety of sensor fields
of different sizes, ranging from 14 to 510 nodes in increments of 2i (i = 4,5,6,7,
and 8). When the number of node is changed, network size is also proportionally
changed by scaling the square and keeping the radio range constant in order to
approximately keep the average density of sensor nodes constant. Results show
that the data is delivered successfully in the network is quite high (always more
than 90%).

To indicate the fault-tolerance of our algorithm, we inject failures into the
simulated network and evaluate the performance with 5%, 10% and 20% node/link
failures one after the other. Results in figure 5a depict that although the aver-
age end-to-end delay increases when the network size increases, the increase of
average delay is not significant (0.24 second delay for none node or link failure,
0.32 second delay for 20% node or link failures). Plus, figure 5b addresses the
increase and decrease of the end-to-end delay as network size changes and there
are node/link failures as well. These increase and decrease are insignificant. In
figure 6a, we study metric average success data delivery radio as a function of
node or link failures. And the results indicate that the success data delivery
radio is decreased when the number of node or link failures increases. However,
this decrease is not significant. And it still ensures this radio at quite high level
accepted in a large amount of sensor network applications. When the next node

 Fig. 4 a. Average end-to-end delay a
function of simulation time

Fig. 4b. Average success data delivery
radio as a fucntion of network size
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or the link to next node of the node is fail, it is straightforward to the cur-
rent node alters to another path (Path 1 or Path 2) without performing explicit
route discovery, repair computation or maintaining explicit state information
about available paths at that node. That is why the increase of average delay
and the decrease of success data delivery radio are insignificant when the num-
ber of node/link failures increases. Figure 6b, one more again, proves that our
protocol can support the fault-tolerance very well.

Here, we compare our protocol with another protocol (Directed Diffusion)
using two these metrics average delay and success data delivery radio. In figure
7a, results show that the data is delivered successfully in the network is quite
high and higher than that of Directed Diffusion. Besides, end-to-end delay is
also factor showing the efficiency of our approach. As addressed in figure 7b,
the end-to-end delay is quite low and it is a promising value in many potential
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applications. Because our protocol support the very simple routing algorithm to
disseminate data from source to any destination while Directed Diffusion is the
complexity protocol (discovery phase, reinforcement phase, routing phase) that
create high end-to-end delay.

6 Conclusions

This paper describes a hierarchical architecture for WSNs wherein sensor nodes
are distributed into layers. Nodes in each layer are interconnected as a de Bruijn
graph. Our protocol easily solves fault tolerance and extensibility. We also provide
a simple routing algorithm between any node pairs in the network. We created
simulations based on SENSE [10] in order to illustrate the performance and bring
out the main goal while proposing this approach. Because sensors have limited
computation, in this paper, we do not investigate into the shortest path algorithm
that consumes much energy than above mentioned simple routing algorithm. As a
future work, since multi-year battery life is preferable for future sensors, we need
to future study on optimal routing to improve the goodness of our protocol. We
also need to study an optimal energy scheme in order to save energy for sensors.
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