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Abstract. Mobile IPv6 is a protocol that guarantees mobility of mobile node 
within the IPv6 environment. However current Mobile IPv6 supports simple the 
mobility of the mobile nodes and does not offer any special mechanism to re-
duce the handoff delay. For the purpose of reducing the handoff delay, Hierar-
chical Mobile IPv6 has been studied. However Hierarchical Mobile IPv6 sup-
ports the micro mobility only in the area managed by mobility anchor point. 
Therefore, the handoff delay problem still has been unsolved when mobile node 
moves to another mobility anchor point. In this paper, we propose GDMHA 
(Geographically Distributed Multiple HAs) mechanism to provide macro mo-
bility between the mobility anchor points. Using this mechanism, a mobile node 
performs Binding Update with the nearest Home Agent, so that the delay of 
Binding Update process can be reduced. It also reduces the handoff delay. 

1   Introduction 

The user demand for mobile service has increased today. However, current IP proto-
col has a fatal problem that the MN (Mobile Node) can not receive IP packets on its 
new point when the MN moves to another network without changing its IP address. 
To solve this problem, IETF (Internet Engineering Task Force) has proposed a new 
protocol entitled 'Mobile IP'. 

MIPv6 (Mobile IPv6) is a protocol that guarantees Mobility of MN within the IPv6 
environment. Especially, it basically provides the route optimization and doesn't need 
FA (Foreign Agent), which is used for MIPv4 (Mobile IPv4). In MIPv6 world, a MN 
is distinguished by its home address. When it moves to another network, it gets a CoA 
(Care of Address), which provides information about MN's current location. The MN 
registers its newly given CoA with its HA (Home Agent). After that, it can directly 
communicate with CN (Correspondent Node) [1], [2]. The basic operation of MIPv6 
is shown in Fig. 1. 

MIPv6 supports just the mobility of MN and does not offer any special mechanism 
to reduce the handoff delay. For the purpose of reducing the handoff delay, Fast 
MIPv6 (Fast Handoff for Mobile IPv6) and HMIPv6 (Hierarchical Mobile IPv6) have 
been studied [3], [4]. 

U
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Fig. 1. The basic operation of MIPv6 

Fast MIPv6 mechanism uses layer 2 triggers. HMIPv6 mechanism introduces MAP 
(Mobility Anchor Point) to manage the movement of MN locally. HMIPv6 supports 
the micro mobility only in the area managed by MAP. In other words, HMIPv6 does 
not care about its outside world. Therefore, the handoff delay problem still exists 
when MN moves to another MAP. 

In this paper, we propose using geographically distributed multiple HAs to provide 
macro mobility within the HMIPv6 environment. When MN moves from a MAP to 
another MAP, it performs BU (Binding Update) with the nearest HA, so that the delay 
of BU process can be reduced. Since those HAs have the same Anycast Address, the 
nearest HA can be chosen easily. 

In Chapter 2, we will see how the handoff process takes place section by section 
when a MN moves to a new network. Then, we will analyze the delay caused during 
BU. Also, we'll see the technique involved in regional MN management by HMIPv6 
utilizing the MAP. At the end of this chapter, we will see about the GIA (Global IP 
Anycast), which is used for BU between multiple HAs and MN. Chapter 3 describes 
the GDMHA (Geographically Distributed Multiple HAs), which introduces GIA into 
HMIPv6, and Chapter 4 compares and analyzes the existing mechanisms that import 
HMIPv6 and GDMHA mechanism.  Chapter 5 discusses this research’s conclusion 
and the consequent technology. 

2   Related Works 

2.1   Mobile IPv6 Handoff 

When a MN detects an L3 handoff, it performs DAD (Duplicated Address Detection) 
on its link-local address and selects a new default router in result of Router Discovery, 
and then performs Prefix Discovery with that new router to form new CoA. It regis-
ters its new primary CoA with its HA. After updating its home registration, the MN 
updates associated mobility bindings in CNs which are performing route optimization. 
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The time is needed to detect MN's movement detection, to configure a new CoA in 
the visiting network, and to resister with the HA or CN together make up the overall 
handoff delay. 

Movement detection can be achieved by receiving RA (Router Advertisement) 
message from the new access router. The network prefix information in the RA mes-
sage can be used to determine L3 handoff by comparing with the one received previ-
ously. After movement detection, the MN starts address configuration which makes 
topologically correct addresses in a visited network and verifies that these addresses 
are not already in use by another node on the link by performing DAD (Duplicated 
Address Detection). Then the MN can assign this new CoA to its interface. This CoA 
must be registered with the HA for mobility management and CN for route optimiza-
tion [5], [6]. Fig. 2 illustrates the handoff process occurring as the MN is transferred 
to a new network. 
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Fig. 2. MIPv6 Handoff 

Fig. 2 illustrates the MN carrying out BU to HA of the new network during the Lo-
cation Update process.  Such a process increases the delay required within the BU 
process as the MN moves further away from HA and incurs the final result of increas-
ing the Location Update delay.  HMIPv6, whose research purpose is to reduce hand-
off within Layer 3, can carry on the role of an assumed HA by utilizing the MAP and 
can reduce Location Update. 

2.2   Hierarchical Mobile IPv6 

HMIPv6 introduces a special conceptual entity called MAP and regionally manages 
MN. The MAP acts as the local HA for the MN and it is a router that manages a bind-
ing between itself and MN currently visiting its domain. When a MN attaches itself to 
a new network, it registers to the MAP serving that domain. The Fig. 3 illustrates 
architecture and operation of HMIPv6. 

MAP intercepts all the packets destined for the MN within its service area and tun-
nels them to the corresponding on-link CoA of the MN. If the MN moves into a new 
MAP domain, it needs to configure a regional address and an on-link address. After 
forming these addresses, the MN sends a binding update to the MAP, which will bind 
the MN’s regional address to its on-link address. In addition to the binding at the 
MAP, the MN must also register its new regional address with HA and CNs by send-
ing another binding updates that specify the binding between its home address and the 
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regional address. If the MN changes its current address within a local MAP domain, it 
only needs to register the new on-link address with the MAP [3], [7], [8]. 
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Fig. 3. Architecture and operation of HMIPv6 

Since the location update delay mainly depends on transmission delay between 
MN and HA or CNs, this hierarchical architecture can reduce the location update 
delay drastically. This process is no concern of supporting the micro mobility, there-
fore it cannot reduce the delay occurring during the MN transfer between MAPs. 

2.3   Global IP Anycast 

Anycast routing arrives onto the node that’s nearest to the Anycast’s destination ad-
dress.  The nodes with same address can be made to function as Web mirrors and can 
gain the function of dispersing the node traffic function and can be chosen and util-
ized as the nearest server by the user.  For example, this process can be considered 
when a user wishes to download a file from a Web page.  In order for the user to 
download a file from the nearest file server, the user doesn’t choose a file server but it 
can be automatically directed to the nearest file server to download the file via the 
operation of Anycast [9], [10]. 

The file download speed via Anycast not only has an improved speed but can re-
duce the overall network traffic. Fig. 4 illustrates the general operation process of 
Anycast. 
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Fig. 4. Operation of Anycast 



150 J.-H. Lee et al. 

 

Although the existing Anycast operates within the nodes of the identical prefix, 
GIA supports global routing [10].  Because of that, a node that exists within a differ-
ent network can be included in Anycast. 

This research provides GDMHA mechanism to support macro mobility between 
the MAPs.  When the MN carries out BU outside its MAP administrative domain, the 
geographically distributed HA carries out the nearest HA and BU and reduces the BU 
delay via GIA. 

3   Mobility Management Between MAPs 

We proposed GDMHA mechanism uses GIA to find the nearest HAs among several 
HAs. The HAs are geographically distributed. And these are belong to the same any-
cast group. A packet sent to an anycast address is delivered to the closest member in 
the GIA group. A MN performs BU to nearest HA by the GIA mechanism. According 
to the GIA, the BU sent to an anycast address is routed to the nearest HA. 

3.1 The Mobility Management Using GDMHA 

HMIPv6 manages the MN’s movement within the MAP administrative domain.  Be-
cause of that, when MN moves to another MAP, it must carry out BU with its HA 
within HMIPv6 environment as shown in Fig. 5. 
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Fig. 5. BU operation within the HMIPv6 environment 

At this time, if the distance of MN and HA is far away, the BU delay will be in-
creased; this is the aspect of macro mobility that cannot be provided by HMIPv6’s 
micro mobility utilizing the MAP. However, if we distribute through HAs belonging 
to an identical Anycast group, this problem should be manageable. Fig. 6 illustrates 
the geographically distributed HAs and MN’s BU operation suggested by this re-
search within the HMIPv6 environment. Geographically distributed multiple HAs will 
have the identical Anycast address. 
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Fig. 6. BU operation within GDMHA environment 

Fig. 6 illustrates the BU delay reduction when BU is carried out with a HA, which 
is the geographically closest one to the MN, provide that the MN moves to a different 
MAP for the HA belonging to the same Anycast routing group. 

3.2   Binding Cache Router Advertisement 

Since HA is geographically distributed, it is needed to synchronize the Binding Cache 
information that each HA. As shown in Fig. 7, for the purpose of synchronization, HA 
utilizes the BCRA (Binding Cache Router Advertisement) message, which is a modi-
fied RA message. 
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Fig. 7. Binding Cache Router Advertisement message 

The destination address of the new BCRA message becomes the HA’s unicast ad-
dress belonging to the HA group. The basic value of the current Hop Limit field is 
assigned to 255 and made to reach geographically distributed HAs.  The newly added 
A bit signifies the BCRA message. For the Option section, the BCRA message con-
veying HA’s binding cache information is sent with the HA’s Binding Cache infor-
mation. The BCRA message is transmitted only when HA receives BU from the MN 
and must not exceed the maximum IPv6 MTU. 
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The HA that receives the BCRA message instantly update the Binding cache in-
formation for addition of new MN. 

3.3   BU Operation Procedure 

Fig. 8 illustrates the HA’s BU operation in the GDMHA environment, when MN 
moved to HMIPv6’s MAP then moved again to another MAP. 
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Fig. 8. MN’s BU Operation Procedure 

As illustrated in Fig. 9, the BU procedure that MN carries out to HA is as follows: 
Procedures 2 and 7: Default BU operation 
Procedures 3 and 8: New BU operation proposed by this paper 

If we were to employ the method proposed by this paper, like the procedures 2 and 
7, BU only carried out with the nearest HA. Therefore, BU delay can be extremely 
reduced. 

4   Analysis of BU Delay 

Like Fig. 2 during Location Update, proceeding after the Address Configuration, BU 
to HA and RR (Return Routability), and BU to CN process occur using a newly given 

CoA. All messages are not retransferred but obtained once; and when workT  repre-

sents work process being carried out, and yxD ⋅ represents the message transfer delay 

between x and y, Location Update can be expressed by the following formula: 

BUtoCNRRBUtoHAdateLocationUp TTTT ++=  (1) 
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Location Update process divided up in stages can be expressed as follows: 

MNHAHAMNBUtoHA DDT ⋅⋅ +=  (2) 

]),max[(]),max[( MNCNMNHAHACNCNMNCNHAHAMNRR DDDDDDT ⋅⋅⋅⋅⋅⋅ +++=  (3) 

MNCNCNMNBUtoCN DDT ⋅⋅ +=  (4) 

Table 1. illustrates below, in hop units, BU operation between MN and HA_1, 
which is original HA of MN Fig. 5, BU operation between MN and the nearest HA_3 
determined by using the geographically distributed multiple HA group’s anycast op-
eration. 

Table 1. BU Delay Comparison in Existing BU and in Multiple HA Environment 

BU delay in current me
thod 

BU delay in proposed 
method 

 

MAP_1 MAP_2 MAP_1 MAP_2 

BUtoHAT  14 14 8 10 

HAMND ⋅  7 7 4 5 

MNHAD ⋅  7 7 4 5 

As we see in Table 1, It is obvious that using GIA and carrying out BU with the 
nearest HA is more efficient then current way. 

Fig. 9 and Fig. 10 show that there are noticeable decreases in delay with increase 
of the number of HAs. 
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Fig. 9. HAMND ⋅  in MAP_1 
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Fig. 10. HAMND ⋅  in MAP_2 

5   Conclusions and Further Work 

In order to reduce the MN’s BU delay regarding HA, this paper has proposed the 
GDMHA (Geographically Distributed Multiple HAs). This mechanism resolved the 
BU delay problem of the existing HMIPv6’s problem of BU delay between MAPs 
transfer. It is also effective when MN moves far away from the home network be-
cause BU delay can be reduced as HA is widely distributed over a large geographical 
area.  Moreover, it would be a good example of and function well in anycast mobile 
environment, one of IPv6’s address modes. 

This mechanism can be effectively utilized within a single administrative domain, 
such as an ISP or a university campus. However, HA administrative information must 
be maintained and HA function needs to be augmented in order to manage the BCRA 
message for the purpose of Binding Cache entry exchange between HAs.  

Further research activities proposed by this paper is research into the administra-
tive information that HA, within GIA, needs to maintain and reducing the load gener-
ated during the Binding Cache entry exchange. 
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