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INTRODUCTION

J. LILENSTEN1, A. GLOVER2, A. HILGERS, A. BELEHAKI, Lj.R. CANDER,

B. ZOLESI, M. RYCROFT, AND F. LEFEUVRE
1Chair of ESWW2, editor
2co-Chair of ESWW2

This book presents Space Weather review papers given as invited presentations at

the Second European Space Weather week which was held at the European Space

Agency’s ESTEC site in Noordwijk, The Netherlands, from 14th to 19th November,

2005. As the meeting itself, it is divided into 5 chapters, each representing one of

the “Science to Applications” sessions on a particular theme. These themes are:

• Session 1 : The solar weather/solar activity forecast and predictions (including

propagation of transient features in the solar wind)
• Session 2 : Atmospheres (weather and climate, also including thermosphere and

drag), global change
• Session 3 : Ionosphere/positioning and telecommunication
• Session 4 : Radiation environment of the Earth/spacecraft and aircraft

environment
• Session 5 : Magnetic environment/GIC’s and other ground effects

Each chapter is divided into an introduction written by the convener of

the corresponding session, and the papers written by the invited speakers.

Many of the poster contributions, including applications focussed papers, have

been published elsewhere and the presentation material can be found via the

ESWW2 website: http://www.esa-spaceweather.net/spweather/workshops/eswwII/

esww2-proceedings.html.

The ESWW2 was the second in a series of annual workshops that are the result

of much patient work that started about ten years ago involving many European

entities. In 1996 ESA organised a round table on Space Weather to discuss possible

ix



x Lilensten et al.

options for a European counterpart to the US National Space Weather Programme.

The first ESA Space Weather workshop took place two years later. At this time,

the community was developing and the perspective for a coordinated effort in the

field of Space Weather was being investigated.

ESA has maintained a key role in structuring the field in Europe, primarily by

organising a yearly workshop from 1998 to 2003 and by sponsoring a number of

studies geared towards establishing the feasibility of a European Space Weather

Programme. In parallel to these studies, an advisory committee was created, the

Space Weather Working Team (SWWT), successively chaired by W. Riedler,

R. Gendrin, F. Lefeuvre and nowadays by M. Hapgood. One of the early

recommendations of the SWWT was to create a European COoperation in the field

of Scientific and Technical Research action targeted at the science underpinning

Space Weather. The COST proposal was accepted by the Brussels administration

and was inaugurated in November 2003 under the number COST 724 Action on

“Developing the Scientific Basis for Monitoring, Modelling and Predicting Space

Weather”. In 2005, it coordinates space weather theoretical related efforts of 26

countries. In addition, the COST 296 Action on “Mitigation of Ionospheric Effects

on Radio Systems” is also related to the effects of space weather on the ionosphere

and radio wave propagation.

In 2003 ESA embarked upon a Space Weather Applications Pilot Project. The aim

of this project is to develop and extend the Space Weather user community through

the development of targeted services, provided by a network of service providers,

supported by a common infrastructure and using data from existing or easily

adaptable assets. Through this service and community development a long-term

view of the potential for space weather applications is currently being established.

The Space Weather Pilot Project consists of three main components:

1. a network of service development activities (SDA) involving service providers,

users and data providers,

2. an infrastructure development, coordination and support activity, and

3. a quantitative evaluation of the costs and benefits of a European Space Weather

service, based on, but not limited to, information received from the network of

participants in the pilot project.

At the time of writing, the pilot projects incorporate 17 ESA co-funded Service

Development Activities (SDAs) and a number of additional independently funded

SDAs, each focusing on a wide range of space weather user domains. In addition

to the individual service activities, a service support infrastructure was created.

Together with the SDAs, this infrastructure, and consequently the pilot project as a

whole, is named the “Space Weather European NETwork” (SWENET). This activity

provides support to the SDA activities, and forms the centralised web based access

point to a coordinated network of European Space Weather services. This service

network activity also benefits from strong collaboration with the International Space

Environment Service and the NOAA Space Environment Center.
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In view of so many collaborative efforts, it was natural that the various initiatives

combine their efforts to organise a joint European Space Weather Week, building on

the existing series of ESA Space Weather Applications Workshops and with the aim

of bringing together the diverse communities involved in Space Weather research

and applications. The fact that the organising committee included participants of

both scientific and applications focussed initiatives shows their degree of confidence

and good will to collaborate.

This book forms one of the key outputs of the ESWW2 and constitutes a milestone

in the building of the field of Space Weather in Europe. It shows how dynamic

the research community within Europe is and also demonstrates knowledge and

know-how at the highest international level. The contribution to this book from

experts across Europe demonstrates the profound collaboration that already exists

in this field and which it is an aim of this meeting to encourage. It is also an answer

to the question of the profound status of the discipline: space weather relies both on

science and application. In this book, the reader will find theoretical papers as well
as papers dealing with application and service developments in various industrial

domains.

The signatories of this introduction represent the Organising Committee of the

ESWW2. In addition, the organisation of the meeting and publication of the

enclosed material would not have been possible without the efforts of the session

convenors, each of whom dedicated considerable time and effort towards organ-

ising the individual sessions and collecting the final papers. We also gratefully

acknowledge the efforts of several referees who took time to review all of the

scientific papers published here. We hope that the reader will find the enclosed

material stimulating and that it will lead to further collaborative efforts in the field

of Space Weather.



CHAPTER 1.0

THE SOLAR WEATHER/SOLAR ACTIVITY MONITORING
AND FORECAST

RONALD VAN DER LINDEN

Royal Observatory of Belgium, Ringlaan 3, B-1180 Brussel (Belgium)
ronald.vanderlinden@oma.be

INTRODUCTION

The fundamental source of most of the perturbations studied in Space Weather

research resides in the behavior of the Sun, our star. It can be found on the

short time scale in the wide variety of solar activity, and, linked to that but on a

longer timescale in the variability of the solar output. Solar activity spans a wide

range of timescales, from the secular modulation of the well-known 11-year solar

activity cycle, over the 27 days of solar rotation, down to sub-second timescales

during eruptions. The most complete understanding of space weather and the largest

possible leeway in the timescale of forecasting can thus be gained by studying these

solar drivers of space weather.

Roughly speaking, there are three ways through which solar activity influences the

earth and its environment: electromagnetic waves (radiation), high-energy particle

fluxes and coherent plasma flows or clouds. Most of the energy we receive from the

sun comes in the form of electromagnetic waves (radiation). The largest part of this
is in the visible light, where mostly very little variation is seen due to solar activity

(although we should remember that ancient and not-so-ancient chronicles exist that

indicate that large solar flares can lead to significant short-term increases even in

this range of the spectrum). Sunspots are seen in these wavelengths, but have little

effect overall on the energy balance and certainly no consequences on the short

term. Thus, although sunspots are one of the oldest testimonials of solar activity,

their appearance and evolution is relevant only as a proxy to the associated, much

larger variation in the high-energy wavelengths and to other manifestations of solar

activity. Indeed, the strongest (and for human technology most problematic relative

variations) are found in the EUV and X-ray bands, where the solar output varies

by orders of magnitude due to outbursts in the solar atmosphere known as solar

1
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2 van der Linden

flares. Such variations of high-energy radiation lead to changes in the degree of

ionization of the upper layers of the earth’s atmosphere (the ionosphere), which in

turn modifies the transmissivity and reflectivity of the ionosphere for radio waves.

Or in other words: radio communication is strongly affected by the changes induced

by solar flares. This is but one important example of the consequences of this type

of solar activity.

Important to realize is that there cannot be a prior warning for increased EUV and

X-ray radiation due to solar flares from observations alone: since the emissions form

part of the electromagnetic wave spectrum, they travel to the earth at the speed of

light and arrive after about 8 minutes. Therefore, to be able to give advance warning

of the EM radiation increases, one needs to be able to forecast the occurrence of

solar flares. A lot of attention is devoted to this, from the operational, observational

and theoretical sides. Operationally, one tries to recognize the evolution of complex

sunspot groups and magnetic fields that lead up to eruption; observationally, one

tries to determine precursor signals using image processing and other techniques,

theoretically, one tries to model the evolution of the solar plasma and predict its

points of criticality. In the paper presented by Peter Gallagher et al., a review is

presented of some of the tools that exist or are under development for the forecasting

of solar flares based on image recognition.

The second main source of Space Weather perturbations relevant for humans

and technology are energetic particles. These constitute a real danger to the safety

of humans in space and are considered a threat also for the health of crew and

passengers on air transport. In addition, they endanger the functioning of spacecraft.

Increased fluxes of energetic particles can be produced directly during eruptions

in the solar atmosphere, or alternatively can result form acceleration of particles

in interplanetary space at shock fronts produced by ejections of plasma from the

solar surface (see below). Since these particles travel at very high speeds, they too

reach the earth very fast (after 30 minutes to a few hours). Although one could

consider that some advance warning comes from the observation of the production

site, in practice this time is too short to be of much use operationally. Here, too,

it is therefore important to develop a deeper understanding of the mechanisms at

work in the production processes. A review thereof is presented in the paper by

Vainio et al.

Finally, the earth is immersed in a constant flow of plasma from the solar

surface known as the solar wind. We are fortunately protected from these flows

by the earth’s magnetic field, which forms a cavity know as the magnetosphere.

However, intrinsic variations of the solar wind due to the appearance of ‘closed’

or ‘open’ magnetic field lines on the sun (the latter being referred to as coronal
holes), leading to slow (typically 200–400 km/s) and fast (400–800 km/s) flows of

plasma, can cause geomagnetic storms on earth. Even larger perturbations result

from the ejection of large clouds of plasma from the solar surface into interplanetary

space. Such ejections are called Coronal Mass Ejections (CMEs) and are frequently

associated to flaring activity. When they impinge on the earth’s magnetosphere, they

can cause large geomagnetic storms that lead to lots of different adverse effects on
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human technology, such as electric grid failure and loss of GNSS accuracy. Typical

speeds of CMEs range from a few hundred to a few thousand km per second. The

faster the plasma cloud travels, the larger the energy it carries and hence the more

likely it is to cause geomagnetic storms. Also, the faster the CME, the less warning

time can be given. Very fast CMEs have been known to reach the earth in less than

20 hours, though typically it takes up to a few days for the plasma to arrive.

As there is much more possibility for an advance warning based on observations

(CMEs can be detected in several ways when leaving the sun), a significant effort is

dedicated to estimating on an observational basis the properties of CMEs, the most

relevant of which is its geo-effectiveness. A review of these techniques is presented

in the paper by A. Zhukov. On the other hand, the observational characteristics do

not tell the whole picture, and efforts are undertaken to understand the behavior of

the CME plasma during its transit of interplanetary space by numerical modeling. As

shown in the paper by S. Poedts et al., the numerical modeling can explain certain

properties of CMEs, and there is a genuine promise of the ability to incorporate

numerical modeling in the daily operations of forecast centres.

Last but not least, it is important to realize that mankind’s awareness of the

variations of the solar output and of the activity of the sun is really very recent.

Although historical records exist of naked-eye sunspot sightings from thousands of

years ago, the systematic recordings of sunspot numbers go back only a few hundred

years. Its link with space weather effects was realized even more recently. It is

important to also consider the relevance of solar activity in a far longer historical

perspective and to look for tracers of such activity. Such an outlook is presented in

the paper by Messerotti et al.



CHAPTER 1.1

USING CME OBSERVATIONS FOR GEOMAGNETIC
STORM FORECASTING

ANDREI N. ZHUKOV

Royal Observatory of Belgium, Avenue Circulaire 3, B–1180 Brussels, Belgium
Skobeltsyn Institute of Nuclear Physics, Moscow State University, 119992 Moscow, Russia

CMEs, THEIR LOW CORONA AND INTERPLANETARY
COUNTERPARTS

The phenomenon of coronal mass ejection (CME) plays a key role in solar-terrestrial

relations. After the debate on the relative role of CMEs and solar flares it was estab-

lished that non-recurrent geomagnetic storms (including all the strongest storms)

are produced by CMEs (see e.g. Gosling et al. 1990; Kahler 1992; Gosling 1993).

A CME is defined as an observable change in coronal structure that occurs on a

time scale between a few minutes and several hours and involves the appearance

and outward motion of a new, discrete, bright, white-light feature in the coronagraph

field of view (definition by Hundhausen et al. 1984 modified by R. Schwenn).

Observational properties of CMEs are summarized in Hundhausen (1999), St Cyr

et al. (2000), Yashiro et al. (2004). CMEs often exhibit classical 3-part structure:

bright outer shell, dark cavity and eruptive prominence inside; a typical example

observed by the Large-Angle Spectroscopic Coronagraph (LASCO, see Brueckner

et al. 1995) onboard Solar and Heliospheric Observatory (SOHO) is shown in Fig. 1

(left panel). Most of CMEs, however, exhibit quite different morphologies, including

halo CMEs (Fig. 1, right panel). A full halo CME has a shape of a bright irregular

ring completely surrounding the coronagraph occulter (Howard et al. 1982), i.e. it

is a CME with the angular width of 360�. Full halo CMEs are now interpreted as

an end-on view of CMEs propagating approximately along the Sun–Earth line (see

e.g. discussion by Plunkett et al. 1998). A partial halo (angular width larger than

e.g. 120�) is an intermediate case between limb and full halo CMEs; it also may

arrive to the Earth.

5
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6 Zhukov

Figure 1. Left panel: A CME observed by SOHO/LASCO C3 coronagraph. Right panel: Running
difference image (a previous image has been subtracted from the next image) showing a full halo CME

observed by SOHO/LASCO C2 coronagraph. In both panels the inner white circle shows the solar disc,

the larger gray circle represents the coronagraph occulter. All times in this paper are UT

The low coronal counterparts of frontside CMEs can be now routinely observed

by Extreme-ultraviolet Imaging Telescope (EIT, see Delaboudinière et al. 1995)

onboard SOHO. CME signatures observed by EIT are: coronal dimmings, EIT

waves, erupting filaments (prominences), post-eruption arcades and a variety of

limb signatures.

Dimmings (including transient coronal holes, TCHs, see Fig. 2, left panel)

represent sudden local decreases in brightness (see e.g. Hudson and Cliver 2001

and references therein). Dimmings are the most frequent CME signature in the low

corona and appear due to the evacuation of mass during the eruption (Harrison et al.

2003; Zhukov and Auchère 2004). When TCHs occur in pairs (Fig. 2, left panel),

Figure 2. Left panel: Coronal dimmings of the transient coronal hole type (seen as two large dark areas)

and a post-eruption arcade. Right panel: Eruptive prominence. Both images are taken by SOHO/EIT in

the Fe XII bandpass (195Å) showing coronal plasma at temperatures around 1.5MK
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they are usually interpreted as footpoints of the ejected interplanetary flux rope

(Webb et al. 2000). Note that TCHs often represent only a part of the overall

dimming: as much as 50% of the CME mass may be ejected from outside of

them (Zhukov and Auchère 2004). EIT waves (Fig. 3) are bright fronts sometimes

propagating from eruption sites (Thompson et al. 1998). They are produced by

compression at the front of the fast magnetosonic wave or due to the opening of

field lines during the CME lifting (see e.g. discussion by Zhukov and Auchère

2004). Post-eruption arcades (Fig. 2, left panel) naturally occur during the process

of CME eruption from a bipolar region (see e.g. Hudson and Cliver 2001 and

references therein). An erupting filament is seen as an erupting prominence when

observed above the limb (Fig. 2, right panel) and represents the central part of an

erupting flux rope. Diverse limb signatures are similar to morphologies of limb

CMEs observed by LASCO and are rarely present in Earth-directed CMEs. Any

of these features implies that a CME has occurred and often directly indicates the

CME source region.

A number of signatures help us to discriminate interplanetary CME counter-

parts (ICMEs) using in situ observations of the solar wind. Elevated magnetic

field, low proton and electron temperatures, low plasma beta, low magnetic field

variance, counterstreaming electrons and various composition signatures are typical

for ICMEs, see Cane and Richardson (2003) and references therein. Sometimes a

smooth magnetic field rotation is observed; such ICMEs are called magnetic clouds

(MCs). A fast ICME usually drives a fast forward shock. Between the shock and the

ICME a shocked sheath region is situated, characterized by elevated temperatures

and densities and rapidly varying magnetic field.

To be geoeffective (in the sense of producing a geomagnetic storm), a solar

wind structure should: 1) arrive at the Earth and 2) contain suitable magnetic

field orientation. The north–south interplanetary magnetic field (IMF) component

Bz should be negative (southward), strong enough and long-lasting (Burton et al.

1975). ICMEs can often produce geomagnetic storms because their strong fields

and low field variance may lead to geoeffective Bz configurations. We now discuss

our capabilities for predicting CME arrival and geoeffectiveness.

Figure 3. SOHO/EIT running difference images taken in the Fe XII bandpass (195Å) showing the

propagation of an EIT wave on May 12, 1997
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PREDICTING ICME ARRIVAL TO THE EARTH

First of all, we should note that predicting a CME before it actually occurs is

difficult. It is clear that active regions with a complicated magnetic field structure or

high, mature filaments have a significant potential to produce a CME. We, however,

still cannot predict the time of eruption well in advance (see e.g. discussion of

sigmoidal active regions by Zhukov 2005). So, the first step is to detect a halo

CME. Coronagraphic observations, however, cannot distinguish between frontside

and backside halos as the occulting disc obscures a direct view of the CME initiation

site. A forecaster thus has to look for low coronal CME signatures described above.

Taking the halo CME on May 12, 1997 as an example (Fig. 1, right panel), one

can determine that this is a frontside halo as it is associated with coronal dimmings,

a post-eruption arcade (Fig. 2, left panel), an EIT wave (Fig. 3) and an eruptive

prominence observed in H� line (Thompson et al. 1998; Webb et al. 2000).

The next step is to determine the direction of eruption. It is safe to suggest

that nearly symmetric frontside full halo CMEs (Fig. 1, right panel) are directed

towards the Earth. It was, however, reported (Schwenn et al. 2005) that around 7%

of all frontside full halos missed the Earth. It is clear that a forecaster also has to

take into account the halo CME source region position on the solar disc. For the

Earth-directed CMEs there is an obvious concentration of source regions near the

disc center (Cane et al. 2000; Wang et al. 2002; Zhang et al. 2003; Manoharan

et al. 2004; Srivastava and Venkatakrishnan 2004).

Source regions located farther from the disc center may be associated with

partial halos. In most of such cases only an interplanetary shock is observed (e.g.

Manoharan et al. 2004). The CME misses the Earth, but the angular extent of the

shock is larger than that of the corresponding CME (Bothmer and Schwenn 1998).

The storm can then be produced by strong southward fields in the sheath. The farther

the source region is from the disc center, the larger the probability to encounter

only a shock or no CME-associated structure at all. It was noted (Schwenn et al.

2005) that one in four frontside partial halo CMEs did not hit the Earth.

An asymmetry in the source region distribution has been reported by Wang et al.

(2002) andZhanget al. (2003): geoeffectiveCMEshavea slight preference tooriginate

from the western hemisphere. This finding is still controversial (Cane et al. 2000;

Srivastava and Venkatakrishnan 2004). An explanation of this asymmetry has been

proposed byWang et al. (2004): CMEs that are faster than the ambient solar wind are

deflected to the east by themagnetic force of the ambient spiral IMF.Adynamicmodel

of this interaction is still tobedeveloped, andastatistical study includingweakerevents

is needed to verify whether the longitudinal asymmetry indeed exists.

It was suggested by Zhang et al. (2003) that four major storms were produced

by slow east-limb partial halo CMEs without any signatures on the solar disc. It

is possible that EUV dimmings in slow CMEs are continuously replenished with

plasma and thus are not pronounced. Alternative sources for these storms proposed

by Zhukov (2005) involve an eruption observed by EIT close to the disc center, but

without a corresponding CME detected by LASCO. This may be due to insufficient

LASCO sensitivity. The Thomson scattering process is most efficient close to the
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plane of the sky, so some Earth-directed events – which naturally have a lot of

material out of the plane of the sky – may be missed by LASCO. If this interpretation

is correct, east-limb partial halos found by Zhang et al. (2003) could be classified

as backside CMEs.

It was reported that some near-Earth ICMEs either have no corresponding CMEs

(Cane and Richardson 2003) or a non-halo CME is involved (Schwenn et al. 2005).

Again, this may be due to insufficient LASCO sensitivity. However, in some of

these cases CME signatures in the EIT data are easy to find. Then a more attentive

inspection of the LASCO data may lead to the identification of the corresponding

halo CME not detected earlier (Zhukov 2005). It seems that LASCO sensitivity

allows us to detect even very weak CMEs. A careful statistical study is needed to

verify whether ICMEs without corresponding LASCO CMEs indeed occurred.

Once an Earth-directed CME is observed, the time of its arrival at the Earth has

to be estimated. Depending on the speed, CME travel times are typically in the

range of 1–5 days. The shortest interval between the CME eruption and its arrival

at the Earth is around 19 hours (halo CME on October 28, 2003). A difficulty is

that the CME speed measured by LASCO is the plane of the sky projected speed. It

might be different from the true propagation speed, especially for halo CMEs. So,

empirical studies of the relation between the travel time and projected speed have

been performed, see Gopalswamy et al. (2001), Cane and Richardson (2003) and

Figure 4. Solar wind (WIND spacecraft) and geomagnetic data for the storm on May 15, 1997. From

top to bottom: ap index; Dst index; solar wind speed; proton number density; proton temperature;

IMF magnitude (dotted line) and its Bz component (solid line); IMF By (dotted line) and Bx (solid

line) components. The plot is taken from the APEV database (http://dbserv.sinp.msu.ru/apev, courtesy

A. V. Dmitriev)
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references therein. A more advanced method proposed by Schwenn et al. (2005)

takes into account the relation between the CME expansion speed (that can be

measured for all CMEs) and the radial speed. Acceleration or deceleration of CMEs

resulting from the interaction with ambient solar wind flow or other CMEs can

hardly be taken into account now.

For our example halo CME on May 12, 1997 the projected speed of 250 km/s

was measured and the estimated true speed was around 600 km/s (Plunkett et al.

1998), suggesting the arrival on May 15. Indeed, a shock was registered by WIND

spacecraft at 01:15UT on May 15 followed by the magnetic cloud (Fig. 4; see also

Webb et al. 2000). A geomagnetic storm with peak Dst =−115nT was produced

by the southward IMF in the leading part of the cloud.

PREDICTING THE IMF DIRECTION IN ICMEs

To assess the strength of a possible storm produced by an ICME, the IMF Bz
component has to be predicted. There is no reliable prediction method yet, but

some useful indications can be obtained from solar observations. If the photospheric

magnetic field of the CME source region has a bipolar configuration (as is often

the case), one can determine the orientation of the neutral line and – assuming the

flux rope geometry – the direction of the flux rope azimuthal field. If the shear of

the magnetic field can be determined, e.g. from the hemispheric chirality rule (see

Bothmer and Schwenn 1998), the direction of the magnetic field in the erupting

flux rope can be reasonably estimated. The orientation of the neutral line and the

flux rope chirality were found to correspond respectively to the axis inclination

and chirality of the resulting MC (Marubashi 1997; Bothmer and Schwenn 1998;

Zhao and Hoeksema 1998; McAllister et al. 2001; Yurchyshyn et al. 2001). So,

when the source region neutral line is oriented along the north–south direction and

the axial field in the flux rope is northward (e.g. halo CME on February 17, 2000,

Yurchyshyn et al. 2001), the corresponding MC will produce only a very weak

geomagnetic disturbance. On the contrary, if a halo CME originates from an active

region with the neutral line oriented along the east–west direction (e.g. July 14,

2000), southward Bz will be encountered either in the leading or in the trailing part

of the flux rope and the MC will probably be geoeffective.

One can hardly determine which part of the complex three-dimensional flux rope

loop structure (e.g. a leg or the apex) will be encountered by the Earth (McAllister

et al. 2001). Additionally, it seems difficult to apply the method described above

to ICMEs that cannot be fit by a simple flux rope model. The inclinations of flux

rope axes close to the Sun and in the heliosphere do not always correspond to

each other. The neutral line in our example case of May 12, 1997 was stretched

in the north–south direction, see the post-eruption arcade configuration in Fig. 2,

left panel, and the magnetogram in Fig. 3 of Webb et al. (2000). The erupting

flux rope thus had to have the ENW orientation (see Bothmer and Schwenn 1998;

Mulligan et al. 1998 for definition), i.e. to be not geoeffective. However, Fig. 4

shows that the interplanetary flux rope was of the SEN type (magnetic field was
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rotating from south to north with axial field pointing towards the east) and produced

a major geomagnetic storm. It was suggested (Cremades and Bothmer 2004) that

during the years of low solar activity CMEs are deflected by the fast flows from

polar coronal holes and thus have the tendency to have a small inclination with

respect to the ecliptic plane; then one should observe mostly SN and NS clouds

during low activity epoch. Statistical studies of the MC inclination give somewhat

contradictory results (Mulligan et al. 1998; Huttunen et al. 2005), but it seems

clear that highly inclined clouds may occur during the low activity years. Another

explanation (Crooker 2000) suggests that interplanetary flux ropes result from the

large-scale dipole field rather than from the local bipolar field of the source region.

In this case, however, it is not easy to imagine how such a mechanism can produce

a highly inclined MC during the low activity epoch.

CONCLUSIONS

In most of the cases, EIT and LASCO are capable of identifying the eruption

of an Earth-directed CME, and provide us with a good estimate of the arrival

time. Some indications of the resulting ICME’s magnetic configuration can be

obtained. However, predicting CMEs before they actually occur is still a challenge.

The IMF Bz profile is difficult to predict. Additionally, false alarms (e.g. from

partial halo CMEs) or missed events (when solar signatures are inconclusive) can

occur. Forecasting may also be difficult if the geometry of a CME is not clear

or in complicated cases of multiple (interacting) CMEs (Burlaga et al. 2002) – a

problem not discussed in this paper. To monitor and forecast ICME propagation

more precisely, CMEs should be tracked from a vantage point out of the Sun–Earth

line; this will be provided by the STEREO mission (Solar–TErrestrial RElations

Observatory).
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INTRODUCTION

Monitoring the ever-changing solar atmosphere is not only of interest to

solar researchers, but has important practical benefits to the space weather

community. The primary causes of adverse space weather conditions are solar flares

(e.g., Gallagher et al. 2002) and Coronal Mass Ejections (CMEs; e.g., Gallagher

et al. 2003), which for the most part result from energy released in the complex

magnetic fields of sunspot groups or active regions. In addition, the Sun produces

a continuous stream of plasma, known as the solar wind, which extends into the

outer solar system. Solar wind speeds of greater than ∼ 700kms−1 are of particular

importance to space weather, and are known to emanate from solar features called

coronal holes.

Systems such as Computer Aided CME Tracking (CACTus; Berghmans et al.

2002; Robbrecht and Berghmans 2004) and SolarMonitor (formerly known as the

Active Region Monitor; Gallagher et al. 2002), represents initial steps towards

providing space weather-relevant solar data in a timely fashion. The Virtual Solar

Observatory (VSO; Hill et al. 2004) and the European Grid of Solar Observations

(EGSO; Bentley et al. 2004), are two related initiatives. While VSO and EGSO

address many of the problems of solar data storage and access, neither confront
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issues relating to near-realtime processing of heterogenous data, nor do they provide

operational data products of use to space weather forecasters.

Here we review the current status of autonomous solar monitoring techniques

of relevance to space weather. The application of these techniques to up-coming

missions in then discussed in the final section.

SOLAR ACTIVITY MONITORING

The techniques used to monitor solar activity depend on many factors, such as

time- or size-scale, or region of interest. In the photosphere, sunspots are visible

as well-defined, dark features, which in many cases can be identified and extracted

using standard image processing techniques, such as intensity thresholding. CMEs,

on the other hand, require more advanced methods, primarily due to their high

speed, diffuse structure and complex morphology. The following sections therefore

consider the methods employed to analyse and monitor the distinct structures visible

in the photosphere, chromosphere and corona.

Photosphere

During 1917–2005, synoptic sunspot drawings were created and archived at the

150-foot Solar Tower at Mount Wilson, California. These included sunspot location,

morphology and magnetic classification.

The National Oceanic and Atmospheric Administration (NOAA) in conjunction

with the US Air Force (USAF) performs a similar task, by providing a daily update

of sunspot locations, area, Zurich classification, longitudinal extent, total number

of group sunspots and magnetic classification. These Solar Region Summary (SRS)

data are updated at approximately 00:30UT every day. Several observatories, such

as Big Bear Solar Observatory, obtain regular white light or continuum images.

These images show sunspot groups, but can be limited by atmospheric effects, duty

cycle and are not always available online. The Michelson Doppler Imager (MDI;

Scherrer et al. 1995) on SOHO, on the other hand, provides several “continuum”

images per day. These data are indispensable for autonomous monitoring of sunspot

group evolution.

On a half-hourly basis, SolarMonitor locates the most recent NOAA SRS and

extracts the active region positions. The positions are then differentially rotated

to the time of the most recent MDI images, and used to automatically extract

zoomed views of each active region. These zoomed-in views are then posted on

SolarMonitor.org as in Fig. 1.

Only recently has progress been made in combining real-time data with

autonomous data-analysis techniques. Here we describe two complimentary

techniques, namely multiscalar and multifractal methods, which show some promise

for near-realtime solar monitoring applications. Both methods are based on the

premise that image features cannot be adequately described by simple parameters,

but require methods that capture their true multiscale structure. Furthermore, the
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Figure 1. NOAA 10720 as seen at SolarMonitor.org. The top row were extracted from SOHO/MDI.

The top-left shows a continuum image, while the top-right shows the longitudinal magnetic field. The

bottom panels show corresponding images in H-alpha and SOHO/EIT (30.4 nm)

multiscalar and multifractal nature of the solar surface and atmosphere can be

directly related to the mathematical predictions of turbulence theory (e.g., Lawrence

et al. 1993).

Multifractal measures

Since Mandelbrot (1977) first introduced the fractal dimension, the idea of

quantitatively describing the complexity of a system has been applied to many

areas. Recently, there have been tantalizing glimpses in the literature concerning

the diagnostic possibilities of fractal and multifractal analysis to solar images

(e.g., Abramenko 2005), primarily due to the fact that the flows in the solar photo-

sphere is highly turbulent, and is therefore expected to be fractal (Georgoulis

2005). This motivated McAteer et al. (2005) to address the long-standing problem

of quantifying active region magnetic complexity using fractals. They found that

larger, more complex regions with large fractal dimensions (see Fig. 2) tended

to produce larger flares more often. They also showed that the fractal approach

does not provide an unambiguous description of active region complexity. A more

rigorous, multifractal approach may therefore be more appropriate.

The fractal dimension of any object can be thought of as the self-similarity of

an image across all scale sizes, or the scaling index of any length to area measure,

A∼ l�, where � is the Hölder exponent. However, a multifractal system will contain

a spectrum of fractal indices of different powers, A ∼ lf���, and takes account of

the measure at each point in space. The three main multifractal indices commonly
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Figure 2. MDI magnetograms for four Mount Wilson classifications and their fractal dimensions. Panel

(a) gives a simple � spot, panel (b) a bi-polar �, while panels (c) and (d) show the more complex ��

and ��	 classifications

used to represent a non-uniform measure are: Generalised correlation dimensions,

Dq = 
/�q−1�; Holder exponent, �= d
/dq; Multifractal spectrum, f���= q�−
.
Figure 3 shows a comparison of the Dq and f��� indices for a monofractal,

a multifractal, and an active region. The monofractal exhibits a flat Dq�≈ 1�89�
spectrum and narrow f��� spectrum whilst the multifractal exhibits a monotonically

decreasing Dq spectrum (for increasing q) and wide f��� spectrum. The magne-

togram exhibits a similar multifractal behaviour. The degree of multifractality of

an image can be measured as the drop of Dq or width of the f��� spectrum.

Multiscale measures

The range of scales in fully developed turbulence was predicted by Kolmogorov

(1941) to scale as E�k�∼ k−5/3. While Fourier methods have been used extensively

in image processing and fluid flow analysis (Abramenko 2005), it does not provide

a complete spatially localised diagnostic. This limitation is particularly important

in 2D astrophysical flows, where small-scale power may be highly intermittent.



Solar Activity Monitoring 19

Figure 3. Top: A monofractal (top left), multifractal (top middle) and active region (top right). Bottom:

Their corresponding Dq (bottom left) spectra and f��� (bottom right) spectra

As photospheric flows are in a state of fully developed turbulence, multiscale

methods are well suited to measuring and understanding the complex struc-

tures observed on the solar surface. This is particularly true for conditions in

active regions. The wavelet transform is localised in space and hence allows

the detection of local image features. This is essential as small regions of flux

emergence/submergence are vital in detailing the evolution of the surface sources of

space weather. Further examples of the importance of multiscale image processing

include neutral line identification, and automated extraction of features from H�
and EUV images. Figure 4 shows the wavelet analysis decomposition of the active

region in Fig. 3, along with a comparison of the global wavelet analysis and tradi-

tional Fourier approach. Wavelet analysis retains the localised spatial information,

providing vital information on the turbulent flow. As such, wavelets provide a

complement to multifractal analysis.

Chromosphere

The chromosphere has traditionally been imaged in the H� or Ca II H and

K absorption lines at ground-based observatories. The Global High Resolution

H� Network (GHN; http://www.bbso.njit.edu/Research/Halpha/) was established to
provide near-continuous observations of the solar chromosphere, by coordinating

facilities at Big Bear Solar Observatory (California), Kanzelhöhe Solar Obser-

vatory (Austria), Catania Astrophysical Observatory (Italy), Meudon Observatory

(France) and Huairou Solar Observing Station and Yunnan Astronomical Obser-

vatory (China). Each station has a 1K× 1K or 2K× 2KCCD, with a spatial
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Figure 4. The wavelet decomposition of the magnetogram in Fig. 3 at three different scales. The

energy spectrum (lower right) of the wavelet decomposition (diamonds) agrees well with the Fourier

decomposition (crosses). The vertical lines show the wavenumber of each scale displayed

resolution of 1 arcsec per pixel. 1-minute cadence observations are obtained at each

station, with higher cadence available for periods of increased activity. This enables

the network to monitor flares, filament lift-offs, Morton waves, and a variety of

other chromospheric phenomena.

Filaments

For the purposes of space weather, filaments are the most important feature to

monitor in the chromosphere. Although filament eruptions can result in CMEs, their

location and properties are not currently monitored in a near-realtime or systematic

manner. That said, several groups have developed techniques to identify and extract

filaments from H� images.

Schuck et al. (2004) examined the pixel intensity statistics of full-disk H� images,

and demonstrated that dynamical changes in filaments are detectable prior to the

occurrence of a solar flare (see Fig. 5). The method, which is based on the intensity

distribution of each image, is fast, simple, and based on statistical measures that

require no a priori knowledge of the location of the filaments. Shih and Kowalski

(2003) also used well-established techniques to identify and extract filaments. Their

technique employed two alternative preprocessing techniques to convert grayscale
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Figure 5. Top: Sequence of time-averaged H-alpha exposures of a filament region. Bottom: Corre-
sponding intensity histograms (Schuck et al. 2004)

images into binary images: local thresholding based on median values and global

thresholding with brightness and area normalization.

They thenusedmorphologicalclosingoperationswithmulti-directional linear struc-

turingelements toextract elongatedshapes (i.e., filaments) in the image.Theyachieved

excellent results for large filaments and moderate success for smaller filaments.

Zharkova et al. (2005) and Fuller et al. (2005) reported a number of automated pattern

recognition techniques for theEGSOSolar FeatureCatalogues.Here,H� imageswere

first enhanced using a sharpening filter a filaments “seeds” then identified in order to

initiate the regiongrowingprocess.Thenext step involvedgrowing theseedsaccording

to the statistics of the local pixels. Once the images are segmented, the filament length,

center and centre of curvature were determined from the pruned skeleton, which

was obtained using morphological operators These methods could be of benefit to

monitoring filament activity and predicting filament eruptions.

Corona

Active regions

Solar active regions were identified in Skylab and early rocket data as concentrations
of hot (>2MK) EUV and soft X-ray emitting loops that extend to altitudes of up to

∼ 20Mm above the surface (e.g., Gallagher et al. 2001). Since Yohkoh and SOHO in

particular, the term “active region” is now widely used to refer to the entire volume

of plasma and magnetic fields that extends from below sunspot concentrations in the

photosphere, to the high corona. Here, we focus on the coronal component of active

regions, visible by EUV/X-ray imaging instruments such as the Extreme ultraviolet

Imaging Telescope (EIT; Delaboudiniere et al. 1995) on SOHO and Solar X-ray

Imager (SXI; Hill et al. 2005; Pizzo et al. 2005).

The evolution and activity of active regions are monitored by eye by forecasters at

NOAA/SEC, mainly using data from SXI. The sole autonomous system to monitor
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active regions is the SolarMonitor, which is hosted at NASA Goddard Space Flight

Center. SolarMonitor reads in the most recent EUV images from SOHO/EIT (30.4,

17.1, 19.5 and 28.4 nm) and locates and extracts active regions based on coordinated

supplied by NOAA/SEC. The system also reads in SXI images and again extracts

each region. These data-products are posted at SolarMonitor.org.

Coronal holes

X-ray images from Skylab showed clear evidence of X-ray coronal holes. These

regions of low emission can persist for months, appearing for approximately 2

weeks during each solar rotation. Coronal holes, particularly during solar activity

minimum, are associated with high-speed solar wind streams and recurring geomag-

netic disturbances, making them extremely useful for predicting recurrent geomag-

netic disturbances. For many years, forecasters have relied on images taken in the

infrared He 1083 nm line observed at the Kitt Peak Observatory. Coronal holes are

not as striking in these images, and a coronal hole “expert” determines the location

of the holes and sends this information to forecasters at NOAA/SEC. In the 1990’s

NOAA/SEC began using images from Yohkoh/SXT, SOHO/EIT and most recently

from SXI. Coronal holes are straightforward to identify from instruments sensitive

to high coronal temperatures. This prompted the SXI team to develop coronal hole

identification algorithms to identify and track coronal holes in a near-realtime basis.

Schrijver (2003) developed a potential-field source-surface model that enables

coronal holes (amongst other things) to be identified and monitored in near-realtime

(http://www.lmsal.com/forecast/). The model gives the trajectories of magnetic field-

lines through a model solar corona that spans the spherical volume between the

solar photosphere and 2�5Rsun. The coronal field model used for these models is the

potential field source surface (PFSS) model, which has the characteristics that the

model field is potential. When eruptive events occur and particles are measured by

satellites such as ACE, an idea of the photospheric source regions of these particles

can be obtained using such maps.

Flares

The most complete listing of solar flares is maintained by NOAA/SEC. This list,

which is updated every 30-minutes, contains information on the event start, peak

and end, the type of event, the X-ray class (A–X class), and the region number

associated with the event. They currently report fifteen different types of events,

including bright surge on the limb, filament disappearances, eruptive prominence

on the limb, optical flares observed in H-alpha, loop prominence system, sprays,

X-ray flare from GOES Solar X-ray Imager (SXI) and X-ray events from GOES

8–12. For SXI flares, an SEC algorithm finds the brightest area in the SXI image

and assigns the region number of the closest active solar region.

In terms of autonomous flare monitoring, the SolarSoft Latest Events Archive

at http://www.lmsal.com/solarsoft/last_events/ is probably the most reliable source

for flare locations. Flares are identified via a straightforward differencing technique

using EIT or SXI images. The flare location is then associated with the nearest
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NOAA active region, and its position and magnitude archived. SolarMonitor also
ingests the SolarSoft flare lists and presents them in tabular form.

Coronal Mass Ejections

CMEs have only been monitored in near-realtime since the launch of SOHO

in 1995. During this period, CME monitoring has been heavily reliant on the

visual inspection of LASCO images (e.g., LASCO CME List at http://lasco-
www.nrl.navy.mil/cmelist.html). Seiji Yashiro and Nat Gopalswamy of NASA

Goddard Space Flight Centre improved on this, by performing a detailed post-

event analysis of a massive sample of CMEs observed since January 1996

(http://cdaw.gsfc.nasa.gov/CME_list/). Unfortunately this is a labour-intensive task,

and so there is a significant delay between data being received and analyzed. This

methodology is therefore unsuitable for realtime applications, even though many of

its data-products would certainly be of benefit.

CMEs and CME leading edges are difficult objects to detect and characterise

using standard image processing techniques, due to their diffuse structure, ill-

defined edges, and high velocities (up to ∼ 3000km s−1�. Stenborg and Cobelli

(2003) were the first to apply a wavelet-based technique to study the multi-scale

nature of coronal structures LASCO images. Their method employed as multi-level

decomposition scheme via the isotropic a trous wavelet transform. Unfortunately,

this implementation computes the transform at every integer scale (1, 2, 3,..), and

is therefore computationally slow. This is a particular draw-back for real-time

applications. Furthermore, this method is only a feature enhancement method not

a feature detection method. Recently, Young and Gallagher (2006) used wavelet

based techniques to analyse the structure and properties of CMEs in the low corona.

Figure 6 shows a series of coronal images taken by the LASCO (white-light coron-

agraph with a field-of-view of 3–7 Rsun) onboard SoHO. Although the dynamic

range of the instrument is large, there is a large, varying background that makes

faint objects difficult to identify. Applying the multiscale methods of Young and

Figure 6. Top row: A sequence of unprocessed LASCO images with time moving from left to right.

Bottom row: The previous sequence with the multiscale edges identified at scale 16
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Gallagher (2006), the faint eruption can be detected and its edges identified without

the need for background subtraction. The top row of images contains four sequential

LASCO images in which a faint eruption can be seen propagating away from the

Sun. The bottom row shows the same set of difference images overlaid with the

scale 16 multiscale edges. These edges define edges of maximum intensity along

the front of the eruption.

CACTus (http://sidc.oma.be/cactus/), developed at the Royal Observatory of

Belgium, autonomously detects CMEs in LASCO images. The system provides

principle angle, angular width and velocity estimation for each CME detected.

CMEs can be seen in height-time plots as inclined ridges with the inclination angle

corresponding to the propagation speed. The ridges are then detected with the

Hough transform. By combining the ridges in height-time plots from all directions,

the CME front can be reconstructed as it propagates outwards. The main drawback

of this method is that the Hough transform imposes a linear height-time evolution,

therefore forcing constant velocity profiles for each bright feature.

FUTURE PROSPECTS

Many of the recent advances in solar activity monitoring have relied on the devel-

opment of new and innovative instruments and data-analysis methods. SOHO in

particular has revolutionised our understanding of solar activity. Its suite of 12

instruments have enabled scientists to monitor solar activity from below the surface,

through the solar corona, to the solar wind.

These capabilities will be improved upon with soon to be launched satellites,

such as the Solar Dynamics Observatory (SDO) and the Solar Terrestrial Relations

Observatory (STEREO). STEREO, to be launched in late 2006, will employ two

nearly identical space-based observatories – one ahead of Earth in its orbit, the

other trailing behind – to provide stereoscopic measurements of solar features,

such as active regions and CMEs. SDO, to be launched in 2008, will contain

a suite of three instruments to provide line-of-sight and vector magnetograms,

EUV images, and EUV irradiance measurements. Advances such as these must

be matched by the development of novel data-analysis and modelling techniques,

which can be implemented in near-realtime. Community efforts, such as the Solar

Image Processing Workshop series, are therefore essential to achieving accurate

and reliable solar monitoring capabilities.
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Abstract: Solar energetic particles (SEPs) in the interplanetary (IP) medium are transported under the

influence of electromagnetic fields of the solar wind. These fields consists of the smooth

background fields, which can be modeled by the MHD equations governing the expansion

of the solar wind, and of the small-scale fluctuations (waves or turbulence) that scatter the

particles in pitch angle and act as agents enabling their acceleration at IP shock waves. We

review theoretical models of SEP transport and acceleration in the IP medium. We start

from the simple analytical approaches (diffusion models), which assume quasi-isotropic

particle distributions, and then continue to the more accurate numerical approaches based

on the focused transport equation, not making this simplifying assumption. A careful

analysis of two SEP events, an impulsive and a gradual one, is presented and the spatial

scaling of their peak intensities, differential fluences and time-integrated net fluxes is

discussed. We conclude that rather simple scaling laws for these quantities can be obtained

for impulsive events but no simple scaling laws can be expected to govern the gradual

SEP events

INTRODUCTION

Solar energetic particle (SEP) events are one of the main components of the solar

driven space weather: producing most of the energetic particle fluence between

1 and 100MeV in the interplanetary (IP) medium, they introduce an important

radiation risk for space missions in the IP space. In addition, their effects include

elevated radiation dose rates and high frequency (HF) radio blackouts at polar

airline routes.

Since the 1980’s SEP events have been divided in two classes, impulsive and

gradual (Cane et al. 1986). The classification is based on bimodal distributions
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observed in many variables characterizing the events: impulsive SEP events are

related to impulsive X-ray flares, they are typically of short duration (from hours

to days) and low intensity, they are electron rich, and their ion abundance ratios

show enhancements in 3He and heavies relative to the coronal abundances (e.g.,

Reames 1999). Gradual SEP events are related to coronal mass ejections (CMEs)

and gradual X-ray flares, their duration is longer (from days to a week), they are

proton rich and their ion abundance ratios agree with those of the coronal plasma

(Reames 1999). It is rather commonly accepted that impulsive events are accelerated

in solar flares and gradual SEP events at coronal and IP shocks related to CMEs

(Reames 1999). As the sensitivity of the SEP measurements improved as a result

of the ACE, Wind, and SOHO missions in the 23rd solar cycle, it was found that

the division between the two classes is not as clear as previously believed: a third

class of SEP events, i.e., hybrid or mixed events, was introduced (Kocharov and

Torsti 2002 and references therein) to include events that look like gradual events

from the point of view of their electromagnetic associations, their duration and

magnitude, but show properties of impulsive events, e.g., in their ion abundance

ratios implying either a direct flare-accelerated component (Cane et al. 2003) or the

shock acceleration of supra-thermal remnants in the corona from previous impulsive

flares (Tylka et al. 2001).

In this paper we will consider the SEP transport in the IP space, governed by the

large-scale heliospheric electromagnetic fields and the wave-particle interactions

between the SEPs and the low-frequency magnetic fluctuations of the solar wind

plasma. We will start by describing the relevant particle transport equations and

then consider numerical modeling of SEP events paying special attention to the

spatial development of space-weather relevant quantities in the inner heliosphere.

TRANSPORT EQUATIONS

Diffusion Models

The earliest modern modeling efforts to describe the propagation of particles in

the IP medium were based on diffusion–advection model of Parker (1965). This

approach has still important applications in the transport of galactic and anomalous

cosmic rays in the heliosphere. For SEPs, however, anisotropies and time depen-

dence are very important factors, so only under strongly turbulent conditions can

the approach yield accurate results for modeling SEP events. For more general

considerations, like for modeling the spatial dependence of SEP event peak fluxes

or event fluences, this approach may still give a reasonable starting point.

In the crudest approximation, one can neglect the effects of the solar wind

expansion and just consider particle transport in the turbulent IP medium as

diffusion. Assuming that the particles diffuse only along the IP magnetic field with

a spatial diffusion coefficient D= v�/3 we can model the transport using only one

spatial coordinate, the radial heliocentric distance r. Here, v is the particle speed

and � is the mean free path of the particles parallel to the magnetic field related to
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the amount of fluctuations in the magnetic field, but normally regarded as a free

parameter of the transport model. Thus, the SEP transport equation can be written as

(1)
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r2Drr


np


r
�

where np�r� t� = d4N/�d3rdp� is the particle density per unit momentum,

Drr = D cos2� is the radial diffusion coefficient and � is the angle between the

radial direction and the local magnetic field.

Although one can justify the application of Eq. (1) to only a small fraction of

SEP events, it has the attractive feature that it can be analytically solved for an

impulsive injection of particles from the Sun. The result is (Wibberenz et al. 1989)
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where dN/dp is the momentum spectrum of particles injected to the IP medium per

steradian at the solar surface and Drr ∝ rb with b < 2 has been assumed.

If the injection is extended in time, the solution of the transport equation can be

obtained by using Eq. (2) as a Green’s function, i.e., convolving the function with

an extended injection profile Q�E� t�. Usually, the task of the modeler is to find

out the time profile of the SEP injection as well as the IP mean free path. Since the

time scales of the coronal and IP acceleration processes may be extended, a mere

fit of the modeled omni-directional differential particle intensity, I = �1/4��np,
(hereafter, intensity) to observed intensity–time profile does not provide a unique

solution to the problem. To reduce the ambiguity between the contributions of the

injection and the transport model to the result, one needs to model the anisotropies

of the particle distribution as well. In the simplest approach, one considers the net

flux of particles per unit momentum across a spherical surface, which in a diffusion

model is given by Fick’s law

(3) Sr =−Drr


np


r
�

This quantity, with a simple relation to the first-order anisotropy, has sensitivity

to the value of the diffusion coefficient and, thus, helps to separate the effects

of the time-extended particle injection from the effects of particle transport in the

solar wind.

We can now obtain a few spatial scaling laws from the diffusion equation and

its analytical solution for short-duration solar injections:

(i) the time-integrated radial net flux scales like∫
Srdt ∝ r−2�

(ii) the time of maximum intensity for an impulsive injection scales like

Imax �r�∝ r−3�
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(iii) the time-integrated intensity (or fluence) scales like∫
I �r� t�dt ∝ 1/ �rDrr� �

Thus, only the time-integrated radial net flux scales like 1/r2, although this scaling

law is often used for scaling the fluences and the peak intensities as well. We must

note, however, that the scaling laws obtained from the diffusion equation are not

always valid, but at least the following conditions have to be met: (a) the mean free

path of the SEPs is much smaller than the heliocentric distance of the observer, i.e.,

�rr � r; (b) the time of maximum intensity of the solution (2) is much smaller than

the adiabatic cooling time, i.e., r/�rr � v/�2V�, where V is the solar wind speed;

(c) the duration of the injection at the Sun is shorter than the time of maximum

intensity; and (d) the site of the injection, r0, is close to the Sun, i.e., r0 � r.
For the validity of scaling-law (i), only the conditions (b) and (d) are necessary,

the remaining scaling laws require all the conditions. For cases not meeting these

(rather strict) conditions, we need to resort to numerical methods to investigate the

scaling.

Focused Transport Model

Because of the focusing effect due to the outwards decreasing magnetic field

magnitude in the inner heliosphere, the anisotropies become too large for the

diffusion model to be applicable if the mean free path in the IP medium is compa-

rable to the radial distance from the Sun. We, thus, need a transport equation

describing the evolution of the particle distribution function f �s�p��� t�, which
gives the number of particles per unit volume of the six-dimensional phase space

�r�p�. In the focused transport approximation, the distribution function is governed

by streaming along the magnetic field lines, by scattering off the fluctuations of the

magnetic field and by magnetic focusing (i.e., mirroring) in the outwards decreasing

magnetic field. The distribution function is a function of the coordinate measured

along the mean magnetic field, s, the particle momentum p, the cosine of pitch-angle
�, i.e., the angle between the magnetic field and the velocity vector of the particle,

and time t. Its relations to the particle density and streaming per unit momentum are

(4)

np�s� t�= 2�p2
∫
f�s�p��� t�d�

Sp�s� t�= 2�p2
∫
v�f�s�p��� t�d�

where now the streaming has been defined with respect to a unit area perpendicular

to the magnetic field instead of a spherical surface like in Eq. (3). The radial

streaming can be obtained from this quantity by multiplying with cos�.
The equation governing the evolution of the particle distribution is the focused

transport equation (Roelof 1969)

(5)

f


t
+v�


f


s
+ 1−�2

2L
v

f


�
= 



�
D��


f


�



Modeling of Solar Energetic Particles in Interplanetary Space 31

where the second term describes streaming of particles along the magnetic field

lines, the third term describes the focusing of particles because of the mirror

force and the last term accounts for the effect of magnetic fluctuations, which is

modeled by pitch-angle diffusion. This simple form of the equation still neglects

adiabatic deceleration (see, Ruffolo 1995, for the full equation), but at the energies of

interest for space weather, this is typically a small effect. The pitch-angle diffusion

coefficient has the form

(6) D�� =
1

2
�1−�2������

where, following the quasi-linear theory the (Jokipii 1966; Jeakel and Schlickeiser

1992), scattering frequency is usually modeled as ����= �0���q−1, with q ∈ �1�2�
and related to the scattering mean free path as

(7) �= 3v

4

∫ 1−�2
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MODELING OF IP PARTICLE TRANSPORT AND INJECTION IN SEP
EVENTS

In the following, we will consider two examples of modeling SEP events in the IP

medium. Similar approaches have been used to model dozens of particle events by

a number of authors (e.g., Heras et al. 1992; Torsti et al. 1996; Lario et al. 1998;

Aran et al. 2004). We fit the injection and transport parameters to SEP observations

at 1AU using the focused transport equation, and then study the modeled event at

different distances from the Sun, paying special attention to the inner parts of the

heliosphere. This region will be accessed by several spacecraft in the next decade,

including ESA’s BepiColombo and Solar Orbiter missions.

Impulsive SEP Events

It is reasonable to consider the source of the SEPs in impulsive events to be close

to the Sun. The focused transport equation is first solved for an impulsive injection

from the corona to the IP magnetic field to obtain a Green’s function of IP transport.

The SEP injection at the root of an IP flux tube is then parameterized using a

convenient mathematical function, e.g., the diffusive Reid–Axford profile (Reid

1964) with rise time and decay time constants. This is convolved with the simulated

Green’s function and the result is compared with observations of intensity and

anisotropy. The parameters of the injection and IP transport are then varied until

the best fit is found.

We have applied this method to the electron intensities measured by the EPAM

instrument (Gold et al. 1998) onboard ACE during the impulsive event of May

1, 2000 (Fig. 1). The event is related to an impulsive M1 class X-ray flare from

N20 �W54� peaking at 10:27UT. Although the event is associated with a narrow,
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Figure 1. Impulsive SEP event of May 1, 2000 as observed by ACE/EPAM. Electron intensities at

175–290 keV in two sectors of the instrument (left) and their zenith pitch-angle cosines (right: �) with

respect to the magnetic field direction (right: elevation �, azimuth �) as measured by ACE/MAG (Smith

et al. 1998). On the left, the curves give the modeled intensities and the circles give the data

fast CME as well, its characteristics are typical to an impulsive event (Kahler

et al. 2001; Ho et al. 2003; Mason et al. 2004). We have fitted the four electron

energy channels of the EPAM/LEFS-60 telescope (at 45–312 keV) using sectored

intensities sensitive to anisotropies as well. Using a model of the full directional

response of each sector, we calculate the sectored intensity of the electrons obtained

from a convolution of a Monte Carlo simulated Green’s of IP transport and the

Reid–Axford profile. The best fit is found varying the parameters trying to minimize

�2. Details of the modeling will be published elsewhere, but the simulation is very

similar to those previously used in the studies of IP transport (e.g., Torsti et al.

1996; Kocharov et al. 1998).

The model fits the data satisfactorily at 1AU. We only show one energy channel

(175–312 keV) of four and two sectors of eight, but the other sectors and energy

channels are taken into account in our fitting procedure as well and the quality of

the fit is similar in all of them. The best-fit time scales of the rise and decay of

the injection are 4.2minutes and 1.2minutes, respectively, and the radial mean free

path, assumed to be independent of energy, is 0.6AU.

We have investigated the time-intensity profiles of the modeled event at radial

distances of 0.2AU, 0.3AU, 0.7AU and 1AU. We determined the time-integrated

net-flux, the peak intensity, and the differential fluence of the event from the

simulations (Fig. 2). The scaling of peak intensities is less steep than predicted by

diffusion, which can be understood, because scatter-free transport corresponds to

the scaling law ∝ sec �/r2 and the event has a mean free path too long to be well

described by diffusion. The scaling law of fluence, on the other hand, is steeper

than the prediction of the diffusion-law (r−1 for a spatially constant radial mean
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Figure 2. Peak intensities, differential fluxes and time-integrated net flux of an impulsive electron event

(upper panels) and a gradual proton event (lower panels) as a function of radial distance in several

energy channels. The electron energy channels are E1′: 45–62 keV, E2′: 62–102 keV, E3′: 102–175 keV,
and E4′: 175–312 keV. See Fig. 3 for a description of proton energy channels a–f

free path), which can be understood as well, because the result for scatter-free

transport would again be ∝ sec �/r2 for a solar source. The time-integrated net flux

behaves like the diffusion theory predicts, as expected, because the same scaling

law can be obtained from the focused transport equation (5).

Gradual SEP Events

Gradual events in the IP space are more difficult to model than the impulsive

ones for several reasons: (1) The source of the particles is the moving shock front

driven by the CME through the IP medium; (2) the large spatial extent of the CME

system and the long duration of the event means that transport conditions can vary

during the event; and (3) the large intensities of the SEPs lead to a non-linear

coupling between the accelerated particles and the plasma waves responsible for

their scattering (e.g., Ng et al. 2003). Despite of these complications, dozens of

gradual SEP events have been successfully modeled over the past two decades using

an assumption of a particle source at the position of the IP shock and tracing the

transport of the particles in the surrounding IP medium (Heras et al. 1992; Torsti

et al. 1996; Lario et al. 1998; Aran et al. 2004, 2005).

As an example of gradual SEP event modeling, we consider the SEP event on June

6–8, 2000, observed by the ACE/EPAM at the L1 point, and by the CPME/IMP–8

(Sarris et al. 1976) orbiting the Earth (Fig. 3). The event was associated with a

CME-driven shock that arrived at L1 at 08:41UT of 8 June (DOY = 160.362). The

CME was first observed by SOHO/LASCO C2 coronagraph on 6 June at 15:54 UT
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Figure 3. Gradual SEP event of June 2000 as observed by ACE/EPAM and IMP-8/CPME. The observed

and fitted intensities and anisotropies at 1AU (left panel) are given in addition to the modeled ones at

0.3AU and 0.7AU (right panel). The energy channels are denoted with labels a–f: a: 0.58–1.06MeV,

b: 1.06–1.90MeV, c: 1.90–4.80MeV (from ACE/EPAM); d: 4.6–15.0MeV, e: 15.0–25.0MeV, f: 25.0–

48.0MeV (from IMP–8/CPME)

with an estimated speed of 1119km s−1. The associated X3.2/3B N20 �E18� flare

started at 14:58UT June 6 (DOY = 158.624), marked by the arrow in Fig. 3.

For eastern SEP events, modeling of the CME-driven shock evolution is essential

to get an idea, when the observer obtains magnetic connection to the shock and,

therefore, is able to observe the particles accelerated by the shock wave. We have

simulated the propagation of the shock with the 2½D MHD code by Wu et al.

(1983). Using the same functional form of the input pulse assumed by Smith and

Dryer (1990), we inject a pulse centered at E18� with speed Vs = 1138km s−1,

angular width � = 140� and duration 
 = 1h. According to the simulation, ACE

obtains the connection to the shock near the end of June 6, marked by the vertical

line in Fig. 3.

SEP transport ahead of the shock is modeled by solving the focused transport

equation using a finite difference method (Lario et al. 1998; Aran et al. 2005).

The injection of particles at the shock is described by a semi-empirical relation

between the shock strength and injection rate. The mean free path in the upstream

medium is taken to be � = �0�p/p0�
1/2, with the best fit values of �0 = 0�1AU

at p0 = �2mpE0�
1/2 and E0 = 0�789MeV. A region just upstream the shock with

a mean free path � = �0�p/p0�
−4/5 is assumed where �0 = 0�01AU. This region

starts to act at 21:00UT and has a width that varies with the energy: 0.04AU

for 2MeV < E < 15MeV, 0.06AU for 1MeV < E < 2MeV and 0.07AU for

E < 1MeV. This region reproduces the effects that turbulence generated by the

accelerated particles has on the particle transport close to the shock and allows us

to fit the low-energy observations at the time of shock arrival. The fitted intensities
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and anisotropies are given in Fig. 3, along with the modeled intensities within the

same flux tube at 0.3 and 0.7AU.

The peak intensities, fluences, and time-integrated net fluxes of the event are

given in Fig. 2. Note that the time integration of this event only covers the period

before the shock passage. Clearly, the scaling obtained is very different from the

impulsive event.

MODELING OF IP PARTICLE ACCELERATION

Particle acceleration in the IP medium occurs in shock waves formed in the

compression regions between streams of different velocities. These include the

forward and reverse shocks bounding the corotating interaction regions (CIRs) and

the bow shocks of the fast CMEs. The CIR shocks are usually formed at radial

distances 2–5AU and are not capable of producing very energetic particle events

in the inner heliosphere. Thus, the focus, from the point of view of space weather

effects, is on the CME-driven shocks.

Physical modeling of particle acceleration is usually based on solving Parker’s

(1965) diffusion–convection transport equation with a source of low-energy particles

placed at the shock. This model can be combined with the generation of MHD waves

by the streaming accelerated particles self-consistently and solved in steady state

and planar geometry (Bell 1978). Such an approach can be used to describe the local

acceleration of low-energy (below 1MeV) ions during times of IP shock passage

(Lee 1983; Gordon et al. 1999), i.e., the so-called energetic storm particle (ESP)

events. The same quasi-stationary particle acceleration model can be combined with

a non-diffusive transport model to describe particle intensities at large distances

upstream from the shock. This kind of approach has been used in both analytical

(Lee 2005) and numerical (e.g., Rice et al. 2003) calculation of SEP event intensities

in gradual events. While these physical models give good insights to the particle

acceleration processes in the IP medium, we do not yet know enough details of the

acceleration mechanism and of the shock itself to allow detailed comparisons of

theory and observations in individual gradual SEP events. Thus, transport modeling

using phenomenological SEP source functions still remains an important tool for

space weather studies.

SUMMARY AND OUTLOOK

We have reviewed the transport models used to describe the evolution of intensities

and anisotropies during SEP events. In addition to giving fresh examples of typical

modeling of impulsive and gradual SEP events, we used the models to calculate the

peak intensities, the fluences and the time-integrated net fluxes of the events as a

function of the radial distance from the Sun in the inner heliosphere. These quantities

are the most important ones concerning the development of the solar corpuscular

radiation environment as a function of distance from the Sun. The results were

compared to the expectation derived from a simple analytical diffusion model.
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The comparison shows that impulsive events show qualitatively similar scaling

to the diffusion model, although at high values of the scattering mean free path,

the scaling laws move closer to the scaling of scatter-free transport, as expected.

The scaling of the gradual events, on the other hand, showed no similarities to the

simple modeling. In our simulation, all the quantities under investigation showed

more or less constant values as a function of radius, as a result of the interplay

between geometry and time dependence of the source. On the other hand, we

did not accurately model the non-linear coupling of the particles to the magnetic

fluctuations responsible for their scattering in the IP medium (Ng et al. 2003). This

effect may lead to completely different scaling laws: theoretical estimates predict

that particle trapping close to the source is more efficient when the shock is close

to the Sun (Vainio 2003). Thus, at small heliocentric distances the ESP events may

be larger than close to 1AU.

Our study demonstrates a pressing need for conducting more extensive modeling

studies as well as analysis of observations at different distances from the Sun, to

obtain reliable extensions of the present engineering models for SEP events like the

model SOLPENCO (Aran et al. 2004).
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CHAPTER 1.4

SIMULATING CME INITIATION AND EVOLUTION:
STATE-OF-THE-ART

S. POEDTS, B. VAN DER HOLST, C. JACOBS, E. CHANÉ, G. DUBEY AND

D. KIMPE

CPA, K.U.Leuven, Celestijnenlaan 200B, 3001 Leuven, Belgium

Abstract: A review is given of some recent results on CME initiation and evolution simulations

obtained at the Centre for Plasma Astrophysics (CPA, K.U.Leuven) on the background

of the international developments in this very dynamic field

INTRODUCTION AND MOTIVATION

The effects of space weather are defined by components on the sun as well as on

Earth. The most important solar components are solar flares, halo Coronal Mass

Ejections (CMEs) and the solar wind. Halo CMEs, which are often associated with

a solar flare, can affect the earth by the release of a magnetic cloud of energetic

particles. The speeds at which they travel through space range from 200 to more

than 2000 km/s, the average mass of CME plasma sent towards the Earth is of

the order of 1012–1013 kg and the average energy of a CME event lies around

1024–1025 J. The very fast CMEs create strong shock waves in which particles are

accelerated giving rise to so-called gradual Solar Energetic Particle (SEP) events.

Clearly, the background solar wind is important too, also because the locations

of the so-called coronal holes, which produce the fastest solar wind, can enhance

the effect that CMEs have on the earth’s magnetosphere. We here focus on the

modeling of the initiation and the interplanetary (IP) evolution of CMEs because

of their crucial role in space weather.

SOLAR WIND MODELING: RECENT DEVELOPMENTS

There were a lot of recent developments in the domain of solar wind modeling. Due

to the availability of ever more CPU power and computer memory, advanced wind

models now incorporate observational data as boundary conditions. This yields

39

J. Lilensten (ed.), Space Weather, 39–48.
© 2007 Springer.



40 Poedts et al.

realistic simulations enabling specific event studies and a detailed comparison of

the simulation results with the observations. The Center for Space Environment

Modeling (CSEM) at the University of Michigan has developed the first coupled

model of the inner heliosphere extending from the low solar corona to the well-

beyond-Earth orbit. At the heart of the coupled model is the Space Weather

Modeling Framework (SWMF), a high-performance flexible computational tool

that enables coupling state-of-the art models of the solar corona, the solar wind

and solar energetic particles (see Gombosi et al., 2004, Tóth et al., 2005). Lionello

et al. (2003) developed a three-dimensional magnetohydrodynamic (MHD) model

of the solar corona and of the solar wind incorporating thermal conduction along

the magnetic field, radiation losses, and heating into the energy equation. Lee

et al. (2004) extended the CISM (Center for Integrated Space Weather Modeling)

inner heliospheric model CORHEL to 10AU to investigate how well this solar

magnetogram-based 3DMHD model describes the solar wind influence on Saturn’s

magnetosphere. Odstrcil et al. (2004) also developed a coupled numerical wind

model deriving the ambient solar wind from coronal models utilizing photospheric

magnetic field observations while transient disturbances are derived from geomet-

rical and kinematic fitting of coronagraph observations of coronal mass ejections

(CMEs). Odstrcil et al. (2005) applied the model to study the propagation of an

interplanetary CME in evolving wind structures. Amari et al. (2005) considered a

three-dimensional bipolar magnetic field driven into evolution by the slow turbulent

diffusion of its normal component on the boundary. At the CPA, Jacobs et al. (2005)

made a first attempt to quantify the effect of the background solar wind model on

the evolution of IP CMEs by superposing the same simple CME model on three

different 2.5D (spherical, axi-symmetric) wind models reproduced with the same

numerical code, the same numerical scheme, the same boundary conditions and the

same numerical grid.

SIMULATION MODELS FOR CME INITIATION

Heliospheric models of CME propagation and evolution provide an important

insight into the dynamics of CMEs and are a valuable tool for interpreting inter-

planetary in situ observations. Moreover, they represent a virtual laboratory for

exploring conditions and regions of space that are not conveniently or currently

accessible by spacecraft (Riley et al., 2005). Serious efforts have been undertaken

to study coronal initiation and solar wind propagation together. Roussev et al.

(2003a, b) developed the capability to use observed synoptic magnetograms to

drive the coupled corona-solar-wind model in order to simulate the solar wind and

to superpose on this wind a 3D flux-rope model for a CME based on a loss of

equilibrium, i.e. not on an initially unsatisfied force balance as in many earlier (and

current) simulations. Manchester et al. (2004a, c) also modeled erupting flux ropes

and the resulting CMEs in full 3DMHD. Sokolov et al. (2004) then included a field

line advection model to obtain a coupled corona-solar-wind-SEP model. Manchester

et al. (2004b) used the SWMF tool to model specific Space Weather events from
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the Sun to the Earth, including the initiation of the CME and its evolution during

its interplanetary propagation. Manchester et al. (2005) focused on the CME shock

and sheet structures relevant for particle acceleration while Lugaz et al. (2005)

concentrated on the evolution of the density structure of the CMEs. Chané et al.

(2005, 2006) then studied the effect of the CME initiation parameters on the CME

evolution, in particular, these authors focused on the effect of the polarity of the

initial magnetic flux rope on the IP CME evolution path.

Foot Point Driven CMEs

Recently, at the CPA we created CMEs from each of the three steady 2.5D wind

models mentioned before by shearing the magnetic foot points by adding an extra

longitudinal velocity at the solar surface in accordance to Mikic (1994). The added

longitudinal velocity is given by

V0� = V0�t����� exp��1−�4�/4��

where � = ��−90�/��m, � is the co-latitude in degrees, and v0�t� a function that

specifies the time profile. The �-dependence is illustrated in the figure on the right.

The simulation stops when a time tmax = 180h is reached. The shearing reaches

its maximum value ��m degrees above and below the equator. In the simulations

��m = 20� and the maximum shear velocity varied between values of 3, 6, or

9 km/s. The model for the background wind affects the time of formation of the flux

rope as is clear from Fig. 1 showing the evolution of the total magnetic energy in

time. The amount of magnetic energy is expressed with respect to the total amount

of magnetic energy in the stationary background wind.
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velocity also determines if a flux rope will be formed or not since shearing at a

too low velocity does not lead to the formation of a flux rope. On the other hand,

the faster the field lines are sheared, the faster the flux rope is moving upward.

As clear from Fig. 1, the background wind also affects the energetics of the CME

event and the velocity at which the flux rope is launched. For the given shearing

velocities, which are rather high compared to observed velocity patterns in the

solar photosphere, it turns out impossible to create fast CMEs with this initiation

mechanism.

The helicity of the involved magnetic fields is generally believed to hold an

important key to the onset of solar eruptions such as flares and CMEs. In the case

of axial symmetry, the gauge invariant relative magnetic helicity can be shown to

reduce to (Antiochos et al., 2002):

Hr = 2

∫
V
A�B�dV�

with 
A the magnetic vector potential with a known longitudinal component (it is

one of the dependent variables). A plot of the evolution in time of the total amount

of relative helicity in the simulation volume is given in Fig. 2. Values for the total

amount of relative helicity at the onset of the dramatic rise of the streamer and at

the moment of flux rope formation are indicated with the +-signs and ×-signs in

Fig. 2, respectively.

Magnetic Flux Emergence

CMEs can also be triggered by the emergence of additional magnetic flux of the

same or the opposite polarity as the overlying magnetic field. Dubey et al. (2005)
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considered a flux rope in a dipole magnetic field that is initially kept stable by

means of a line current (cf. Chen and Shibata, 2000). Allowing magnetic flux of the

opposite polarity to emerge from the solar surface then breaks the force balance and

causes the flux rope to be expelled. The evolution parameters, such as the velocity

and the acceleration, depend on the flux emergence rate and on the total amount of

flux that is emerged. We obtain velocities in the order of 350–400 km/s, which is

precisely in the range of what is observed for the majority of the CMEs.

When the background dipole field is replaced by a genuine solar wind model,

however, faster CMEs can be created with the same triggering mechanism. This

is illustrated in Fig. 3 where the obtained velocities are plotted for the ‘case B’

of Dubey et al. (2006) with a background wind instead of a dipole magnetic

field. The corresponding total amount of emerged magnetic flux then ranges

from −2�2× 1022 Mx (for ce = −1) to −1�98× 1023 Mx (for ce = −9) in the

Northern hemisphere, and the exact opposite in the Southern hemisphere. The

corresponding flux emergence rates then varies from 1�22× 1019 Mx�ce = −1� to
1�10×1020 Mx�ce =−9�.

‘Density Driven’ CMEs

In order to study the propagation of fast coronal mass ejections and the related shock

waves in the interplanetary space from the solar corona up to 1AU, a very simple

but frequently used CME model is adopted. A high density and high pressure,

magnetized plasma blob is superposed on the background steady state solar wind

model with an initial velocity, vcme, in a prescribed radial direction, �cme. The

velocity and density profiles in the initial disturbance are both of the form:

y = ycme
2

(
1− cos�

dcme−d

dcme

)
�
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Figure 3. Velocity versus height (in solar radii) for three different amounts of magnetic flux emerged

in a time span of 30min (see the corresponding text for the details)

where y indicates the density or the radial velocity, ycme is the maximum density

or radial velocity in the plasma bubble, dcme is the radius of the bubble and d the

distance to the center of the bubble. The CMEs are further characterized by a given

density, magnetic field strength and magnetic polarity. The initial CME magnetic

field and the background wind magnetic field can have the same or the opposite

polarity for an inverse and normal CME, respectively (see Chané et al., 2005).

For the CMEs discussed in the present paper, dcme = 0�29R��d = 1�5R�� vcme =
1000km/s and the density is 5 times higher than the density on the surface of the

Sun. In the initial plasma blob, the maximal magnetic field strength is chosen to be

0.344mT (3.44 Gauss).

INTERPLANETARY CME EVOLUTION

Using their streamer and flux-rope MHD model, Wu et al. (2004) have numeri-

cally examined the Low and Zhang (2002) suggestion that the two types of CMEs

(i.e. constant speed (fast) and accelerated (slow)) are caused by the initial magnetic

topology due to the effect of magnetic reconnection processes. The numerical

simulation shows in addition to the magnetic topology, that the solar surface

condition also plays an important role to determine the two types of CMEs

(see Wu et al., 2005a, 2005b). To study the CME propagation, Wang et al. (2005)

have employed the LASCO and ACE observations of January 20, 2001 CME-CME

interaction event together with MHD model to investigate the acceleration and

deceleration and cannibalization of the CMEs. It was demonstrated that the acceler-

ation and deceleration of the interacting CMEs are caused by the background solar
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wind and the deflection of each other due to the interaction. The CME cannibal-

ization is caused by the magnetic reconnection.

It turns out that the polarity of the flux rope magnetic field has a great influence

on the evolution of the CME (see Chané et al., 2005). The polarity influences

the mass distribution inside the CME, the spread angle, the evolution path, and

also the velocity of the shock front. When launching a magnetized CME outside

the equatorial plane the magnetic forces push the CME towards or away from the

equator, depending if the polarity of the flux rope is inverse or normal (see Fig. 4).
Also it is seen that the normal magnetized CME moves slightly faster than the

magnetized inverse. This has consequences for predicting the time of arrival and

geo-effectiveness of a CME. Clearly, it is closely related to the statistical studies

of the origin of geo-effective CMEs mentioned by Zhukov (2006).

In spite of the rather simple and naive CME model used in these simulations, they

yield some very good and realistic results. First of all, we were able to reproduce

the magnetic topology predicted by Low and Zhang (2002). Behind the CME,

in the equatorial plane, reconnection processes occur which lead to a gradually

re-building of the helmet streamer and yield back flows along the helmet streamer,

very much like seen in observations. Another interesting fact is that we can extend

these CME simulations to 1AU and that we can reproduce some of the cases in

the ACE database, where the strength jump in magnetic field, the profile for the

velocity, and the time of arrival are matching surprisingly well. As an example, we

consider the full halo CME of April 4, 2000. At 16:32UT, after a data gap of 90

minutes, the CME was observed for the first time in the C2 frame. At 15:24UT,

EIT observed a solar flare probably related to this CME event. According to the

C3 measurements, the plane-of-sky speed of the CME was 984 km/s. We tried to
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numerically simulate this CME up to 1AU. We compared our data at 1AU with

the Advanced Composition Explorer (ACE) spacecraft data. We then tried to adjust

our CME parameters (initial speed, initial magnetic strength, launch angle) in order

to match the ACE data as good as possible. We thus actually use the signals close

to the Earth in order to derive the initial characteristics of the CME.

Figure 5 shows the results of our final best fit. The velocity curve at 1AU is

well reproduced in this simulation. The peak in the density, indicating the flux

rope passage, is too. However, this is an artifact of the 2.5D simulation. For the

z-component of the magnetic field, the simulated and measured profiles at 1AU

are similar but the magnetic cloud in our simulation seems to arrive a few hours

too late. Nevertheless the main features of the CME are surprisingly well mimicked

in spite of our simple CME model and in spite of the fact that we our simulations

are only 2.5D. Actually, to predict the intensity of a magnetic storm, the most

important parameters are the z-component of the magnetic field and the radial

velocity. Our model seems suitable for predicting these parameters. According to

our latest simulation results, the CME had a maximum initial magnetic field strength

of −2�5G, an inverse magnetic field configuration and an average initial speed of

1772 km/s. This velocity is about 70% higher than the one measured. However, this

can be due to the fact that the speed measured by LASCO is the plane-of-sky speed

which should be lower than the real CME speed. The difference can amount to a

factor of two and more.

40

40

40

50

50

50

60

60

60

70

70

70

80

80

80

90

90

90

100

100

100

120
100
80
60
40
20

20
10
0

700

600

500

400

–10
–20
–30

V
ro

d 
(k

m
/s

)
ρ 

(c
m

–3
)

B
z 

 (
nT

)

Figure 5. Comparison between ACE in situ data (solid curves) and our simulation (dashed curves). On

the abcis, the time is given in hours



Simulating CME Initiation and Evolution: State-of-the-art 47

CONCLUSION

We discussed the state-of-the-art CME initiation and IP evolution models. First,

we discussed CME initiation models based on magnetic foot point shearing and

magnetic flux emergence. In spite of extensive parameter studies, however, the

shearing models are not able to produce the fast CMEs that create shock waves in the

IP space and are, therefore, important for space weather. When taking into account

the drag of the background wind, flux emergence seems to yield CME velocities

up to 800 km/s. For the CME evolution studies, however, we applied the much

simpler, so-called ‘density-driven’, CME model. We then studied the influence of

the initial magnetic polarity on the evolution of CMEs into the IP space up to

1AU. We have shown that the evolution path of the CMEs was strongly related

to the initial magnetic polarity. We have also shown that the time of arrival was

influenced by the initial magnetic polarity: a normal CME propagates faster than an

inverse CME and thus reached the Earth a few hours earlier. Last but not least, the

inverse CMEs display a strong southward magnetic field (a well known source of

magnetic storms) at 1AU. The geo-effectiveness of a CME is thus strongly related

to the initial magnetic polarity in its flux rope.
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Abstract/
Resume:

A factor for understanding the origin and evolution of life on Earth is the evolution

of the Sun itself, especially the evolution of space climate and weather. Many aspects of

the Sun’s history remain to be understood. We reconsider constraints that knowledge of

our own star implies for the emergence of life on Earth. This provides further insights

into what may happen in other solar systems. Fortunately, particles emitted by the Sun

in the past have left a record in geologic samples, but on this bases we cannot exclude

earlier dates for the onset of life on Earth. A very early origin of life has to take into

account the imprints of solar energetic particles during the first billion years (Gyr) after

the formation of the Sun, approximately from 4.6 till 3.6Gyr before the present (BP).

Our review includes the isotopic fractionation of the noble gases, the depletion of volatile

elements on the Moon and constraints for the origin of life on Europa, the icy moon of

Jupiter

ESTIMATES FOR THE AGE OF THE FIRST APPEARANCE
OF LIFE ON EARTH

The rationalization of the lunar cratering record provides some guidance for

estimating the possibility of life first arising on Earth. Distinct temporal possi-

bilities for the earliest possible time for the first appearance of life are possible

with additional inputs from closely related scientific areas. The lunar record may

be supplemented with information retrieved from firstly, biogeochemistry (namely

with data related to the fractionation of the stable isotopes of the biogenic elements).

Secondly, associated with the earliest fossils of stromatolites our current under-

standing of micropaleontology leads to further possible constraints on the first
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appearance of life on Earth. However, various theories of the evolution of the early

Sun will further constrain the origin of the earliest life on Earth.

Lunar Record Constraints (4.4–4.2Gyr BP)

Although the processes taking place during this period are not represented in the

geological record, the current scenario of planetary origin gives us a means of

inferring the activity that may have frustrated or encouraged emergent life. During

the first 100 million years the flux of impactors would have set up the conditions

for the separation of iron and silicate, giving rise to a metallic core. During this

formation of the planetary embryo a major impact with another planet-size body

would have given rise to the expulsion of a large amount of matter from the

embryonic Earth and given rise to the Moon (Canup and Asphaug, 2001). The

satellite cooled quickly, but did not form an atmosphere, possibly due to the smaller

cross section than the Earth. Another significant effect of the Moon-forming impact

was to blow away the original atmosphere that the embryonic Earth had captured

from the solar nebula (Kasting and Catling, 2003). The planet was much more

dynamic geologically and most of the records of large impacts were deleted, but

the same geological activity was most likely responsible for partial out gassing of a

secondary atmosphere, the exact nature of which can be inferred from the isotopic

composition of the noble gases: It has been shown that comets are capable by

themselves of providing noble gases in the correct proportions provided that the

laboratory experiments duplicate the conditions for cometary formation (Owen and

Bar-Nun, 1995). Besides the temperatures had descended to about 100 �C or below

by about 4.4Gyr BP (Schwartz and Chang, 2002). This scenario for planetary origin

allows the possibility of an early origin and evolution of life on Earth. However,

it should be remembered that the lunar record demonstrates that some difficulties

may arise in this scenario since the Imbrium basin on the Moon was formed by

a large impact as late as 3.8Gyr BP. This implies the persistence of catastrophic

impacts for life on Earth, since our planet has a larger effective cross section than

our satellite (Sleep et al., 1989).

Biogeochemistry Constraints (3.8–3.9Gyr BP)

The photosynthesis of prokaryotes includes the stromatolitic-forming cyanobacteria,

formerly called blue-green algae. In this process a specific enzyme that leads in

several steps to the synthesis of glucose captures carbon dioxide. But the carbon

dioxide in the environment and nutrients contain the two stable isotopes of carbon
12C and 13C. The process of photosynthesis favours 12C over 13C. Geologic process

partitions the stable isotopes in opposite ways; for instance limestone is depleted

in 12C and enriched in 13C. The fossil records of organic matter that have been

enriched in 12C can be traced back in sedimentary rocks right back to some of the

earliest samples such as the 3,800Myr-old metamorphosed sedimentary rocks from

Isua, West Greenland. These geochemical analyses of the ancient rocks militate in
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favour of the presence of bacterial ecosystems in the period that we are discussing

in this section, namely 3.8–3.9Gyr BP (Schidlowski, 1988; Schidlowski, et al.,

1983). The question of the metamorphism to which the Isua samples have been

subjected has raised some controversy in the past (Hayes et al., 1983).

Stromatolitic Constraints (3.5–3.6Gyr BP)

Stromatolites consist of laminated columns and domes, essentially layered rocks.

Prokaryotic cells called cyanobacteria form them. In addition, they are users

of chlorophyll-a to capture the light energy that will drive the photosynthetic

process. These microorganisms are mat-building communities. At present they are

ubiquitous, even in the Dry Valley lakes in Antarctica mat-building communities

of cyanobacteria have been well documented (Parker et al., 1982). Right back into

ancient times such mats covered some undermat formation of green sulphur and

purple bacteria. Such underlying microorganisms are (and were) anaerobes that

can actually use the light that impinges on the mat above them by using bacteri-

ochlorophylls that absorb wavelengths of light that pass through the mat above them

(Schopf, 1999). Not only has the cyanobacterium spread worldwide, but it has also

extraordinary temporal characteristics. Stromatolites have persevered practically

without changes for over three billion years.

The exact date for the earliest stromatolitic fossils is at present under discussion

(Brasier et al., 2002; Schopf et al., 2002). They have been dated at around 3.5Gyr

BP (Schopf, 1993). Hence, the origin of life if the fossils are accepted, must be

in the time interval discussed in this section, or even earlier considering that the

cyanobacterium itself is already quite a complex cell.

ISOTOPIC FRACTIONATION OF THE NOBLE GASES ON EARTH

A signature of the early Sun is provided by isotopic fractionation of the five stable

noble gas elements, namely, He, Ne, Ar, Kr, and Xe. The early atmosphere arose

from collisions during the accretion period, the so-called heavy bombardment of the

surface of the Earth. Planetesimal impacts increase the surface temperature affecting

the formation of either a proto-atmosphere or a proto-hydrosphere by degassing of

volatiles (Matsui and Abe, 1986). This generated a ‘steam atmosphere’. One of its

consequences was a rapid hydrodynamic outflow of hydrogen, including some of

its compounds such as methane, carrying along heavier gases in its trail (Hunten,

1993). The mechanism postulated is that of aerodynamic drag. The upward drag

of noble gas atoms of similar dimension competes with an opposite force due to

gravity. Hence, since the various isotopes of these gases have different masses the

net result is the occurrence of a mass-dependent fractionation of the various noble

gas isotopes. For even heavier atoms, the gravity effect can be stronger than the

aerodynamic drag and such atoms would not show the remarkable fractionation

typical of the noble gases.
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By looking at other main-sequence stars at equivalent early periods of their

evolution, we became aware of an associated larger output of solar EUV radiation.

With the early Sun such an ultraviolet excess radiation is a possible factor that can

trigger the phenomenon of mass fractionation in the noble gases. The case of the
22Ne/20Ne ratio is an example, since its value is larger than in the Earth’s mantle,

or in the solar wind. The observed fractionation of the noble gases can be taken as

a signature of two aspects of the early Sun: firstly, the presence of the postulated

escape flux, and secondly (more relevant for the main topic of this paper), as

evidence for the solar energy source that drives the outward flux of gases. The

emergence of appropriate conditions for life on Earth has to wait until the decrease

of solar radiation that characterizes the terrestrial accretion period. The beginning

of such a favourable period begins once accretion has ended. The surface heat flux

diminishes, leading to the steam atmosphere raining into a global ocean (Kasting,

1993). This splitting of a primitive atmosphere into a hydrosphere and a secondary

atmosphere leaves behind carbon and nitrogen compounds that will be ingredients

for subsequent steps of chemical evolution and, eventually, the dawn of life.

DEPLETION OF VOLATILE ELEMENTS ON THE MOON

The Moon is depleted of volatile elements such as hydrogen, carbon, nitrogen and

the noble gases, possibly due to the fact that the most widely accepted theory of

its formation is the impact of the Earth by a Mars-sized body during the accretion

period. Exceptionally though, volatiles are abundant in lunar soils. The lunar surface

evolved during the heavy bombardment period, adding material with a different

composition to the Sun, and not derived from the Sun. Ions from the solar wind are

directly implanted into the lunar surface (Kerridge, 1975; Kerridge et al., 1991).

This component was detected during the Apollo missions. The isotopic composition

of the noble gases in lunar soils has been established as being subsequent to the

formation of the Moon itself. But nitrogen has a special place in the research

for the nature of the astrochemistry of the early solar system. Unlike some of

the other biological elements (CHNOPS or carbon, hydrogen, nitrogen, oxygen,

phosphorus and sulphur), in lunar soils it is estimated that between 1.5 and 3Gyr

there was an increment of some 50% in the ratio 15N/14N. This result has been

abundantly confirmed. By performing single grain analyses Wieler and co-workers

have searched for evidence of a predominantly non-solar origin of nitrogen in

the lunar regolith (Wieler et al., 1999). There have also been attempts to analyze

trapped N in the lunar regolith (Hashizumi et al., 2000). These works suggest that,

on average, some 90% of the N in the grains has a non-solar source, contrary to the

view that essentially all N in the lunar regolith has been trapped from the solar wind,

but this explanation has difficulties accounting for both the abundance of nitrogen

and a variation of the order of 30% in the 15N/14N ratio. The origin of non-solar

component is an open problem. Indeed, Ozima and co-workers propose that most of

the N and some of the other volatile elements in lunar soils may actually have come

from the Earth’s atmosphere rather than the solar wind (Ozima et al., 2005). This
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hypothesis is valid provided the escape of atmospheric gases, and implantation into

lunar soil grains, occurred at a time when the Earth had essentially no geomagnetic

field. This is a valuable approach since it could clearly be tested by examination of

lunar far-side soils, which should lack the terrestrial component. This question is

not just pertinent to the astrogeological aspects of the evolution of the Moon, but

by giving us a solid grasp on the evolution of the early Earth atmosphere, those

factors that influenced the conditions favourable to the onset of life on Earth will be

clearer. Hopefully with the availability of new missions, such STEREO involving

two spacecraft in heliocentric orbit to study coronal mass ejections (CMEs), further

measurements of the isotopic N-abundances may contribute to sorting out the

astrochemical signatures of the early solar system that are awaiting to be deciphered.

Such knowledge of N, one of the most intriguing of the six CHNOPS elements,

will be considerable progress in the study of the origin of life on Earth.

PREPARING THE SOLAR SYSTEM FOR THE EMERGENCE OF LIFE

Various processes may have contributed to an early onset of the phenomenon of

life, solar activity being one of the most relevant. The more intense solar wind of

the early Sun would have a dramatic effect on the possibilities of preparing the

Solar System for the emergence of life. In fact, the shock wave of the encounter of

the intense solar wind with the spreading accretion disk blows away the residual gas

and fine dust still present in the disk. Some evidence for this assertion may be found

in meteorites (Bertout et al., 1991). In spite of the fact that the processes taking

place from that moment onwards are not represented in the terrestrial geologic

record, the current scenario of planetary origin gives us a means of inferring the

activity that may have frustrated, or encouraged, the emergence of life. During

the first 100 million years the flux of impactors would have set up the conditions

for the separation of iron and silicate, giving rise to a metallic core. During this

formation of the planetary embryo a major impact with another planet-size body

gave rise to the expulsion of a large amount of matter from the primitive Earth,

giving rise to the Moon. Our satellite cooled quickly, but it did not form an

atmosphere. This may have been due to the smaller lunar cross section compared

to the Earth. The original atmosphere that the Earth had captured from the solar

nebula must have been largely blown away by the intense solar wind of the T-Tauri

phase of the solar evolution. The planet was much more dynamic geologically and

most of the records of large impacts were deleted, but the same geological activity

was most likely responsible for partial out gassing of a secondary atmosphere, the

exact nature of which can be inferred from the isotopic composition of the noble

gases. It has been shown that comets are capable by themselves of providing noble

gases in the correct proportions. This remark has been confirmed by laboratory

experiments duplicating the conditions for cometary formation (Owen and Bar-Nun,

1995). Temperatures had descended to about 100 �C after the end of accretion at

4.4Gyr BP. This scenario for planetary origin allows, in principle, the possibility

of an early origin and evolution of life on Earth, provided that the solar climate
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and solar weather were sufficiently clement. However, it should be remembered

that the lunar record demonstrates that some difficulties may arise in this scenario,

since the Imbrium basin on the Moon, for instance, was formed by a large impact

as late as 3.8–3.9Gyr BP (Hartmann et al., 2000). This was a real cataclysmic

spike in the cratering record. This event is known as the Late Heavy Bombardment

(LHB). This implies the persistence of catastrophic impacts for the emergence of

life on Earth, since our planet has a larger effective cross section than our satellite

(Sleep et al., 1989). Recent discussions of the origin and intensity of the late heavy

bombardment is further supported by more recent work (Gomes et al., 2005) that

suggests that the LHB was triggered by the rapid migration of the giant planets. This

phenomenon produced major changes in the space weather conditions. But even

more, it triggered a massive delivery of planetesimals into the inner Solar System.

Those conditions were an impediment for the emergence of life. Alternatively, if

life had emerged before the LHB, it would most likely have been annihilated and

started again after the major perturbations of the LHB had faded out. The analogous

problem of bombardment of terrestrial-like planets in extra-solar systems is the

subject of further recent attention (Levison et al., 2003).

EFFECTS OF RADIATION

As astrobiology studies the origin, evolution, distribution and destiny of life in the

universe, in the present section we shall discuss in turn the four stages at which

solar and extra-solar physics have a frontier in common with astrobiology.

Solar Radiation as a Factor in the Origin of Life

The incidence of non-ionizing UVR on the early surface of Earth and Mars to a

large extent can be inferred from observations. Ionizing radiation, mainly due to

nuclear and atomic reactions is relevant: X-rays are emitted spanning the whole

spectrum of hard X-rays to soft X-rays (0.01–10 nm); gamma rays are present

too. The primary components affecting space climate are: galactic cosmic rays

and solar cosmic radiation. To these we should add events that contribute to solar

weather, such as solar particle radiation consisting of the low-energy solar-wind

particles, as well as more energetic solar burst events consisting of solar particles

that arise from magnetically disturbed regions of the Sun. These events vary in

frequency according to the 11-year cycle. However, scenarios for an early onset

of life that have been proposed in the past have to deal with space weather that

was radically different in the early Sun. Knowledge of the prehistory of solar

particle radiation can be approached with a combined effort from observations of

present-day emissions, together with studies of energetic solar particles recorded in

extraterrestrial materials, notably the Moon material that became available with the

Apollo missions, as well as with the study of meteorites. First of all we consider

the magnitude of the ionizing radiation that may have been present at the time

when life emerged on Earth, during the Archean (3.8–2.5Gyr BP). According to
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some theoretical arguments (Mojzsis et al., 1999), the origin of life may be traced

back even earlier, during the Hadean (4.6–3.8Gyr BP). Indeed, these authors argue

that the simplest interpretation of carbon isotopic data may point to the presence

of diverse photosynthesizing, methanogenic, and methylotrophic bacteria on Earth

before 3.85Gyr BP. Isotopic and geologic evidence suggest that in the Archean the

atmosphere was anoxic (Walker, et al., 1983). As a result the abundance of ozone

would not have acted as a UV defense mechanism for the potential emergence of

life. UVB (280–315 nm) radiation as well as UVC (190–280 nm) radiation could

have penetrated to the Earth’s surface with their associated biological consequences

(Margulis et al., 1976; Cockell, 1998).

Extra-solar Radiation in the Evolution of Life

Gamma ray bursts are powerful explosions that are known to originate in distant

galaxies, and a large percentage likely arises from explosions of stars over 15

times more massive than our Sun. A burst creates two oppositely directed beams

of gamma rays that race off into space. The Swift mission, launched in November

2004, contributes to determine recent burst rates. Such data allows the evaluation

of life’s robustness during the Ordovician (510–438 million years ago). During this

geologic period there was a mass extinction of a large number of species (440–

450 million years ago). This was the second most devastating extinction in Earth

history. Present evidence has led to the conjecture that the extinction was triggered

by a gamma ray burst (Thomas et al., 2005). There is no direct evidence that such

a burst activated the ancient extinction. The conjecture is based on atmospheric

modelling. The main conclusion to be derived from these calculations is that gamma

ray radiation from a relatively nearby star explosion, hitting the Earth for only

10 seconds, could deplete up to half of the atmosphere’s protective ozone layer.

Recovery could take at least 5 years. With the ozone layer damaged, UVR from the

Sun could kill much of the life on land and near the surface of oceans and lakes,

and disrupt the food chain.

Solar Radiation in the Distribution of Life

To illustrate further the necessity for a comprehensive approach to influence of

space weather on the origin of life, we should consider the underlying presence of

variable, and to some extent, incompletely known output of solar radiation during its

first Gyr. Experiments have been performed in the recent past at the ISS. We should

keep in mind that during the early life of the Sun, the UV flux was much higher than

it is today. The relevant wavelength regions are the XUV and soft X rays. These

wavelengths are absorbed at the top of the atmosphere. Research at the ISS has been

supplemented with laboratory tests. Several problems related with early biological

evolution have been discussed in the past under the simulation of the early solar

radiation environment (Lammer et al., 2002). Work on space weather influence

on biological systems include the implications for the biosphere of magnetic field
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reversals (Biernat et al., 2002); the influence on biological systems of solar flares

(Belisheva et al., 2002), and some work on uracil dosimetry to estimate the possible

preservation of the molecules of life (Bérces et al., 2002). If the distribution of life

in the solar system took place by transfer of microorganisms, knowledge of solar

weather is needed for the early stages of its evolution, to have some constraints

on the possible transfer of microorganisms, as investigated extensively by Horneck

and co-workers (Horneck and Cockell, 2001 for references). Bacillus subtilis is a
Gram-positive harmless bacterium. It is capable of producing endospores resistant

to adverse environmental conditions such as heat and desiccation and is widely

used for the production of enzymes and specialty chemicals. The inactivation of B.
subtilis spores has been studied in the Earth’s orbit under different simulated ozone-

column abundances to provide quantitative estimates of the potential photobiological

effects of such an early ozone-free atmosphere (Horneck and Cockell, 2001). These

authors find that the spectral sensitivity of DNA increases sharply toward shorter

wavelengths from the UVB to UVC region. They conclude that this is the primary

reason for the observed high lethality of extraterrestrial UV radiation that could

provide a barrier to the distribution of life in the solar system. However, it should

be kept in mind that the most radiation resistant organism known at present exhibits

a remarkable capacity to resist the lethal effects of ionizing radiation. The specific

microorganism is a non-spore forming extremophile found in a small family known

as the Deinococcaceae. In fact, Deinococcus radiodurans (whose name comes

from the Greek for “terrible berry that withstands radiation”) is a Gram-positive,

red-pigmented, non-motile bacterium. It is resistant to ionizing and UV radiation.

Several authors have studied these (Battista, 1997, Daly et al., 2004 and Levin-

Zaidman et al., 2003). Members of this Family can grow under chronic radiation [50

grays (Gy) per hour] or recover from acute doses of gamma radiation greater than

10,000Gy without loss of viability. Survivors are often found in cultures exposed

up to 20,000Gy. Seven species make up this Family, but it is D. radiodurans, whose
radio-resistance appears to be the result of an evolutionary process that selected for

organisms that could tolerate massive DNA damage. For the sake of comparison,

the bacterium E. coli is approximately 200 times less resistant to gamma radiation,

whereas humans cannot tolerate radiation of up to 5Gy. Independent of the various

UV defense mechanisms discussed in Sec. 2, the surface of the Earth is largely

protected from cosmic radiation by the atmosphere itself. The annual dose of cosmic

radiation for Germany is 0.3mGy/year at sea level and 25mGy/year at an altitude of

15Km (Baumstark-Khan and Facius, 2001). Besides, also for comparison, we know

that the survival fraction for mammalian cells in radiotherapy becomes negligible

for a dose of 500Gy (Kassis and Adelstein, 2004). It appears that the capacity of

extremophiles to withstand ionizing radiation is due to adaptation to desiccation, as

both environmental challenges (lack of water and excessive radiation doses) lead

to similar massive DNA repair mechanisms. In this context, cyanobacteria have

extraordinary ability to withstand desiccation and then rapidly absorb water when

it becomes available. For example, a cyanobacterial population in gypsum quickly

regains its ability to photosynthesize after addition of water (Van Thielen and
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Garbary, 1999). Possibly the radiation resistance ability of D. radiodurans may be

due to its genome. (It assumes an unusual toroidal morphology that may contribute

to its radio-resistance.)

Solar Radiation as a Factor in the Destiny of Life

The question of solar radiation also has a frontier with the fourth aspect of astro-

biology. In about 4–5 billion years the brightness of the Sun will increase and

its radius will increase (Sackmann, et al., 1993). The consequence of the Sun

abandoning its present steady state will lead to a swelling of its outer atmosphere.

At the same time while the radius is increasing helium atoms will be at such a

temperature that fusion into beryllium and carbon will occur. This is known in

nuclear physics as the triple alpha point. This process lasts a few seconds. The

energy from this ‘helium flash’ will lead to a sequence of events that will largely

increase the emission of solar wind, carrying away a large fraction of the solar

mass. This stage is well known to us. Indeed, there are many known examples of

the stellar mass that the increased solar wind will take away (this is the planetary

nebula stage). These events will set definite constraints of the destiny of life in our

own solar system. Our knowledge of other stars mapped on a Hertzsprung-Russell

diagram gives us enough confidence with the later stages of the evolution of our

own Sun as it leaves the Main Sequence. These phenomena set strong constraints

to the destiny of life in the solar system. But some further work on the models of

the sun is necessary before making definite predictions on the period following the

departure from the Main Sequence.

DISCUSSION AND CONCLUDING REMARKS

The main thesis that we have maintained in this work is that solar activity, space

weather and astrobiology should be brought within a unified framework. This

approach naturally leads us to the suggestion of exploiting instrumentation from

somewhat dissimilar sciences (astronomy and astrobiology) with a unified objective.

We have attempted a preliminary comprehensive discussion of how research in the

conditions of the early Sun combine with observations in several disciplines to give

us insights into the factors that lead to the emergence of life in a given solar system

(biogeochemistry, lunar science, micropaleontology and chemical evolution). These

considerations are necessary to approach the conditions that will allow life to emerge

in a given solar system anywhere in the universe.
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CHAPTER 2.0

THE SUN’S INTERACTION WITH THE EARTH’S
THERMOSPHERE AND CLIMATE SYSTEM

A.S. RODGER

British Antarctic Survey, Madingley Road, Cambridge CB3 0ET, UK

There are many processes associated with the Sun, the thermosphere and the Earth’s

climate that are well understood, but the prediction of these systems is still far from

accurate. There are several reasons for this. Some important physical, chemical

or biological mechanisms may not be sufficiently well quantified, or indeed not

yet determined. Complex interactions and feedback mechanisms operate over wide

spatial and temporal scales, and make prediction of the emergent behaviour partic-

ularly challenging.

The mean radiative forcing of the climate system is an example where there are

still some important uncertainties (Fig. 1, from Intergovernmental Panel on Climate

Change, 2001). This shows that two of the largest uncertainties are terms associated

with the Sun and with aerosols. Whilst much is known about climate forcing by

visible radiation, Marsh and Haigh (both this volume) give succinct summaries

of several alternative mechanisms by which variations in the electromagnetic and

charged particle output of the Sun can affect the climate system.

There is ∼ 7% variation in the flux of ultraviolet radiation at wavelengths

∼200 nm through a solar cycle, and this causes marked changes in the stratosphere,

and especially of the ozone there. Quantitative modelling (Haigh, this volume)

demonstrates that the changes induced above the tropopause influence tropospheric

climate, primarily through changes in the propagation and dissipation of gravity

waves and planetary waves. This is an important finding as it provides a robust

mechanism whereby changes occurring at high altitude can affect the climate at the

Earth’s surface.

Figure 1 shows that the effects of aerosols are the largest uncertainty in radiative

forcing. Marsh (this volume) describes how the role of cosmic rays can be important

in a chain of reactions whereby aerosols are formed and cloud cover may be

altered. Changing cloud cover can either have a positive or a negative effect on
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Figure 1. Many external factors force climate change. These radiative forcings arise from changes in

the atmospheric composition, alteration of surface reflectance by land use, and variation in the output

of the Sun. Except for solar variation, some form of human activity is linked to each. The rectangular

blocks represent estimates of the contributions of these forcings – some of which yield warming, and

some cooling (IPCC 2001). In many cases the uncertainties are appreciable

the surface air temperature depending upon the altitude at which this occurs. New

laboratory–based experiments are now being undertaken to quantify these effects.

Even with a good understanding of most of the physical laws it may not be

possible to produce accurate predictions. One reason is that the spatial and temporal

variations in the energy inputs cannot be measured with sufficient resolution.

Figure 2 provides a summary of the spatial and temporal domains that are important

for understanding the structure and dynamics of the thermosphere. As an example,

a modest rotation of the interplanetary magnetic field can alter the rate of energy

transfer from the solar wind to the magnetosphere by two orders of magnitude in

a few minutes, as reconnection at the magnetopause changes. However, the details

of where reconnection occurs and what controls its rate remain elusive.

Most of the power transferred via reconnection eventually ends up in the thermo-

sphere. During substorms, ∼1011W is deposited in the nightside thermosphere

causing winds to change both in speed and direction. During geomagnetically quiet

times, the largest power input �∼1010W� is through the effects of tides propa-

gating up from the lower atmosphere. Both increases and decreases in the flux of

charged particles trapped in the van Allen radiation belts can exceed several orders

of magnitude through the course of a storm. In each of these examples, exactly

where and when energy is deposited is not yet predictable.

Whilst in some systems it is safe to ignore low amplitude, short duration events,

it is not safe to do in the upper atmosphere. There is no doubt that the ionosphere-
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Figure 2. Internal and external processes that affect the chemistry and dynamics of the thermosphere

expressed in spatial and temporal domains

thermosphere signature of substorms is associated with the equator-most auroral

arc, a feature that is only ∼1km wide. Small-scale features in the electric field

can lead to significant localised Joule heating that is particularly prevalent in

the thermospheric footprint of the magnetospheric cusp, and in the vicinity of

auroral arcs where there is complex feedback between the electric field strength

and ionospheric conductivity.

The processes summarised above change the temperature and winds of the thermo-

sphere, and hence affect the drag acting on satellites in low Earth orbit. Also the

neutral wind plays a critical role in determining where F–region ionospheric scintil-

lations are observed, as the growth rate of the instability mechanism depends upon

the plasma motion in the rest frame of the neutral particles. The neutral winds are

often ignoredwhen considering the dynamics of the upper atmosphere, partly because

they are very difficult to measure but to do so may lead to significant errors as

neutral winds can reach 1000ms−1. Thus there is considerable complexity in trying

to predict the global thermosphere winds and temperatures, and hence determine

satellite drag. Doornbos (this volume) shows that, by using measurements of the drag

acting on the satellites themselves, much more accurate predictions are possible,

compared with empirical approaches that have been used for over a decade.
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As Fig. 2 shows, there are changes occurring on all timescales and hence attri-

bution of the cause of change can be particularly difficult. This is further complicated

if data series are broken, or indeed start and stop at different epochs of a cycle.

Ulich et al. (this volume) provide a comprehensive review of the difficulties in

determining the secular changes of the ionosphere-thermosphere system.

Modelling change on timescales from minutes to centuries is something that the

meteorological community has been undertaking for a few decades, with models of

ever–greater complexity. For weather forecasting, data assimilation is increasingly

important. Keil (this volume) gives an overview and some practical examples of how

the space weather community can benefit from these developments in meteorology.

Other approaches such as neutral networks may be useful.

To predict the two rather loosely related topics of the thermospheric effects of

space weather and the impacts of solar variations on the Earth’s climate system,

several fundamental scientific questions need to be addressed. For the Sun–climate

area of science, the tentative mechanisms already identified need to be quantified, as

does the way in which solar-induced changes in the thermosphere, mesosphere and

stratosphere affect the climate of the tropopause. In the thermosphere, insufficient

knowledge of the spatial and temporal distribution of energy deposition is the most

limiting factor in accurate prediction for space weather purposes. Also both areas

of science require long-term measurements of the incoming solar radiation as a

function of wavelength.
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CHAPTER 2.1

SOLAR VARIABILITY AND CLIMATE

JOANNA D. HAIGH

Blackett Laboratory, Imperial College London, UK

Abstract: Solar radiation is the fundamental energy source for the atmosphere and the global average

equilibrium temperature of the Earth is determined by a balance between the energy

acquired by the solar radiation absorbed and the energy lost to space by the emission of

heat radiation. The interaction of this radiation with the climate system is complex but

it is clear that any change in total solar irradiance (TSI) has the potential to influence

climate. In the past, although many papers were written on relationships between sunspot

numbers and the weather, the topic of solar influences on climate was often disregarded

by meteorologists. This was due to a combination of factors of which the key was the lack

of any robust measurements indicating that solar radiation did indeed vary. There was

also mistrust of the statistical validity of the evidence and, importantly, no established

scientific mechanisms whereby the apparent changes in the Sun might induce detectable

signals near the Earth’s surface. Another influence was a desire by the meteorological

profession to distance itself from the Astrometeorology movement popular in the 19th

century (Anderson 1999). Nowadays, with improved measurements of solar and climate

parameters, evidence for an influence of solar variability on the climate of the lower

atmosphere has emerged from the noise. This article provides a brief review of the

observational evidence and an outline of the mechanisms whereby rather small changes

in solar radiation may induce detectable signals near the Earth’s surface1

SOLAR INFLUENCES ON THE EARTH’S LOWER ATMOSPHERE

Measurements and Reconstructions

Assessment of climate variability and climate change depends crucially on the

existence and accuracyof records ofmeteorological parameters. Ideally recordswould

consist of long time series of measurements made by well-calibrated instruments

1It is not possible to review here all potential mechanisms for solar-climate links. What is presented

offers, necessarily, a personal perspective but, of the areas that are not covered, two may be pertinent:

the effects of solar energetic particles on stratospheric composition (see e.g. Jackman et al. 2005)

and the possible influence of galactic cosmic rays on clouds through ionisation processes (see Marsh,

this volume).
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located with high density across the globe. In practice, of course, this ideal cannot

be met. Measurements with global coverage have only been made since the start of

the satellite era about 25 years ago. Instrumental records have been kept over the

past few centuries at a few locations in Europe. For longer periods, and in remote

regions, records have to be reconstructed from indirect indicators of climate known

as proxy data.

Proxy data provide information about weather conditions at a particular location

through records of a physical, biological or chemical response to these conditions.

Some proxy datasets provide information dating back hundreds of thousands of

years which make them particularly suitable for analysing long term climate varia-

tions and their correlation with solar activity. One well established technique for

providing proxy climate data is dendrochronology, or the study of climate changes

by comparing the successive annual growth rings of trees (living or dead). Much

longer records of temperature have been derived from analysis of oxygen isotopes

in ice cores obtained from Greenland and Antarctica and evidence of very long

term temperature variations can also be obtained from ocean sediments.

Figure 1 presents reconstructions of the Northern Hemisphere surface temperature

record produced using a variety of proxy datasets. There are some large differences

between them, especially in long-term variability, but there is general agreement

that current temperatures are higher than they have been for at least the past 2

millennia. Other climate records suggesting that the climate has been changing over

the past century include the retreat of mountain glaciers, sea level rise, thinner

Arctic ice sheets and an increased frequency of extreme precipitation events. A key

Figure 1. Northern Hemisphere surface temperature (5-year running-mean) over the past 2 millennia.

The thick black curve (1856-present) is from measurements; the other curves are reconstructions

by various authors based on proxy data (figure from http://www.globalwarmingart.com/wiki/Image:

2000_Year_Temperature_Comparison.png)



Solar Variability and Climate 67

concern of contemporary climate science is to attribute cause(s) to these changes,

including the contribution of solar variability.

Solar Signals in Climate Records

Many different approaches have been adopted in the attempt to identify solar signals

in climate records. Probably the simplest has been spectral analysis, in which cycles

of 11 (or 22 or 90, etc.) years are assumed to be associated with the Sun. In another

approach time series of observational data are correlated with time series of solar

activity. This can be developed to extract the response in the measured parameter

to a chosen solar activity forcing factor. A further sophistication allows a multiple

regression, in which the responses to other factors are simultaneously extracted

along with the solar influence. Each of these approaches gives more certainty than

the previous one that the signal extracted is actually due to the Sun and not to

some other factor, or to random fluctuations in the climate system, but it should

be remembered that such detection is based only on statistics and not on any

understanding of how the presumed solar influence takes place.

Millennial, and longer, timescales

Ocean sediments have been used to reveal a history of temperature in the North

Atlantic by analysis of the minerals believed to have been deposited by drift ice

(Bond et al. 2001). In colder climates the rafted ice propagates further south where

it melts, depositing the minerals. These materials also preserve information on

cosmic ray flux, and thus solar activity, in isotopes such as 10Be and 14C. Thus

simultaneous records of climate and solar activity may be retrieved. An example is

given in Fig. 2 which shows fluctuations on the 1,000 year timescale well correlated

between the two records, suggesting a long-term solar influence on climate.

Figure 2. Records of 10Be (lighter curve) and ice-rafted minerals (darker curve) extracted from ocean

sediments in the North Atlantic. (Bond et al. 2001)
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On even longer timescales the amount of solar radiation received by the Earth is

modulated by variations in its orbit around the Sun. The distance between the two

bodies varies during the year due to the ellipticity of the orbit which varies with

periods of around 100,000 and 413,000 years due to the gravitational influence of

the Moon and other planets. At any particular point on the Earth the amount of

radiation striking the top of the atmosphere also depends on the tilt of the Earth’s

axis to the plane of its orbit, which varies cyclically with a period of about 41,000

years, and on the precession of the Earth’s axis which varies with periods of about

19,000 and 23,000 years. Averaged over the globe the solar energy flux at the

Earth depends only on the ellipticity but seasonal and geographical variations of

the irradiance depend on the tilt and precession. These are important because the

intensity of radiation received at high latitudes in summer determines whether the

winter growth of the ice cap will recede or whether the climate will be precipitated

into an ice age. Thus changes in seasonal irradiance can lead to much longer-term

shifts in climatic regime. Cyclical variations in climate records with periods of

around 192341100 and 413 kyr are generally referred to as Milankovitch cycles

after the geophysicist who made the first detailed investigation of solar-climate

links related to orbital variations.

Century scale

On somewhat shorter timescales it has frequently been remarked that the Maunder

Minimum in sunspot numbers in the second half of the 17th century coincided

with what has become known as the “Little Ice Age” during which western Europe

experienced significantly cooler temperatures. Fig. 3 shows this in terms of winter

temperatures measured in London and Paris compared with the 14C ratio found

in tree rings over the same period. Similar cooling has not, however, been found

Figure 3. From a paper by Eddy (1976) suggesting that winter temperatures in NW Europe are correlated

with solar activity. Note the coincidence of the “Little Ice Age” with the Maunder Minimum in sunspot

number
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in temperature records for the same period across the globe so attribution of the

European anomalies to solar variability may be unwarranted.

A paper published by Friis-Christensen and Lassen (1991) caused considerable

interest when it appeared to show that temperature variations over the observational

period could largely be ascribed to solar variability. The measure of solar activity

used was the length of the solar cycle (SCL) and, as can be seen in Figure 4

(top), this value appeared to coincide almost exactly with the Northern Hemisphere

land surface temperature record. This result has been challenged, however, by Laut

and Gundermann (2000) who show that the extrapolation used to complete recent

cycle lengths was flawed. Their version (extended back to 1550) is shown in Fig. 4

(bottom) and the correspondence between the two records in the 20th century now

appears much less marked.

Studies of the attribution of causes to recent climate change (see below) are now

able to extract a solar signal in centennial scale climate records but uncertainties

still remain in the absolute magnitude of the solar effect.

Solar cycle

Many studies have purported to show variations in meteorological parameters in

phase with the “11-year” solar cycle. Some of these are statistically not robust and

some show signals that appear over a certain interval of time only to disappear,

or even reverse, over another interval. There is, however, considerable evidence

that solar variability on decadal timescales does influence climate. An example is

shown in Fig. 5 which presents the mean summer time temperature of the upper

troposphere (between about 2.5 and 10 km) averaged over the whole northern

hemisphere. This parameter varies in phase with the solar 10.7 cm index with an

amplitude of 0.2–0.4K.

The hemispheric average, however, hides the fact that the solar signal is not

uniformly distributed. Solar signals detected in sea surface temperatures (SSTs)

by White et al. (1997) show that SSTs do not increase uniformly in response to

enhanced solar activity: indeed, the pattern shows latitudinal bands of warming and

cooling. They also show that the amplitude of the change is larger than would be

predicted by radiative considerations alone, given the known variations in TSI over

the same period.

A similar pattern at the surface is shown for the solar signal in the results of a

multiple regression analysis of NCEP/NCAR Reanalaysis zonal mean temperatures

(Haigh 2003). In this work data for 1978–2002 were analysed simultaneously for

ten signals: a linear trend, El Niño-Southern Oscillation (ENSO), North Atlantic

Oscillation (NAO), solar activity, stratospheric aerosol from volcanic eruptions,

Quasi-Biennial Oscillation (QBO) and the amplitude and phase of the annual and

semi-annual cycles. The patterns of response for each signal are statistically signif-

icant and separable from the other patterns. The solar response shows largest

warming in the stratosphere and bands of warming, of >0.4K, throughout the

troposphere in mid-latitudes.
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Figure 4. Top: Records of northern hemisphere land temperature (stars) and length of the solar cycle

(inverted, pluses) (Friis-Christensen and Lassen 1991). Bottom: Time series of smoothed solar cycle

lengths (darker curve) as fitted by Laut and Gundermann (2000) to the Mann et al. (1999) Northern

Hemisphere temperature record (lighter curve)

Shown in Fig. 6 are some results from a similar multiple regression analysis of

zonal mean zonal winds (Haigh et al. 2005). These show that the effect of increasing

solar activity is to weaken the westerly jets and to move them slightly polewards.

Other evidence for the influence of solar cycle variability on climate, specifically

surface temperatures and cloud, is discussed by Marsh (this volume).
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Figure 5. Time series of the mean temperature of the 750–200 hPa layer for the whole northern

hemisphere in summer (solid line) and the solar 10.7 cm flux (dashed line). (van Loon and Shea 2000)

(a)

(b)

Figure 6. Zonal mean zonal wind (positive values indicate westerlies – i.e. winds from the west)

(a) December, January, February (DJF) mean of NCEP reanalysis data 1979–2002; (b) Solar signal in
DJF from multiple regression analysis of NCEP data. (Haigh et al. 2005)

Shorter timescales

Various studies have suggested that the atmosphere responds to solar activity

effects on timescales much shorter than the solar cycle. A response to the solar

27-day rotation has been clearly observed in middle atmosphere composition and
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temperature (e.g. Hood and Zhou 1999). On even shorter timescales correlations

have been observed between decreases in GCRs associated with solar coronal mass

ejections and the areas of cyclonic storms (Tinsley 2000).

VARIATIONS IN SOLAR IRRADIANCE AND MECHANISMS
FOR INFLUENCE ON CLIMATE

Total Solar Irradiance and Radiative Forcing of Climate Change

Direct measurements of TSI made outside the Earth’s atmosphere began with the

launch of satellite instruments in 1978. Previous surface-based measurements did

not provide sufficient accuracy, as they were subject to uncertainties and fluctuations

in atmospheric absorption that may have swamped the small solar variability signal.

Figure 7(a) presents all existing satellite measurements of TSI and it is clear that

significant uncertainties remain related to the calibration of the instruments and their

degradation over time. For example, data from the newest instrument, the Total

Irradiance Monitor (TIM) on the SORCE satellite, is giving values approximately

5Wm−2 lower than other contemporaneous instruments which disagree among

themselves by a fewWm−2. This uncertainty is a serious problem underlying current

solar-climate research. The variation in TSI over the past two 11-year cycles is

known to greater accuracy showing approximately 0.08% �∼ 1�1Wm−2� variation.
There is a related uncertainty, however, in the existence of any underlying trend

in TSI over the past 2 cycles. Figure 7(b) presents one attempt to composite the

measurements into a best estimate. It shows essentially no difference in TSI values

between the cycle minima occurring in 1986 and 1996. The results of Willson

(2003), however, show an increase in irradiance of 0.045% between these dates.

The discrepancy hinges on assumptions made concerning the degradations of the

Nimbus7/ERB and ERBS/ERBE instruments, data from which fills the interval,

from July 1989 to October 1991, between observations made by the ACRIM I and II

instruments. If such a trend were maintained, it would imply an increase in radiative

forcing of about 0�1Wm−2 per decade. Compared in terms of climate forcing, this

is appreciable, being about one-third that due to the increase in concentrations of

greenhouse gases averaged over the past 50 years. These discrepancies are important

because all the available TSI reconstructions discussed below either use directly,

or are scaled to fit, the recent satellite measurements, using one or other of the TSI

composites.

The time interval of satellite observations contains information only on the short

term components of solar variability but, in order to assess the potential influence

of the Sun on centennial-scale climate change, it is necessary to know TSI further

back into the past. In reconstructing past changes in TSI, proxy indicators of solar

variability, for which longer periods of observation are available, are used to produce

an estimate of its temporal variation over the past centuries. There are several

different approaches taken to “reconstructing” the TSI, all employing a substantial

degree of empiricism, and some examples are given in Fig. 8. It is clear that the

available estimates diverge as they go back in time.
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Figure 7. (a) Daily-averaged total solar irradiance: all measurements made from satellites

(b) Composite of measurements to produce best estimate of TSI (figure courtesy of Claus Fröhlich,

http://www.pmodwrc.ch)

Top-of-atmosphere (TOA) solar radiative forcing (RF) may be deduced from

anomalies in total solar irradiance. It is, however, necessary to scale TSI by a factor of

0.18 to take account of global averaging and global albedo. Thus a 1�7Wm−2 increase

in TSI since 1750 translates into a TOARF of 0�3Wm−2, as shown in the IPCC (2001)

radiative forcing bar chart (see Fig. 1 of Rodger, this volume). We note in passing

that the solar value included in this well-publicised figure might be considerably

larger or smaller if a different year were assumed for the pre-industrial start-date.

Simulations with computer models of the global circulation of the atmosphere

(GCMs) have been carried out to represent the climate from ∼1860 to 2000 with
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Figure 8. Sunspot numbers (dark solid curve at top, arbitrary scale) and TSI reconstructions (all other

curves) by various authors

time-evolving natural (solar and volcanic) and anthropogenic (greenhouse gases,

sulphate aerosol) forcings. The GCMs are generally able to reproduce, within the

bounds of observational uncertainty and natural variability, the temporal variation

of global average surface temperature over the 20th century with the best match

to observations obtained when all the above forcings are included. Separation of

the effects of natural and anthropogenic forcing suggests that the solar contribution

is particularly significant to the observed warming over the period 1900–1940.

However, uncertainties remain with the solar effect, particularly regarding the

impact of the choice of solar reconstruction. The amplitude of the early 20th century

warming depends on the choice of TSI reconstruction used in the GCM. Rind

(2000) suggests, given some anthropogenic warming and large natural variability,

that solar forcing is not necessarily involved but the analyses made by Stott et al.

(2000) and Meehl et al. (2003) show that it is detected.

Going back over the past millennium the study of Crowley (2000), using a

1-D Energy Balance Model (EBM) shows that natural forcings can explain the

amplitude of natural variability in northern hemisphere surface temperature over

the pre-industrial period. In particular he points out that the higher levels of

volcanism prevalent during the 17th century, as well as lower solar irradiance, may

contribute to the cooler northern hemisphere experienced at that time. This period

is sometimes referred to as “The Little Ice Age” although how global it was is

contentious.

Historically many authors have suggested, based on analyses of observational

data, that the solar influence on climate is larger than would be anticipated based

on radiative forcing arguments alone. The problems with these studies (apart

from any question concerning the statistical robustness of their conclusions) is

that (i) they frequently apply only in certain locations, and (ii) they do not

offer any advances in understanding of how the supposed amplification takes

place. Recently some interesting developments have been made to address these
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problems based on two different approaches: the first uses detection/attribution

techniques to compare model simulations with observations. These studies (North

and Wu 2001; Stott et al. 2003) show that the amplitude of the solar response,

derived from multiple regression analysis of the data using model-derived signal

patterns and noise estimates, is larger than predicted by the model simulations

(by up to a factor 4). This technique does not offer any physical insight but

suggests the existence of deficiencies in the models and also shows how the solar

signal may be spatially distributed. The second approach proposes feedbacks in

the climate system (that may already exist in GCMs) and uses these to explain

features found both in model results and in observational data. The proposed

mechanisms are generally concerned with radiative and thermodynamic processes,

water vapour feedback and clouds. Mechanisms involving stratosphere-troposphere

dynamical coupling are discussed below. Another suggestion (Meehl et al. 2003)

is that the solar influence might be larger where there is less cloud (so that

more radiation is absorbed at the surface) and that this would lead to changes

in circulation associated with anomalies in horizontal temperature gradient. These

GCM results, however, have yet to be confirmed by observations or other model

simulations.

Solar Spectral Irradiance and Photochemical Effects in the Stratosphere

Response of stratospheric ozone to solar UV variability

Ozone is produced by short wavelength solar ultraviolet radiation and destroyed

by radiation at somewhat longer wavelengths. Images of the Sun acquired in

the visible and ultraviolet show that the amplitude of solar cycle variability is

greater in the far ultraviolet (see Fig. 9). This means that ozone production is

more strongly modulated by solar activity than its destruction and this leads to

a higher net production of stratospheric ozone during periods of higher solar

activity.

Both observational records and model calculations show approximately 2% higher

values in ozone columns at 11-year solar cycle maximum relative to minimum.

However, there are some discrepancies between satellite observations and model

predictions in the vertical and latitudinal distributions of the response. Figure 10

(right) shows a typical model calculation with the largest changes in the middle

stratosphere and less above and below, while the panel on the left shows the solar

cycle modulation of ozone derived from a satellite dataset.

The discrepancies between the signals derived from observations and models

is greatest in equatorial regions. The models show a maximum in the middle

stratosphere 35–40 km) while the observational datasets suggest something rather

different: a larger response near the stratopause and possibly a second maximum

in the lower stratosphere. This remains a key area of uncertainty in solar effects on

the atmosphere. There may be some factors missing in the models and their poor

simulation of the lower stratospheric response suggests that this might be related to

ozone transport. However, full 3D GCMs produce very similar profiles to those of
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Figure 9. Top: solar spectrum. Bottom: Fractional difference in solar spectral irradiance between

maximum and minimum of the 11-year cycle. Lean (1998)

the 2D models with less complete dynamics so the mechanisms involved are not

clear. It should also be borne in mind that the observational data are only available

over less than two solar cycles so there remains some doubt about the statistical

robustness of the signals derived from them.

Figure 10. Percentage increase in zonal mean O3 concentration (solar minimum to maximum) as a

function of latitude and height. Left: estimated from SAGE data (shaded areas statistically significant

at the 95% level). Right: estimated by 2D model. For further details of both observational and model

studies see Haigh et al. (2004)
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Response of Stratospheric Temperature to Solar UV Variability

The response of atmospheric temperatures to solar variability is large in the upper

atmosphere, with, for example, variations of 400K being typical at 300 km over

the 11-year cycle, reflecting the large modulation of far and extreme ultraviolet

radiation in that region. At lower altitudes the response is smaller, and less certain.

Measurements made from satellites suggest an increase of up to about 1K in the

upper stratosphere at solar maximum; a minimum, or possibly even a negative

change, in the mid-low stratosphere with another maximum, of a few tenths of a

degree, below. However, precise values, as well as the position (or existence) of

the negative layer, vary between datasets. GCM simulations of the solar influence

on the temperature of the middle atmosphere are fairly successful in reproducing

the magnitude of warming in the tropical upper stratosphere but less so in the lower

stratosphere where they fail to simulate the minimum seen in the data. Models

which incorporate an interactive photochemical scheme, and so predict ozone as

well as temperature, do not at present seem to be any more successful than those

with prescribed ozone changes.

Vertical Coupling Through the Middle and Lower Atmosphere

Northern hemisphere winter polar stratosphere

During the winter the high latitude stratosphere becomes very cold and a polar vortex

of strong westerly winds is established. The date in spring when this vortex finally

breaks down is very variable, particularly in the northern hemisphere, but plays a

key role in the global circulation of the middle atmosphere. Because variations in

solar UV input change the latitudinal temperature gradient in the upper stratosphere,

the evolution of the winter polar vortex may be affected. Satellite data suggest that

the vortex strengthens in November and December in response to solar activity.

This positive perturbation to zonal mean zonal winds then propagates polewards

and downwards, until by February it is replaced by an easterly anomaly (Kodera

et al. 1990; Kodera 1995). However, the picture is complicated by the apparent

modulation of the solar signal by the QBO in tropical stratospheric zonal winds

(Labitzke 1987; Gray et al. 2004).

Planetary-scale waves induce a large-scale meridional circulation (Haynes et al.

1991) that is strengthened when the winter polar vortex is more disturbed. The

meridional circulation is therefore a prime route for winter polar events to influence

the lower stratosphere, not only in polar latitudes but throughout the winter

hemisphere and even the equatorial and summer subtropical latitudes, through a

modulation of the strength of equatorial upwelling. A dynamical feedback via

the meridional circulation would serve to amplify the direct TSI and indirect UV

solar signal since the less disturbed early winter conditions in solar maximum

lead to a weaker meridional circulation, weaker equatorial upwelling and hence a

warmer equatorial lower stratosphere at solar maximum than solar minimum. Recent

advances in modelling these phenomena have been made (Matthes et al. 2004) but

there are still several aspects that are not adequately reproduced or understood.
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Stratosphere-troposphere coupling

The solar effects seen in the NCEP temperature and wind data (Fig. 6) have

been reproduced by GCM simulations of the effects of increased solar UV variability

(Haigh 1996, 1999; Larkin et al. 2000; Matthes et al. 2004): see Fig. 11. These

model studies also predict a weakening and expansion of the tropical Hadley cells in

response tosolaractivity.RecentanalysisofNCEPverticalvelocitydatahasconfirmed

that this effect is present in the real atmosphere (Gleisner and Thejll 2003).

The similarity of the signals found in the observational data and model runs

is intriguing and, by the nature of the model experiments, suggests that changes

in the stratosphere, introduced by modulation of solar ultraviolet radiation and

ozone, are key. It does not, however, explain the mechanisms whereby such a

change in tropospheric circulation is brought about by thermal perturbations to

the stratosphere. Haigh et al. (2005) have carried out some experiments with a

simplified GCM designed to elucidate some of these mechanisms. In these runs

changes in radiative heating are imposed only in the stratosphere but a response

is found extending throughout the troposphere. Figure 12 shows the response in

Northern hemisphere zonal mean zonal wind found in two such experiments: U5,

in which a 5K heating is imposed throughout the stratosphere, and E5, in which a

stratospheric heating of 5K at the equator decreases by cos2(latitude) to zero at the

poles.

From these experiments it was concluded that imposed changes in the lower

stratospheric temperature forcing lead to coherent changes in the latitudinal location

and width of the mid-latitude jetstream and its associated storm-track, and that

wave/mean-flow feedbacks are crucial to these changes. Imposed stratospheric

warming, and an associated lowering of the tropopause, weakens the jet and

Figure 11. Zonal mean zonal wind in January from a GCM study (a) Mean, (b) Signal induced by solar

cycle variation in UV (Haigh 1996, 1999)
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Figure 12. Difference from control run of zonal mean zonal winds in (Left) run U5 (contour interval

1ms−1� and (Right) E5 �0�5ms−1�. Average of 2 hemispheres. Regions in which the signal does not

reach the 95% confidence level are shaded. From Haigh et al. (2005)

storm-track eddies; equatorial stratospheric warming displaces the jet polewards

while uniform warming displaces it markedly equatorwards. It appears that the

observed climate response to solar variability is brought about by a dynamical

response in the troposphere to heating predominantly in the stratosphere. The effect

is small, and frequently masked by other factors, but not negligible in the context

of the detection and attribution of climate change. The results also suggest that,

at the Earth’s surface, the climatic effects of solar variability will be most easily

detected in the sub-tropics and mid-latitudes.

Details of the mechanisms involved in the transfer of the effects of the strato-

spheric forcing to the troposphere are still not clear but further such investigations

may provide the key to unraveling the mechanisms of how a solar (or indeed any

other) influence in the stratosphere may influence tropospheric climate.

SUMMARY

Radiation from the Sun ultimately provides the only energy source for the

Earth’s atmosphere and thus changes in solar activity clearly have the potential

to affect climate. There is now statistical evidence for solar influence on various

meteorological parameters on a wide range of timescales, although extracting

the signal from the noise in a naturally highly variable system remains a key

problem. Changes in solar irradiance undoubtedly impact the Earth’s energy

balance, thermal structure and composition but in a complex and non-linear

fashion and questions remain concerning the detailed mechanisms which determine

to what extent, where and when these impacts are felt. Advances in under-

standing are being made through the use of global climate models and it is only

by further investigation of the complex interactions between radiative, chemical

and dynamical processes in the atmosphere that these difficult questions will be

answered.
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CHAPTER 2.2

INFLUENCE OF SOLAR ACTIVITY CYCLES ON EARTH’S
CLIMATE

NIGEL D. MARSH

Center for Sun-Climate Research, Danish National Space Center, Copenhagen, Denmark

Abstract: In order to determine the influence of mankind on climate change it is important to

understand the natural causes of climate variability. A natural effect that has been hard

to understand physically is an apparent link between climate and solar activity. From
historical and geological records there are strong indications that the sun has played an

important role in the past climate of the Earth, but the physical mechanism is currently

unknown. Whatever mechanism caused those earlier changes would most likely also be

operating today and may have been active throughout the history of our planet. There

have been several attempts to explain the link between solar activity and climate from

variations in the sun’s radiative output. These have tended to rely on simulations involving

Global Climate Models (GCM), which are limited by our current understanding of the

fundamental physics. In the following contribution, an outline of the current candidate

mechanisms involving solar activity will be presented together with a description of the

ESA funded project to study the Influence of Solar Activity cycles on Earth’s Climate

(ISAC)

INTRODUCTION

The observation that warm weather seems to coincide with high sunspot counts and

cool weather with low sunspot counts was made 200 years ago by the astronomer

William Herschel (Herschel 1801; Hoyt and Schatten 1992). Herschel noticed

that the price of wheat in England was lower when there were many sunspots,

and higher when there were few. Since the time of Herschel there have been

numerous observations and non-observations of an apparent link between climate

and the sunspot cycle, a large number of which have previously been recorded in

various review articles and books on the subject (e.g., Dickinson 1975; Herman and

Goldberg 1978; Hoyt and Schatten 1997).
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There are three possible vectors between the Sun and the Earth that could lead to a

solar imprint on climate; a) the electromagnetic radiation (Total Solar Irradiance) – or
some component of it such as the ultra violet (UV), b) the direct solar wind through

magnetosphere/atmospheric coupling and c) the galactic cosmic radiation, which, is
modulated by the solarwind.Recently, a collaboration has been established, fundedby

ESA, to explore the Influence of Solar Activity Cycles on the Earth’s climate (ISAC).

The ISAC team, which includes the Space and Atmospheric Physics Department,

Imperial College, UK, the Swedish Institute for Space Physics, Lund, Sweden, and

the Center for Sun-Climate Research at the Danish National Space Center, Copen-

hagen,Denmark, intends to provide an up to date reviewof the current theories in solar

modulation of climate.Our goals are threefold: 1) to describe how solar activity affects

climate over a solar cycle, 2) to assess the likely impact of the currently proposed

mechanisms linking solar activity to climate, and 3) to advise on possible methods for

integrating thesemechanismsintoclimatesimulations. In thefollowinganintroduction

to the ISAC project is presented together with a brief description of the candidate

mechanisms that have been identified to date.

EVIDENCE FOR A SOLAR INFLUENCE ON EARTH’S CLIMATE

A solar influence on Earth’s climate has been found in many climate parameters

from the surface up to the top of the atmosphere. However, it is often average

global temperature at the surface that is used as the key parameter for demonstrating

variability in the average climate state. In the following sections, a summary is given

of changes in observed temperature that coincide with variations in solar activity.

Ocean Temperatures

One example of a positive correlation is the apparent response of Sea Surface

Temperatures to changing solar activity (Reid 1987; Reid 1991; Reid 2000). Sea

Surface Temperatures (SSTs) have been obtained from ocean going ships since the

middle of the 19th century. During the first part of the 20th century the observed

SSTs increased, and then flattened out during the years 1940 and 1970, before

continuing with the overall increasing trend. Figure 1 indicates that this long-term

variability in SSTs is in phase with the 80–90 year envelope that modulates the

approximately 11-year sunspot cycle.

White et al. (1997) confirmed this finding with two independent SST datasets, i.e.,

surface marine weather observations (1900–1991) and upper-ocean bathythermo-

graph temperature profiles (1955–1994). They band-passed basin average temper-

atures, and found each frequency component to be in phase with changes in solar

activity across the Indian, Pacific and Atlantic Oceans. Global averages yielded

maximum changes of 0�08± 0�02K on decadal (ca. 11-year period) scales and

0�14±0�02K on interdecadal (ca. 22-year period) scales in response to a 1Wm−2

change in Total Solar Irradiance (TSI) reconstructed at the top of the atmosphere



Influence of Solar Activity Cycles on Earth’s Climate 85

Figure 1. 11 year running mean of the annual sunspot numbers (upper thin curve), and the mean global

sea-surface temperature anomaly (lower thin curve). The heavy curves represent a 7th degree polynomial

least squares fit to the data. Units for the lower curves are 0.01K departures from the 1951–1980 average

(adapted from Reid (2000)

by Lean et al. (1995). The highest correlations were obtained with ocean tempera-

tures lagging solar activity by 1–2 years, which is roughly the time scale expected

for the upper layers of the ocean �< 100m� to reach radiative balance following

a perturbation in TSI. From simple energy balance arguments White et al. (1997)

estimated climate sensitivities due to changes in TSI at the ocean surface to be

0�2–0�4 �K/�Wm−2�. This suggests that a 0�04–0�09 �K change in SSTs would be

expected from a 1Wm−2 change in TSI at the top of the atmosphere. While these

estimates are of a similar order of magnitude to the observed changes in global

SSTs, they are on the low side, suggesting a possible amplification of the solar

signal within the climate system.

Land Temperatures

Another example of a positive observation is the correlation between solar activity

and northern hemisphere land temperatures. Friis-Christensen and Lassen (1991)

used the sunspot cycle length as a measure of the Sun’s activity. The cycle length

averages 11 years but has varied from 7 to 17 years, with shorter cycle lengths corre-

sponding to a more magnetically active Sun. A correlation was found between the

sunspot cycle length and the change in land temperature of the northern hemisphere

over the period 1861 to 1989 (latest update in Fig. 2). The land temperature of

the northern hemisphere was used in order to avoid the lag by several years of air
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Figure 2. Sunspot cycle length smoothed with a 121 filter (dashed-squares, left hand scale) versus the

northern hemisphere land temperature anomalies averaged over each solar cycle (solid-crosses, right

hand scale) (adapted from Thejll and Lassen (2000))

temperatures over the oceans, due to their large heat capacity. Of particular note is

the decrease between 1945 and 1970, which was also present in the Sea Surface

Temperatures discussed above. This cannot easily be explained by the steadily

rising concentrations of greenhouse gas in the atmosphere. It has been suggested

that aerosols provided a counter radiative effect during this period, but it also

appears to coincide with a decrease in the Sun’s activity. The data plotted in Fig. 2

have been extended to include the most recent solar cycle. Clearly the correlation

breaks down after 1990 and it has been suggested that this is an indication of the

increasingly dominant effect which greenhouse gas emissions have had on global

warming (Thejll and Lassen 2000).

However, the physical significance of the solar cycle length and whether it

reflects changes in solar properties that in turn affect the Earth’s environment are

currently uncertain. Attempts have been made to attribute the solar cycle length

with secular variations in the Sun’s large-scale magnetic field, which influences the

interplanetary shielding of cosmic rays arriving at Earth (Solanki et al. 2000), but

there are still a number of open questions.

Tropospheric Temperatures

Radiosonde observations of tropospheric temperatures over the period 1958–2001

display significant variability at a number of different time-scales. From monthly

data the effects of El Niño and volcanic eruptions are particularly evident. However,
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Figure 3. Tropospheric temperatures (thick), obtained from radiosondes, shown together with recon-

structed TSI (dotted), �Fs , using re-scaled sunspot numbers as a proxy and cosmic rays (thin). All data

sets have been low pass filtered with a 5 year running mean (adapted from, Marsh and Svensmark, 2003a)

these features are largely removed when filtering with a 3-year running mean

(Marsh and Svensmark 2003a), and the low-pass tropospheric temperatures show a

remarkably good agreement with changes in reconstructed TSI. Figure 3 indicates

that an increase in reconstructed TSI of 1Wm−2 coincides with an increase of

∼ 0�4 �K in tropospheric temperatures.

An expected temperature response from the reconstructed changes in TSI can

be estimated with a simple climate sensitivity analysis. A climate sensitivity of

0�6–0�8K/�Wm−2�, is obtained from the average response of climate models to a

doubling of CO2 (e.g., Appendix 9.1, Houghton et al. 2001). This predicts that a

1Wm−2 change in TSI at the top of the atmosphere would result in only ∼ 0�1 �K
change in tropospheric temperature. Clearly, changes in TSI alone are too small

to explain the observed tropospheric temperature variability and an amplification

factor is required (Marsh and Svensmark 2003a).

OBSERVATIONAL EVIDENCE FOR INDIRECT MECHANISMS

Although a solar influence on climate is apparent, model studies have indicated

that variations in the TSI are too small to explain the observed changes in recent

climate. Stott et al. (2003) found that current climate models underestimate the
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observed climate response to solar forcing over the 20th century as a whole, and

concluded that the climate system has a greater sensitivity to solar forcing than

models currently indicate. This is consistent with other studies that indicate the

response to solar forcing in tropospheric temperatures is under estimated by a factor

of 2 to 3 (Hill et al. 2001), and near-surface temperatures by a factor 2 (North

and Wu 2001). These studies assumed the solar imprint on climate originated from

direct changes in TSI at the top of Earth’s atmosphere and did not include any

possible indirect mechanism. Clearly an amplification of the solar signal, via some

indirect mechanism(s), is required to explain the observed correlations with climate,

and resolve the inconsistency with models.

The ISAC team has identified five external forcing parameters that are modulated

by solar variability and have the potential to influence Earth’s lower atmosphere

below 50 km. These include: Total Solar Irradiance (TSI), the Ultra-Violet (UV)

component of solar radiation, the direct input from the Solar Wind (SW), the

total Hemispheric Power Input (HPI) reflecting properties of precipitating particles

within the magnetosphere, and Galactic Cosmic Rays (GCR). In the table below,

estimates of the energy input directly into Earth’s environment is provided for each

solar modulated parameter.

The quantities in the three right hand columns of Table 1 are miniscule compared

to the TSI. Their variations in absolute terms are even smaller over a solar cycle,

where TSI varies by about 0.1%, and the variations in the other parameters are

∼ 5% for UV and 3–20% for GCR. Observational and modelling studies have

suggested that the response to TSI over a solar cycle is too small to have had a

significant impact on climate. Therefore, for the other solar-modulated quantities

to play a role in climate change, some mechanism for magnifying their effect must

be in place. These are briefly outlined below.

Table 1. Energy received at Earth from five Solar Modulated Parameters. The solar irradiance (TSI,

Fröhlich 2000), ultra-violet radiation between 200–300nm (UV, http://rredc.nrel.gov/solar/spectra/am0/),

solar wind (SW, ftp://nssdcftp.gsfc.nasa.gov/spacecraft_data/omni/omni2_2003.dat) and galactic cosmic

ray (GCR, Bazilevskaya 2000) quantities are estimates at the top of the atmosphere outside the magne-

tosphere. The precipitating energy of charged particles within the magnetosphere has been estimated

from the Total Hemispheric Power Input (HPI, http://spidr.ngdc.noaa.gov/spidr/dataset.do). The energy

input from cosmic rays is nearly isotropic, whereas the solar irradiance impinges only on the dayside.

The solar wind impinges on the much larger area of the magnetosphere, compared to the surface of the

Earth, but only in the region of open field lines (polewards of the cusp) can the solar wind penetrate

directly down to the uppermost layers of the dense atmosphere

Solar Modulated Parameter TSI UV SW HPI GCR

Number Density �cm−3� – – 6 – 5 ·10−10

Energy/Particle(eV) – – 103 104 108

Energy Density�eVcm−3� 2�8 ·107 – 6 ·103 – 0.5

Velocity�ms−1� 3 ·108 3 ·108 4�5 ·105 – 3 ·108
Energy Flux �Wm−2� 1366 15 4�4 ·10−4 6 ·10−5 2�4 ·10−5
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Solar UV

Various modelling studies have suggested that a response in atmospheric circu-

lation can amplify the terrestrial effect of solar irradiance changes, possibly via

the influence of solar UV variability on ozone concentrations and a corresponding

response in stratospheric temperatures (Haigh 1996; Haigh 1999; Haigh 2003).

Model results further suggest that this amplified stratospheric response to solar

variability has the potential to influence tropospheric circulation patterns (Matthes

et al. 2004). This aspect of solar modulated forcing is addressed by Haigh

(this volume).

Direct Influence of the Solar Wind

The solar wind is able to generate significant heating of the lower thermosphere

at high latitudes by direct charged particle precipitation, as well as generating

upper atmospheric ionisation that may influence the global electric circuit. Through

coupling with the magnetosphere the solar wind also drives ionospheric currents at

high latitudes that in turn accelerate the neutral atmosphere. An intensification of

both thermospheric and tropospheric flows following strong geomagnetic activity

has been observed by Bucha and Bucha (1998). A mechanism connecting these two

phenomena is currently uncertain, but they have suggested that downward winds

generated in the polar cap of the thermosphere can penetrate to the stratosphere

and finally couple with the troposphere. Arnold and Robinson (2001) have shown

from modelling studies that planetary waves provided a means for coupling the

solar-induced changes in the thermosphere down to the stratosphere during winter.

Their modelled stratospheric response is qualitatively similar to that observed

from UV changes.

Recent studies (Boberg and Lundstedt 2002, Boberg 2003) have shown a strong

relationship between the electric field of the solar wind and a pressure phenomenon

in the north Atlantic termed the North Atlantic Oscillation (NAO) (Marshall et al.

2001). A substantial portion of the climate variability in the Atlantic sector is

associated with the NAO which varies over a wide range of timescales. A possible

scenario for the solar wind/NAO interaction could include an electromagnetic distur-

bance induced by the solar wind in the ionosphere. This global disturbance could

dynamically propagate downwards through the atmosphere, a scenario similar to

the one proposed by Baldwin and Dunkerton (2001). This downward motion takes

several weeks and during this time it would be affected by different atmospheric

circulations from the equator toward the poles (Peixoto and Oort 1984), resulting in

a pressure pattern more concentrated at high latitudes. Due to this slow, dynamic,

propagation, it may be possible to make forecasts of the weather/climate in the

Atlantic sector based on the solar wind state.

Magnetosphere/Ionosphere

The dynamics of the magnetosphere is driven by the solar wind, and thus is

strongly correlated with solar activity. The physical state of the ionosphere is
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determined predominantly by solar illumination and precipitating charged particles,

so it too reflects variations in solar activity, but it is also sensitive to changes

in the atmosphere below. For there to be a significant effect on the climate of

the lower atmosphere, a strong amplifying mechanism is required which couples

the solar wind-magnetosphere-ionosphere-lower atmosphere. This coupling could

take various forms, e.g., through precipitating particles or through magnetospheric

current systems closing in the ionosphere thereby depositing Joule heating to the

upper layers of the atmosphere. While precipitating particles fluctuate by several

orders of magnitude between quiet times and magnetic storms/substorms, magneto-

spheric current systems are more persistent existing even during very quiet periods.

However, the energies involved are extremely small compared to TSI or UV (see

Table 1); thus, a currently unknown amplifying mechanism is required if the magne-

tosphere – ionosphere system is to have a significant impact on the climate of the

lower atmosphere.

Galactic Cosmic Rays

Cosmic rays are the main source of ionization in the troposphere (Bazilevskaya

2000), and there is increasing evidence that cosmic rays, which are modulated by the

solar wind, can noticeably affect Earth’s climate, via an influence on tropospheric

cloud properties (Carslaw et al. 2002; Marsh and Svensmark 2000a, b, 2003b;

Svensmark and Friis Christensen 1997).

The latest update of low cloud amount (LCA) and cosmic rays is shown in

Fig. 4. However, variability in LCA correlates equally well with TSI or solar

UV, and cannot be uniquely ascribed to a single mechanism when using globally-

averaged data. This has led to suggestions that the cosmic ray-low cloud link is

a result of a tropospheric circulation response to TSI or solar UV (Kristjansson

et al. 2002). However, the ISCCP cloud data now span two solar cycles which

allows for a qualitative comparison over the “22 year” cycle. This cycle is the result

of a change in the Sun’s magnetic polarity between consecutive solar cycles and

affects the shielding of GCR as they enter the heliosphere. Under solar minimum

conditions this results in a sharp GCR peak during the late 1980’s with a more

blunted GCR peak during the 1990’s, a feature which is also apparent in LCA,

but not in TSI or UV (see Fig. 4). Another way to distinguish between these

processes is to utilize the property that cosmic rays arriving at Earth are additionally

modulated by the geomagnetic field whereas solar irradiance is not. Recent obser-

vational evidence indicates that the solar cycle amplitude in LCA, over the period

1984–2000, increases polewards and possesses a similar latitudinal dependence to

that found in cosmic ray-induced ionization (CRII) of the troposphere (Usoskin

et al. 2004). This supports a physical mechanism involving cosmic rays rather than

solar irradiance.

Ionization from GCR possibly influences the atmospheric aerosol distribution on

which clouds form, and/or affects the global atmospheric electric circuit with the
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Figure 4. Monthly averages of ISCCP-D2 IR global Low Cloud Amount derived from a combination

of polar orbiting and geostationary satellites (thin), cosmic rays (thick), and solar UV (dotted). The Low

Cloud Amount has been adjusted to take account of a possible inter-calibration problem after 1994 (see

Marsh and Svensmark 2003b)

potential to enhance aerosol-droplet collision efficiencies at cloud boundaries. Both

mechanisms are briefly outlined below.

Ion Induced Nucleation (IIN): Ions produced through the nucleonic cascade of

cosmic rays in the troposphere rapidly interact with atmospheric molecules and are

converted to complex cluster ions (aerosols) (Gringel et al. 1986; Hoppel et al.

1986). It is thought that these cluster ions grow through ion-ion recombination

or ion-aerosol attachment, and thus affect the number of aerosols acting as cloud

condensation nuclei (CCN) at typical atmospheric supersaturations of a few percent

(Viggiano and Arnold 1995). Recent atmospheric observations indicate a role for ion

induced nucleation (IIN) in ultra-fine aerosol formation (sizes < 10nm, Eichkorn

et al. 2002; Lee et al. 2003). But it remains an open question as to whether aerosol

concentrations at CCN sizes �∼ 100nm� are sensitive to a perturbation in ionisation

and capable of significantly influencing cloud properties. Nucleation modelling

studies suggest that it is the lower troposphere (below 5 km) that is most sensitive to

changes in IIN (Yu 2002). Under such conditions, an increase in GCR would lead

to an increase in aerosol and hence a decrease in cloud droplet sizes. Ferek et al.

(2000) have shown that an increase in aerosol concentrations due to ship exhaust can

lead to drizzle suppression which has implications for cloud lifetimes. If ionization

from GCR can be shown to have a similar affect on the lower tropospheric aerosol

distribution, and subsequently prolong a cloud’s lifetime, it would be consistent

with the cosmic ray – low cloud correlation outlined above. However, ship tracks

are a large perturbation locally, whereas a possible GCR – CCN mechanism will

be a small perturbation globally. The possible link between atmospheric ionization

and aerosols acting as CCN requires confirmation by experiment to determine

its potential implications for climate. Currently two such experimental efforts are
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underway at DNSC, Copenhagen, Denmark (http://www.dsri.dk/sun-climate/) and

at CERN, Geneva, Switzerland (http://cloud.web.cern.ch/cloud/). Initial results from

the Copenhagen experiment suggest that ionisation does play a role in aerosol

nucleation in the atmosphere (Svensmark et al. 2006).

Global Atmospheric Electric Circuit: A further suggestion is that the amplification

of cosmic rays on climate could be through changes in the global atmospheric

electric circuit (Rycroft et al. 2000). Current flowing in the global atmospheric

electrical circuit substantially decreased during the 20th century, which has been

quantitatively explained by a decrease in cosmic rays (CR) reducing the ionospheric

potential as solar activity increased (Harrison 2002). This potentially affects aerosol-

cloud interactions at the edges of clouds, e.g., Tinsley (2000), (see a review of

possible mechanisms in Harrison and Carslaw (2003)). Highly-charged droplets are

generated at cloud boundaries in the troposphere due to the weak vertical currents

of the global electric circuit. Once these droplets have evaporated, highly charged

CCNs remain, and the presence of this charge enhances collision efficiencies when

interacting with other liquid droplets. The process of nucleation and evaporation

repeats itself continuously and is thought to aid in the formation of ice particles in

supercooled liquid water clouds; as a result it is referred to as ‘electroscavaging’

(Tinsley 2000). There is some limited observational evidence to suggest that this

process can have an additional influence on atmospheric dynamics (Roldugin and

Tinsley 2004).

SUMMARY

This introduction to the ISAC project has emphasized the need to better under-

stand the impact which solar variability can have on Earth’s climate. Traditionally

climate studies have focused on solar irradiance or some component of the solar

spectrum such as UV. Here a very brief review of other potential mechanisms

linking solar variability to climate has been presented. The goal of the ISAC team

is to try to quantify the relative impact from all five solar modulated processes. The

atmospheric response to solar variability will be characterized at various timescales

by comparing the five solar parameters with various climate parameters from the

stratosphere down to the surface. By identifying the nature of the climate response

both temporally and spatially, better constraints can be placed on the physical

mechanisms that may link changes in Earth’s climate to solar variability.
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Abstract: As a consequence of alterations of atmospheric chemical composition due to anthro-

pogenic emissions, Earth’s ionosphere and thermosphere are expected to change.

A number of authors tried to detect signs of global change in their ionospheric data, but

many findings remain controversial. We briefly review long-term trends observed in the

critical frequencies of the ionospheric E and F2 layers as well as in the height of the

F2-peak, i.e. the layer of maximum electron density. Using 48 years of F2-layer critical

frequency data from Sodankylä, Finland, we demonstrate how the sign and amplitude

of the detected trends depend upon the choice of model fitted to the data and suggest a

method to choose the best possible model

INTRODUCTION

Predictions of changes of atmospheric chemical composition due to anthropogenic

greenhouse gas emissions led Brasseur and Hitchman (1988) to study the effects

of these changes on the upper atmosphere using a 2D numerical model. They

anticipated the stratopause to cool by 8 to 15K for doubled concentrations of

carbon dioxide �CO2� and methane �CH4�. Roble and Dickinson (1989) followed

up on this idea using their global mean model of the upper atmosphere and

ionosphere. They predicted the mesosphere and thermosphere to cool by 10K and

50K, respectively, for doubled CO2 and CH4 at 60 km altitude. Since ionospheric

temperatures are expected to change much more dramatically with greenhouse

gas increases than surface temperature, which is expected to rise only by a few

degrees K, this “greenhouse effect” should thereby be more easily detectable in the
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ionosphere than on the ground. Rishbeth (1990), using a brief calculation based

on scale heights, estimated the changes expected in some standard ionospheric

parameters. He concluded that only the F2-layer peak height could be expected to

show significant change. Later Rishbeth and Roble (1992) used the NCAR compu-

tational Thermosphere-Ionosphere General Circulation Model and largely verified

Rishbeth’s earlier estimates.

Changes in temperature affect both heights and critical frequencies of ionospheric

layers, but for different reasons. The ‘photochemical’ E and F1 layers form

where the ionizing radiations that produce them reach unit optical depth, which

depends on solar zenith angle, the absorption cross-sections for these radiations,

and atmospheric pressure. The F2 peak (normally the level of highest electron

density) is controlled by a balance between photochemical and transport processes,

and this, too, tends to occur at some given pressure-level (Garriott and Rishbeth

1963; Rishbeth and Edwards 1989). The height h�p� of any fixed pressure-level

p depends on how the scale height H varies with height, and may be computed

from an integration from the ground (height h= 0, pressure po) up to the required

pressure-level p, namely �n�po/p�=
∫
�dh/H�.

With increasing greenhouse gas concentrations, the thermosphere cools as the

lower atmosphere warms. There will be an “isopycnic level” in the middle

atmosphere where the pressure stays constant. The E layer is only a few scale

heights above that level, so its height will not decrease much as greenhouse gases

increase. But the F2 layer is many scale heights above the isopycnic level, and

the cumulative effects of the decreases of H below it should lower its peak height

hmF2. The maps of Rishbeth and Roble (1992) indeed show that in most places

hmF2 drops by 10–20 km if atmospheric CO2 and CH4 are doubled.

As regards the peak electron density of a layer, the total number of ions and

electrons produced along a slant path from the Sun through the ionosphere is

determined by the flux of ionising photons and the chemical composition of

the atmosphere on which the radiation acts. The thickness of any layer depends

on the local scale height, which is proportional to temperature. By this simple

consideration, the peak electron density should vary inversely with temperature,

so that Nm ∝ 1/T . Beyond that, any further change due to “greenhouse cooling”

depends on how the rate coefficients of the chemical and transport processes

vary with temperature. Furthermore, both layer height and peak electron density

could be further affected if global change alters the chemical composition of

the thermosphere, e.g. by changing the level of turbulence in the turbopause

region.

Over the years a number of authors have used their various data sets to detect long-

term change consistent with theoretical estimates. These include most prominently

the F2-peak height, and the F2- and E-layer critical frequencies (foF2 and foE).
Furthermore, there have been studies of radio path reflection (e.g. Taubenheim et al.

1990) and ionospheric absorption (Serafimov and Serafimova 1992). Many differing

and partly conflicting results have been obtained, possibly as a result of the trend

analysis procedures. To highlight this we briefly summarise the published research
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on E- and F2-layer trends. Then we demonstrate the difficulties of comparing

the results of different authors and suggest an optimised method for determining

trends.

TRENDS IN F2-LAYER PEAK HEIGHT

Even though Rishbeth (1990) suggested F2-layer peak height to be the most

obvious parameter in which to expect an ionospheric greenhouse effect, it possibly

is the most complicated one to analyse. Usually, hmF2 is not routinely scaled

from ionograms; it has to be estimated using other regularly scaled parameters.

Shimazaki (1955) showed that it is approximated by a formula involving the

maximum usable frequency factorM(3000)F2 for a 3000-km radio path of the form

A+B/M(3000)F2, where A, B are numerical constants. Several authors published

improved empirical formulae, adding to M(3000)F2 a correction term �M that

allows for the effect of ionisation below the F2 peak (see Dudeney 1983). The choice

of some formulae can even reverse the sign of the observed trends (Jarvis et al.

2002). Consequently, the applicability of any such formula to a given ionosonde

needs to be verified (Ulich 2000).

Bremer (1992) was the first to derive trends from ionosonde data; he found

a negative trend much stronger than predicted �−0�24km/yr� for hmF2 from

Juliusruh, Germany. Later on, Ulich and Turunen (1997) reported negative hmF2

trends for Sodankylä �−0�39km/yr�. Jarvis et al. (1998) studied data from Argentine

Island, Antarctica, and Port Stanley, Falkland Is., and found the trends to depend

upon season and time of day, however most trends were negative (between −0�1
and −0�4km/yr). Bremer (1998) arrived at the puzzling result of negative trends

west and positive trends east of 30 �E. Upadhyay and Mahajan (1998) published the

first global study but their results were inconclusive, finding seven positive and as

many negative hmF2 trends, some in disagreement with Bremer’s results. Trends

at Tucumán, Argentina, turned out to be negative (Ortiz de Adler et al. 2002) and

so did trends derived by Clilverd et al. (2003) for 11 stations. Xu et al. (2004)

tested several trend models against hmF2 of Kokubunji, Japan, and found negative

trends. Ulich (2000) studied 66 stations worldwide and found negative and positive

trends, some changing sign with the trend model or empirical hmF2-formula used.

He did not find any geographic consistency.

TRENDS IN F2-LAYER CRITICAL FREQUENCY

Cooling of the thermosphere should cause little change in foF2: the computations

of Rishbeth and Roble (1992) found changes (mainly decreases) of no more than

0.5MHz for doubled CO2. Bremer (1992) did not find any significant changes in

electron density at Juliusruh. Upadhyay and Mahajan (1998) reported only small

trends in foF2 (17 negative, 14 positive) and concluded that ionospheric data do

not contain definitive evidence of a global trend. Bremer (1998) found the sign of
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trends to be negative (positive) to the west (east) of 30 �E. Sharma et al. (1999)

found a rather strong negative trend �−40kHz/yr� for foF2 at Ahmedabad, India.

In the same year, Danilov and Mikhailov (1999) studied 22 stations and found all

of them to have a negative trend. Thereafter, Mikhailov and Marin (2000) reported

the trends of 30 northern hemisphere stations to depend upon geomagnetic latitude.

Their “geomagnetic control concept” suggests geomagnetic effects to dominate over

possible climate change effects.

TRENDS IN E-LAYER CRITICAL FREQUENCY

Trends in the E layer are suggested to be practically non-detectable (Rishbeth,

1990). However, a few attempts have been made to observe long-term change in

critical E-layer frequency. Bremer (1998) studied 25 stations and found only 11

trends to be significant at 90% confidence level and their magnitude was typically

a few kHz/yr, positive as well as negative. Mikhailov and de la Morena (2003)

found that the geomagnetic control concept applies to foE, too. Peculiarly, they find
an anti-correlation of long-term changes of geomagnetic activity (Ap index) with

foE long-term trends, but only before the early 1970s. Thereafter this dependency

breaks down and the authors speculate whether this could be due to anthropogenic

effects such as chemical pollution.

PROBLEMS OF TREND DETERMINATION

Several problems need to be addressed when considering long-term trends,

especially if one wants to compare results by different authors: for instance the

resolution of the data used; if smoothing filters are used; if and how known varia-

tions have been removed from the time series. Ulich et al. (2003) highlighted some

principal problems with trend studies and pointed out that quality and consistency of

historic geophysical time series must be ensured. Changes of instrument hardware

or location as well as changes of personnel can introduce discontinuities or gaps in

the data set. Moreover, the observed trends are often smaller than the operational

accuracy of the instruments and thus the significance of trends has to be verified

and error bars should accompany trends.

In order to demonstrate the impact of data treatment and model composition on

trend analysis, the present work focuses on long-term trends in F2-layer critical

frequency, which is readily obtained from ionosondes and does not require the

use of empirical formulae. However, many issues pointed out here are equally

valid for other (ionospheric) time series. Here we have tested a number of physi-

cally plausible long-term trend models against the foF2 record from the Sodankylä

Geophysical Observatory, Finland. Located in the auroral zone in Northern Finland

(67 �22′N�26 �38′ E, L = 5�2), the observatory, established in 1913, began vertical

ionospheric soundings in August 1957. Since then the ionosonde was only changed

twice, in February 1977 and in November 2005. However, the present work includes

only data obtained by the first two instruments. From the beginning to February
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2002, almost all ionograms were scaled by the same person. The Sodankylä

ionosonde data are thus of very high quality and consistency and cover more than

48 years.

Multi-parameter Models

Known components have to be removed from a time series in order to reveal

the unknown components, which make up the variation of the residual. These

could be changes of atmospheric chemical composition, the Earth’s magnetic field,

thermospheric winds or atmospheric dynamics in general. But the residual also

includes measurement errors and possibly elements thus far not considered at all.

Some authors remove known variabilities in separate steps, making it very

difficult to estimate an error for the resulting trends. Here we use linear combina-

tions of base functions fk�t� to model the data, which replicates the models used

in published trend analyses. All of these models include a constant x1 and a linear

trend x2t. The parameters xk of the models were then fitted to the foF2 data in the

least-squares sense by means of singular value decomposition. The main advantage

of this method is that it fits all model components in a single step giving the most

probable solution for the unknown xk and their standard error. Here we assume

foF2 to be accurate to within 1MHz. If ti are the sampling times and N is the

number of functions included, any of these models is given by

M�ti�= x1+x2ti+
N∑
k=3

xkfk�ti��

The inclusion of the sampling times is another major advantage of this method,

because it removes the need for interpolating gaps and thereby introducing possibly

misleading pseudo data into the time series. The most basic model contains only

the first two terms. Additionally, these models can contain variations of solar or

geomagnetic activity, or seasonal cycles.

Choice of the Proxy of Solar Activity

Most prominently, ionospheric data are affected by variations of solar activity.

Jarvis et al. (2002) and Clilverd et al. (2003) showed that solar activity variations

need to be removed from the data prior to determining a trend. They found that

the trend depends on the phase of the solar cycle at the beginning and the end of

the data set: if the data start at solar maximum and end at solar minimum, then a

strongly negative trend is likely in foF2 and hmF2, which correlate positively with

solar activity. Since most ionosondes started during the IGY in 1957, the year of

the highest solar activity in the 20th century, any time series strongly modulated

by solar activity and starting at that time will show a negative trend.

However, solar activity can be expressed in a number of different ways. The

simplest approach would be to simulate it by a sinusoidal wave having a period
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of 11 years. This would certainly be too crude, since solar activity cycles are

not symmetrical. Thanks to modern computers, one can directly use, e.g., Zürich

sunspot numbers or sunspot group numbers in the tradition of the Royal Greenwich

Observatory (RGO) to name but a few. Besides counting spots on the Sun’s surface,

which might appear a rather unphysical “measurement” of solar activity, there are

records of solar 10.7-cm radio fluxes in form of “adjusted” values normalised to a

Sun–Earth distance of 1AU and as “observed” values including the 3.3% distance

variation. Here we use monthly means of both fluxes (Fadj and Fobs) and of Zürich

sunspot counts (SSN). However, since the ionosphere is formed largely by extreme

UV and X radiation from the Sun, other proxies are possible, too, e.g. the E10.7

index (Tobiska et al. 2000).

Geomagnetic Activity and Seasonal Variations

Geomagnetic activity variations, which also show long-term changes (Clilverd et al.

1998), directly affect the ionosphere, which can be taken into account by means of

geomagnetic indices. Most readily available are the planetary Ap and Kp indices.

K-based indices are not suitable, because K is a logarithmic scale. However, the

linear Ap index can directly be used for correlation studies. One could also use the

local Ak from the ionosonde site, if this is available. Here we use monthly means

of both Ap and Sodankylä Ak indices.

Ionospheric foF2 is modulated by annual and semi-annual variations (Rishbeth

et al. 2000). They are included in the trend models in form of their Fourier compo-

nents with periods of 1 year (Ann) and half a year (S-Ann).

Resolution and Filtering of the Data

The task is to find a trend over several solar activity cycles and thus it seems

inappropriate to use high-resolution data such as hourly or daily values. On the

other hand, any averaging or filtering removes features and makes the data less

physical. A completely featureless time series will show a high degree of correlation

with another featureless data set even if they lack any physical relation. Thus the

resolution of the data sets has to be chosen carefully. Typically daily, monthly or

annual averages are used for trend studies, with monthly data being most common.

Often data sets are smoothed by low-pass filters: monthly data might be smoothed

using a filter window of 1 year in order to remove seasonal variability. Some

authors use 11-year filters to remove solar activity variation. Sometimes an 11-year

running mean filter is applied to annual averages.

When using filters, two issues need to be tackled: (a) to which point of the filter

window the result is assigned and (b) how parts of the time series are treated, where

the sliding window is not entirely populated with data. The former question (a)

merely leads to a shift in time of the filtered with respect to the unfiltered data set,

but the trend magnitude is not affected. In order to avoid the time shift, the result

of the filter is usually assigned to the centre of the filtering window. The latter
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issue (b) is more important. If the filter window is not completely covered with

data, artefacts might be introduced. This happens whenever there are large gaps,

but also (for a centred window) at the ends of the data set. Thus the filter can only

be applied to data half a window length from each end of the time series and thus

it reduces the amount of usable data.

Furthermore, the level of filtering of model components and foF2 needs to be

consistent. For instance it is not appropriate to fit unfiltered monthly values of, say,

solar activity to monthly foF2 filtered by a 1-year running mean filter.

In the present work we used exclusively monthly averages, but for comparison

we smoothed these by centred 13-month and 131-month (11-year) running mean

filters. Besides solar and geomagnetic activity parameters, the original foF2 data

were filtered. In all cases, the filter window had to be almost completely populated

with data, which means, in the case of the 11-year running mean, that the filtered

time series is shortened by 9 years (requiring fully-populated filter windows would

have been too restrictive due to gaps in the foF2 data). While all available data

were used for filtering, all time series were thereafter cut to the longest common

interval, so that smoothed as well as unsmoothed data sets are of identical duration

covering 40 years from October 1961 to September 2001.

UNRAVELLING LONG-TERM TRENDS

Subsequently, we selected 133 physically plausible combinations of these model

components all of which are given in the top panel of Fig. 1. Every row refers to a

component given above. Crosses, circles, and stars refer to unsmoothed, 13-month

and 131-month filtered data, respectively. Constant and slope are always present.

Semi-annual and annual variations appear only together. The first model includes

only constant and slope. Models 2–7 neglect solar but include geomagnetic activity.

Models 8–70 combine solar and geomagnetic activity, while 71–133 include also

seasonal variations.

All of these models were fitted to the Sodankylä foF2 time series, which itself

was used in the form of monthly medians as well as 13 and 131 month running

means thereof. The fitted model was subtracted from the original data and the

standard deviation of the residual was obtained. This value (2nd panel) represents

the “goodness of the fit:” the smaller it is, the better the model represents the data.

The fit was done only when the degree of smoothing of the measured foF2 was

less than that of the model. For instance, all models containing semi-annual and

annual variation were fitted only to unfiltered foF2, because any filter would have

removed the seasonal variation. In the lower panels of Fig. 1, the symbols indicate

the type of foF2 used for the fit: crosses mean “raw” monthly medians, circles and

stars refer to 13 and 131 month running means.

The third panel of Fig. 1 depicts the probable error of the slope parameter in kHz

per year and the fourth panel shows the slope x2 of the foF2 time series. If the

fit of the slope was not confident to at least 95% according to the Fisher criterion

(Bremer, 1992), the result was excluded from the last panel.
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Figure 1. Top panel: composition of the model (crosses: monthly averages; circles and stars: 13 and 131

month running mean). Second panel: standard deviation of the residual after subtracting the model from

the data. Third panel: probable error of the slope parameter in kHz/year. Fourth panel: trend magnitudes

in kHz/year at confidence limits ≥ 95%. In all panels the horizontal axis is the serial number of the

model used for the fit. The model was fitted to monthly foF2 (crosses), 13-month smoothed foF2

(circles), or 11-year smoothed foF2 (stars)

The trends determined by fitting these models to the same data set vary greatly:

the smallest trend (at 95% confidence level) is −18± 4kHz/yr and the largest is

21±4kHz/yr. Most trends are negative, i.e. foF2 decreases over time, but some

of the trends are positive. Comparing top and bottom panel, it is apparent that the

trends turn positive whenever an 11-year running mean of solar activity is used

(Models 50–70 and 113–133) but only if foF2 was not smoothed using the same

filter. Models 29–49, which use 13-month running means of solar activity, do not

show this behaviour: the resulting trends are very similar to one another, but those

fitted to the non-smoothed foF2 data are consistently smaller. This demonstrates

that (Sodankylä) foF2 is mainly modulated by solar activity and that the same level

of smoothing should be applied to both solar activity and foF2. Moreover, Models

1–7 (no solar activity) do not yield a confident trend for monthly data and only

two confident trends for 13-month smoothed foF2. They can establish a confident

trend only after smoothing over one solar cycle.
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In analogy to Jarvis et al. (2002), we studied the trends determined by Models

1–7 as a function of the length of the data set and found very strong “ringing”

behaviour. This means that the underlying cyclicity is not sufficiently removed from

the data. By fitting a damped oscillator, we estimate the underlying trend to be

+40kHz/yr, which is much stronger that of +12±4kHz/yr given by Model 1 but

only because the model is still oscillating. This indicates that a more sophisticated

model is required to determine a trend.

Another obvious feature of Fig. 1 is the consistently larger error whenever 11-

year running means of geomagnetic activity were included. This is clear for the

Sodankylä Ak index, but it is also observed in the planetary Ap. Further inspection
shows that all Ak models lead to slightly larger trend errors than the Ap models

while both fit the data equally well (2nd panel), independent of which index is

included or whether it is omitted altogether.

The quality of the fit does, however, depend upon the type of solar activity proxy,

as long as unsmoothed monthly values are considered (Models 8–28, 71–91). While

the errors of the trend do not vary much within each group of three models, which

are identical except for solar activity, the model fit is worst for sunspot numbers,

better for adjusted and best for observed radio fluxes, which makes perfect sense

since solar radiative energy received on the Earth is modulated by the Earth–Sun

distance variation.

The choice of solar activity proxy also affects the trend magnitude (4th

panel). Practically all sunspot-based models (8–112) obtain a trend considerably

less negative than the radio-flux based models. Inclusion of annual and semi-

annual variability does not affect the trend error much, but it does make the fit

better.

In order to decide which model is the most suitable for trend determination,

we use the “goodness” of the fit as well as the probable error of the slope. By

themselves these parameters are not sufficient to make a good decision. This is

evident from Fig. 1 when looking at, say, Models 89–91, which fit the data very

well (2nd panel), but their slope has an error twice as large as the almost equally

well fitting Models 86–88. The reverse argument is true, too: Models 113–130 have

small slope errors (3rd panel), but they do not fit the data very well. Therefore

we use the product of the probable slope error and the standard deviation of the

residual to decide which model suits our foF2 time series best.

In case of unsmoothed foF2 values, the overall best model (76) gives a trend of

−14±4kHz/yr. It contains observed monthly radio fluxes, monthly planetary Ap
and seasonal variability, which is consistent with our previous conclusions. When

the models are fitted to 13-month running means of foF2, the best model (37)

yields a slope of −14±4kHz, too. It consists of 13-month running means of both

observed radio fluxes and Ap, which shows that equal levels of data filtering should

be used in a trend analysis. Models containing seasonal variation (71–133) have not

been fitted to the filtered foF2, because the filter removes this seasonal variability

from the data. Finally, for 131-month running means of foF2, the best model is 61

�−10±4kHz�, with observed fluxes and Ap filtered in the same way.
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The trends from Models 37, 61 and 76 as functions of the length of the data

set did not exhibit any obvious 11-year ringing, indicating that the solar cycle has

been removed effectively. Moreover, fitting the damped oscillator yielded a trend

of −14kHz/yr for Models 37 and 76 and −9kHz/yr for Model 61, which agrees

with the trend from the multi-parameter fit (Fig. 1).

CONCLUSIONS

In order to determine the long-term trend in Sodankylä foF2, we fitted a selection

of 133 physically plausible models to the data. We demonstrated that the trend

greatly depends on which model is used. We multiplied the error of the trend

with the standard deviation of the residual (data minus fitted model) and used this

product to find the best model for our data. We isolated one model for each level of

filtering of the original foF2. Two models using monthly averages and 13-month

running means thereof yielded trends of −14± 4kHz while the model fitted to

131-month running means of foF2 returned a trend of −10±4kHz/yr. All three
models contain the planetary geomagnetic Ap index as well as observed 10.7-cm

fluxes, which fit the data better than sunspot numbers or adjusted radio fluxes.

When using unfiltered monthly averages, annual and semi-annual variation should

be included. The results show that, for best results, the degree of smoothing of the

model components must match that of the time series to be studied.

These conclusions apply to Sodankylä foF2. We did not test whether the same

models work best for other ionosonde stations, too. Each site is different in latitude,

balance of solar and other inputs, influence of thermospheric winds, etc., and

therefore it is strongly recommended that for every foF2 observatory the procedure

described in this paper be used for finding the best possible model.
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Abstract: Thermospheric density models are a main source of error in the orbit determination

and prediction of low Earth satellites. The empirical models that are in wide use today

show large systematic errors when compared with data derived from accelerometers and

spacecraft tracking. This accuracy limit is inherent in their model formulation, which

is based on an imperfect correlation of observed thermosphere density with a limited

set of certain space weather proxy indices. It has been demonstrated that a substantially

higher accuracy can be reached by model calibration using concurrent observations of

satellite drag. Such drag observations can be obtained by processing freely available

Two-Line Element (TLE) data, which are used for representing and distributing satellite

orbit trajectories. Several aspects of this data processing require specific attention. These

include the selection of suitable space objects, determining their ballistic coefficients, and

taking into account thermospheric winds and radiation pressure accelerations

INTRODUCTION

Empirical neutral density models of the thermosphere are crucial in applications of

satellite orbit determination and prediction. For low orbit satellites, neutral drag is

the most important disturbing force. Even if in some situations the other major non-

gravitational force, radiation pressure, is slightly larger inmagnitude, the effect of drag

on the orbit is often dominant, due to its energy-dissipating nature. Drag is also the

most difficult force tomodel, partly due to the lack of accurate data on particle-surface

interactions, but mainly because of the complexity of neutral atmosphere variations

with solar extreme ultraviolet radiation and geomagnetic heating inputs.

Thermosphere density models are applied in many types of satellite orbit calcula-

tions, including re-entry prediction, collision risk analysis, manoeuvre planning for

ground-track maintenance and precise orbit determination for geodetic applications

(Doornbos and Klinkrad 2005). The accuracy of density models therefore does not

only affect scientific results, but also the requirements on operations, tracking systems

and propellant consumption of many satellite missions.
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EMPIRICAL MODELS

Density models used routinely in orbit determination applications include CIRA-72

(Jacchia 1972), DTM-78 (Barlier et al. 1978), DTM-94 (Berger et al. 1998),

MSIS-86 (Hedin 1987) and NRLMSISE-00 (Picone et al. 2002). Each of these

models is based on a corresponding database of historical observations, to which

parametric equations have been fitted, representing the known thermospheric varia-

tions with local time, latitude, season, etc. Although not all models incorporate

all data types, the observational databases can consist of density derived from

drag computations based on satellite tracking or accelerometer data, in-situ mass

spectrometer measurements and incoherent scatter radar measurements. Location

and time inputs are used to model the diurnal bulge and semi-annual variations in

density. Changes in solar and geomagnetic activity are represented by their proxies

F10�7 and Ap or Kp with model specific combinations of lag-times, interpolation and

smoothing applied.

Despite recent enhancements in model formulation, a better choice of proxies

and expanded databases of observations from precise tracking and accelerometers

(Picone et al. 2002; Bruinsma et al. 1999, 2004), the accuracy of models for

operational use has not significantly improved in over 30 years. An accuracy barrier

of approximately 15% is apparently inherent in density models of this type (Marcos

1990). In the absence of significantly better models, many orbit analysts currently

still use CIRA-72 or MSIS-86 density models.

Figure 1 shows a comparison of typical model- and tracking-derived densities

from the analysis of ERS-2 orbits, with precise tracking from satellite laser ranging
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and radar altimetry (Doornbos et al. 2005). During this year of high solar activity,

and on the time scales shown here (daily to yearly), the variations associated with the

27-day solar rotation period dominate. The comparison of modelled and measured

density shows that the model often under- or overestimates the density by up to

a factor of two. The MSIS-86 model was chosen to generate this plot, but a very

similar figure is achieved using any of the other above-mentioned models.

THERMOSPHERE DENSITY MODEL CALIBRATION

Density calibration involves the calculation of corrections to existing density models

using an ongoing analysis of drag accelerations on a number of low perigee satellites

and debris objects. The correction parameters determined from assimilated daily drag

datacanthenlargelyreplace theroleofsolarandgeomagneticactivity indices indriving

all irregular variations in density (Marcos et al. 1998). Using this method, an accuracy

level well below the 15% barrier can be reached. A feasibility study for the European

calibrated density model presented here was inspired by two distinct initiatives

that were started by scientists in the space tracking community several years ago.

A US-Russian collaborative density calibration project involved the estimation

of daily scale factors, varying linearly with altitude, which multiply the original

model density to better represent orbit data. The analysis was performed for both

the Russian GOST model (Cefola et al. 2003) and the US NRLMSISE-00 model

(Yurasov et al. 2005a). Trajectory information for the calibration objects was taken

from publicly available Two-Line Element (TLE) data. TLEs are a way of describing

and distributing satellite orbits using a very limited number of parameters. They

will be further described in the next section. A statistical analysis, investigating the

possibility to predict correction parameters into the future has also been performed

(Yurasov et al. 2005b). As expected, the accuracy behaviour of predictions depends

on the forecasting interval. While near-term results are significantly improved,

forecasts over more than a few days can apparently no longer provide additional

density accuracy over uncalibrated models.

Another project, the US Air Force Space Command’s Dynamic Calibration

Atmosphere (DCA) for the High-Accuracy Satellite Drag Model (HASDM) (Storz

et al. 2005), uses the more accurate tracking data from the Space Surveillance

Network (SSN), to adjust simultaneously the trajectories of around 75–80 calibration

objects with spherical harmonic expansions of two temperature parameters from the

Jacchia-70 thermosphere model (Casali and Barker 2002). Within Jacchia’s models,

these two temperatures define the vertical density profile completely. The spherical

harmonic expansion allows corrections to the modelling of the diurnal variation.

HASDM also includes a method for predicting the corrections 3 days into the future

as a function of solar and geomagnetic indices. A follow-on project, named Sapphire

Dragon, is aimed at improving the prediction capabilities of HASDM through a

series of enhancements, including an increase in the number of calibration objects

and a more sophisticated use of various space weather proxies. Unfortunately, the
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resulting calibrated model or the underlying precise SSN tracking data are not made

publicly available.

These developments have prompted a feasibility study into a European density

calibration project based on satellite data that is openly available for scientific

use. One of the conclusions of this study is that since no tracking data with an

accuracy and wide availability comparable to that of the SSN are freely available,

only TLEs supply information on a large enough number of objects. At least 50 to

100 objects are required to supply sufficient spatial coverage for a low degree and

order spherical harmonic adjustment in latitude and local solar time.

Other data sources, such as the accelerometer instruments on CHAMP (Bruinsma

and Biancale 2003), GRACE and the future GOCE and SWARM, or tracking

techniques such as satellite laser ranging, DORIS (Willis et al. 2005) and GPS

(Van den IJssel and Visser 2005) can provide more accurate drag data, and a higher

temporal resolution. However, the number and spatial distribution of their data as

well as their data latency is too limited compared with TLEs for a near real-time

adjustment of a global model (Doornbos et al. 2005). Nevertheless, they can be

used as valuable sources of supplementary data for calibration, or for validation of

TLE-calibrated models.

PROCESSING OF TLE DATA FOR DENSITY CORRECTIONS

Two-Line Elements consist of a set of orbit parameters that have been fitted to Space

Surveillance Network tracking data using a specific orbital model. An estimate

of the orbital position at a given epoch can then be obtained by propagating the

orbit using a combination of the model and parameters of a nearby TLE (Hoots

and Roehrich 1988). TLE sets are currently provided at least once per day for

most objects suitable for density calibration, offering an orbit accuracy of a few

hundred metres to many kilometres, depending on the magnitude of the perturbation

forces acting on the object. Since TLE data are provided without any indication

of accuracy, methods such as orbit overlap comparisons, in which the orbit from

multiple nearby TLEs are propagated over the same time interval, have to be applied

in order to determine data quality.

An efficient algorithm for processing TLE data for density studies has been

described by Picone et al. (2005), following a study of long-term change in

the thermosphere by Emmert et al. (2004). This algorithm was adopted for the

European near real-time calibrated density model. Although the algorithm is much

more efficient than older methods, automatically applying it to a large number of

objects and creating long time series of accurate density data can still be a labour

intensive task.

First of all, a set of suitable objects has to be obtained, so that their TLE data can

be downloaded from the Internet. The US Air Force has recently set up a website at

www.space-track.org for distribution of TLEs. Slowly tumbling objects with non-

spherical shape have changes in cross-sectional area that are difficult to separate

from changes in density. This makes these objects unsuitable for calibration. Only



Thermosphere Density Model Calibration 111

after generating long time-series of data and by comparison with other objects can

these be identified and removed. For the remaining objects, the ballistic coefficient,

comprising the area, mass and drag coefficient, is often unknown. When these

quantities are stable over long time periods, as is often the case, the ballistic

coefficient can be determined to within a few percent by assuming that the long-term

average of the ratio of observed over modelled density equals one (Bowman 2002;

Yurasov et al. 2005a). The more accurate the density model used, the more accurate

the ballistic coefficient estimate, so that an iterative scheme can be devised in which

a calibrated density model is used in order to find more accurate ballistic coefficients

for objects which in turn can improve the calibration (Granholm et al. 2000).

For orbits with a perigee lower than approximately 200 km, the drag perturba-

tions and therefore the error in the TLE-derived positions can become too large. In

addition, changes in the aerodynamic flow regime could affect the ballistic coeffi-

cient. At the other end of the spectrum, for perigees higher than approximately

400–500 km, depending on the level of solar activity and orbit geometry, either

the perturbations by solar radiation pressure become non-negligible, or the TLE

data are not sensitive enough to detect the small changes in the orbit due to the
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remaining drag. Accurate modelling of solar radiation pressure perturbations for

subsequent removal is often not possible, as the geometry and optical properties of

the spacecraft surfaces are unknown. An order of magnitude estimate of the ratios

between the effects of drag and radiation pressure on the orbit must then be used

to remove suspect data.

Once the appropriate data editing is complete, the algorithm of Picone et al.

(2005) will result in density estimates along the object’s trajectory with an accuracy

of a few percent, depending on the accuracy of the ballistic coefficient estimate as

well as the remaining errors introduced by solar radiation pressure and the influence

of neutral thermosphere winds.

Figure 2 shows the results of the algorithm of Picone et al. (2005) applied to TLE

data from 32 selected objects. The derived daily densities shown here are for a wide

range of perigee locations in the lower thermosphere. The values have therefore

been divided by equivalent MSIS-86 model densities so that the resulting ratios

could be plotted, with offsets, in a single graph. The large similarity between the

time series of density ratios is immediately apparent, as is an increase in amplitude

with perigee height. Solar activity-related variations in the thermosphere increase

in amplitude with increasing height, as do the errors in the MSIS-86 model. The

figure demonstrates why the 2-parameter fit of the US-Russian density correction

(Yurasov et al. 2005a) is already able to remove a large part of the model errors.

Figures such as this one are also very suitable for identifying problematic time

periods and objects in the data.

CONCLUSIONS AND OUTLOOK

Development of neutral density models for use in orbit determination is moving

towards the assimilation of near real-time satellite drag data. Two independent

projects by Russian and US satellite tracking experts have published accuracies

far below the 15% barrier of traditional empirical models. This text has given

a brief overview of these developments and discussed TLE processing and data

editing aspects of a new European initiative for an automated near real-time model

calibration service.

The calibration parameters that are estimated from satellite data can, to a large

extent, compensate for the imperfect correlation between space weather proxies and

neutral density, which has been a main obstacle for model improvement in the past.

This by no means indicates that the role of space weather observations has ended

in density model research. The calibration parameters can only be directly deter-

mined from satellite tracking for past epochs, while orbit determination applications,

such as re-entry analysis and manoeuvre planning, rely on density predictions. The

renewed interest in satellite drag data generated for density calibration, combined

with space weather data from recent missions, has already sparked new investiga-

tions in physical modelling of the thermosphere (Fuller-Rowell et al. 2003), as well

as new research into the interaction between various aspects of solar activity and

neutral density (Bowman and Tobiska 2006).
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CHAPTER 2.5

NUMERICAL SPACE WEATHER PREDICTION: CAN
METEOROLOGISTS FORECAST THE WAY AHEAD?

M. KEIL

UK Met Office

INTRODUCTION

Space weather prediction lags significantly behind the current weather forecasting

capability. Despite the capability gap there are large areas of overlap between these

fields. However, these areas have yet to be fully explored or exploited. Many of

the issues, questions and techniques related to the analysis and forecasting of an

evolving environmental system are similar. In the middle and upper atmosphere

the domains of meteorology and space weather coincide and common problems are

required to be tackled, albeit from different perspectives.

The emphasis of meteorologists can vary considerably because the subject area

is driven by three distinct groups. The majority of the “blue-sky” research is carried

out by the academic community, in a similar way to space weather research.

A large number of meteorologists are associated with a National Met Service

(NMS). The broad purpose of a NMS is to provide weather and climate information

for the general public and governments. They often have wider remits to benefit

the economy and the environment. They also positively contribute to the global

meteorological and scientific communities. There are also a growing number of

private sector meteorologists. Their work can range from sub-contracted academic

research to providing user-specific forecasts e.g. for off-shore oil platforms.

The main focus of this paper is to concentrate on NMSs and how they could

potentially contribute to space weather research and development. Within Europe

there is no space weather parallel to, or equivalent of, NMSs. This capability

gap could be addressed by working with meteorologists for the benefit of both

communities.

National Met Services tend to focus on the production of operational forecasts

and applied research in order to fulfil their remit. Most large NMSs produce their

own analyses and forecasts on supercomputers in a process known as Numerical
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Weather Prediction (NWP), which is illustrated on Fig. 1. A vast and diverse array

of observations is combined with a first guess of the atmospheric state in a process

known as Data Assimilation. The first guess is usually provided by a previous

forecast, indicated by the model in Fig. 1, and is know as the background. Data

Assimilation takes the two sources of information (observations and background)

and uses them to produce an analysis which is the best estimate of the state of the

atmosphere at that time. A good analysis is crucial as it acts as the initial conditions

(ICs) for further forecasts. The forecast also provides the background for the next

cycle of data assimilation to be performed. The process in Fig. 1 is the cornerstone

of operational weather forecasting and central to the work of a NMS. This capability

is very expensive and underpins not only the work of a NMS, but also much of the

research carried out in academia. The data assimilation process can be applied to

other areas such as space weather analysis and forecasting.

This paper considers some of the key scientific and practical issues from the view

of the meteorologist. The structure of this paper is as follows: some historical aspects

of the development of numerical weather analysis and forecasting and how they

relate to space weather analysis and forecasting are explored in Section 2; the lessons

the space weather community can learn from issues tackled by meteorologists are

highlighted in Section 3; finally, a potential way ahead for space weather forecasting

is discussed in Section 4.
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Figure 1. Illustration of the NWP process. A background first guess (from a model forecast) and

observations provide information sources for data assimilation to produce an analysis from which a new

forecast is produced
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NUMERICAL WEATHER PREDICTION (NWP): PAST AND PRESENT

The NWP process is more mature than current space weather analysis and

forecasting capability. The development of modern NWP began over a 100 years

ago. Much progress was made by Vilhelm Bjerknes; a substantial part of his research

was spent investigating how hydrodynamics and thermodynamics could be applied

to determine the state of the atmosphere and in 1917 he set up the Bergen School

of Meteorology. Bjerknes (1911) referred to weather forecasting as the ultimate

problem in meteorology. He broke the problem down into two key components

that must be satisfied. The first is that the present state of the atmosphere must be

analysed and understood. The second is that laws are specified which govern how

future atmospheric states are related to prior atmospheric states. Bjerknes essentially

described the NWP process illustrated in Fig. 1; however at the time he did not

possess the resources to implement his ideas successfully.

Many of the themes developed by Bjerknes were taken forward by

L.F. Richardson. In the period 1916–1918 Richardson simplified Bjerknes’s

equations (Richardson 1922) and solved them by hand to produce the first weather

forecasts based on physical laws that govern the atmosphere. The dates surrounding

Richardson’s calculations are vague because he was serving as an ambulance driver

in World War I at the time and was tackling his meteorological problem in his spare

moments. Richardson’s first forecast was a major achievement despite turning out

to be highly inaccurate. Richardson did not know at the time that the primary cause

of the errors was due to poor specification of the initial conditions (Platzman 1967).

This acts as a reminder that without good initial conditions even an excellent model

will produce a poor forecast.

The advent of computers led to a rapid decrease in the time taken to produce

a forecast. It was not until the middle of the 20th century when Charney, Fjortoft

and von Neumann (1950) ran the first computer based forecast using the ideas of

Bjerknes and Richardson. However, the initial conditions for this forecast were still

produced subjectively and it took longer to generate the initial conditions than to

run the forecast.

Although there has been no explicit mention of data assimilation, it is apparent

that the initial conditions are crucial in producing an accurate forecast. Numerical

techniques to combine data from a number of disparate sources have existed for

many centuries. Around the same time as the first computer-based weather forecast

was run, Panofski (1949) created gridded objective meteorological analysis of

observations using polynomial expansion techniques with coefficients found by

least squares fit. Gridded analysis of this form are used for initialising numerical

weather prediction models.

Further advances were subsequently made in data assimilation. Gilchrist and

Cressman (1954) introduced the concept of the “region of influence” in which obser-

vations affect a number of grid points within a local area. They also recognised that

a previous forecast could be used as a source of information in addition to observa-

tions. This is the concept of a background state described in the previous section.

Bergothorsson and Doos (1955) introduced the concept of analysing observation
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increments – departures between the background and the observations – rather than

observations themselves. The idea that regions containing consistent data voids

could benefit from information propagated from data rich areas through using a

background from a forecast based on a prior analysis was developed by Thompson

(1961). The assumption is that over time information from the well-analysed regions

propagates into the poorly-analysed regions via the background forecasts.

These ideas make up much of the basic frame work of data assimilation today.

The development of more sophisticated numerical models and increased computer

power has led to more complex assimilation schemes. Many National Met Services

use variational data assimilation (know as “Var”). This method finds the best

fit by minimizing the square of the deviation between the analysis and the

background/observations in an iterative fashion. The Var procedure allows obser-

vations to be assimilated which are not necessarily model variables; thus radiances,

as measured by many satellites, can be assimilated directly, rather than relying

on secondary derived products. The UK Met Office currently use 4D-Var (Lorenc

and Rawlins 2006), in which observations are assimilated at their validity time (as

opposed to 3D-Var group, which requires less computer power, where observa-

tions within a time window are grouped together and treated as simultaneous). A

schematic of 4D-Var can be found in Fig. 2 in which an increment is found at

analysis time which produces a new forecast which best fits the observations within

a 6 hour time window.

The process underpinning the progress made in the meteorological community

over the last hundred years can be summarised by the “virtuous cycle”, proposed by

Tony Hollingsworth, a former Director of the European Centre for Medium Range

Weather Forecasting. The virtuous cycle, illustrated in Fig. 3, contains four linked

components of NWP that lead to effective development. Observations are the crucial

link to reality, hence they appear at the top of the cycle; without observations there

would be no need for expensive data assimilation to be performed. Assimilation

and modelling developments are related, better analyses lead to more sophisticated

T+0

Initial

Observations

Increment

State
Corrected
forecast

Time
T+6

Figure 2. A schematic of 4D-Var assimilation. An increment is applied to an initial background forecast

(solid line) to produce a new forecast (dashed line) which best fits the background and the observations

(circles) within a 6 hour window
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modelling

assimilationscience

observations

Figure 3. The virtuous cycle leading to effective scientific development

models (and vice-versa). For example work is currently in progress at the UK Met

Office to develop assimilation on a 1 km grid. As a result, high resolution convective

systems can be represented in the analysis; however for effective forecasting to be

performed these high resolution processes need to be included in models. Improved

modelling reflects an increased understanding of the underlying science. Models

offer a research platform for conducting experiments to test and stretch current

scientific knowledge. New scientific theories can be verified through modelling

followed by comparison with observations, thus completing the virtuous cycle.

If one of the components is missing, or greatly reduced, overall progress is

reduced. This cycle is well established in meteorology, primarily due to the existence

of National Met Services which supports observations, assimilation and modelling.

However, it can be argued that this cycle is not currently functioning effec-

tively in the space weather community and is subsequently hampering elements of

development.

LESSONS LEARNED FROM METEOROLOGISTS

There are two key points to be drawn from the historical development of NWP.

Bjerknes identified that a physical modelling approach was necessary to accurately

produce a weather forecast based on an analysis of the current situation. This is

known as a deterministic approach, as future states are determined by past states.

This is the foundation of today’s NWP and offers a sensible approach to numerical

space weather forecasting development. Empirical models can be used, although

they offer very few options for future development as there is a limit to the amount

of tuning that can be applied and there is a limit to the range of situations these

models can handle. One of the most important aspects of environmental modelling

is the ability to capture extreme events. A well-tuned empirical model may capture

common situations with a reasonable degree of accuracy, but will ultimately fall

short when faced with unusual events. These issues also prevent empirical models

from contributing to the virtuous cycle as effectively as physical models.

Secondly, data assimilation techniques can be directly applied to space weather

analysis and meteorological research in this area can be exploited for the benefit

of the space weather community. Some work in this area has taken place, for

example Khattotov et al. (2004) and Schunk et al. (2005). The background state
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for data assimilation can come from a number of sources, for example clima-

tology, subjective analysis, or empirical models. For meteorological purposes, the

background state is provided from a model forecast from the previous data assim-

ilation cycle. Physical models are used because they organise and evolve previous

data in a consistent and realistic way. The background state needs to come from a

physically-based model in order to fully exploit the power of data assimilation.

There are other areas of skill and expertise that the meteorology community

possess that could benefit the space weather community. National Met Services

continually receive and process vast amounts of data from a wide array of sources.

NMSs are linked via the Global Telecommunications System infrastructure which

allows data to be access and shared quickly. The World Meteorological Organisation

(WMO) co-ordinates the global observation system and aims to ensure that sensible

strategic decisions are made. The WMO is made up of member NMSs, and is

therefore a self-regulating community. Space agencies, such as ESA and NASA,

are the closest space weather equivalent to the WMO, although there are significant

differences between their aims.

Satellites provide the clearest common observation types between Meteorology

and Space Weather. Currently NMSs regularly assimilate data from around 25

satellite instruments, for example Kelly et al. (2004) and English et al. (2004)

both highlight the impact from the range of satellite data used. Most of these

are operational satellites, which form part of an agreed programme of satellites,

providing consistent data in real time. An increasing amount of data is assimilated

from research satellites although they essentially provide data as if they were

operation satellites and follow WMO criteria regarding timeliness of data.

Global Positioning System (GPS) Radio Occultation (RO) data are an example

of observations that can be used for both meteorological and space weather appli-

cations. Techniques to retrieve both temperature and humidity profiles from GPS

signals were developed in the mid-1990s. The first realistic assimilation of this

data was carried out at the UK Met Office (Healy et al. 2005). Plans are in

place to assimilate this data in operational weather forecasting models during 2006.

The techniques developed by the UK Met Office can be applied to obtain Total

Electron Content (TEC) information that could be assimilated in to space weather

(ionosphere/thermosphere) models. In the next few years the volume of GPS RO

data will increase with the advent of COSMIC (Constellation Observing System for

Meteorology, Ionosphere and Climate), which consists of 6 spacecraft measuring

TEC and will provide data in near real time for scientific research (Lee et al. 2000).

In addition the European Galileo system (Dow 2005) will offer another source of

similar observations.

There are other issues that the meteorology community face which are relevant

to space weather analysis and forecasting. A crucial aspect for operational weather

forecasts is the timeliness of data. Meteorological conditions can change rapidly and

data quickly loses its information value. Observations must be taken, transferred,

processed and assimilated within a few hours in order for a useful forecast to be

produced and disseminated to end-users. However, this issue is more important in
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the space weather community than the meteorological community as the situation

can change even more rapidly. The whole area of “nowcasting”, which is the analysis

of the current situation and predicting a few hours further into the future, could

offer valuable techniques for space weather forecasting. Other relevant areas include

how to effectively take biases in satellite data into account when assimilating and

assessing the value of assimilating raw satellite data rather than retrieved products.

These issues should be considered by the space weather forecasting community in

order to prevent the unnecessary duplication of work.

THE FUTURE

Many operational weather forecasting models have upper boundaries which push

beyond the stratosphere. The reason for extending the vertical domain is to improve

the way satellite data is exploited by increasing the number of satellite channels and

to model the upper atmosphere more accurately. The UK Met Office have recently

moved to an operational system with 50 vertical levels, with a top at around 63 km

and have plans to increase the vertical resolution to 70 levels. Recent comparisons

between 38 and 50 level systems have shown that increasing the vertical resolution

has a bigger impact on tropospheric weather forecasts than increasing the horizontal

resolution. In addition to an operational model that spans the stratosphere, the

UK Met Office run a research model which extends into the mesosphere and has

an upper boundary of 86 km. Other centres’ research models extend higher, for

example the Canadian Middle Atmosphere Model (Polavarapu et al. 2005).

A natural consequence of extended vertical domains is that meteorologists will

become interested in space weather assimilation and modelling issues. Most of

this paper has focussed on how meteorology and NWP can help with space

weather assimilation and modelling; however, there is much that the space weather

community can teach the meteorology community, e.g. how to model, or parame-

terise, the effect of magnetic fields in the upper atmosphere. Science in the crossover

domain can be advanced most effectively with both communities working together.

A logical strategy should be to have a joined-up approach to common issues and

challenges.

There is a growing requirement for commercial operational space weather

forecasting capabilities (Lilensten and Bornarel 2006), with many of the applica-

tions highlighted in other papers within this book. In addition, there are operational

requirements from various areas of within governments including public health

and defence. As our reliance on technology susceptible to space weather affects

increases, so our need for space weather analysis and forecasting increases. It

is logical to assume that fully operational centres dedicated to numerical space

weather prediction will be established. Partnerships with National Met Services are

an attractive and sensible route forward when establishing such centres.

Section 2 of this paper described how the field of meteorology presents a path

for development of numerical space weather prediction. In addition, NMSs offer

practical support through their facilities and infrastructure for operational space
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weather prediction centres. Most NMSs have access to a supercomputer on which

their NWP is performed; these supercomputers could also be used for numerical

space weather prediction. NMSs have connectivity to the Global Telecommunica-

tions System and this infrastructure could easily be adapted to receive additional

space weather related observations. Weather forecasting is a 24/7 operation and

this functionality would be necessary for operational space weather forecasting.

Finally, a key element of the work of a NMS is to produce user applications and

to disseminate relevant information in a timely manner. Similar methods would be

required to fully exploit space weather forecasts.

If governments choose to support operational space weather centres the most cost

effective way of achieving their goal is to utilise the underpinning capabilities and

structures of existing NMS. An example for working in this manner exists in the

field of operational oceanography in the United Kingdom. The National Centre for

Ocean Forecasting (NCOF) is a strategic partnership between the UKMet Office and

the Proudman Oceanographic Laboratory, Plymouth Marine Laboratory, National

Oceanography Centre, Southampton and the Environmental Systems Science Centre

at Reading. NCOF’s mission is to establish ocean forecasting as part of the national

infrastructure, based on world-class research and development. The UK Met Office

is the home of NCOF where the infrastructure and skills are exploited to produce

operational ocean forecasts. The modelling and research expertise of the various

partners is coupled with the assimilation expertise and facilities at the Met Office. In

a similar manner operational space weather forecasts could be produced by utilising

the strengths of NMSs and fusing them with research and modelling skills from the

space weather community. This idea has been fully embraced in the United States

where the Space Environment Centre is run by NOAA, which is the organisation

responsible for the US National Weather Service.

Like many environmental factors, the influence of space weather is independent

of national boundaries. Co-ordination on a multinational or continental level would

offer a sensible approach to establishing an operational space weather centre within

Europe. Potential agencies for spearheading such action include the European Space

Agency (ESA), or the European Environmental Agency. A parallel organisation

exists for meteorology through the European Centre for Medium-Range Weather

Forecasting. A space weather equivalent would bring significant benefits to the

European space weather community and beyond.

SUMMARY AND CONCLUSIONS

The emergence of numerical weather forecasting over the last hundred years

suggests a clear development path for space weather prediction. Crucial elements

include the production of an accurate analysis of the current state of the atmosphere;

this analysis subsequently provides the initial conditions for a physically-based

model to determine future states of the atmosphere. These two factors lie at the

heart of modern meteorological NWP.
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Meteorological data assimilation allows expensive observations to be fully

exploited and can be applied to space weather analysis. Some observations types,

such as Global Positioning System Radio Occultation measurements, are common

to both meteorology and space weather domains and similar data assimilation

techniques can be used. Much of the data assimilation expertise that has been

developed over many years within National Met Services could be transferred to

other areas, such as space weather.

The need for operational space weather analysis and forecasting capability

is increasing. The infrastructure required for operational space weather (24/7

capability, observation supply, supercomputing, data dissemination, etc.) already

exist in the meteorological community. This capability could be exploited through

the creation of operational space weather centres working in partnerships with

National Met Services. Examples of co-operation of this kind exist in operational

oceanography in the UK through the National Centre for Ocean Forecasting and,

more directly, in the USA through the Space Environment Centre which is part

of the National Oceanographic and Atmosphere Administration which runs the US

National Weather Service. Central co-ordination from an organisation, such as ESA,

would be necessary for the establishment of single European Space Weather Centre.

As meteorological models increase their vertical domain and as the need for

numerical space weather forecasting increases, the meteorology and space weather

communities will be drawn closer together. The common ground will become

larger as the domains overlap and lessons can be learned from both communities.

The challenge is to work together by breaking down organisational, academic and

funding barriers in order to further space weather research and development in the

most effective way.
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CHAPTER 3.0

IONOSPHERE/POSITIONING
AND TELECOMMUNICATIONS

SANDRO M. RADICELLA

INTRODUCTION

Ionosphere shows, at all latitudes and longitudes, very complex dynamical behaviors

that define its weather like features. Part of this ionosphere weather is originated

by internal processes but a large fraction of it is driven by solar and magneto-

sphere conditions and can be considered an important component of Space Weather.

Ionosphere weather is defined as the inter-hourly, hour-to-hour, day-to-day and

week-to-week variability and it has important effects on both communications and

satellite positioning and navigation systems operation. Its observation, specification

and prediction are key scientific objectives of space weather physics.

The ionosphere is very responsive to solar activity and geomagnetic storms. At

middle latitudes the peak electron density in the ionosphere can be strongly altered

by the occurrence of solar and geomagnetic processes in a rather intricate way.

Weather disturbances at high latitudes occur during geomagnetic storms and sub-

storms as well as during changes in the interplanetary magnetic field. Ionosphere

weather features at those latitudes include propagating plasma patches, polar cap

arcs and ionosphere convection vortices. Ionosphere changes at equatorial low

latitudes are particularly sensitive to electro-dynamical phenomena and the effect

of geomagnetic storms at those latitudes is not clearly understood. Variations of

the equatorial plasma drifts affect the development and strength of the so-called

equatorial electron density anomaly. In turn, plasma drifts are influenced by sudden

magnetospheric electric fields. As a result, the ionosphere at low latitudes is highly

variable particularly between sunset and midnight and the presence there of irreg-

ularities of different scales produces scintillation of satellite signals and spread of

the ionogram echoes.

Ionosphere weather has a variety of effects on communication and satellite

positioning and navigation systems. HF communications are controlled by the

ionosphere behavior and respond to space weather phenomena like solar flares

and geomagnetic storms. Severe disturbances in the ionosphere will affect the
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propagation of HF radio waves by modifying the usable frequencies and the plasma

irregularities may result in signals traveling in more than one path producing radio

interference and other communication difficulties. At frequencies above 30MHz,

unexpected reflections of the radio waves by the ionosphere may also cause radio

interference. The performance of single-frequency GNNS operation can be consid-

erably degraded by the ionosphere propagation delays changes due to severe condi-

tions of the ionosphere weather affecting satellite positioning. Also differential

and real time precise positioning can be influenced by weather changes in the

ionosphere. If the electron density along a signal path from a satellite to a receiver

varies very rapidly, due to the presence of irregularities, it results in rapid change

in the phase of the radio wave that may cause difficulties at GNNS signal receiver

level, in the form of “loss of lock”. Temporary loss of lock results in “cycle slip”,

a discontinuity in the phase of the signal.

The articles of this chapter describe the research status in Europe in some key

areas related to ionosphere weather and its effects on telecommunications and

positioning. Two of them cover topics more geophysical in nature: short-term

forecast of electron density peak (represented by foF2), geomagnetic storms effects

on the ionosphere over Europe. The other three touch on more technology related

subjects: recent improvements in HF ionosphere communication and direction

findings systems, the influence of ionosphere weather on GNSS satellite navigation

and precise positioning, and effects of scintillations in GNSS operation.

On the contributions dealing with geophysical issues, Mikhailov et al. present

their views on the problem of the short-term forecast of foF2, a measure of the peak

electron density in the ionosphere. They define as short-term forecast the prediction

of the ionosphere parameter value from 1 to 24 hours in advance. The authors

concentrate their effort in defending their own approach to the problem that is based

on a semi-empirical method that combines theoretical and empirical methods, in

contrast with approaches based on neural networks. The method presented by the

authors is based on FoF2 relationship with geophysical indices. They discuss the

efficiency of the available indices.

In additionBuresova et al. give awell-structured analysis of the ionosphere response

to strong to severe geomagnetic storms over Europe, using data from stations located

from 38� to 70 � N. At F2 layer level they concentrate on the occurrence frequency of
positive and negative phases of the storm effects. With reference to possible model

reproducibility (using IRI storm model) and positive or negative phase predictability

of the storm effect the authors admits that still serious difficulties exist. An inter-

esting contribution of their work is the study of the geomagnetic storm effect on

the electron density at different heights in the F region of the ionosphere. This

type of analysis could help understanding the overall storm effect behavior in the

ionosphere and opens a new avenue of research. Previous results by the authors on

the storm effects in the F1 layer are also mentioned and they analyze too some results

of an Arctic ionosphere scintillations observation campaign related to storm effects.

In the line of communication and positioning application oriented articles, Bertel

et al. give a well ordered presentation about new improvements in HF digital
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communications and direction finding systems. They analyze recent results of

ground-to-ground HF links, including the ionosphere models and prediction tools.

They show that is possible to increase the transmission bit rate with respect to what

is considered currently possible. They present also propagation channel model that

take into account ionosphere effects like polarization, Doppler shift and time delay

as well as type of antennas used. Several experiments are described and analyzed

indicating the outstanding progresses reached recently in the field of HF digital

communications by the authors.

With reference to ionosphere weather effects on satellite navigation and

positioning, Warnant et al. give a clear contribution to the understanding of the

problem. They start by describing the basic GNSS observables and the effect of the

ionosphere on the satellite signals. They describe briefly the total electron content

variability and analyze in details the effect of space weather (ionosphere weather)

on two GNSS applications: real-time differential positioning and precise relative

positioning with real time kinematic technique. The authors call the attention on

the fact that ionosphere weather effects on GNSS operation depend strongly on the

type of application. Differential positioning is mainly influenced by total electron

content gradients observed at high solar activity during severe geomagnetic storms.

The largest errors in positioning are observed in the low latitude regions where they

can reach 25m, being smaller at middle latitudes with the errors up to 6m. On the

other hand precise relative positioning is affected by ionosphere small-scale struc-

tures (generating what are known as Traveling Ionosphere Disturbances). These

structures introduce errors that can reach several decimetres.

Finally Beniguel and Adam present a comprehensive analysis of the GNSS signal

scintillation observed as effect of the propagation of radio waves through ionosphere

irregularities at low latitudes. Their study is based on data obtained during two

measurements campaigns in Cameroon and Brazil. The African campaign included

the measurements of the signals from a geostationary satellite that are affected

only by ionosphere movements. Their experimental results have been compared

with predictions from a scintillation model developed by the authors obtaining

reasonable agreement between experimental and modeled data. The authors analyze

the behavior of the amplitude scintillation index and calculate the probability of loss

of lock and the positioning errors as a function of the scintillation index observed

values. They have also calculated the spatial extent of the irregularities region

finding values of few hundreds kilometers.
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SPACE WEATHER INFLUENCE ON SATELLITE-BASED
NAVIGATION AND PRECISE POSITIONING

R. WARNANT, S. LEJEUNE AND M. BAVIER

Royal Observatory of Belgium, Avenue Circulaire, 3, B-1180 Brussels, Belgium
R. Warnant@oma.be

Abstract: Global Navigation Satellite Systems (GNSS) are widely used to measure positions with

accuracies ranging from a few mm to about 20m. The effect of the Earth ionosphere on

GNSS signal propagation is one of the main error sources which limits the accuracy and

the reliability of GNSS applications. In particular, disturbed Space Weather conditions

can be the origin of strong variability in the ionosphere Total Electron Content (TEC)

which itself degrades the accuracy of GNSS applications. Space Weather effects on GNSS

depend very much on the type of application. In this paper, we discuss the effects of

Space Weather conditions on differential positioning with the Differential GPS (DGPS)

technique and on relative positioning with the Real Time Kinematic (RTK) technique. We

show that DGPS is affected by medium to large-scale gradients in TEC mainly observed

at solar maximum when RTK will be degraded by smaller-scale ionospheric variability

due to scintillations, TEC noise-like behaviour and Travelling Ionospheric Disturbances

FROM NAVIGATION TO HIGH PRECISION GEODESY

Nowadays, Global Navigation Satellite Systems (GNSS) are used to measure

positions in the frame of a wide variety of applications. In addition, the deployment

of the European Galileo constellation which will be fully operational in 2010 should

be the origin of a new increase of the number of GNSS users.

The effect of the ionosphere on GNSS signal propagation is one of the main factor

which limits the accuracy and the reliability of GNSS applications. In particular,

Space Weather conditions can be the origin of strong variability in the ionospheric

plasma which itself degrades the quality of positions measured by GNSS. The

influence of the ionosphere on GNSS applications depends very much on the type

of positioning technique used.

The different applications of GNSS can be classified in several categories:
• real-time or post-processing: in real-time mode, the user needs to know his

position immediately after the measurement; in post-processing mode, there is a

delay between the measurements and the moment where the results are available;
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• absolute, differential or relative positioning: in absolute mode, the observer

measures his absolute position with only one receiver; the differential mode is

a particular case of the absolute mode – the observer still wants to measure

his absolute position with only one receiver but he makes use of differential

corrections broadcast by a reference station. These corrections allow to improve

the quality of the measured positions. In relative mode, the observer combines

the measurement collected by at least 2 receivers. The absolute position of

one of these 2 receivers must be known. Based on the combined measure-

ments, it is possible to compute the vector (often called the baseline) between

the 2 receivers. Then, the absolute position of the second receiver can be

obtained.
• type of observable: two types of measurements can be performed on GNSS

signals – code or carrier phase measurements. Precise applications (cm-level) are

always based on carrier phase measurements when navigation mainly uses code

measurements which can provide a meter-level accuracy.

At the beginning of the 80’s, only two main positioning techniques were available:
• absolute positioning in real-time with code measurements; at that time, the

accuracy was ranging between 10 and 100m (in the horizontal component). This

technique was used for navigation.
• relative positioning in post-processing mode with carrier phase measurements for

high accuracy applications (a few centimetres) in geodesy.

At the present time, there is a wide variety of positioning techniques which

allow to reach a nearly continuous spectrum of accuracies ranging from a few

millimetres (high precision geodesy in post-processing mode with phase measure-

ments) to about 20m (navigation with code measurements). The ionospheric

and Space Weather conditions responsible of degradations in GNSS accuracy

are very different depending on the positioning technique. In particular, applica-

tions which require real-time results are much more sensitive to Space Weather

conditions.

In this paper, we address ionospheric and Space Weather effects on differential

navigation based on the Differential GPS (DGPS) technique and on precise real-

time positioning with the so-called Real Time Kinematic (RTK) technique. Both are

real-time positioning techniques. In addition, as the US Global Positioning System

(GPS) is, at the present time, the most widely used GNSS, we shall discuss Space

Weather effects on GPS to fix ideas. Our discussion is nevertheless representative of

Space Weather effects on other GNSS (GLONASS, Galileo) and other positioning

techniques.

GNSS OBSERVABLES

GPS signal is composed of 2 ranging codes which are modulated on 2 carrier

frequencies called L1 (1575.42Mhz) and L2 (1227.6Mhz). The basic GPS observ-

ables are measures of the geometric distance between a given GPS satellite and a

receiver. They are often called pseudo-range measurements due to the fact that they
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do no represent exactly the geometric distance between the satellite and the receiver.

Indeed, they are affected by different error sources: satellite and receiver clock

synchronisation errors, atmospheric effects, multipath effects, …These pseudo-

range measurements can be made based on both code or carrier signals. GPS

receivers are able to generate reference code and carrier signals which are in phase

with the signals emitted by GPS satellites. They can measure the time delay which

exists between the code received from a satellite and their own reference code:

this time delay is a measure of the code signal propagation time (and consequently

the distance) between the satellite and the receiver. Similarly, GPS receivers can

measure the phase difference between the carrier signal received from a satellite

and their own reference carrier signal. This measurement also depends on the signal

travel time. Nevertheless, phase measurements are ambiguous – they measure the

satellite-to-receiver distance modulo an integer number of wavelengths. GPS signals

wavelength is about 20 cm.

In practice, if we neglect multipath effects, the simplified mathematical model of

code and phase measurements made by receiver p on satellite i, respectively Pi
p (in

meters) and �ip (in cycles), can be written as follows (Seeber 2003; Leick 2004):

Pi
p =Di

p+T i
p+ Iip+ c

(
�ti−�tp

)
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c

(
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p− Iip+ c
(
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with:

Di
p, the geometric distance between receiver p and satellite i;

Iip, the ionospheric error;

T i
p, the tropospheric error;

�tp, the receiver clock error (the synchronisation error of the receiver time scale

with respect to GPS time scale);

�ti, the satellite clock synchronisation error (the synchronisation error of the

satellite time scale with respect to GPS time scale);

Ni
p, the phase ambiguity (integer number).

Let’s add that GPS satellites also broadcast an ephemeris message which contains

a model allowing to compute the position of all GPS satellites with an accuracy of

1–2m. From equation (1) and (2), it can be seen that the observation equations of

code and carrier phase measurements are very similar except that:
• phase measurements are ambiguous;
• the effect of the ionosphere has a different sign: this is due to the fact that the

ionosphere is a dispersive medium; carrier signals propagate at phase velocity

when code signals propagate at group velocity.

In addition, the precision of phase measurements is much better (around 1mm)

than the precision of code measurements (around 1 meter). More details on GPS

observables can be found in Seeber (2003), Leick (2004) and Hoffman-Wellenhof

et al. (2001).
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EFFECT OF THE IONOSPHERE ON GNSS SIGNALS

Range Error Due to the Ionosphere

The ionosphere is a dispersive medium. The phase np and group ng refraction index

can be written (Seeber 2003):

np = 1−40�3
Ne

f 2
+ c1
f 3

+ c2
f 4

(3)

ng = 1+40�3
Ne

f 2
+ c3
f 3

+ c4
f 4

(4)

with Ne, the free electron concentration (in e−m−3), f, the signal frequency in Hz

and ci, coefficients independent of signal frequency. As carrier frequencies used by

GNSS are larger than 1GHz, we shall neglect the term in f−3, f−4, …

The range error due to the ionosphere can be easily computed. If we neglect path

bending effects, the difference (due to the ionosphere) between the measured range

using code observations and the geometrical range (in vacuum) from satellite i to

receiver p is given by:

(5) Ig =
i∫

p

ngds−
i∫

p

ds =
i∫

p

�ng−1�ds

Using the expression of ng given in equation (4):

(6) Ig =
40�3

f 2

i∫
p

Neds

In same way, the range error in carrier phase measurements is given by:

(7) Ip =
i∫

p

(
np−1

)
ds =−40�3

f 2

i∫
p

Neds

We can see that:

(8) Ig =−Ip
For this reason, we will omit subscripts g and p:

(9) I ≡ Ig =−Ip
We define the ionosphere Total Electron Content (TEC):

(10) TEC=
i∫

p

Neds
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Using this definition,

(11) I = 40�3

f 2
TEC

The Total Electron Content is measured in e−m−2 or in TEC Units (TECU) with

1TECU = 1016 e−m−2. From this equation, it can be seen that a TEC of 1 TECU

is responsible of a range error of about 16 cm for the L1 frequency.

Let’s assume that the ionosphere can be modelled as a layer of infinitesimal

thickness (Fig. 1) at a mean height, hiono (between 350 and 400 km). The intersection

between the satellite line of sight and this infinitesimal layer is called the ionospheric

point (IP). The relationship between slant TEC and vertical TEC (VTEC) is given

by:

(12) TEC≡ VTEC

cosZIP

with cosZIP , the cosine of the satellite zenith angle measured at the ionospheric

point.

TEC Variability

The TEC which depends on the ionosphere electron concentration is the key

parameter which influences GNSS signals. In particular, TEC spatial variability

on different scales will affect differential and relative applications. The TEC is

Figure 1. Definition of the ionospheric point
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Figure 2. Maximum daily TEC at Brussels from April 1993 to February 2006

very variable in space and time and depends on local time, on the season, on the

region and on Space Weather conditions (Solar activity, geomagnetic activity, …).

Warnant et al. (2000) have developed a technique allowing to reconstruct TEC and

to detect ionospheric smaller-scale disturbances along the track of all the observed

satellites using a the so-called geometric free combination of GPS dual frequency

measurements. In this paper, this technique is used to characterize ionospheric

conditions which are the origin of degradations in GNSS positions. Figure 2 illus-

trates TEC dependence on solar activity: it shows the maximum daily TEC value

observed at Brussels from April 1993 to February 2006. This time series has been

Figure 3. The regions of the ionosphere
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obtained at the Royal Observatory of Belgium from GPS measurements using the

above mentioned reconstruction technique. This is the longest GPS-TEC time series

in Europe.

The ionosphere is usually divided in 3 regions (Fig. 3): the equatorial region

(a belt of ±30 degrees around the magnetic equator), the auroral or polar region and

the mid-latitude region which is the region between the polar and equatorial regions.

The highest TEC variability is observed in the equatorial and polar regions where

ionospheric scintillations are regularly observed (Béniguel et al., same volume).

The largest TEC values and the largest TEC gradients are observed in the equatorial

region: TEC values of more than 200 TECU and North-South TEC gradients of

up to 30 TECU/100 km can be observed at solar maximum (Skone et al. 2002;

Wanninger 1993).

On the one hand, differential navigation is particularly affected by larger-

scale TEC gradients. On the other hand, precise positioning is sensitive to

smaller-scale variability in TEC. Such a variability can be induced mainly by 3

types of phenomena: Travelling Ionospheric Disturbances (TID’s), scintillations

or “noise-like” variability in TEC. TID’s appear as waves in the ionosphere free

electron concentration (and consequently in TEC) which are due to interactions

between the neutral atmosphere and the ionosphere. They have wavelengths ranging

from a few km to more than thousand km. The smaller-scale TID’s can be the

origin of TEC variability of the order of 1 TECU/min even on distances of a few

km (Warnant et al. (2006–1), Warnant et al. (2006–2)). Figures 4a and 4b show

fluctuations in vertical TEC (in TEC/min) due to TID’s detected using our TEC

reconstruction technique on day of year (DOY) 359 in 2004 at Brussels on the

track of satellites 17 and 21. Scintillations are fluctuations in phase and amplitude
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Figure 4a. TEC variability (in TECU/min) due to a TID detected at Brussels on DOY 359 in 2004

along the track of satellite 17
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Figure 4b. TEC variability (in TECU/min) due to a TID detected at Brussels on DOY 359 in 2004

along the track of satellite 21

of GPS signals which are due to the presence of small-scale irregularities in the

electron concentration (Béniguel et al., same volume). They can severely degrade

or even prevent RTK positioning. Scintillations are observed in the polar and in the

equatorial ionosphere. In mid-latitude stations like Brussels (51 �L), “noise-like”
variability in TEC can also be observed. Figures 5a and 5b show vertical TEC

variability detected at Brussels on day of year 324 in 2003 on the track of satellites
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Figure 5a. Noise-like behaviour in TEC observed during a severe geomagnetic storm at Brussels

on DOY 324 in 2003 along the track of satellite 15



Space Weather Influence on Satellite-based Navigation 137

Time (hours)

–1.5

–1

–0.5

0

0.5

1

1.5

D
T

E
C

 (
T

E
C

U
/m

in
)

15.2 17.615.6 16 16.4 16.8 17.2

Figure 5b. Noise-like behaviour in TEC observed during a severe geomagnetic storm at Brussels on

DOY 324 in 2003 along the track of satellite 16

15 and 16. On that day, a severe geomagnetic storm �Kp= 9� was observed. During
this storm, vertical TEC variability up to 2.5 TECU/min was detected.

SPACE WEATHER EFFECT ON REAL-TIME DIFFERENTIAL
AND RELATIVE APPLICATIONS

In this paper, we focus on 2 particular GNSS applications: navigation with the

so-called Differential GPS (DGPS) technique and precise relative positioning with

the RTK technique. The study of Space Weather effects on these applications is,

in practice, representative of most of the problems which can be encountered when

using GNSS under disturbed Space Weather conditions.

Differential Navigation with DGPS

The basic concept of differential positioning is the following: a mobile observer

wants to measure his absolute position using only one GNSS receiver but he

improves the quality of his computed position by making use of differential correc-

tions broadcast by a reference station of which the position is well-known.

Let’s consider the case of differential positioning with code measurements, the

so-called DGPS technique. We assume that the mobile observer and the reference

station observe the same satellites. For a given satellite i, the code observation

equation for the reference station (subscript r) is given by (see equation (1)):

(13) Pi
r =Di

r +T i
r + Iir + c

(
�ti−�tr

)
The position of satellite i can be computed based on the broadcast navigation

message (of which the accuracy ranges between 1 and 2m). As the reference station
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position is precisely known, it is possible to compute a “theoretical” estimation of

the geometric distance Di
r :

(14) Di
r =

(
Di
r

)
eph

+Ei
r

Where
(
Di
r

)
eph

is the estimation of Di
r , the geometrical distance between satellite i

and the reference station, obtained using the broadcast ephemeris and Ei
r the error

on this estimation due to the error on the satellite position computed using broadcast

ephemeris.

Based on equation (14), equation (13) can be rewritten:

(15) Pi
r =

(
Di
r

)
eph

+Ei
r +T i

r + Iir + c
(
�ti−�tr

)
In the same way, we can write for the mobile user (subscript u):

(16) Pi
u =

(
Di
u

)
eph

+Ei
u+T i

u+ Iiu+ c
(
�ti−�tu

)
At the reference station,

(
Di
r

)
eph

can be estimated as the position of this station is

known. This allows to compute a differential correction DC:

(17)
DC = (

Di
r

)
eph

−Pi
r

=−Ei
r −T i

r − Iir − c
(
�ti−�tr

)
We assume that the mobile user can receive and process instantaneously the differ-

ential correction DC:

(18) P̂i
u = Pi

u+DC

with P̂i
u the pseudo-distance corrected using DC.

If we rewrite equation (18) using equations (16) and (17), we obtain:

(19) P̂i
u =

(
Di
u

)
eph

+Ei
ur +T i

ur + Iiur + c ��tr −�tu�

with the notation:

(20) ∗iur = ∗iu−∗ir
In an ideal case, the residual atmospheric effects T i

ur , I
i
ur and the residual orbit

error Ei
ur are negligible. In practice, these residual errors increase when the distance

between the mobile user and the reference station increases. DGPS can be used on

distances up to 1 000 km and usually provides an accuracy ranging from 1 to 4m

depending on the distance and on tropospheric and ionospheric activity.

For applications in navigation, users are interested in the horizontal component

(East and North components) of their positions. Therefore, we discuss Space

Weather effects only on the horizontal component of positions. Figure 6 compares
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Figure 6. Residual error in horizontal (North and East) component of Dourbes station on DOY 120

in 2003 without (black line) and with (grey line) DGPS corrections generated by station Brussels

the North and East components of position residuals (i.e. computed position minus

real position) for the station Dourbes (Belgium) computed using code measure-

ments without differential correction (black line) and with differential corrections

(grey line) generated by the Brussels station (the distance between Brussels and

Dourbes is about 80 km). The ionospheric residual error Iiur depends mainly on

TEC gradients which exist between the 2 stations considered or more precisely on

the slant TEC difference between the ionospheric points observed in the 2 stations.

On such a short distance (at mid-latitudes), the residual ionospheric error due to

variability in TEC between the reference station and the user will be negligible with

respect to the code measurement noise and other effects like multipath.

The influence of Space Weather conditions at mid-latitudes can be observed

on larger distances. In the text which follows, we will “quantify” the ionospheric

activity by giving the mean daily and maximum daily TEC value at Brussels for

the day considered in the analysis. Let’s consider the station Potsdam in Germany.

We computed Potsdam position using DGPS corrections generated by the station

Brussels (the distance Brussels-Potsdam is about 628 km). Figure 7a shows the East

component of the Potsdam position residuals on DOY 001 in 2003: this figure

represents usual conditions, the ionosphere activity is rather low (mean TEC: 6

TECU, maximum TEC: 21 TECU). In practice, at mid-latitude, strong gradients in

TEC which can degrade DGPS accuracy will mainly be observed at solar maximum.

Figure 7b shows Potsdam position residuals for DOY 063 in 2002 during the second

maximum of Solar cycle 23 (mean TEC: 35 TECU, maximum TEC 62 TECU):

it appears that the horizontal position error grows up to 5–6 meters what is not

unusual at solar maximum. TEC gradients induced by severe geomagnetic storms

can also degrade horizontal positions: for example, the severe storm �Kp = 9� of
DOY 324 in 2003 was the origin of degradations of about 2–3m during a few hours

on the baseline Brussels-Potsdam.
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Figure 7a. Residual error on the East component of Potsdam station on DOY 001 in 2003 with DGPS

corrections generated by station Brussels

The largest degradations are observed in the equatorial region where North-

South gradients in TEC of up to 30 TECU/100 km are observed at solar maximum

(Wanninger 1993). Skone et al. (2002) reported horizontal errors of up to 25m on

a 430 km baseline in Brazil.

Relative Positioning with Real Time Kinematic

Principle of RTK

Real Time Kinematic is a technique which allows to measure positions in real-time

with a centimetre level accuracy. RTK users combine their own phase measure-

ments with the measurements made by a reference station of which the position is

precisely known. The distance between the user and the reference station should

not be larger than 10–20 km mainly depending on ionospheric activity. The RTK

technique measures the vector (baseline) between the reference station (denoted

using subscript A) and the mobile user (subscript B) by forming single and double

differences of phase measurements.
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Figure 7b. Residual error on the East component of Potsdam station on DOY 063 in 2002 with DGPS

corrections generated by station Brussels

If �iA and �iB are phase measurements made simultaneously by receivers A and

B on satellite i, the single difference �iAB is defined as:

(21) �iAB = �iA−�iB

If receivers A and B observe a second common satellite j, they can form a second

single difference. Then, the double difference �
ij
AB is defined as:

(22) �
ij
AB = �iAB−�

j
AB

Based on equation (2), equation (22) can be rewritten:

(23) �
ij
AB =

f

c

(
D
ij
AB+T

ij
AB− I

ij
AB

)
+N

ij
AB

with the notation:

(24) ∗ijAB = �∗iA−∗iB�− �∗jA−∗jB�
In the double differences, all the error sources which are common to the phase

measurements performed by receivers A and B cancel, in particular, satellite
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and receiver clock errors. In addition, in the case of RTK, which is used on

short distances, orbit residual errors can be neglected. Residuals atmospheric

effects T
ij
AB and I

ij
AB depend on the distance between A and B and also on the

atmospheric “activity”. Given the short distances considered, RTK data processing

algorithms usually assume that residual atmospheric errors are negligible. In this

case, equation (23) can be rewritten:

(25) �
ij
AB =

f

c
D
ij
AB+N

ij
AB

Let’s recall that the term D
ij
AB contains the unknowns (i.e. the receiver B coordinates

or more exactly the 3 components of the baseline vector).

Effect of ionospheric small-scale variability on ambiguity resolution

Precise positioning with RTK requires the resolution of the ambiguity N
ij
AB in real-

time: RTK uses sophisticated data processing algorithms which allow to resolve

phase ambiguities in a few minutes as long as residual atmospheric errors remain

negligible with respect to GPS carriers wavelength (about 20 cm). This assumption

is valid in most of the cases. Tropospheric residual errors are usually negligible.

Nevertheless, disturbed ionospheric and Space Weather conditions can be the origin

of smaller-scale (a few kilometres) variability in the Total Electron Content which

can itself strongly degrade or even prevent ambiguity resolution. As outlined in

paragraph 3, such a variability can be brought by 3 types of ionospheric distur-

bances: Travelling Ionospheric Disturbances (TID’s), noise-like behaviour in TEC

and scintillations.

To analyze the effects of these structures (in particular the structures shown

in Figures 4 and 5) on double differences, we use measurements collected in

2 permanent GPS stations of which the position are precisely known (at a few

millimetre level): Brussels and Saint-Gilles (baseline of about 4 km) in Belgium.

The term D
ij
AB in equation (25) can be evaluated due to the fact that the station

A and B and the satellite i and j positions are known. Therefore, we can form

the combination  
ij
AB − f

c
D
ij
AB. If residual ionospheric errors are negligible, this

combination should remain constant and be equal to the ambiguity N
ij
AB:

(26) �
ij
AB−

f

c
D
ij
AB = N

ij
AB

Figure 8 displays the combination  
ij
AB− f

c
D
ij
AB on day of year 359 in 2004 on

the Brussels-Saint Gilles baseline for satellite pair 29–26. This is an “usual” case,

the combination remains nearly constant (and equal to an integer number) due

to the fact the atmospheric errors are negligible. In such a situation, ambiguity

resolution will be easy and successful. Figure 9a shows the same combination for

the same day but later in the day and for another satellite pair 17–21 where TID’s

have been detected (Fig. 4): TEC variability due to these TID’s is the origin of

residual ionospheric effects which cause peak to peak fluctuations of about 1 cycle



Space Weather Influence on Satellite-based Navigation 143

in the double difference. In this case, the ambiguity is solved to a wrong integer

what degrades positions up to several decimetres. Figure 9b shows the effect of

noise like variability in TEC observed on DOY 324 in 2003 (Fig. 5) on the same

baseline and on satellite pair 15–16. The signature of the double difference (Fig. 9b)

is very well correlated with Fig. 5. Again, peak to peak residual effects of more

than one cycle are observed with the same consequences on precise positioning

with RTK.
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Figure 8. Double differences (ambiguity + residual errors) on the baseline Brussels-Saint Gilles (4 km)

for DOY 359 in 2004 on satellite pair 29–26
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Figure 9a. Double differences (ambiguity + residual errors) on the baseline Brussels-Saint Gilles (4 km)

for DOY 359 in 2004 on satellite pair 17–21 (in the presence of a TID)



144 Warnant et al.

Time (hours)

651408

651408.4

651408.8

651409.2

651409.6

651410

D
is

ta
nc

e 
(c

yl
ce

s)

satellites 15-16

16 2117 18 19 20

Figure 9b. Double difference (ambiguity + residual errors) on the baseline Brussels-Saint Gilles (4 km)

for DOY 324 in 2003 on satellite pair 15–16 (in the presence of noise-like variability in TEC)

GNSS Space Weather Services

As showed in the previous paragraphs, active Space Weather conditions can be the

origin of strong degradations in real time GNSS applications. Field GNSS users

are usually not aware about Space Weather effects on their measurements. This

is an important limitation to the reliability of GNSS applications: the user cannot

be sure that he can trust his results. For example, RTK users who would have

been on the field on DOY 359 in 2004 around Brussels would have experienced

errors of several decimetres on their positions without being aware about that. In

addition, even if strong TID’s have been observed during that day, the “background”

ionospheric conditions were very quiet (mean TEC: 5 TECU, maximum TEC: 10

TECU). Therefore, a service informing GNSS users about Space Weather effects

on their measurements would be very useful. This is particularly true for the future

European GNSS, Galileo, which will offer services with certified accuracy levels.

Since the beginning of the 90’s, the Royal Observatory of Belgium and the Royal

Meteorological Institute of Belgium are conducting a research program dedicated

to the study of ionospheric and Space Weather effects in Space Geodesy. The goal

of this project is to assess in real time, to forecast a few hours in advance and to

mitigate Space Weather and ionospheric effects on GNSS. Based on the experience

gained in this field, we decided to develop different Space Weather related products

for GNSS users. These products, which are available at http://www.gpsatm.oma.be

since April 2004, are mainly dedicated to DGPS and RTK users. For example, our

service assesses the effects of the ionospheric activity on RTK using a colour scale:
• Black: Extreme small-scale variability. RTK applications are severely degraded

or even are impossible.
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• Red: Severe to extreme small-scale variability. Severe degradations of RTK

applications are expected.
• Orange: Strong level of small-scale variability; degradations of RTK applications

are expected.
• Green: low level of variability; no degradation due to the ionosphere expected

for RTK applications.

When red or black conditions are observed, our service sends warning messages to

our registered users. In the case of the strong TID’s detected on DOY 359 in 2004,

a warning message (via e-mail or SMS) has been sent to inform our users about the

occurrence of red conditions. The service also makes forecasts about the expected

positioning conditions in the near future: for example, if a severe geomagnetic

storm is “under way”, our users are informed about the fact that the positioning

conditions could be degraded in the next hours.

In the future, we intend to further develop these products to warn Galileo users

against ionospheric threats. Such products will allow to increase the reliability

of Galileo applications: if the certified accuracy cannot be guaranteed any more

due to unusual Space Weather conditions, Galileo customers will be automatically

informed.

CONCLUSION

In this paper, we showed that Space Weather effects on GNSS depend very much

on the type of application. Differential navigation is mainly affected by strong TEC

gradients which are observed at solar maximum. In particular, the North-South

gradients in TEC of up to 30 TECU/100 km observed at solar maximum in the

equatorial region can degrade positioning accuracies up to 25m. At mid-latitudes,

degradations of up to 6m are observed at solar maximum; extreme geomagnetic

storms can also induce abrupt degradations of accuracies to about 2–3m.

Precise relative positioning is affected by smaller-scale variability (a few km) in

TEC. Such a variability can be induced by Travelling Ionospheric Disturbances,

scintillations or noise-like behaviour in TEC. This variability can reach a level of 2.5

TECU/min even at mid-latitudes. Under such circumstances, residual ionospheric

effects can induce fluctuations of more than 1 cycle in the double differences. In

this case, the ambiguity resolution procedure can fail what degrades positioning

accuracies up to several decimetres.
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CHAPTER 3.2

NEW IMPROVEMENTS IN HF IONOSPHERIC
COMMUNICATION AND DIRECTION FINDING SYSTEMS

LOUIS BERTEL, CHRISTIAN BROUSSEAU, YVON ERHEL, DOMINIQUE

LEMUR, FRANÇOIS MARIE AND MARTIAL OGER

IETR (Institut d’Electronique et de Télécommunication de Rennes), UMR CNRS 6164, Université de
Rennes I (France)

INTRODUCTION

This chapter presents new HF (3–30MHz) systems dedicated to ground to ground

radio links with applications to ionospheric characterisation, channel modelling,

radio communications, direction finding and single site localisation.

The received signals result from the vectorial addition of the multipaths generated

by the ionosphere. Considering the acquisitions at the outputs of an array of identical

antennas (homogeneous array), a high level of spatial and temporal correlation can

be observed. Therefore, it appears relevant to additionally discriminate the incoming

modes by considering their polarisations.

The purposes of the different systems which are described in the following

sections are the use of a heterogeneous array. This polarisation-sensitive solution

for array processing is principally characterized by the spatial distribution of non

identical antennas.

Consequently, the applications to digital communication involve a multi channel

processing in the receiver as a SIMO (single input multiple output) structures. The

correlation factors depend on the polarisation characteristics of the incident wave.

Moreover, the heterogeneous array is still efficient with a reduced space diversity

(set up in a limited place), the differences in the polarisation parameters balancing

the weak values of the differential geometrical phases.

In the following developments, the suggested techniques aim to take some better

advantage of the ionospheric medium in several applications.
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Such developments require a deterministic model of the polarisation at the exit

point of the ionosphere. This model has been proposed by Bertel et al. (1989)

and can be applied to communication systems, assuming only the limit conditions

of Budden (1952).

Section 2 describes a model of received signal. It is the heart of the simulation

software used in different developments. Its originality stands in the consideration

of the vectorial nature of the incident signal.

Section 3 presents an operational HF radio link for digital transmission through

the ionospheric channel. Thanks to a multi channel receiving system connected

to a heterogeneous array, the data transfer rate attains 40 kbits/s and significantly

exceeds the capabilities of standard HF modems (4.8 kbits/s).

Section 4 describes a system of Direction Finding (DF) operating on different

heterogeneous arrays. The polarisation sensitivity allows a separated estimation of

the DOA (Direction Of Arrival) for the two magneto ionic modes (Ordinary and

eXtraordinary), improving by this way the angular resolution.

Section 5 gives a conclusion about the capabilities of these different systems

operating on heterogeneous antenna arrays. Several outlooks are mentioned,

as for example the possibility of video conferencing through the ionospheric

channel.

MODEL OF THE HF RECEIVED SIGNAL

Spatial Response of an HF Active Receiving Antenna

A solution of the Maxwell equations in the ionospheric plasma has been proposed

by Appleton and Hartree in the context of the magneto-ionic theory. It underlines the

presence of two magneto-ionic propagation modes (Ratcliffe 1962, Davies 1990)

named ordinary (denoted O) and extraordinary (denoted X) corresponding to two

different refractive index.

For the following applications, only the polarisation at the exit point of the

ionosphere is required for a given HF radio link. It is calculated considering the

limit conditions of Budden (Budden 1952) which express that the electron density

tends towards zero (and jointly the longitudinal component of the electric field)

at the output points of the ionosphere. In these conditions, the incident wave is

transverse electromagnetic (TEM) and elliptically polarized from the exit of the

ionosphere to the receiving station. Its elliptical shape is fully described with two

parameters ! and �. The first parameter is the ellipticity ratio (real) !: its absolute
value quantifies the respective lengths of the two axes of the ellipse along which

the electrical field rotates; its sign indicates the clockwise �+� or counter-clockwise
�−� rotation. The second parameter is the inclination angle � evaluated in the wave

plane between the main axis and a horizontal direction.

The phasor vector, defined as w = �0 1 j!�T , gives an expression of the electric

field in the wave plane, including the received scalar signal sr�t� r� related to the

transmitted signal:
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(1) E�t� r�=
⎛⎝ 0

1

j!

⎞⎠ sr�t� r�= wsr�t� r�

where t is the time and r is the position vector.

For a given receiving site and a DOA characterized by the azimuth and elevation

angles � = �Az�El�, the coordinates of the point at the exit of the ionosphere are

easily estimated. Applying the results of the magneto-ionic theory with models of

the electron density and a data base related to the Earth’s geomagnetic field, it is

then possible to calculate both parameters ! and � as functions of the DOA � and

of the receiving station location. The expressions of !O and !X , respectively for

the O and X mode, have been first derived by Appleton (Davies, 1990).

The knowledge of the incident polarisation yields an expression of the signal at the

output of a receiving antenna. In the case of a wire antenna with a simple geometry

(dipole antenna for example), the expression results in (Bertel et al., 1989):

• a rotation matrixQ��� characterizing, in the wave plane, the change of the system
of coordinates from the main axis of the ellipse to a second system regarding an

horizontal direction as a reference axis:

(2) Q���=
⎛⎝1 0 0

0 cos���− sin���
0 sin��� cos���

⎞⎠
• a second rotation matrix R�� = �Az�El�� characterizing the transition from the

previous system to a topocentric system attached to the receiving antenna; its

axis are for example the west-east, south-north and vertical directions:

(3) R���=
⎛⎝ cosAz − sinEl� sinAz − cosEl� sinAz
− sinAz− sinEl� cosAz− cosEl� cosAz

0 cosEl − sinEl

⎞⎠
• an antenna specific vector V combining the three components of the electric field

in the received signal. For example, the expression of V for a vertical monopole

of length L is simply:

(4) V= �0 0 L�

With this description, the output signal xr�t� can be written as (Erhel et al. 2004):

(5) xr�t�= VR���Q���

⎛⎝ 0

1

j!

⎞⎠ sr�t�

where xr�t� is the temporal expression of the received signal evaluated at the phase

centre of the antenna. Assuming that the parameters � and ! are DOA dependent

in a deterministic way, the previous formula can be shortened as:

(6) xr�t�= F���sr�t�
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where F��� is named spatial response of the antenna (Rojas-Varela 1987, Bertel

et al., 1989). F��� is generally complex due to the structure of the phasor w. It is
real valued only for linear polarisations �!= 0�.
Let us remark that this presentation applied to “ground to ground” ionospheric

propagation, is valid for transionospheric applications as well.

Expression of the HF Received Signal

Introducing the carrier frequency f0 and the complex envelope m�t� of the

transmitted signal and assuming a single propagation path, the output signal is

expressed as:

(7) xr�t�= AF���m�t− 
g�e
2j��f0+	f��t−
p�

where A is the amplitude factor, 
g, the group delay, 
p, the phase delay and 	f ,
the Doppler frequency shift.

In presence of NS multiple paths identified by the DOA ��k�, this expression

becomes, omitting the phase delays

(8) xr�t�=
NS∑
k=1

AkF��k�m�t− 
gk�e
2j��f0+	fk�t

where Ak� 
gk and 	fk are the same parameters than those previously defined but

related to the path k.
Array processing involves a set of NC antennas with a common reference for the

geometrical phase. In this context, the expression of the output signal for antenna

i is:

(9) xri�t�=
NS∑
k=1

AkFi��k�e
j�i��k�m�t− 
gk�e

2j��f0+	fk�t+ni�t�

where Fi��k� is the spatial response of antenna i for the DOA �k��i��k�,
the geometrical phase of this antenna relatively to �k, and ni�t�, the additive

noise.

A specific device for HF applications has been designed at the IETR laboratory:

it is made up with different HF active antennas set up on a mast with the same

phase centre. It appears as a particular heterogeneous array without any space

diversity. In the corresponding expression of the acquisition on antenna i, the
mention to the geometrical phase �i��k� is then suppressed:

(10) xricol�t�=
NS∑
k=1

AkFi��k�m�t− 
gk�e
2j��f0+	fk�t+ni�t�
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Validation of the Model

A model of received signal is considered as relevant if the experimental acquisitions

captured on the sensors of an array are in a good accordance with the samples

calculated according to the method under test.

With this point of view, the original device of seven HF collocated active

antennas is considered. An optimization of the diversity of their complex spatial

responses and a minimization of the mutual coupling are required for the final

structure represented in Fig. 1: it contains 2 orthogonal vertical loop antennas, 1

horizontal loop, 2 V-shaped dipoles, 1 vertical dipole and 1 dipole with an original

geometry.

Figure 2 plots the acquisitions (over 50 seconds) at the output of the receivers

connected to the device, for Skelton (UK) – Rennes (F) radio link (Le Meins

et al., 1999). A bandpass filtering selects a narrow bandwidth containing the carrier

frequency. The presence of multi paths (generated by the ionospheric channel)

induces fading. The minima of power do not appear at the same time on the seven

channels. The reason is that the incident sources are combined with varying phases

on each antenna: these are the arguments of the antenna responses �Fi��k�� to the

incoming polarisations.

Consequently, the diversity of the spatial responses results in a partial decor-

relation of the seven received signals though there is no spatial diversity in this

particular “array”.

Moreover, these measurements can be compared with the results of simulations

based on the proposed model of HF signal. The predicted values of parameters are

Figure 1. Array #1 of seven HF collocated antennas (patent n�99 16112)
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Figure 2. Experimental received signals

relative to the link under test (DOA, Doppler and group delay spreads) according

to the possible scenario: one hop, one reflecting layer and to complementary

modes O and X. As plotted in Fig. 3, the calculated signal envelopes appear to be

quite similar to the experiments. Such observations underline the reliability of the

proposed model.

Acquisitions in a 3 kHz “large” bandwidth give additional information by the

means of time-frequency analysis. Actually, this bi-dimensional representation of

the fading gives a simple method to jointly identify group delays and differential

Doppler shifts. The instantaneous power spectral density (PSD) contains interference

patterns, the geometric characteristics of which are in relation which the parameters

of the propagation. As an example, large band acquisitions on the EW (East West

oriented) and NS (North South oriented) loops are analysed on Fig. 4. Deep temporal

fading and moderate frequency selectivity are visible on the two time-frequency

representations. However, the minima of the PSD appear at different instants and

frequencies for these 2 channels, indicating an effective decorrelation though the

two sensors are collocated.
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Figure 3. Simulated received signals

Figure 4. Time-frequency representations: EW loop (top) and NS (bottom) loop acquisitions (Bisiaux,

2001)
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Synthetic Comparison of the Different Models of HF Signal

In numerous previous works (Watterson et al., 1970 Vogler et al., 1988), the

dispersion bandwidth values were not estimated. The definitions of so called narrow

or wide bandwidth were therefore ambiguous. According to the LOCAPI forecast

software (Brousseau, 1999), it has been possible to determine such values.

For each ionospheric path, the associated signal appears to be stationary on

bandwidth of at least 40 kHz. Table 1 sums up (not exhaustively) some useful signal

models.

A SIMO SYSTEM OF DIGITAL TRANSMISSION THROUGH
THE IONOSPHERIC CHANNEL

A unidirectional system of digital transmission for HF (3–30MHz) applications

has been developed, with the aim of increasing significantly the data transfer rate

compared to standard modems. The original device of collocated antennas is a

part of a multi-channel receiving system. Such a SIMO structure is represented in

Fig. 5. In most of the experiments which are mentioned further, a maximum of four

antennas where involved in the reception.

As indicated in the previous section, this device exploits the differences in the

incoming wave polarisations to provide acquisitions with a relatively low level of

correlation: array processing techniques are efficient though the system does not

resort to spatial diversity. Thus, the setup is realized in a limited place.

Transmitter

The heart of the transmitter is a fully flexible modulator generating a waveform

with adjustable parameters: symbol duration, roll-off factor, type of constellation

restricted to the mono carrier case. The output of the modulator is connected to an

amplifier with a maximum transmitted power of 200W.

The transmitter feeds an 8m high delta antenna with a radiation pattern, which

maximizes the power associated with the sky wave as suitable for a transhorizon

radio link.

Receiving System

Hardware

The receiving system associates the following elements:
• the original collocated sensor device that induces an effective decorrelation of

the acquisitions due to the polarisation sensitivity of the array
• a maximum of eight coherent receivers delivering baseband output signals with

a maximum bandwidth of 12 kHz
• a synchronous eight channels analogue to digital converter providing samples at

a rate of 24 ksamples/s with a resolution of 14 bits.
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Figure 5. Description of the communication system

Depending on the type of experiment, these samples are considered as input of a

real time computation implemented in a digital signal processor or are stored on

the hard disk of a PC for further exploitation.

Signal processing

A spatiotemporal equalization is implemented, for each of the NC = 4 receiving

channels, as a FIR filter involving NR delayed samples. At a previous stage of

this project, the least mean squares (LMS) algorithm was performed; it requires

the transmission of training sequences (Perrine et al., 2004). Investigations have

been made to remove this constraint with a blind algorithm to increase (slightly)

the actual data transfer rate and to authorize the connection of asynchronous

subscribers. Therefore, a global estimation of the vector, containing the NC×NR
taps coefficients, is carried out using a blind cost function CMA (Constant Modulus

Algorithm) (Godard, 1980).

Considering that the mean square error (MSE) remains higher with that solution,

an alternative consists in the use of the CMA criterion during the convergence

step (avoiding training sequences) and then a switch to the LMS algorithm in the

decision directed mode, which reduces the steady value of the MSE.

The synchronization techniques are classically based on a maximum of likelihood

approach operating on the equalized samples (Mengali et al., 1997).

Experimental Results

An operational 780 km range radio link is set up between Valensole (French

Southern Alps) and Rennes (France). The carrier frequencies are in the 8–

10MHz band. In the experiment presented herein, the transmitted waveform is

a QAM 16. Its Nyquist envelope has a roll-off factor equal to 0.2. The symbol

duration and the bit transfer rate are respectively equal to 0.1ms (bandwidth of

12 kHz) and 40 kbits/s. The average signal to noise ratio SNR for each channel

equals 16 dB.
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The 20 kbits transmitted file contains a 256×256 compressed still image corre-

sponding to a global compression rate equal to 25.

Efficiency of the spatiotemporal equalization

The efficiency of the multi-channel processing can be evaluated by comparing the

spectrum of the transmitted signal (Fig. 6a) in a bandwidth of 12 kHz (corresponding

to a data transfer rate equal to 40 kbits/s), the spectrum of the received signal on

the channel with the best SNR (Fig. 6b) and the spectrum at the equalizer output

(Fig. 6c). In presence of multi paths, the dispersion of group delays is responsible

for the distortion of the received spectrum which contains several minima (Fig. 6b)

appearing with a period of approximately �f = 1400Hz. This observation can be

interpreted as the reception of two incident signals separated by a differential group

delay of �
g = 1/�f = 0�71ms.
The spatiotemporal equalizer appears efficient since the output spectrum plotted

in Fig. 6c is almost flat in the 12 kHz bandwidth, indicating that the frequency

selectivity seen in Fig. 6b is corrected.

Quality of service

The benefit of the multi-channel processing is obvious in the comparison of restored

images for different configurations of the receiving system. For a given transmitted

Figure 6a. Transmitted spectrum
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Figure 6b. Received spectrum

Figure 6c. Spectrum at the equalizer output (base band)
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file, the visual quality is quantified by a measure of the BER on the decoded file and

by the PSNR (Peak Signal to Noise Ratio) of the restored image. It appears from

statistics based on a large volume of transmitted data that the minimum number of

antennas should be, at least, four. However, these antennas have to be chosen to

ensure uncorrelated signals (Perrine et al. 2004). This result is illustrated in Fig. 7,

which shows the original image (Fig. 7a), and different restored images, the number

of receiving channels being variable.

Figure 7a. Original “Lena” image

Figure 7b. Restored with a 1 channel processing, BER = 4�710−1

Figure 7c. Restored with a 3 channels processing, BER = 1�9510−1
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Figure 7d. Restored with a 4 channels processing, BER = 1�7310−5

Comparison with Existing Standards

The coherence bandwidth of the ionospheric channel is generally considered equal

to 3 kHz. This numerical value is integrated in recent standards for HF modems

like Mil-Std-188-110A for military purposes and in the design of commercial

transceivers for amateur radio as well. Table 2 succinctly presents, in a non-

exhaustive manner, a few HF modems with their characteristics in data bit rate and

modulation techniques.

HF RADIO DIRECTION FINDING OPERATING
ON A HETEROGENEOUS ARRAY

The challenge for radio direction finding in the HF band is the estimation of two

angles (azimuth and elevation) per DOA in a context of strong spatial correlation.

Table 2. Some HF modems

Company Norm Bit rate Modulation Particularity Reference

military standard

STANAG 5066

annexe G

9600 b/s QAM 64 Only a

simulation Jorgenson

et al. (1999)

Harris military standard

MIL-STD-

188-110B

9600 b/s QAM 64 With coding

and

interleaving

Nieto (2000)

Université de

Rennes 1 (3 to

12 kHz)

9600

b/s to

40 kb/s

QAM 16

QAM 64

Use of

collocated or

multiple

antennas for

the receiving

system, no

interleaving

Erhel et al.

(2001)

Perrine et al.

(2004)

DRM (6KHz) DRM 26 kb/s

possible

and

12 kb/s

effective

COFDM

+QAM

www.drm.org
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Numerous methods (Capon, Esprit, Maximum Likelihood, Weighted Subspace

Fitting, etc.) have been developed which are presented like “high resolution”

techniques, in the sense that the minimum resolvable difference between two

angles of arrival is much less than the width of the main directional lobe of the

conventional beam former. Among this list, the MUSIC algorithm (MUltiple SIgnal

Classification) became very popular by presenting several advantages listed in

Erhel et al. (2004).

As indicated before, the heterogeneous array authorizes to consider the incoming

polarisation as an additional factor for the discrimination of the incident signals.

Therefore, a specific derivation of the MUSIC algorithm for such an array is

proposed in this section.

Expression of the Observations

A heterogeneous array is made up of sensors, which are different from one another.

An a priori knowledge is supposed for their respective spatial responses denoted

by �Fn�����n = 1� � � � �NC.
In this context, the linear model for the output signals of the heterogeneous array

is expressed as:

(11) Xh�t�=
NS∑
k=1

ah��k�srk�t�+Nh�t�

The received signal srk�t� is related to the k mode or path. The components of the

steering-vectors ah��k� combine the spatial responses and the exponentials which

represent the phases �n��k� calculated with respect to the array geometry:

(12) ah��k�= �F1��k�e
j�1��k�� F2��k�e

j�2��k�� � � � � FNC��k�e
j�NC��k��T

Denoting by F��� = �F1���� � � � � � � � FNC����
T the vector of the antenna responses

for the DOA �, the whole steering vector is expressed as:

(13) ah���= F���⊗a���

where ⊗ represents the Schur-Hadamard product for two matrices. The term a���
represent the array steering vector considering only the spatial diversity (geometrical

phases only).

It can be noticed that ah��� does not have a constant norm; this remark have to

be taken into account when applying the MUSIC algorithm on this particular type

of array.

MUSIC Algorithm

For applications in the HF band, two possible types of polarisation (O and X)

are expected at the exit of an ionospheric radio link. Consequently, for a given
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DOA �, two steering-vectors are defined and attached to the corresponding incident

modes by:

(14) ahP���= �F1P���e
j�1���� F2P���e

j�2���� � � � � FNCP���e
j�NC����T

P representing the polarisation type O or X.

MUSIC uses the eigen decomposition of the data covariance matrix Rxxh =
E�Xh�t�Xh�t�

H�. Its computation is based on the orthogonality between an incident

steering vector and the noise subspace spanned by the eigenvectors of Rxxh
associated with its smaller eigen values.

The implementation includes the following steps:
• estimation of the covariance matrix:

(15) R̂xxh
= 1

Nech

Nech∑
n=1

Xh�n�Xh�n�
H with Nechsnapshots of data

• Eigen decomposition of the covariance matrix and estimation of the number of

sources NSE based on the dispersion of the eigen values
• computation for all the potential DOA �, of the angular function (pseudo-

spectrum) evaluating the norm of the projection of the steering-vector in the

noise subspace. As the projected vector should have a constant norm, the calculus

involves the vectors:

(16) bhP���=
ahP���
�ahP����

� P = O or X

The directions of arrival being estimated for both polarisations, the two sets

of steering-vectors are projected in the noise subspace. Consequently, in this

original version of the algorithm, two pseudo-spectra are computed according to

the following expression:

(17) PSSPP���=
1

NC∑
m=NSE+1

�vTm�bhP����2

The estimation of the DOA with two different array manifolds illustrates the

polarisation sensitivity of the heterogeneous array.

Experimental Results

Three types of heterogeneous array have been set up for measurements of direction

finding. The first one is the original device made up of collocated antennas

and presented in section 2: its main advantage is a set up in a reduced size
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NORTH

EASTWEST

SOUTH

r = 25 m

Figure 8. Array #2 (Erhel et al., 2004)

(volume of 2m3). (Fig. 8) The second one contains eight active loop antennas with

different orientations and equally spaced on a horizontal circle with a 25m radius.

It combines diversity of the spatial responses and space diversity. The third array

(Fig. 9) contains three groups of sensors set up with a moderate spacing (less than

10 meters) along the vertical direction and one horizontal axis. Each group contains

three collocated antennas: two vertical crossed and one horizontal loop antennas. It

appears as a relatively compact heterogeneous array.

Theses arrays are connected to a multi channel receiving system the outputs

of which are acquired for the computation of the MUSIC algorithm. For

Figure 9. Array #3 (Le Bouter, 2004)
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a given transmitter located in Southeast of France (geographical azimuth

Azo = 132�, distance 780 km, carrier frequency f0 = 6�735MHz), examples

of experimental pseudo spectra, involving short acquisitions, are plotted on

Figures 10 to 12.

Whatever the array, according to those rough results, the mean angular estimations

are close one to each other: for example, the mean values of the azimuth, resulting

from an averaging on 70 instantaneous estimations, are equal to 131�, 134� and 133�

as the geographical azimuth of the transmitting site is equal to 132�. However, the
contrast and resolution appear optimal for array #2, decreases slightly for array #3

and more seriously for array #1. This observation can be interpreted by the positive

role of space diversity in arrays #2 and #3.

For the same transmitter, a long-term experiment has been running on array #1

with DOA estimations every 2 minutes during a period of 3H20. The angular

estimations are plotted in Fig. 13 with a small circle for O modes and an “x” letter

for X modes. Two complementary modes are detected and measured during the

acquisition.

Figure 10. Experimental pseudo-spectra (O and X), array #1

Figure 11. Experimental pseudo-spectra (O and X), array #2
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Figure 12. Experimental pseudo-spectra (O and X), array #3

The dispersion on the azimuth appears moderate with a mean value close to the

reference �132��. The elevation estimation indicates the presence of two different

paths at the beginning of the experiment, converging in a unique path at instant

referenced in Fig. 13 by the snapshot 60.

Another operational system (Marie et al., 2005) is based on a heterogeneous array

of differently oriented whip antennas distributed along a circle with a small radius

(Fig. 14). The results of direction finding, coupled with the PRIME (Prediction

and Regional Ionospheric Modelling over Europe) model of the ionosphere Bradley

Figure 13. Angular estimations
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North 

East
R= 20 m 

Vertical whip antenna 

Horizontal whip antenna 

Figure 14. heterogeneous array of whips

1999), are the input data of a single site localization (SSL). The tests carried

out localizations of HF transmitters located in Europe and North Africa at a

maximum distance of 2000 km. More than 100 experiments, involving 35 military

beacons or broadcast transmitters, were conducted during a period of 3 weeks, at

various times in the day (and during the night) and for different expected azimuths.

An example of pseudo spectra (for each O and X mode) is plotted in Fig. 15

and the corresponding SSL, estimated with a very good accuracy, is presented

in Fig. 16.

Figure 15. Estimated pseudo spectra O and X from a transmitter located at Tiganesti (Romania)
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Figure 16. SSL estimation of the transmitter located at Tiganesti (Romania)

CONCLUSION

The presented model of HF signals and its applications underline the great interest to

include antenna effects in the conception of systems. Both polarisation and antenna

diversities have been considered in addition to – or to replace – space diversity

in HF receiving systems. Several examples illustrate how these effects could be

used to improve direction finding or the capability of transmitting systems. New

simulators can also be developed with the proposed equations as basis.

For DF applications, the heterogeneous array induces a separated research of

DOA for the two expected polarization types. This technique improves the angular

resolution in general and authorizes the set up of arrays with a reduced aperture.

For transmission systems, the polarization sensitivity induces a significant decor-

relation of the acquisitions so that an efficient spatio temporal equalization balances

the distortion induced by the propagation in an extended bandwidth up to 12 kHz.

This technical solution largely improves the performances of HF modems “on the

shelf” since the data transfer rate attains 40 kbits/s. Associated with a robust joint

source-channel coding, it permits to consider the feasibility of videoconferencing

through the ionospheric channel in a next future.
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CHAPTER 3.3

SHORT-TERM foF2 FORECAST: PRESENT DAY STATE
OF ART
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Institute of Terrestrial Magnetism, Ionosphere and Radio Wave Propagation, Troitsk, Moscow Region
142190, Russia

Abstract: An analysis of the F2-layer short-term forecast problem has been done. Both objective

and methodological problems prevent us from a deliberate F2-layer forecast issuing at

present. An empirical approach based on statistical methods may be recommended for

practical use. A forecast method based on a new aeronomic index (a proxy) AI has

been proposed and tested over selected 64 severe storm events. The method provides

an acceptable prediction accuracy both for strongly disturbed and quiet conditions. The

problems with the prediction of the F2-layer quiet-time disturbances as well as some

other unsolved problems are discussed

INTRODUCTION

Short-term (1–24 h in advance) ionospheric F2-layer forecast is still an unsolved

and very challenging problem despite long history (e.g. Anderson, 1928; Hafstad

and Tuve, 1929; Appleton and Ingram, 1935; Kirby et al., 1935) and many attempts

undertaken. A good review of the topic at the level of 1995 was made by Wilkinson

(1995). The problems with the ionosphere prediction are due to objective reasons.

Physical mechanisms forming both negative and positive F2-layer disturbances

are well-established by now. They are related to global thermospheric circulation,

neutral composition and temperature, electric fields and plasmaspheric flux changes.

The list of all pertinent processes may be found in Rishbeth (1991) and Prölss

(1995). The problem is in intensity of each particular process contributing to a

particular ionospheric storm formation. The Earth’s upper atmosphere is an open

system with many uncontrolled inputs forcing it both from above and below. If

solar EUV radiation, magnetospheric electric fields, particle precipitation (impact

from above) can be controlled to some extent, the intensity of internal gravity

waves, dynamo and tropospheric electric fields, planetary waves (impact from

below) are uncontrolled in principle. Depending on prehistory and current state
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of the magnetosphere and thermosphere the reaction will be different to the same

impact from above, but no thermosphere and magnetosphere monitoring is made

at present and is not expected in an observable future. Thus the intensity of each

particular process controlling the F2-region: magnetospheric electric fields, zones

and characteristics of particle precipitation producing high-latitude Joule heating,

global thermospheric circulation resulting in neutral composition and temperature

variations, the internal gravity waves dissipation in the 100–120 km height range

producing via eddy diffusion changes in neutral composition in the whole thermo-

sphere above, planetary waves etc., is known pretty poor for each particular

geomagnetic storm. This fact was also stressed by Wang et al. (2001) who tested a

first-principle model TING. Therefore, there is not much hope at present to obtain

a “deliberate” forecast of the F2-region using so called first principle or physical

models.

An attempt to apply modern 1-3D physical models of the F2-region to predict even

the simplest quiet time NmF2 and hmF2 daily variations gave overall unsatisfactory

results in some cases (Anderson et al., 1998). A similar comparison by Fuller-Rowell

et al. (2000) for disturbed conditions has demonstrated more “visual” success of

the model predictions than quantitative one; correlation coefficients between model

and observations are typically 0.3–0.65, depending on how the data are selected

and smoothed. Negative F2-layer storm effects which are the most crucial for HF

radio-wave communication cannot be satisfactory modelled without special fitting

of aeronomic parameters for each particular ionospheric storm (e.g. Richards et al.,

1989, 1994; Buonsanto, 1999). But it should be stressed that physical modelling

is the only way to understand the mechanisms of the ionosphere formation under

various geophysical conditions and its role hardly can be overestimated. Thus,

theoretical modelling may be considered as a powerful tool for physical analyses

rather than practical applications.

Therefore, an empirical approach to the F2-layer short-term prediction based on

statistical methods (Zevakina, 1990; Wu and Wilkinson, 1995; Muhtarov et al.,

1998; Kutiev et al., 1999; Marin et al., 2000; Kutiev and Muhtarov, 2001;

Stanislawska and Zbyszynski, 2001, 2002; Araujo-Pradere et al., 2002, 2003;

Liu et al., 2005; Tsagouri and Belehaki, 2006), or a neural network approach

(Altinay et al., 1997; Cander et al., 1998; Cander and Mihajlovic, 1998; Tulunay

et al., 2000; Francis et al., 2000, 2001; Wintoft and Cander, 2000; Chan and Cannon,

2002; McKinnell and Poole, 2004; Tulunay et al., 2000, 2004) which can provide

an acceptable accuracy may be recommended for practical use.

Speaking about foF2 short-term (1–24 h) forecast we mainly mean strongly

disturbed geophysical conditions (magnetic storms). Such events are relatively rare

to occur, but they are the most interesting, challenging and important from practical

point of view. Depending on the intensity of geomagnetic storm and latitude of

observation, electron concentration in the F2-layer maximum, NmF2 may drop by an

order of magnitude (negative storm effect) compared to quiet time pre-storm condi-

tions and this is crucial for HF radio communication. Positive F2-layer storm effects,

on one hand, are less impressive (usual NmF2 increase is less than factor of 2),
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on the other hand, NmF2 increase only broadens the HF working band, so they

are not very important for HF communication. Prediction of quiet time foF2 varia-

tions usually is not a problem and can be done with good accuracy (mean relative

deviation MRD ≤ 10–15%) using empirical methods. The only problem with such

predictions is related to so called quiet time F2-layer disturbances (Mikhailov et al.,

2004) which occur under quiet geomagnetic conditions and presumably reflect the

impact from below, no precursor has been established yet.

PROBLEMS WITH THE EMPIRICAL APPROACH

The empirical approach to ionospheric forecast is widely used in practice. However,

there are problems with this approach as well. There is no an efficient geophysical

index to predict the ionospheric storm onset, its magnitude and duration. The corre-

lation coefficients of 	foF2 (relative foF2 deviation from monthly median) with

currently available planetary indices are not very high, being latitudinal dependent.

Some estimates from Zevakina et al. (1990) are given in Table 1.

The best correlation is seen to provide AE and Bz IMF indices, but they are not

predictable at present. Only daily Ap indices (which may be converted to Kp) are

predicted currently up to 3 days in advance. Time weighed accumulation indices

such as ap(
) proposed by Wrenn (1987), Wrenn et al. (1987) seem to increase

the correlation with 	foF2, but the improvement is not significantly larger than

for instantaneous indices (aa, ap, Kp, Dst) – correlation coefficients r < 0�7. So a

conclusion was made that time–weighted accumulation indices might have limited

use in a forecasting environment (Wu and Wilkinson, 1995). However, the very

idea of using the time accumulation impact is correct and fruitful. For instance,

the empirical thermospheric models of MSIS series (e.g. Hedin, 1987; Picone

et al., 2002) also use time accumulation 3-hour ap indices. A detail description of

available solar, ionospheric and geomagnetic indices may be found in Perrone and

de Franceschi (1998).

Next step in this direction was made by Araujo-Pradere et al. (2002, 2003) who

proposed a correction model STORM based on a new index – the integral of 3-hour

ap index over the previous 33 hours weighted by a filter obtained by the method of

singular value decomposition. A non-linear relationship of 	foF2 with this index

	foF2= a0+a1X�t0�+a2X
2�t0�+a3X

3�t0�, where X�t0�=
∫
F�
�P�t0−
�d
 and

F�
� is the filter weighting function of the ap index over the 33 previous hours is

used to correct monthly median foF2 values. This new STORM model has been

included to the latest version of IRI, IRI2000 (Bilitza, 2001). As the IRI2000 model

may be considered as the international standard, an additional analysis of this new

Table 1. Correlation coefficients of 	foF2 with some planetary indices

Index AE Bz IMF Dst Kp

Corr. coeff. 0.86–0.52 0.86–0.69 0.71–0.46 0.77–0.33
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inclusion may be interesting. Relationship between the proposed time accumulation

index and 	foF2 for severe storms observed at Slough over the 1949–1996 period

is given in Fig. 1 for different seasons. The correlation coefficients are seen to be

rather small for such disturbed conditions. For a comparison the analysis has been

repeated for the same storm periods using ap�
� indices by Wrenn (1987), Wrenn

et al. (1987). The correlation coefficients turned out to be larger: −0�494 for April,

−0�346 for September, −0�575 for July, and −0�342 for November. So, the newly

proposed and accepted by IRI2000 index is hardly better than ap�
�, both using the

same idea of time weighed accumulation.

So, available indices of geomagnetic activity either direct or transformed do not

provide high enough correlation with 	foF2. Partly this is due to the following:

(a) during severe geomagnetic storms magnetometric stations are out of the auroral

zone thus underestimating index values; (b) high latitude energy deposition (heating)

is not uniform in longitude while global indices do not reflect this; (c) indices

of geomagnetic activity (due to the very method of their generation) are ‘blind’

depending only on UT, while the ionospheric storm onset depends on LT, season,
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Figure 1. Relationship of 	foF2 with the IRI2000 index for selected severe storms observed at Slough

over the 1949–1996 period
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latitude and prehistory (state of the magnetosphere and thermosphere). The latter

results in large scatter in delay between geomagnetic and ionospheric storms

onset obtained by different authors: 0–6 h for positive disturbances (Zevakina and

Kiseleva, 1978), 12 h (Wrenn et al., 1987), 15 h (Wu and Wilkinson, 1995), 6–12 h

(Forbes et al., 2000), 16–18 h (Kutiev and Muhtarov, 2001); 8–20 h depending on

season (Pant and Sridharan, 2001), 3–20 h depending on LT sector (Tsagouri and

Belehaki, 2006), no time delay is considered by Araujo-Pradere et al. (2002).

Despite all the problems with geomagnetic indices, they are widely used in

the ionosphere forecasting and this is due at least to the following reasons. Only

geomagnetic indices (aa, ap, kp) are available for the whole period of ionospheric

observations and this is important for the forecast methods development. Only

daily Ap index is predicted currently up to 3 days in advance and prediction of a

controlling index is necessary for any forecast method functioning. The proposed

method for foF2 short-term prediction (Section 3) is also based on 3-hour ap time

accumulation indices.

STATISTICAL AND NEURAL NETWORKS METHOD RESULTS

A statistical approach to ionospheric forecast is based on foF2 or 	foF2 regres-

sions with various geophysical indices, the regression coefficients being specified

over previous training period. In the utmost case only previous observations of

the predicted parameter are used for training the method, for instance, the autoco-

variance method used by Stanislawska and Zbyszynski, (2001, 2002). A widely

used way to demonstrate the merits of the method is to compare it with the median

forecast. A 29% gain over climatology was obtained by Kutiev and Muhtarov

(2001). A 34% gain in the Northern and 20% in the Southern Hemispheres has

exhibited the STORM model by Araujo-Pradere et al. (2003). The best results were

obtained for summer (up to 50%) but no improvement in winter. A 44% gain was

obtained by Tsagouri and Belehaki (2006) over 15 impulsive storm events.

A neural networks approach is a new and perhaps promising direction in

the ionospheric forecasting. The prediction results depend on the architecture of

the network designed and the list of the input parameters used by the authors. In

fact the neural approach may be considered as a more sophisticated version of the

multi-regressional methods and the obtained results demonstrate the same merits

and drawbacks as the statistical methods. A 45% accuracy improvement compared

to the persistence prediction was obtained for a 1-day ahead forecast and about

42% improvement for 1-hour ahead prediction (Francis et al., 2000). Up to 50%

accuracy gain over the reference persistence prediction was obtained by Chan and

Cannon (2002) for a 1-hour ahead foF2 forecast.

In relation with this it worth mentioning that 1-hour ahead foF2 forecast (also

Altinay et al., 1997; Stanislawska and Zbyszynski, 2001; Tulunay et al., 2004)

hardly can demonstrate the merits of a method. The e-fold characteristic time of the

NmF2 variations is ≥ 1�5h, therefore a 1-hour ahead foF2 forecast can be done with
an acceptable accuracy even during strongly disturbed conditions (see Section 3.2)
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if current foF2 observations are included to the list of input parameters. This is

valid for any prediction method in which the idea of persistence is used.

A neural networks approach was used by Wintoft and Cander (2000) to predict

specially selected F2-layer storms. The observed foF2 decreases (negative F2-layer

storm effect) turned out to be much larger than the predicted ones. Their results are a

good illustration of the general problem related to the empirical (statistical) approach

for the ionospheric forecasting. Severe storms are rare events and practically there

is no chance for them to occur during the training period when it is relatively

short. When the training period is long (some years or even some solar cycles)

such outstanding events are just lost in the sea of quiet time and slightly disturbed

conditions after a statistical treatment. An extrapolation to large Ap index values

observed during severe storms turns out inefficient and this results in underestimated

foF2 decrease. Therefore, separate methods are required for prediction of quiet and

moderately disturbed conditions and severe storm periods.

FORECAST METHOD DESCRIPTION

After thorough and critical analysis of various empirical approaches to foF2 short-

term forecast a new statistical method has been developed and tested. The proposed

method is supposed to be used in practice, so it should be based on available in

near real time input information. Depending on conditions different methods may

be used. If current foF2 hourly (better 10–15-minute) observations are available

from an ionosonde station, this allows one to obtain higher foF2 prediction accuracy
for the station in question and the area nearby inside the spatial correlation radius.

When current foF2 observations are absent due to any reason (station has closed or

never worked in the area), the forecast can be made as well but with lower accuracy.

The proposed method is based on the statistical approach, so it is not free from all

earlier mentioned drawbacks of this approach and special efforts were undertaken

to minimise their effect. To obtain a satisfactory prediction accuracy for disturbed

conditions was the main concern of our development.

The Idea of the Method

Unlike all earlier discussed approaches we use a semi-empirical one, which

combines both theoretical and empirical elements in the prediction scheme.

Theory of ionospheric F2-layer gives the NmF2 and hmF2 dependencies on

main aeronomic parameters, neutral composition and temperature being the most

important. Although such dependencies are known long ago (e.g. Rishbeth and

Barron, 1960; Ivanov-Kholodny and Mikhailov, 1976) and they were also confirmed

by direct observations (Prölss, 1980), they were considered that time in a deter-

ministic sense rather than in a statistical one. On one hand such relationships are

approximate, on the other hand the required thermospheric parameters are not known

with a sufficient accuracy for each particular geomagnetic storm – all this gave in

general unsatisfactory testing results and the idea had not got further development
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that time. Next step in this direction was made by Shubin and Anakuliev (1995)

who used an analytical expression resulted from the continuity equation solution

for electron concentration in the F2-region. They find relative deviations 	foF2 to

monthly median empirical model IRI-90, necessary thermospheric parameters being

taken from MSIS-86. A comparison with observed foF2 for many storm periods has

shown that such approach has sense and provides good statistical results in various

geophysical conditions.

The newly proposed method also uses a relationship of NmF2 with main

aeronomic parameters responsible for the F2-layer formation. This expression may

be considered as a new index AI (aeronomic index or a proxy) instead of solar

and geomagnetic indices usually used for the ionospheric forecast. Coming from a

well-known expressions by Rishbeth and Barron (1960) for a steady-state daytime

mid-latitude F2-layer maximum:

(1) �mH
2/Dm = 0�6�NmF2= 0�75qm/�m

where H = kT/mg – scale height for neutral atomic oxygen, qm – photoionization

rate, �m – linear loss coefficient ��1�N2�+�2�O2��, and Dm – ambipolar diffusion

coefficient (all parameters are given at the height of F2-layer maximum). In case

of an isothermal thermosphere with temperature T it is possible (Mikhailov et al.,

1995, see also Ivanov-Kholodny and Mikhailov, 1976) to write down an expression

for NmF2:

(2) NmF2=
0�75q1H

2/3

�
2/3
1 �0�6D1�

1/3

where all aeronomic parameters are specified now at a fixed height h1 (say, 300 km).

After substitution of q1 ∼ �O�1, D1 ∼ T 1/2/�O�1, H ∼ T and keeping in mind that

foF2∼ �NmF2�1/2, we obtain the final expression:

(3) foF2∝ �O�
2/3
1 T 1/4

�
1/3
1

In our prediction method we work with relative deviations 	foF2 =
foF2/foF2med, where foF2med is a 28-day running median obtained over the

preceding period. Such 28-day median rather than monthly one is used for

the following reasons. On one hand a 28-day running median looks more natural

as this period equals to one solar rotation, on the other hand, this saves us from

large and unreal disturbance effects in the beginning and in the end of a month

as well as at the junction of two months especially during the equinoctial periods

when changes in the thermosphere and ionosphere are very fast. The advantage of

using running foF2 median for F2-layer disturbance analyses was stressed long ago

(e.g. Mednikova, 1957). An expression similar to (3) should be written down for

a ‘median’ day as well, which is selected from 28 previous ones: this day should

demonstrate the least sum deviation from the 28-day foF2 running median. The
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‘median’ day is not necessary a quiet one as this depends on geomagnetic conditions

for the preceding 28-day period.

Then the aeronomic index AI may be written as

(4) AI =
(

�O�1
�O�1med

)2/3(
�1med

�1

)1/3(
T

Tmed

)1/4

Neutral composition and temperature at h1 = 300km can be taken from any

thermospheric model, for instance, MSIS-86 (Hedin, 1987) or from the latest one

NRLMSISE-00 (Picone et al., 2002). Rate constants �1 and �2 for the ion-molecule

reactions of O+ with N2 and O2 are taken from Hierl et al. (1997).

Thermospheric models need their own input indices: 3-hour ap for current and

some previous period and F10�7 for the previous day and an average over 81 day

centred to the day in question. Necessary information can be found in Internet:

http://www.geomag.bgs.ac.uk/gifs/apindex.html - estimated 3-hour ap for

the previous period;

http://www.sel.noaa.gov/forecast.html - a 3-day forecast of daily Ap;

http://www.sel.noaa.gov/forecast.html - daily F10�7 for current day

+ a 3-day forecast;

http://www.sel.noaa.gov/ftpdir/indices/DSD.txt - daily F10�7 for 30 previous

days;

http://www.sel.noaa.gov/ftpdir/latest/45DF.txt - a forecast of daily F10�7 for

45 days.

Indices AI calculated by this way are used both for training the method and

for prediction. Unlike global direct solar and geomagnetic indices which exhibit

only UT dependence, the proposed index AI, in principle, should demonstrate

(via thermospheric parameters variations) the dependence on UT, LT, latitude and

longitude, season, level of solar activity etc. Detailed analysis is needed in future

to reveal real possibilities of this index for the ionospheric forecasting.

It is known that 	NmF2 exhibits a pretty good inter-hour correlation within

a day. During daytime hours the e-fold time of NmF2 changes with respect to

recombination is about 1.5 hours. But daytime F2-region is strongly controlled

by thermosphere (neutral composition, temperature) and the e-fold time for these

parameters is longer than 1.5 hours. So the time interval of temporal correlation

may be up to 3–6 hours depending on geophysical conditions. During night-time

hours the characteristic time with respect to the loss process is more than 10 hours

due to low linear loss coefficient at the hmF2 height and the NmF2 inter-hour

correlation normally is very good for night-time hours. Therefore, the regression

for foF2 prediction should include previous foF2 observations. But this inter-hour

correlation breaks down during storm periods decreasing to 1–3 hours and special

methods are needed for such conditions.
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The regression used in our prediction method is written as follows:

(5) 	foF2�UT +n�= C0+C1	foF2�UT�+C2AI�UT +n�

where 	foF2(UT) – the last observed deviation at UT moment, n – the lead time

(1–24 h). Previous analysis has shown that no AI/foF2 time shift is required unlike

methods based on direct indices such as Ap (e.g. Marin et al., 2000). The unknown

coefficients Ci are obtained over the 28-day training period using the least squares

multi-regressional method.

Such approach is applied during quiet time and moderately disturbed conditions,

the prediction accuracy being high enough (MRD ≤ 10–15% for all lead times).

The method should be modified for disturbed periods. As it was mentioned earlier,

this is due to the fact that severe storms are relatively rare (although they are

the most important and interesting), and there is practically no chance for them

to occur during the training 28-day period – according to Kutiev and Muhtarov

(2001) the most probably ionosphere conditions correspond to kp ≈ 30�ap = 15�.
This results in poor forecasts for strongly disturbed periods. The following has

been done to overcome the problem at least to some extent. Specially selected

strong disturbances observed at a given station over the whole available period of

observations were grouped in 12-month bins and 	foF2 versus AI index regressions

(second order polynomial) were obtained for each month. The thresholds for the

ionospheric storm onset were specified for each month as well. When during the

forecast we turn out in a storm area (the threshold has been exceeded), the method

switches from expression (5) to a corresponding regression. It should be stressed

that despite the fact that the correlation of 	foF2 with AI index for severe storms is

pretty poor especially in winter, such regressions provide an acceptable prediction

accuracy and their use is convenient in practice. Due to the earlier mentioned

ionosphere inertia the basic method (5) is used for lead times ≤3–4 hours even

under disturbed conditions as this provides better prediction accuracy than with the

regressions.

An example of forecast calculations for different lead times is given in Fig. 2 for

a severe storm observed at Slough on Jun 4–6, 1991. This period was also tested

by Wintoft and Cander (2000, their Fig. 11) using a neural networks method and

their results are given in Fig. 2 for a comparison.

Testing Results

Testing of the proposed prediction method has been done using all available

Slough/Chilton (1949–2004) foF2 observations for strongly disturbed periods. We

tried to select isolated storms and analysed the mostly disturbed 24-hour periods

in the course of a storm. Such periods were chosen using ap�
� indices by Wrenn

(1987) as an indicator of the disturbance magnitude. Each storm period has been

run in a routine mode without any special fitting of the controlling parameters.

Mean relative deviations (MRD in %) and standard deviations (SD in MHz) were
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Figure 2. Observed at Slough and predicted for different lead times foF2 variations for a severe

geomagnetic storm on Jun 4–6, 1991. Running median and neural networks forecast by Wintoft and

Cander (2000) are given for a comparison

calculated for lead times n = �1–24�h for the same 24-hour disturbed period. The

results are given in Table 2 for three seasons. The basic version of the method

with training over previous 28 days without using the storm regressions has been
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Table 2. Testing results of the proposed method applied to selected strong storms observed at

Slough (Chilton) for three seasons (N-number of storms considered). Relative mean deviation

	foF2 (in %) and standard deviations SD (in MHz) of predicted for different lead times foF2

with respect to observed values are given. Second line (italic) values obtained without using

storm regressions (see text)

Season Character
Lead time (hours)

1 2 3 6 12 24

Summer

N = 22

MRD (%) 6�1 10�4 13�4 16.6 16.7 16.6

18.4 20.6 21.7
SD (MHz) 0�37 0�57 0�67 0.66 0.63 0.62

0.77 0.73 0.64

Equinox

N = 21

MRD (%) 7�8 13�2 17�0 23.5 23.8 21.8

25.5 27.8 28.7
SD (MHz) 0�49 0�78 0�96 0.99 0.98 0.92

1.17 1.12 0.91

Winter

N = 21

MRD (%) 8�6 14�8 19�7 22.3 22.4 21.6

26.9 27.6 26.9
SD (MHz) 0�49 0�80 1�02 1.05 1.05 1.02

1.30 1.19 1.19

also tested and results are given in Table 2 for a comparison by italic (results for

n ≤ 3–4h are the same and not repeated).

Similar estimations for the same storms have been obtained (Table 3) using a

28-day running median, the IRI2000 model (Bilitza, 2001) with a correction for

storm periods and the model by Shubin and Anakuliev (1995). The last two models

are not related to current foF2 observations and can be applied to any UT moment

providing the input information is available.

The proposed method is seen to provide an acceptable prediction accuracy with

MRD ranging from 6 to 24% depending on lead time and season. The results were

obtained for severe storm periods while in quiet and moderately disturbed conditions

typical MRD≤ 10–15% for all lead times. The best prediction accuracy is in summer

when F2-region is mainly controlled by photochemical (local) processes and the

worst in winter when dynamical processes (mainly global thermospheric circulation)

dominate. During equinoctial months summer/winter transitions result in large day-

to-day variations of thermospheric parameters (Mikhailov and Schlegel, 2001) and

Table 3. Testing results for the same periods as in Table 2 but for three forecasting methods

(models) which can be applied for any lead time (see text). MRD (in %) and SD (in MHz, values

in brackets) are given

Season 28-day median IRI-2000 Shubin’s model

Summer �N = 22� 42.6 (0.79) 20.4 (0.78) 19.4 (0.70)

Equinox �N = 21� 49.1 (1.08) 30.5 (1.07) 29.0 (1.10)

Winter �N = 21� 39.2 (1.32) 35.2 (1.23) 22.5 (1.00)
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Figure 3. Observed at Moscow and predicted foF2 variations for a quiet-time disturbance event on Apr

23, 1980. The method is seen to be inefficient in such conditions due to lack of an precursor
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this decreases the prediction accuracy. The method without special allowance for

storm conditions gives worse results for large lead times (italic in Table 2), but it

can be used with a success for n≤ 3–4h even in disturbed conditions. A comparison

with the 28-day median results demonstrates an obvious accuracy improvement for

all seasons, the gain depending on the lead time (Table 3).

The IRI2000 and Shubin’s model provide less accurate forecast, but it should

be kept in mind that both models are not linked to any current foF2 observations

and, in principle, can be used globally at any point and this is a great merit of the

two models. Both models provide close results in summer and equinox, but the

Shubin’s model is more efficient in winter and this is very important keeping in

mind the IRI2000 problems for winter season when no quantitative improvement

over median forecast can be demonstrated (Araujo-Pradere et al., 2002), the latter

conclusion being confirmed by our results (Table 3).

In principle, storm regressions similar to those used for Slough can be obtained

for any ionosonde station which has been working (or worked in the past) for 2–3

solar cycles to have sufficient amount of observations. A forecast in this case can

be done for any UT moment providing input ap and F10�7 indices are available. The

expected prediction accuracy will be close to those given in Table 2 for n > 6h.

Among the problems with the foF2 short-term forecast quiet time F2-layer distur-

bances (Mikhailov and Schlegel, 2001; Mikhailov et al., 2004) occurring under

quiet geomagnetic conditions should be considered as a serious one. Presumably

such disturbances are due to an impact from below but no precursor for their occur-

rence has been revealed yet. Any prediction method will be inefficient in such

cases unless a precursor is found. An example is given in Fig. 3 for a quiet-time

disturbance observed at Moscow on Apr 23, 1980.

CONCLUSIONS

An analysis of the F2-layer short-term forecast problem shows that acceptable from

practical point of view solutions can be found on the way of an empirical approach.

Independently on the method used there is a problem of an efficient geophysical

index(es) for ionospheric F2-layer storms forecast. Some indices (e.g. AE or Bz

IMF) seem to be more efficient than Ap, but only daily Ap is predicted 1–3 days

in advance at present. The problem of ionospheric storm onset, its magnitude and

duration has not been solved yet, therefore these very important characteristics

cannot be predicted with a sufficient accuracy. Available real time foF2 observations
may help solve this problem. Positive F2-layer storm effect which is due to an

interplay of thermospheric wind and neutral composition variations during daytime

and plasmaspheric flux variations during nighttime hours cannot be predicted yet

for a particular storm event.

Additional efforts are needed to reveal a precursor for quiet time F2-layer distur-

bances both negative and positive, their magnitude being comparable to usual

F2-layer storm effects related to a moderate geomagnetic activity.
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Abstract: The solar wind effects on Earth environment are studied for their basic science value

as well as for their crucial practical impact on human technological systems. Increased

dissipation of solar wind energy in the near-Earth environment is a significant source of

consequent perturbations in the upper atmosphere and ionosphere. This chapter addresses

the ionospheric manifestation of geomagnetic storms induced by solar wind. Changes in

the electron density distribution at the ionospheric F region heights above Europe during

strong-to-severe geomagnetic storms, which occurred over present solar cycle, have been

analysed. As for the seasonal preference, during storm main phase only negative phases

dominate in summer, while during winter occurrence of both negative and positive phases

is probable. Enhancements of electron density have been sometimes observed several

hours before the onset of geomagnetic storm. Also the existence of few-hours-long periods

during storm main phase, when the deviation of the electron density from median was

insignificant, has been observed. Independent of the sign of the storm effect on F2 region

ionisation, the effect on electron density at the F1 region heights at European higher

middle latitudes has been found negative, if any at all. The F1 region response to magnetic

disturbances also shows substantial summer/winter asymmetry. The stormy high latitude

F region is most variable compared with middle and lower middle latitudes, being strongly

influenced by magnetospheric processes, in particular, strong electric fields, which are

usually present during geomagnetic storms. Several specific features of the storm-time

high latitude ionosphere will briefly be mentioned including behaviour of ionospheric

scintillations. The comparative analysis illustrates that the improved IRI-2001 model with

the activated STORM option provides better description of the ionisation distribution

above Europe under geomagnetic storm conditions. Nevertheless, our results show that

model not always estimates correctly the storm phase and the magnitude of the effects

on F region electron density

Keywords: ionosphere, geomagnetic storm, space weather
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INTRODUCTION

Earth’s upper thermosphere and ionosphere over middle latitudes have been studied

extensively under geomagnetically quiet and disturbed conditions for several

decades. Ionospheric parameters exhibit variations on a wide range of time-scales,

ranging from long-term changes down to time-scales of days, hours or minutes.

Forbes et al. (2000), Rishbeth and Mendillo (2001), Rishbeth (2006) reduced

possible sources of ionospheric F region variability to three main categories:

solar (associated with solar photon radiation), geomagnetic and meteorological.

Their results applied to a 34 years dataset of measured parameters obtained from

different ionospheric stations as well as analysis of ionospheric variability over

Slough for low and high solar activity led to general conclusion that the average

percentage standard deviation #(NmF2) is 20% by day and 33% at night. It is

well known that the major cause of ionospheric variability is geomagnetic storms.

Geomagnetic storms are created by a variety of large disturbances originating

from the Sun. Ionospheric storms result from large energy inputs to the upper

atmosphere associated with geomagnetic storms. Particularly severe geomagnetic

storms create complicated changes in the complex morphology of the electric fields,

temperature, winds and composition and affect all ionospheric parameters. Adverse

stormy conditions can cause disruption of satellite operation, navigation, and degra-

dation of radio communications, leading to significant economic losses. Current

understanding of the response of the ionosphere to geomagnetic storms has been

obtained through different observations, modelling and theoretical studies. Several

outstanding reviews on ionospheric reaction to geomagnetic storm-induced distur-

bances have been published in the last decade (e.g., Rishbeth, 1998; Buonsanto,

1999; Danilov, 2001; Ondoh and Marubashi, 2001; Lastovicka, 2002, Prölss, 2004).

Geomagnetic activity effects on the ionosphere over mid-latitudes are caused

by the magnetospheric ring current as well as the out-flying effects of the polar

electrojects. Fuller-Rowell et al. (1994), Buonsanto el al. (1999) and Prölss (2004)

suggested that the high latitude energy input launches large-scale equatorward

travelling atmospheric disturbances (TADs) that precede global storm-related

equatorward meridional circulation. It was also shown by those authors that TAD

can penetrate all the way to the equator and into the opposite hemisphere and

even drive the poleward wind for a couple of hours. The equatorward winds cause

additional upward shift of the ionospheric layers. Also changes in the neutral

thermospheric composition (increase in molecular nitrogen �N2� concentration and

decrease in atomic oxygen (O) concentration) under disturbed conditions are not

longer restricted in the polar upper atmosphere and are transported toward middle

latitudes (Prölss, 2004). The state of ionospheric ionisation can be affected by

equatorward winds directly by elevating it to higher altitudes where the chemical

loss is lower and indirectly by causing changes of the neutral composition (Balan

et al., 2004). Also storm-time high-latitude electric fields can penetrate promptly

equatorward and undergo modification by disturbed time dynamo. Field-aligned

currents cause additional disturbances.

Geomagnetic activity at high latitudes clearly differs from that at low latitudes.

The disturbances at high latitudes are considerably more intense than at lower
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latitudes. In vicinity of auroral oval the ionosphere is directly connected with inter-

planetary space by means of the geomagnetic field. Here the ionosphere is partic-

ularly sensible to external perturbations, coming from the Sun especially around a

maximum of solar activity. High latitude ionosphere may become highly turbulent

showing, among others, the presence of small-scale (from centimetres to meters)

structures or irregularities embedded in the large-scale (tens of kilometres) ambient

ionosphere. These irregularities produce short-term phase and amplitude fluctuations

of radio waves, which pass through them, commonly called Amplitude and Phase

Ionospheric Scintillations (e.g., Basu et al., 2002). Scintillations affect the reliability

of GPS navigational systems and satellite communications and their experimental

observations are needed to test the reliability of existing forecasting models as well

as to build a sufficiently large data collection useful for statistical studies to be used,

in turn, for creating new models. At the same time, such continuous and systematic

monitoring could give an important contribution to the SpaceWeather activities.

Due to differences in physical mechanisms responsible for the changes in

ionisation, the effects on the ionospheric F region electron density under geomag-

netic storm conditions are different from those in the lower ionosphere. Effects of

geomagnetic storms on the lower ionosphere, middle atmosphere and troposphere

were summarised by Lastovicka (1996). Depending on storm onset time, location

and season the F region response to the direct and indirect storm-induced distur-

bances can exhibit positive (increase in electron density) and negative (decrease

in electron density) effects. Also storm effects on the electron density at different

altitudes within the F region can be different (Buresova et al., 2002). Most important

for radio communications and certainly best studied are changes in ionisation in the

ionospheric F2 region, however, in particular those near the peak of electron density.

According with scenario based on an intimate coupling between thermospheric and

ionospheric storms, negative effects on the F region peak electron density over

mid-latitudes are caused by changes in the neutral gas composition and positive

effects are predominantly caused by TADs and thermospheric wind circulation

(Prölss, 2004; Rishbeth, 1998). Travelling atmospheric disturbances are considered

to be a key element for explaining an occurrence of short duration ionospheric

storm positive phases. Longer lasting positive storms could be attributed to a series

of rapidly successive travelling atmospheric disturbances or a modification of the

global thermospheric wind circulation. Concerning the latter, summer or winter

type determines, if the regular (solar-induced) and storm-induced meridional winds

coincide or have opposite direction. In the case of the winter type circulation from

about the vernal equinox to the autumnal equinox (October–March) during the

daytime the circulation is poleward and it hinder the storm-induced circulation

from expanding toward middle latitudes. The equatorward wind at middle latitudes

is weakened and an additional component of the upward vertical wind appears.

In the F2 region it frequently leads to an increase in the electron density and in

the higher altitudes of the F1 region it should lead to the depletions of the O/N2

ratio and thus to a decrease in ionisation. In the case of the summer type circulation

from about the autumnal equinox to the vernal equinox (April–September) the two

circulations coincide and the gas with decreased O/N2 ratio is moved from the high
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latitudes toward middle latitudes. This compensates the effect of the upward wind

increase both in the F2 region and F1 region. Under these conditions the F1 region

electron density at the higher middle latitudes remains without significant changes.

During geomagnetic storm the F1 region sometimes becomes more important for the

ionospheric radio wave communications, particularly under so-called G-conditions,

when the F2 region is substantially reduced and is screened by the F1 region,

which then serves also as the radio wave reflecting layer. This was the main reason

why the effects on the F1 region ionisation induced by geomagnetic storm had

been studied in COST 271 (Bencze et al., 2004). Recent progress and outstanding

questions about changes in ionospheric F1 region ionisation under storm conditions

have been discussed by Buresova et al. (2002), Mikhailov and Schlegel (2003) and

Buresova (2005).

Nowadays large-scale numerical simulations of the ionospheric response to storm

induced disturbances show that there is an increasing understanding of the storm

scenarios/mechanisms and influences of storm onset time, intensity and season

on the consequent changes in the ionosphere (e.g., Fuller-Rowell et al., 1994;

Araujo-Pradere et al., 2002; Araujo-Pradere and Fuller-Rowell, 2002). Nevertheless,

some features of this phenomenon are still not clear and hardly predictable. It

was noticed by Codrescu et al. (1997) that one of the major limitations to upper

atmosphere modelling and forecasting is the accuracy of the determination of the

high-latitude forcing (e.g., interhemispheric penetration of the high-latitude electric

fields and auroral precipitation). Furthermore the authors also pointed out that these

influences could not be uniquely separated from the effects of neutral composition

and ionospheric layer heights. Szuszczewicz (1998) pointed out that the agreement

between observations and model-generated values tends to be more qualitative than

quantitative, and the quantitative tests tend to be insufficiently reliable. Fuller-

Rowell et al. (2000) showed how difficult is to model the storm effects on the

ionosphere above single station. One of the main conclusions of the study was

that current ability to predict ionospheric response to storm-induced disturbances is

significantly lower than recent knowledge of the physical processes.

In the present study we report observational results of strong-to-severe

ionospheric storms that occurred in the period 1995–2005 over European region.

We examine these storms in some details, focusing on when they occur, on

ionospheric height profile of their effects, similarities and unexpected differences

in their morphology. Presented results show that there are still problems unsolved,

like occasional enhancements of F2 region peak electron density before the onset of

geomagnetic storms, or forecasting an appearance of positive and negative phases

within stormy period over middle latitudes.

DATA SET AND ANALYSIS METHOD

Ionospheric F region response to geomagnetic storms was studied analysing

changes in the state of ionisation at the peak of electron density as well as

at different bottomside F region altitudes. The created database incorporates
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65 strong-to-severe geomagnetic storms for 11 years-long period from 1995 to

2005. The study was carried out using electron density N(h) profiles available

in the World Data Centre for Solar-Terrestrial Physics at Chilton (WDC1),

http://www.ukssdc.ac.uk/wdcc1/ionosondes/secure/iono_data.shtml and in the

COST 271 database http://www.wdc.rl.ac.uk/cgi-bin/digisondes/cost_database.pl.

Parameters used were mainly hourly interval resolution values of the F2 region

peak electron density NmF2 and electron densities N�e� at different F region

altitudes obtained from electron density N�h� profiles for the initial, main and

partly for recovery phases of the analysed geomagnetic storms including at least

two days before the storm onset and NmF2 monthly medians. N�h� profile

simulation has been performed by using online information available at the

IRI web site http://nssdc.gsfc.nasa.gov/space/model/models/iri.html. Ionospheric

stations included in the analysis are listed in Table 1. The stations cover geomagnetic

latitude from 36�4 �N to 67�0 �N.
The onset of a geomagnetic storm, its intensity and different phases are defined

using Dst index in the following way:
• Sudden storm commencement (SSC) has been chosen as an indicator of the

storm onset. The storm main phase is defined by the decrease of Dst (decrease

in magnetic field strength) and the subsequent recovery phase by its gradual

reversion to quiet conditions.
• Strong storm conditions were defined when Dst ≤ −100nT for at least four

consecutive hours.
• Storm conditions when Dst <−50nT.

The F region response to storm-induced disturbances is described in terms of

deviations of N(e) from the quiet time median values, i.e. 	N�e�.

	N�e�= �N�e�m−N�e�med�/N�e�med�

where N�e�m and N�e�med are measured and monthly median values of F region

electron concentration. Deviations less than 20% have not been taken into account.

Table 1. List of ionospheric stations involved in study

Name of the

ionospheric station

Geographic latitude

and longitude

Magnetic latitude and

longitude

Tromso 69.70N, 19.0E 67.0N, 117.5E

Juliusruh 54.60N, 13.4E 54.3N, 99.7E

Chilton 51.6N, 358.7E 54.1N, 83.2E

Pruhonice 50.0N, 14.6E 49.7N, 98.5E

Rome 41.9N, 12.5E 42.3N, 93.2E

Ebro 40.8N, 0.5E 46.3N, 80.9E

Athens 38.0N, 23.6E 36.4N, 102.5E

El Arenosillo 37.1N, 353.2E 41.4N, 72.3E
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OCCURRENCE FREQUENCY OF POSITIVE AND NEGATIVE
PHASES OF IONOSPHERIC STORMS

Many years studies of geomagnetic storm effects on the ionosphere gave a typical

course of the F region response described by Prölss (1995) and summarised by

Rishbeth and Field (1997) with an initial phase with enhanced peak electron

density NmF2 lasting a few hours after the geomagnetic storm onset (usually

SSC). Subsequent main phase of the storm lasts a day or more. A recovery

phase of the storm could last several days. According to long-term ionospheric

observations above European middle latitudes, storm-induced variations of the

F2 region ionisation during storm main phase often change from large enhance-

ments (positive phase) to depletions (negative phase). Such a change of sign of

the storm effect makes a systemic description and prediction of the disturbed

ionosphere rather complicated. Strong longitudinal and latitudinal asymmetries or

the completely different storm-induced disturbance behaviour of the ionospheric

F2 region above two comparable locations are frequently observed (Prölss, 1995).

Moreover, the distribution of storm effects may vary substantially from one event to

another.

A statistical picture of the occurrence of negative and positive phases during

analysed strong-to-severe geomagnetic storms main phase for the period from

1995 to 2005 for three European stations is given in Fig. 1. Our results show

that the changeover from one type of the effects to the other is more common

for winter than for summer, and the occurrence of such behaviour increases with

decreasing latitude. During summer half of the year all three stations display

more frequent appearance of only negative effect during the entire main phase of
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Figure 1. Occurrence of negative and positive phases during the geomagnetic storm main phase above

three European stations Juliusruh, Chilton and El Arenosillo for winter and summer half of the year

(according to the type of thermospheric circulation) for the period 1995–2005
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the analysed storms. Considering both winter and summer periods, higher-middle

latitude station Juliusruh shows much higher appearance of only negative phase

(34 events) or both phases (29 events) during strong-to intense geomagnetic storm

than the appearance of only positive phase (2 events). Summer-winter difference in

storm phase appearance above Juliusruh is relatively small. Higher-middle latitude

station Chilton shows a similar distribution of storm phases and more frequent

appearance of negative phase in summer compared with Juliusruh. Lower-middle

latitude station El Arenosillo exhibits a shift to more frequent appearance of the

positive phase, especially during wintertime geomagnetic storms. Among storms

with only positive phase, wintertime storms dominate.

In Fig. 2 alternation of positive and negative phases are shown for five European

stations ordered from higher middle to lower-middle latitudes for February 1999

(left side panels) and October 2000 (right side panels) geomagnetic storms. During

the main phase of the February 1999 geomagnetic storm El Arenosillo displayed

prevailing positive effect on NmF2, while over higher-middle latitudes both negative

and positive phases of the storm have been observed. Large latitudinal differences

in ionospheric storm-induced disturbances are also well seen from plots repre-

senting the course of October 2000 storm effects on F2 region peak ionisation

(right side panels of Fig. 2). The largest effect (positive) has been observed

above Juliusruh on the storm onset day followed by both negative and positive
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Figure 2. Effects of February 1999 (left side panels) and October 2000 (right side panels) geomagnetic

storms on F2 layer peak electron density NmF2. Top plots panels illustrate hourly Dst variation for entire

period analysed. Plots below display the F2 region response to storm-induced disturbances described

in terms of deviations of NmF2 from the quiet time median values, i.e. 	NmF2, above five European

stations Jusliusruh, Chilton, Pruhonice, Ebro and El Arenosillo. Time is in UT
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effects during the next day (storm maximum day). Compared with Juliusruh,

Chilton and Pruhonice show insignificant deviation from monthly median during

storm maximum day �	 < 25%�, except midnight deviation for Chilton. Both

positive and negative effects of larger magnitude were observed above Ebro and El

Arenosillo.

TEC AND SCINTILLATIONS AT HIGH LATITUDES

Since 2003 the GPS Total Electron Content (TEC) and scintillations monitoring is

performed in the Northern Europe at Ny-Ålesund (Svalbard, Norway; geographic

coordinates 78�9 �N, 11�9 �E) in the frame of ISACCO (Ionospheric Scintillations

Arctic Campaign Coordinated Observations) project (De Franceschi et al., 2003).

A modified GPS receiver is used consisting of a NovAtel dual-frequency receiver

with special firmware comprises the major component of a GPS signal monitor,

specifically configured to measure amplitude and phase scintillation from the L1

frequency GPS signals, and ionospheric TEC from the L1 and L2 frequency GPS

signals. Amplitude scintillation is monitored by computing the S4 index which is

the standard deviation of the received power normalised by its mean value over 60

seconds interval. It is derived from the detrended received signal intensity. Phase

scintillation computation is accomplished by monitoring the standard deviation

$� of the detrended carrier phase. It is computed over 1, 3, 10, 30 and 60-

second intervals. TEC is computed every second from phase-smoothed L1 and

L2 pseudorange differences. For detrending the 50Hz raw phase and amplitude

measurements, a high-pass six-order Butterworth filter and a high pass filter are

used, respectively (Van Dierendonck et al., 1993 and references therein). A fixed

choice of a 0.1Hz 3-dB cut-off frequency for both phase and amplitude filtering

is used.

Three events have been selected to show the manifestation of external distur-

bances on high latitude ionosphere as derived from the GPS Ny-Alesund station,

i.e. 30 October 2003 between 21.00 and 21.59 UT, 20 November 2003 between

20.00 and 20.59 UT, and 15 May 2005 between 11.00 and 11.59 UT. An extremely

large solar eruption, the biggest for decades, on 28 October 2003 caused an intense

geomagnetic storm. A second solar eruption on 29 of October resulted in a re-

intensification of the storm about a day later. On 20 November 2003, a Coronal Mass

Ejection (CME) shock from the activity on 18 November produced severe geomag-

netic conditions. On 15 May 2005, effects from the large, full halo CME from the

13 May M8.0 flare arrived at Earth, geomagnetic activity increased significantly

and the field was at minor to severe storming. In a recent investigation by Mitchell

et al. (2005), the 30 October scintillation event as seen by GPS Ny-Alesund station

has been associated to ionospheric plasma structures convecting across the polar

cap from the American sector in an antisunward flow consistent with the expected

convection pattern with the southward IMF (Carlson, 1994; Coker et al., 2004).

Moreover severe scintillations characterised by high values of $� and S4 have

been found coinciding with strong local horizontal gradients of TEC (Fig. 3 – top
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Figure 3. Equivalent vertical TEC (crosses), phase scintillation (squares) and amplitude scintillation

(triangles) recorded by the Svalbard receiver for selected periods and satellites. From top to bottom: 30

October 2003 between 21.00 and 21.59 UT, PNR= 31 (from Mitchell et al., 2005); 20 November 2003

between 20.00 and 20.59 UT, PNR = 3; 15 May 2005 between 11.00 and 11.59 UT, PNR = 30
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panel), a characteristic of the edge of polar-cap patches. In Fig. 3 the “equivalent

vertical” components of TEC (crosses), $� (squares) and S4 (triangles) are plotted

for selected satellites that experienced scintillations during the three events as a

function of the geographic latitude of the subionospheric point calculated for the

assumed ionospheric altitude 350 km. A geometrical correction has been applied

to the TEC, phase and amplitude data from the Svalbard receiver that allows the

“equivalent vertical” components of TEC, $� and S4 to be intercompared. In all

cases only the signals coming from satellites with an elevation angle greater than

25� and with a time of lock greater than 240 seconds have been taken into account.

The 20 November 2003 (Fig. 3 – middle panel) and 15 May 2005 (Fig. 3 – bottom

panel) events do not show strong TEC gradients as in the case of 30th of October.

The regions of both phase and amplitude scintillation occur on the increasing TEC

values. In the case of 15th of May it can been noted that: �i� only the phase scintil-

lation increases with TEC and (ii) the $� values are generally lower than for other

two events.

IRI SIMULATION OF IONOSPHERIC STORMS

The well-known empirical International Reference Ionosphere model, IRI, is being

improved and updated continuously after evaluation of new results at the annual

workshops (Rawer, 1994, Araujo-Pradere et al., 2002; Bilitza, 2001, 2003). The

recently updated IRI-2001 version contains a geomagnetic activity dependence

option based on Time Empirical Ionospheric Correction Model (STORM) (Araujo-

Pradere et al., 2002). The model was designed on the basis of the study of the

consistent and repeatable storm-time ionospheric response characteristics. STORM

design includes seasonal dependence in the migration of the composition bulge by

the global wind field and a non-linear dependence on the integrated time history of

the geomagnetic activity index Ap. Quantitative validation studies of the STORM

model (Araujo-Pradere and Fuller-Rowell, 2002; Araujo-Pradere et al., 2004a and

2004b; Buresova et al., 2004) showed that the new option is an improvement on

the previous IRI-95 version, which had no geomagnetic activity dependence, never-

theless some recent comparative analyses pointed out areas where improvement

is still needed in the empirical description. Buresova et al. (2002) have analysed

the F-region electron density distribution over Europe under the both geomagneti-

cally quiet and disturbed conditions. Comparison of the measured values with those

model-predicted showed that the IRI does not always represent correctly the actual

N(h) profile. It is particularly valid during strong-to-intense geomagnetic storms.

Figure 4 shows an example illustrating medium degree of coincidence between

model and observations.

Araujo-Pradere and Fuller-Rowell (2004) evaluated the quality of the storm-

time correction by comparing the model with the observed storm effects for 15

ionospheric stations during all the significant geomagnetic events in 2000 and 2001.

They pointed out two main areas, where challenges remain for the empirical storm-

time correction model: the initial rapid increase in electron density at the storm
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Figure 4. Observed (left side panel) and IRI-2001generated (right side panel) NmF2 over Europe,

for storm maximum day on October 29, 2003 at 12:00 UT

onset, and the regional dependence of the storm negative phase where one longitude

sector is hit harder than another sector. In both cases, additional information is

still required.

A PRE-STORM ENHANCEMENT OF NMF2

The analysis of the NmF2 course over European middle latitudes under pre-storm

and storm conditions showed that some events are preceded by an increase of

NmF2, which occurs several hours before the storm onset. We found 15 such storms

among 65 analysed events. Typical examples of pre-storm enhancements of NmF2

are shown in Fig. 5 as a substantial and several hours lasting increase of NmF2 not

associated with any corresponding change in Dst. In the case of October 2003 event

(left side panel), larger pre-storm enhancement of NmF2 has been observed for

higher-middle latitude stations Juliusruh and Chilton than for lower-middle latitude

station Arenosillo, while during the day prior to May 1997 strong geomagnetic storm

(right side panel) Juliusruh showed weaker pre-storm enhancement comparing with

Chilton and Arenosillo. The enhancement of the F region peak electron density prior

to October 2003 event onset has also been reported by Kane (2005). He pointed

out a large long-lasting positive deviation on 28 October, a day before the SSC

of geomagnetic super-storm above several ionospheric stations located at different

longitudes and latitudes of both hemispheres. As for the IRI-2001 simulation, it

does not recognise the pre-storm enhancement (Fig. 6). Therefore the coincidence

between model simulations and observations is poor, worse than for the storm itself

(Fig. 4 versus Fig. 6).
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HEIGHT PROFILE OF STORM EFFECT UP TO PEAK
OF THE F2 REGION

Inspection of a couple of events showed that in the case of positive storm the

maximum effect could be observed below the peak of the F2 region (decrease of

the electron density at about the upper boundary of the F1 region) accompanied by

the considerably smaller effect of different sign (increase of the electron density)

at heights of the peak of the F2 region, as Fig. 7 illustrates for Chilton and for El

Arenosillo during storm of November 1998. The height profile of the storm effects

indicates that on 13 November 1998 a maximum for Chilton was below hmF2.

Compared with Chilton, El Arenosillo shows smaller decrease of electron density

below 220 km and larger opposite storm effect on NmF2. During the negative

storm maximum day at 12 August 2000 both Chilton and El Arenosillo display

the magnitude of the storm effects continuously increasing with altitude. Broader

investigations of this phenomenon are underway.

STORM EFFECTS IN THE F1 REGION

There are a couple of physical processes, which could contribute to the observed

effect of geomagnetic storms on the state of ionisation in the bottomside F region

at middle latitudes. According to current theories, the main physical mecha-

nisms controlling the F1 region response to geomagnetic storm are photochemical

processes and the proportion of atomic and molecular ions, which is related with

neutral composition (O, O2�N2) seasonal and storm time variation (Buresova et al.,

2002; Mikhailov and Schlegel, 2003). Ionospheric F1 region is the transition region,

where the ion composition is changing with height very rapidly. The transition

height between the region dominated by molecular ions �NO+ and O+
2 � and the

region where the atomic ions O+ dominate (the transition height between the �-type
and �-type recombination) lies at about 160–200 km. Figure 8 illustrates the annual

noontime course of O and N2 concentration at the height of 190 km for 1998 for

Chilton calculated by online computation through the MSIS 90 website. The ratio

n�O�/n�N2� < 1 during summer, May to August, means that the transition height

between the �-type and �-type recombination is located above 190 km. In April and

September (still the summer half of the year according to the type of thermospheric

circulation) the ratio n�O�/n�N2� indicates that the transition height is at about

190 km. On the other hand, the ratio n�O�/n�N2� indicates the winter transition

height (approximately from October to March – winter type of the thermospheric

circulations) to be well below 190 km. Buresova and Lastovicka (2001) analysed

effects of a few geomagnetic storms in electron density at F1 heights during daytime,

based on data of selected European ionosondes. Their results suggested that the

F1 region response to geomagnetic storms exhibits systematic seasonal behaviour

and depends partly on latitude. Figure 9 shows the penetration of the storm effects

into F1 region for higher-middle latitude station Chilton and lower-middle latitude

station Ebro. Comparing with Ebro, Chilton displays much stronger effect during
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Figure 7. Geomagnetic storms of November 1998 (left side panels) and August 2000 (right side panels).

Hourly Dst indices (top panels) and courses of NmF2 (the other two panels) for Chilton and El Arenosillo

for both events. Changes in the ionospheric bottomside F region ionisation at every ten kilometres of

altitude (differences between mean electron density of the pre-storm quiet days and the electron density

during storm maximum day at 11:00–13:00 UT) above Chilton and El Arenosillo

fall and winter than during spring and summer. Another important finding is that

the pattern of the response of the F1 region at European higher middle latitudes,

which is a decrease in electron density, does not depend on the type of response

of the F2 region or on solar activity (Buresova et al., 2002). The magnitude of the
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Chilton 1998 (at 190 km; 12:00 UT)
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Figure 9. The seasonal dependence of the strong-to severe geomagnetic storm effects on electron density

(difference between mean electron density of the two pre-storm quiet days and the electron density

during storm main phase at 11:00–13:00 UT) at the height of 190 km for Chilton (left side panel) and

Ebro (right side panel). Five events for winter and summer each and thirteen events for spring and

autumn each have been involved into analysis

storm effects in F1 region increases with altitude. Mikhailov and Schlegel (2003)

have reported similar results.

CONCLUSIONS

According to present-day understanding, the storm effects in the mid-latitude F2

region ionosphere are predominantly attributed to ionospheric response to storm

effects in the thermosphere, and the effects in the lower ionosphere are predomi-

nantly caused by the storm-associated precipitating energetic particles.

A statistical picture of the strong-to-severe geomagnetic storms effects on NmF2

during storm main phase for the period from 1995 to 2005 shows that above

European middle latitudes the changeover from positive to negative phase of the

ionospheric storm is rather common and appears more frequently during winter than
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during summer half of the year. The occurrence of such behaviour increases with

decreasing latitude. Appearance of only negative effect during the entire main phase

is more frequent during summer half of the year and at higher middle latitudes.

Summer–winter difference in rare only positive storm phase appearance is relatively

small and seems to be more pronounced for lower-middle latitudes.

In spite of many years of investigations of effects of geomagnetic storms on

the F region ionosphere, there are still many open questions, like the pre-storm

enhancements of foF2, storm effects on the bottomside F region (they are relatively

well-known and understood in the F2-region maximum), or model (IRI) repro-

ducibility of the observed geomagnetic storm-related effects. We are able to predict

appearance of ionospheric storms based on geomagnetic storm predictions, but we

cannot predict reliably phase (positive or negative) of the storm.

Polar observations are scarce. The ISACCO project could offer a good oppor-

tunity to the users/scientific community by contributing to the ground based

monitoring of ionospheric scintillations during storms, when the ionosphere deviates

considerably from the average behaviour represented in empirical model. These

observations can serve for improving the understanding of the physics of ionospheric

irregularities since their behaviour is unpredictable with current ionospheric models

albeit their effect on radio communications can be quite destructiv.
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CHAPTER 3.5

EFFECTS OF SCINTILLATIONS IN GNSS OPERATION

Y. BÉNIGUEL AND J.-P. ADAM

IEEA, Courbevoie, France

INTRODUCTION

At altitudes above about 80 km, molecular and atomic constituents of the Earth’s

atmosphere are energized and ionized by solar ultraviolet (UV) radiation and

additionally by energetic electrons of solar and magnetospheric origin in particular

at high latitudes. The resulting plasma whose density peaks around 300 km is a

dispersive and due to the geomagnetic field also an anisotropic propagation medium

for radio waves. The plasma interacts with radio waves to degrade transionospheric

propagation at the VHF up to the C-band frequency range.

Whereas medium scale variations in time and space such as Traveling Ionospheric

Disturbances (TID’s) mainly impact reference networks, local small scale irregular-

ities may cause radio scintillations inducing severe signal degradation and even loss

of lock at any user. Amplitude scintillations and phase fluctuations are produced

by refractive and diffractive scatter by ionospheric plasma-density irregularities,

especially at equatorial and auroral-to-polar latitudes.

The study of this ionosphere variability is one of the aims of the space weather

studies for navigation systems. They divide into two kinds of studies: the Total

Electron Content (TEC) variability and the scintillations (cf Fig. 1). The TEC is

defined as the sum of electrons along a line, usually considered at the zenith of one

observation point. Magnetic storms and traveling disturbances may greatly enhance

the TEC variability and affect consequently the navigation systems. Intensity of

magnetic storms is predominant at high latitudes whereas traveling disturbances

mainly occur at mid-latitudes.

Geographically, the two areas most affected by scintillations are equatorial (+/−
30 degrees magnetic latitude) and auroral (around the poles) regions. In solar active

years – during the peak of the 11-year solar cycle, both, the diurnal scintillations
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Figure 1. TEC and scintillations maps

(occurring in the equatorial region after sunset) as well as the ionospheric-storm

induced scintillations can cause significant link outages leading to a degradation of

navigation tasks.

Scintillations at Equatorial Regions

A typical example of scintillations is presented on Fig. 2. for L1 frequency, both

for phase and scintillations. These data have been recorded at Ascencion Island.

Figure 2. Scintillations recorded at Ascencion Island (Courtesy K. Groves, AFRL)
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The scintillations start after sunset. They last in that case approximately 1 hour.

The intensity and phase scintillations are correlated.

The Fig. 3 shows the percentage occurrence of amplitude scintillations in the

equatorial zone. The fades amplitude is characterized by the scintillation index S4

which corresponds to the standard deviation of the intensity fluctuations. Its value

is between 0 (no scintillation) and 1 (saturated).

As can be seen from the measurements, the scintillations activity increases with

the solar activity (peak value in year 2000). There are typically two periods of the

year of higher activity in spring and fall and as shown on the previous figure, the

scintillations appear in the post sunset hours and last a few hours.

Polar regions

The polar region extends approximately from magnetic latitude 55� up to the pole.

The amplitude scintillations are much lower than in the equatorial case. Typical

peak values of the scintillation index are equal to 0.2.

Systematic studies of the radio scintillations can help to avoid problems in

communication with satellites. Since transionospheric propagation errors due to

ionospheric scintillations are a major source of errors in space based communication

and navigation, the prediction of ionospheric scintillations is a promising way to

reduce the impact of scintillations on operational systems.

Several studies have been already performed showing clear evidences of space

weather – induced adverse effects on the Earth’s ionosphere-plasmasphere system.

Such effects can ultimately cause various types of problems such as range errors,

Figure 3. Scintillations dependency on the season and on the solar activity (Courtesy K. Groves, AFRL)
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Figure 4. Time series obtained with the GISM scintillation model

rapid phase and amplitude fluctuations (radio scintillations) of satellite signals,

leading to pronounced signal degradation and correspondingly to a degradation of

the system performance.

Models are needed in particular to forecast the behavior of modeled ionospheric

parameters some hours ahead to ensure high reliability of the Galileo system.

One of these models, the GISM model (ITU model) that has been developed

at IEEA (Béniguel 2002), allows obtaining the different scintillation parameters,

including the generation of time series for Test Cases. Such an example of a time

series is presented on Figure 4 for the fades amplitude. The slope of the intensity

variations can be calculated from these values. The ability of the system to cope

with such fluctuations is dependent on this slope variation.

As GISM simulations show, the peak to peak dynamics of signal strength may

be greater than 20 dB in a strong fluctuations case.

DATA ANALYSIS

The scintillations are mainly characterized by the S4 and sigma phi parameters

which are the standard deviations of the intensity and phase of the signals received.

Additional parameters such as the fades amplitudes and durations and their related

probabilities are also of interest for system studies. The extent of the scintillation

region is of particular interest regarding the probability that a user link can be

affected by scintillations. The knowledge of this value is also one objective of the

scintillations measurements campaigns.

All these parameters highly depend on the space weather geophysical character-

istics: the solar spot number, the magnetic activity (specialy at high latitudes), the

latitude, the season and the local time.

The results presented below have been deduced from measurements of GPS

signals recorded in Douala, Cameroon and in São Jose dos Campos, Brazil, in

the low latitude region. The data in Douala were recorded in 2004 using a GPS



Effects of Scintillations in GNSS Operation 207

scintillation receiver installed by ESA/ESTEC (Van Dierendonck and Arbesser-

Rastburg 2004; Adam et al.). The data obtained in São Jose dos Campos were

recorded in 2002 by INPE, Brazil. The solar flux numbers were respectively equal to

100 in Douala (2004) and 190 in Brazil (2002) in relation with the solar cycle. Both

receivers record the data at a 50Hz sampling frequency. In Douala both intensity

and phase of signal received have been analyzed. In São Jose dos Campos, only

the intensity has been analyzed.

From 50Hz raw data, this receiver computes the amplitude and phase scintillation

indices S4 and $�, which are the standard deviations of the intensity and phase

of the received signals. In addition to the GPS satellites, the receiver installed

in Douala is able to track the SBAS signal of the EGNOS geostationary satellite

PRN 131. It extracts scintillation parameters from this GPS like signal. This is

of particular interest due to the fact that only the ionosphere motion modifies the

received signal. This satellite is seen with a relatively low elevation angle and the

power received is reduced as compared to the GPS satellites.

SPATIAL EXTENT

Since the receiver provides information about the satellite position (azimuth and

elevation angles), an analysis of the spatial behaviour of the scintillation activity is

possible. Figures 5 and 6 apply to data recorded in Douala. We have considered an

arbitrary day: 2004-05-11, between 19 and 20. Figure 5 presents the tracks of the

visible satellites. Figure 6 shows the corresponding S4 values recorded.

For this period, the GEO satellite link recorded a scintillation activity (Fig. 6a).

The GPS satellites PRN 28 and PRN 7 coming near the angular position of the GEO

satellite also experienced high scintillation activity. In addition, PRN 29 and PRN

26 were at intermediate distance from PRN 131 and were also affected by moderate

scintillation activity. On the contrary, PRN 24, PRN 10 and PRN 5 weren’t affected

by scintillation.

The duration of scintillations is typically of the order of 1 hour. Calculations of

correlation distances have been performed separately and are presented on Fig. 6b.

Figure 5. Visible GPS satellites on 2004-05-11. Elevation vs. azimuth is represented for 3 hours between

19 and 22. All Satellites over 30� were taken into account
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Figure 6. S4 recorded for each satellite visible on 2004-05-11 between 19 and 22 (a) and correlation

function (b)

Figure 7. S4 recorded for each satellite visible on 2002-01-01 and correlation function

The correlation time which can be deduced is approximately 15 minutes (about

4� of earth rotation). At the altitude of the F-layer, set to 300 km for this example,

it would correspond to an inhomogeneities region of about 450 km of diameter. For

an observation point on the earth surface the separation angle is 72� for the worst

geometrical location.

The same calculations were made from data at São Jose dos Campos (flux number

190). The results obtained are presented on Figure 7. The average extent is about

40 minutes in that case.

PROBABILITY OF SIMULTANEOUS FADING

Figure 8 presents the probability of simultaneous fading, given the value of S4

and given the number of satellites affected. This probability drops quickly with the

number of satellites affected and increases with the flux number. All satellites were

used for this calculation.
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Figure 8. Probability of simultaneous fading (log scale). The left plot corresponds to the data recorded in

Douala with a flux number equal to 100. The right plot corresponds to the data recorded in São Jose dos

Campos with a flux number equal to 190. The vertical scale is the number of satellites simultaneously

affected from 1 to 8

LOCAL TIME DEPENDENCY

One of the advantages of the geostationary satellite observed from Douala is its

fixed geometry. This allows the analysis of the temporal variation in the scintillation

behavior. Figure 9 presents the amplitude scintillation recorded during a whole

day. As expected from the results of other measurements campaigns, scintillation

occurs only during nighttime, essentially during the post sunset period between

19 and 24 LT.

Figure 9. S4 vs. local time for the GEO satellite during the first 20 days of measurements compared

with GISM prediction (red squares)
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SEASONAL DEPENDENCY

An analysis of the long-term temporal variation of scintillation has been done with

the data recorded in Douala. The mean value of S4 over the nighttime period is

chosen as an indicator of the scintillation activity for a particular day. Figure 10

presents the evolution of this parameter over the 150 days of observation. It appears

that after June the scintillation activity seems to be quieter. The same observation

was made in South America.

Figures 11 presents the highest values obtained each day for the worst link for

the GPS and the GEO satellites. In the case of the GEO, due to the fact that the

C/N value is lower (cf Fig. 16), loss of locks occur for lower values of S4 than for

the GPS. This is the reason why the values recorded for the GEO are lower than

for the GPS links. In all cases, S4 has been calculated on 1mn samples. The mean

and max values over all GPS links are presented on Fig. 10 and Fig. 11 for the

amplitude (S4) and on Fig. 12 for the phase (sigma phi). The peak values for sigma phi

in radians are in the same range than S4. The phase was not measured for the GEO.

mean S4 (19-24) - GPS satellites

0

0,05

0,1

0,15

0,2

0,25

0 20 40 60 80 100 120 140

day number
(a)

mean S4 (19-24) - GEO satellite

0

0,05

0,1

0,15

0,2

0,25

0 20 40 60 80 100 120 140

day number
(b)

Figure 10. Mean value of S4 calculated from the S4 values of all GPS satellites with elevation angles

greater than 30� over the nighttime period (a) and for the GEO satellite (b)
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Figure 11. Highest values recorded one day for S4 on all the links of the GPS constellation

for the nighttime period (a) and for the GEO satellite (b)
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Figure 12. Mean and highest values recorded one day for $� on all the links of the GPS constellation

LOSS OF LOCK

The receiver provides the lock time. This value indicates how long the receiver has

been locked to the carrier phase of the GPS signal. This also indicates the time of

the last loss of lock and it can be used to detect this failure.

The GEO link uses a GPS like signal with an L1 carrier. That is the reason why

we have only considered the loss of lock of L1. Figure 13 presents the value of S4

before the loss of lock. It is possible to estimate the probability of having a loss of

lock and a given value of S4. In addition, the frequency of occurrence of S4 may

also be evaluated from the samples. Therefore we can calculate the probability of

loss of lock vs. the value of S4. This result is presented on Fig. 14.

As a comparison, the Fig. 15 presents the values obtained with GISM for a

typical receiver. The same behaviour is exhibited. The differences of levels are

related to different values of the receiver parameters and to the fact that curves

presented on Fig. 13 have plotted independently of the value of C/N and correspond

consequently to an average value of this ratio. The GISM model allows setting any

value to these parameters.
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Figure 13. S4 before loss of lock of L1 carrier for all GPS satellites over 30� (a) and for the GEO (b).

For each day, there may have several losses of lock. Only nighttime (19–24 LT) losses of lock were

considered. The difference of S4 levels for GPS and GEO satellite is related to the signal level, which

is significantly lower for the GEO
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Figure 14. Probability of loss of lock, given the value of S4 in São Jose dos Campos (a) and Douala

(b). For the GEO, for S4 greater than 0.6, there are not enough loss of lock occurrences to get correct

statistics. This explains the discontinuity in the curve

Figure 15. Probability of Loss of Lock for a typical receiver obtained with GISM scintillation model

In the GISM model, loss of lock is evaluated through the standard thermal noise

tracking error for the PLL (Conker et al. 2003):

$2
%T =

Bn

�c/n0�Is

[
1+ 1

2!�c/n0�Is

]
where Bn is the receiver bandwidth, and ! is the predetection time. For airborne

GPS receiver, Bn= 10Hz and != 10ms. Is is the scintillation intensity. Its mean

value is 1 and it has a Nakagami distribution characterized by S4.

This relation expresses the thermal noise as a decreasing function of the scintil-

lation intensity. As a result, if $&T is above the 15� threshold then Is is below a

value computed using this relation. As Is distribution is known for a given S4, the

probability of occurrence of “Is < threshold” can be evaluated. The result is the

probability of Loss of Lock. Figure 14 presents this probability versus S4 at given

values of the C/N0. It can be noticed that links with high C/N0 are quite robust.

On the contrary, links with low values of C/N0 are likely to be lost.
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Figure 16. Mean C/N0 for each satellite PRN number. PRN 131 corresponds to the GEO satellite. The

GPS satellites taken into account are all seen with an elevation angle greater than 30�. The elevation

angle for the GEO satellite is 28�

Figure 17. Frequency of occurrence of S4 in São Jose dos Campos (a) and Douala (b). Ten S4 intervals

of equal width were considered. Each sample is counted in one of these intervals

There are more losses of lock on the GEO link than on the GPS links (Fig. 13).

For the SBAS signal, the loss of lock appears at a lower value of S4. This is due to

the lower signal power provided by the GEO satellite. The receiver also provides

the C/N0 value of the link. As can be noticed on Fig. 16, the C/N0 value is 10 dB

lower for the GEO satellite link.

The frequency of occurrence of S4 is presented on Fig. 17 for the two data sets. It

exhibits a Log normal distribution. The red line (São Jose dos Campos) and dashed

line (GEO satellite) have been plotted with a reduced data set on the contrary to

the blue curve (GPS satellites in Douala).

POSITIONING ERROR

To analyze the effect of scintillation on the positioning error, we have simulated

the receiver behavior affected by scintillation characterized by S4. According to
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(Conker et al. 2003), in presence of scintillation, the tracking variance for a DLL

(in C/A code chips squared) may be expressed as:

$2

 =

Bnd

2�c/n0��1−S2
4�

[
1+ 1

!�c/n0��1−2S2
4�

]
Where Bn is the one-sided noise bandwidth (typical value is 0.1Hz) and d is the

correlator spacing in C/A code chips (typical value is 1 to 0.1). ! is the predetection

time. The chip length is about 293m.

To evaluate the positioning error, the following steps were performed for each

tracked satellite:
• S4 is measured.
• $
 is deduced from S4.
• assuming a gaussian distribution characterized by $
 , a range error is computed.
• a Yuma file is used to evaluate the satellite position in order to fill the navigation

equations.

The navigation equations are solved with these range errors to compute a positioning

error.

Figure 18 presents the results of this simulation. In that example, the scintillation

effects aren’t significant. The mean value of S4 shows that the scintillation activity

was weak. As a result, the number of tracked satellites was always high enough to

mitigate the range error.

Figure 18. The first curve represents the mean value of S4 (all visible GPS satellites), it shows the

scintillation activity. The second presents the number of tracked satellites. The last one corresponds to

the evaluated positioning error
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CONCLUSION

The characteristics of signal scintillations, due to the propagation through

ionosphere inhomogeneities, have been presented. This as been illustrated by

measurement results of two measurements campaigns: in Douala, Cameroon

starting beginning of year 2004 with an average solar flux number equal to 110

and in São Jose dos Campos, Brazil, during the first 2 weeks of January 2002 with

a solar flux number equal to 190.

One interesting feature of the measurement campaign in Douala was the fact that

we had an additional link with a GEO satellite. This link is not moving with respect

to the ground station and is therefore only affected by the motion of the ionosphere.

It is seen from the observation point with an elevation angle equal to 28� which is

in principal large enough to get rid of multipath effects.

Results have been presented for the local time dependency, the probability of loss

of lock, the positioning error due to scintillations, the S4 distribution, the spatial

extent and the probability of the simultaneous loss of lock.

The measurements show the usual dependency to local time: the scintillations

appear at post sunset hours and may last a few hours. Modeling with GISM

model provides concurrently a reasonable agreement. The probability of loss of

lock has been calculated, but for an average value of C/N. This point should be

investigated in more detail in the future but a rough estimate has been obtained.

The simultaneous probability of loss of lock, which highly depends on the solar

flux number has also been estimated.

The positioning error has been calculated for a case of medium values of the

scintillation ratio. The errors obtained are a few meters in that case. It increases

very rapidly with S4.

We have shown that the S4 probability seems to converge towards a log normal

distribution. Three curves have been plotted (GEO satellite, GPS low latitudes in

Brazil and GPS low latitudes in Africa) and increasing the data base shows this

tendency. Finally we have calculated the spatial extent of the inhomogeneities

region, depending on the solar flux number. Values of hundreds of km have been

estimated.

Another measurement campaign in the frame of the ESA/ESTEC PRIS project

(Prediction of Ionospheric Scintillation) is currently running on a larger basis, with

receivers all over the globe. This will allow to enlarge the data base which has been

initiated.
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INTRODUCTION

The Sun–Earth space environment and in particular the geospace environment is a

complex multi-component multi-scale physical system and a challenging object of

scientific desire. Moreover, it is also a system of crucial practical importance. The

effects of disturbances in the geospace environment on human beings in space, on

satellite operations, on the electrical power grid, upon communication links, and

probably even on climate make understanding of Sun–Earth coupling vital. Space

weather is crucial from a pragmatic point of view, just as space plasma physics is

important from a basic science point of view.

The papers of this chapter cover three central topics of space weather: modeling

and reproduction of radiation belt dynamics; radiation effects on spacecraft and

suitable countermeasures; aircrew radiation exposure in aviation altitudes.

In the first paper Sebastien Bourdarie and co-workers present and discuss several

approaches to the problem of accurate and reliable description of the radiation

belts at all points in space and under all conditions. The energetic electron and

proton radiation environment is one of the most important regions of geospace,

exhibiting very complex dynamical behavior that defines its weather-like features.

This population is a most important part of the chain that interconnects the Sun and

interplanetary space with the terrestrial magnetosphere, ionosphere, and atmosphere.

While the average conditions of the geospace radiation environment are fairly

well understood and described, the dynamics during magnetic storms is relatively

unexplored. Radiation belt dynamics can be addressed theoretically, empirically, and

through model/data assimilation. Bourdarie et al. discuss the virtues and deficiencies
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of the theoretical and the empirical approach, and suggest that a way to overcome

the intrinsic limitations of these approaches is to use data assimilation techniques,

ranging from simple (such as direct insertion) to extremely complex (such as Kalman

filters).

In the second paper, Wolfgang Keil reviews the procedures used to evaluate

spacecraft behaviour in orbit due to particle radiation effects. Keil discusses

predicted and manifested effects for selected cases, and presents the possible

countermeasures that can be implemented against space radiation effects. There are

a number of countermeasures that are implemented by design, while countermea-

sures by operational measures are still in development.

Finally, Peter Beck presents in the extensive third paper an overview of measure-

ments by TEPC (tissue equivalent proportional counter) dosimeters during quiet

solar conditions and focuses on dose results using the EURADOS In-Flight

Radiation Data Base. The third paper furthermore describes TEPC measurement

campaigns during extreme solar conditions, which are not part of the EURODOS

report, as well as radiation monitoring regulations and procedures.

The actual session of the second European Space Weather Week on the Radiation

Environment of the Earth was complemented by a further three papers (“Space

radiation effects on aircraft” – Bryn Jones, “Towards operational use of radiation

belt modeling” – Daniel Heynderickx, “Near- and mid-term needs for a radiation

belt modeling upgrade” – Richard Horne and Sebastien Bourdarie), which however

could not be delivered for this volume, because of other heavy commitments of the

authors.
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Abstract: The harsh radiation environment in the inner magnetosphere up to geosynchronous orbit

is of major concern to an ever increasing amount of space hardware. While the average

or quiescent conditions of the energetic particle population are fairly well characterized,

the dynamics during magnetic storms are severely under-sampled. The description of

the energetic electron and proton radiation environment at all points in space, which

can provide reliable environmental data for locations of satellites that do not carry any

energetic particle instrumentation is not trivial. The following approaches, theoretical,

empirical, and model/data assimilation are examined in this paper

INTRODUCTION

While the detailed global knowledge of the dynamic behavior of energetic particles

is of obvious importance to spacecraft and or humans operating in that environment,

the understanding of the inner magnetospheric particle population dynamics is also

an important scientific question. Many recent studies of geomagnetic storms [Baker

et al., 1997; Reeves et al., 1998a, b; Li et al., 1998; Baker et al., 1998a, b, c; Friedel

et al., 1999; Li et al., 1999; Kanekal et al., 2000, Reeves et al., 2003, Green and

Kivelson, 2004] have investigated the dynamical behavior of relativistic electrons

in the Earth’s magnetosphere.

Observations at geosynchronous orbit have revealed that relativistic electron flux

increases occur several days after the onset of a magnetic storm, and that there

is a poor correlation between the size and/or duration of the increase with other

storm-time indicators such as Dst, Kp. On the other hand, correlation between solar

wind speed have been well established since the 1960s [Paulikas and Blake, 1976].
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In addition, the orientation of the IMF may also be an important factor [Paulikas

and Blake, 1976; Blake et al., 1997].

Theoretical models have proposed mechanisms such as radial diffusion, wave-

particle interaction and impulsive shock acceleration as underlying processes. Some

of the more detailed suggestions include ULF wave heating [Liu et al., 1999],

simple diffusion and heating by conservation of the first adiabatic invariant [Hilmer

et al., 2000], acceleration by substorms [Ingraham et al., 2000] and energy diffusion

by whistler mode chorus waves [Horne and Thorne, 1998; Summers et al., 2002;

Horne et al., 2003, 2005, Meredith et al., 2002a, 2002b, 2003]. Currently, the

situation remains unclear as to whether a given mechanism or several processes

operate simultaneously and as to the nature of the relationship of these on external

factors.

Observational studies use data from single or multiple points in space and are

unable to rigorously distinguish between possible acceleration processes. These

studies are limited due to poor coverage of measurements [Friedel et al., 1999].

To have a good representation of what really happens during magnetically active

periods, several spacecraft have to be at the “right location” at the “right time”

which is rarely the case.

A global model of relativistic electron and proton acceleration is needed in order

to increase measurement coverage. With the use of physical models of the radiation

belts it is possible to “physically interpolate” between measurements (particularly

in L) as well as extrapolate taking into account the limited channel number and

energy range of instruments. Combining both measurements and theoretical model

is a good way to increase the spatial and temporal resolution of measurements to

produce time-dependent maps of the radiation belts, both for now-casting capabil-

ities and as a tool for further research into mechanisms and causes.

In the following sections pros and cons for each approach used (theoretical,

empirical, and model/data assimilation) to describe the radiation belt dynamics will

be presented.

THEORETICAL APPROACH

One option used to describe the Earth’s radiation belt dynamics is with diffusion

theory. Here a complex Boltzmann equation is used, where the electric and magnetic

fields are supposed to be known everywhere in the magnetosphere. Then the

Boltzmann equation is written in the action-angle phase space:
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where f is the distribution function, 
J the action variables and 
� the associated

canonical angle variables (the phases). In such models all physical processes are

expressed and can be monitored by one or more input variables. For example,

field fluctuations can be driven using a magnetospheric index. Taking into account
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particle interaction and a complex Boltzmann equation allows the description of hot

plasma in the radiation belts. Formulations of the diffusion theory for the radiation

belts start in the late sixties [Fälthammar, 1965].

Salammbô, developed at ONERA-DESP starting in 1990 [Beutier and Boscher,

1995, Beutier et al., 1995, Bourdarie et al., 1997, Boscher et al., 1998], is the

most advanced diffusion code in this field. Other similar codes do exist [Brautigam

and Albert, 2000, Miyoshi et al., 2003, Li et al., 2001, Shprits et al., 2005]. Two

particle populations are taken into account separately, i.e. protons and electrons with

respective energy range 10 keV–300MeV and 10 keV–10MeV. Schematic views

of the Salammbô electron and proton model are given in Fig. 1.

One of the strengths of the Salammbô code are the limited input data needed

(is shown in the light grey ellipses in Fig. 1). Data for particles fluxes at an outer

boundary or a pre-defined boundary condition, Kp and Dst – this is sufficient to

reproduce all the important dynamic features observed in the real magnetosphere at

the storm time scale. Kp and Dst in the model are a proxy for several processes –

Kp scales the diffusion coefficients for radial diffusion by magnetic and electric

perturbation fields, the magnetopause position as a loss mechanism, the location

of the plasmapause for wave activity and the magnitude of the wave activity

itself, Dst scales the drift shell position for day side losses, Kp and Dst scales the

magnetic cut-off. To reproduce slow solar cycle variations the Ap and F10�7 indexes

are used to scale atmospheric density modulations, which directly impact proton

losses. The currently used boundary fluxes in the electron model derive from LANL

geosynchronous observations, and in the proton model (for Solar Energetic Particle

events) from NOAA-GOES observations. This limits the valid range of the model

to inward of geosynchronous orbit.

Figure 1. Flow chart of the Salammbô electron (left) and proton (right)
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An initial run was performed for the period of the NSF GEM storm of September

1–October 10, 1998 [Bourdarie et al., 2005]. The model was run with the correct

Kp values for this period. Here we performed our model run using ONLY the

LANL GEO data as input. The results are shown in Fig. 2. The model is initialized

with a default state at the beginning of the run representing an average quiet

magnetosphere, taken from CRRES measurements. HEO data is used as a test: The

top three panels show data in the L∗ versus time format, where each color coded

vertical bar in the plot represents the flux along the satellites cut through L∗ at

this time. The top panel shows the actual HEO-3 satellite data for the > 0�63MeV

channel. The next panel shows the model output along the orbit on HEO-3; both

these panels share the same color bar. The third panel shows the ratio of model

divided by data, and the color bar represents ratios up to 10 in yellow/red graduations

and ratios down to 0.1 in blue/dark blue graduations. The bottom panel shows the

Dst storm index for reference. Ideally, if model and data agree 100%, this ratio

should be 1 (black). Here we see large deviations from 1 in two areas: the outer

belts near GEO and the inner region near the slot. The first discrepancy in the

outer belts can be explained in terms of the missing model physics as described

earlier: whistler chorus interactions are not yet modeled, which are believed to be

the agent of electron acceleration in this region. The HEO test-spacecraft has a

highly elliptical orbit and cuts through the outer radiation belts at high latitude.

The model data here is highly dependent on the assumed pitch angle distribution

at the equator, which here comes from a statistical model. We know that energetic

Figure 2. Data, model and comparison outputs −Model + LANL GEO, HEO as test. See text for details
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electron pitch angle distributions can be highly variable during storms [Blake et al.,

2001]. Obviously the statistical pitch angle representation is not adequate for this

time period. The second discrepancy at low L is simply due to wrong initial state

and short model run: diffusion is extremely slow in this region and we simply

observe a persistence of the initial state.

The limitations of a pure theoretical approach have different origins. The first

one is of course due to the physical processes that have been included (or omitted)

in the model and the degree of details and the importance of assumptions in

their mathematical description (e.g. impact of the quasi-linear theory applied to

describe wave particle interaction). At least all major physical processes playing

an important role on trapped particles should be included in models. The second

one is due to the parameterization of these physical processes from storm to storm.

The most common is to deduce empirical formulae from statistical studies, where

physical processes are driven by one or more proxies, such as Kp, Dst, and solar

wind parameters. This tends to introduce large uncertainties, especially for active

periods, when statistics are always poor. Moreover, because physical models for

radiation belts are non-linear, it is difficult to estimate the impact of any error due

to the parameterization phase. The last limitation comes from the mapping between

the invariant model space (which uses magnetic coordinates) to geographic ones.

The problem comes from external magnetic field models, which fails to correctly

describe the Earth’s real field during disturbed periods, especially during the main

phase of a storm.

EMPIRICAL APPROACH

Data from any single point measurement in space has traditionally been used to

derive information about the local environment at that satellite. There have been

some earlier attempts of obtaining a dynamic global state of the inner magne-

tospheric electron populations based on single spacecraft observations, based on

the CRRES data, our community’s last mission dedicated to the radiation belts.

CRRES alone, on a 5.5-hour resolution, was able to provide a basically complete

description of the inner region, across a wide energy range – due to it’s ideally

suited geosynchronous transfer orbit [Friedel and Korth, 1995]. However, CRRES

flew in 1990/1991, and one has to look to other resources for such information

today.

Friedel et al. [2000] used a multi-spacecraft synthesis using simple interpolation

technique with data from up to 11 spacecraft to assemble a “map” of the inner

radiation belt energetic electron population. This simple approach led to radiation

belt maps that could represent the dynamics of the inner region on around a 3 hour

time scale, but the simplistic interpolation and inter-calibration scheme employed

led to many unrealistic local time and radial variations which were clearly not

physical, but rather a reflection of insufficient instrument characterization and inter-

calibration and insufficient spatial coverage. While measurements from scientific

satellites can provide the full three-dimensional particle distribution function and
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local magnetic field data (allowing data to be determined at constant adiabatic

invariants, which are the coordinates that allow data to be inter-compared throughout

the inner magneto-sphere), these data do not provide long time scales in either the

past or future, and, when present, have a limited spatial coverage by themselves.

Data from the programmatic missions provides excellent time coverage, longevity

and spatial coverage, but with particle instrumentation that provides mainly omni-

directional data and no magnetic field information.

Next, because different particle species exists in space their measurment is not

straightforward. Most radiation monitors detect only energy deposition in materials

which can come form any particle with sufficient energy (proton, electron, photon).

The consequence is that all measurements have to be analyzed in detail according

to our current knowledge of radiation belt global structure and dynamics. This

analysis has to focus on instrument contamination, saturation, background, glitches

…and cross-calibration [Friedel et al., 2005]. It is obvious that limitations of instru-

ments have to be known for any use of in-situ data. An example of electron data

contamination during solar particle event is given in Fig. 3.

The limitations of the empirical approach have different origins. The first one is of

course the spatial and energy coverage which is quite poor. Next the instruments are

never perfect and each of them have their own limitation, data must be analyzed in

term of contamination, saturation, global coherence, etc. Finally, the last limitation

is the same as in the theoretical approach discussed above, and comes from the

Figure 3. Example of data contamination during a solar flare (top panel is GOES proton data, middle

panel is one electron channel on GPS and botton panel is electron data on-board LANL GEO). Contam-

ination is clearly seen between the two vertical bars
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mapping between the invariant space (or magnetic coordinates) to geographic ones,

which is needed in order to compare or put together data from several sources.

DATA ASSIMILATION

Because the preceding two approaches are limited either by our current physical

knowledge of the global magnetospheric system or by in-situ measurements quality

or coverage, new techniques have to be developed. A promising way forward is

through the use of data assimilation tools. The challenge is thus to utilize the

available data in a framework that still allows us to retrieve high fidelity global

maps of the radiation belts. Data assimilation techniques range from simple (such

as direct insertion) to extremely complex (such as Kalman filters) with associated

increase in required computing power.

The first approach, direct insertion is a synthesis between multiple point space

measurements and a physics based radiation belt model that makes full use of all

the data (electron or proton) available at a given time and uses the model to provide

a physical interpolation between the data. The end result is a dynamic and global

model of the energetic electron and proton radiation environment at all points in

space, which can provide reliable environmental data for locations of satellites that

do not carry any energetic particle instrumentation. A run using direct assimilation

(LANL GEO and GPS data) with the Salammbô code which assimilates data into the

Figure 4. Data, model and comparison outputs. Model + LANL GEO + GPS, HEO as test. See text

for details
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region down to L= 4 is shown in Fig. 4. [Bourdarie et al., 2005]. As a quick visual

comparison between Fig. 2 and Fig. 4 easily shows the model performance is much

improved by the inclusion of just one additional satellite in the assimilation process.

This is particularly true for the region which is now covered by data input – GPS

data is available from L= 4 outward, and in that region the model/data comparison

shown mainly black and light yellow indicating performance of model to within

a factor of 2–3 of the data. Inclusion of GPS around L = 4 to 5 compensates for

the missing physics in the region, while near geo it helps to properly define the

pitch angle distribution which is needed to correctly estimate the fluxes at the high

latitudes of HEO. The inner region remains badly represented here. It should be

noted that here the fidelity of the output heavily depends on the fidelity of the data

used. Friedel et al., 2005, estimate that their cross-calibration method provides data

fidelity to within a factor of two between the spacecraft used.

A second approach consists in implementing a filtered data assimilation

technique, the Kalman Filter (Kalman–Bucy, 1961) which can obtain a better

estimate of the true state of the radiation belts than the one obtained from direct

assimilation. The Kalman filter estimates the most likely electron or proton phase

space density (psd) of the current state of the radiation belts at each defined grid

points given the model state and all current and past observations. The Kalman filter

is a sequential method that performs a maximum likelihood estimation between

weighted current observations and weighted predicted state of the radiation belt at

time t. A sequence is composed of two steps: the forecast and update steps.

During forecast step, theKalman filter takes into account the fact that the initial state

and the model are not perfect. The advantage here, compared to direct assimilation,

is represented by the propagation forward in time of a matrix containing variance

and covariance of errors at each grid point. Thus, this matrix is a N×N matrix,

with N the number of grid points used in Salammbô 3D code (more than 15000).

When a new set of observations becomes available, an update is performed.

This step merges the model prediction and current observations, by giving each

appropriate weights, to provide an “assimilated” state. These weights are obtained

through minimising the trace of the error-covariance matrix based on a probabilistic

least square method. Thus, the psd uncertainty is globally sharpened around an

optimal estimation of the state of the radiation belts. The benefit of the update

consists in the use of the error-covariance matrix to extract the maximum amount

of information from the observations and to spread it out over the Salammbô grid.

This technique is conceptually appealing but practically unusable for large systems

like the radiation belts with more than 15000 states: computation time would be too

heavy. Consequently, Monte Carlo techniques can typically be applied in order to

sample and thus approximate the error-covariance matrix. One such method based

on the Kalman Filter has been developed by G. Evensen since 1994 [Evensen,

1994] for Oceanography and is known as the Ensemble Kalman Filter. We have

implemented this technique for the radiation belts using the Salammbô code. The

basic idea is to construct an ensemble of m initial states such that the mean of

the ensemble is the initial state of the Kalman Filter and whose dispersion is an
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Figure 5. Sketch of the ensemble Kalman Filter

approximation of the initial error-covariance matrix. Consequently, the computa-

tional cost is reduced to the propagation and the update of an ensemble matrix A

containing m states of N psd grid points, where m is of the order of 100 only!

The time evolution of the covariance approximation is done by evolving all the

individual ensemble members using the Salammbô 3D model. Instead of diffusing

the uncertainties contained in the error-covariance matrix for the Kalman Filter, the

ensemble states are spread into the state space. Only during the update step, the

sample covariance of the ensemble A is calculated in order to correct the model

forecast using the new set of observations. A sketch of the ensemble Kalman Filter

is provided in Fig. 5.

CONCLUSION

Reproducing the time variations of electron and proton radiation belts is not an

easy task. Theoretical and empirical approaches have their own intrinsic limitations

which might lead to many unrealistic local time and radial variations. Clearly

important progress can be made by combining both approaches. The development

of data assimilation techniques is very popular nowadays and takes advantages of

both models and in-situ data. To this end physical models have to be more and

more detailed and radiation belt measurements will have to be done at locations

where errors in models are the highest.
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RADIATION EFFECTS ON SPACECRAFT
AND COUNTERMEASURES, SELECTED CASES
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INTRODUCTION

At industry limited data is collected and evaluated on spacecraft (S/C) behaviour

in orbit due to particle radiation effects. Information on in orbit performance is

mainly at space operation centres (e.g. ESOC) or at science institutes, universities

(PI). Lessons learned on space system failure is a task relating to product assurance

organisation of space companies (alerts, warning notes issuing departments).

DOCUMENTED DATA ON OBSERVED EFFECTS

Various data collections on past events and effects on S/C are evaluated and

documented. The most important are:
• NASA-RP-1390, “Spacecraft System Failures and Anomalies Attributed to the

Natural Space Environment”, excellent overview but fairly old status from 1996
• or on relevant failures with actual data at S/C operation in “Satellite News

Digest”, http://www.sat-index.com.

SELECTED CASES

Predicted Effects

The S/C design with respect to the requirement to withstand the environment during

lifetime is based on the prediction of the environmental source term (i.e. kind and

intensity of particles along the mission trajectory), and the evaluation of the effects

on materials, electronics, units and system functions. The evaluation of source term

is described in standards (e.g. div. ISO, and in particular in ECSS-E-10-04A). The
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evaluation of effects is for the time being described in literature on particle physics,

and in the “The Radiation Design Handbook”, ESA PSS-01-609, which will be

revised by ECSS-10-12A, “Methods for the calculation of radiation received and

its effects, and a policy for design margins”. An example of predicted particle

flux effect on LET, with different orbits (GEO, LEO, polar, and SPE conditions)

as parameter is shown in Fig. 1. Nevertheless the prediction on S/C effects is a

substantial evaluation for each S/C project, where detailed CADmodels are the basis

for the definition of the effective shielding at target points of question. Furthermore

analyses comparable to FMECA are introduced in order to evaluate the effects

Figure 1. Cosmic ray LET spectra for typical missions (Ref. ECSS-E-10-04A)
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on S/C system/subsystem functionality. These analyses are essential for defining

optimised countermeasures (e.g. additional shielding, EDAC, filtering).

Manifested Effects

Solar Particle Event (SPE) at 14/15 July 2000 (so-called Bastille event) is a signif-

icant impact on ESA scientific satellites where effects on system and electronic

components in particular solar cells are observed and investigated.

The proton flux of this SPE , Fig. 2, has not significantly exceeded the 1989

design flare at the SPE from 14/15 July 2000. For particles > 10MeV its 24 000 pfu

is less than 40 000 pfu in maximum (1989 flare).

(pfu) – particle flux unit= 1p+ cm−2 sr−1s−1

The SPE at 14/15 July 2000 h as been the cause of a severe measurable solar cell

degradation shown in Fig. 3. As consequence of this event the power dropped about

1.3%.LaterSPEs tillMarch2006havenot inducedanycomparablestrongdegradation.

The SPE which is responsible for the first severe solar cell degradation of

CLUSTER S/C is characterised with all relevant parameters (proton and electron

flux, Hp and Kp indices) in Fig. 4. According to NOAA space weather scale a pfu

of ≥ 10000 for this event is a severe solar storm (class S2), occurring about 3 times

per solar cycle and has triggered a moderate geomagnetic storm (G2), with Kp = 6.

The described consequences are due to:
• the solar storm: spacecraft operations: may experience memory device problems

and noise on imaging systems; star-tracker problems, and solar panel efficiency

can be degraded,

Figure 2. Proton flux at SPE 14/15 July 2000, GOES8 measurements
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Figure 3. Solar cell current degradation at XMM solar cell and correlation with counts of Radiation

Monitor (ERM), as a function of SPE (Bastille event)

• the geomagnetic storm: for spacecraft operations corrective actions to orientation

may be required by ground control,

which is herewith confirmed for both spacecraft XMM and CLUSTER, see Fig. 5.

CLUSTER solar cell degradation is ∼ 14�8%, from begin of life (BOL) to July

2005, that means in average < 5%/y, see Fig. 5. Differences on the delivered power

Figure 4. SPE characteristic data at September 2001, GOES measurements
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Figure 5. Solar cell power (CLUSTER 4 S/C) as a function of orbit time with significant sudden power

degradation at SPEs (September 2001, and October 2003)

are due to different solar cell types (e.g. coverglass thickness). CLUSTER first

satellite started from Baikonur Cosmodrome just at the decay of the Bastille SPE,

16 July 2000.

Temporary Effects

An example on temporary bit flips and EDAC behaviour (e.g. mass memory,

CLUSTER) is shown in Fig. 6, with the attempt to correlate with SPE.

Figure 6. Bit error rates over time (2001, 2003) and dependence on SPE at CLUSTER SC4,

(courtesy ESOC/J. Volpp, L. Jagger)
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Figure 7. SPE September 2005 on ROSETTA, measured Proton flux at SREM, and position,

(courtesy ESTEC, P. Nieminen)

A SPE on 8/9 September 05, hit ROSETTA at the beginning of the weekly

non-coverage period. When the signal was acquired for the weekly contact on 15

September the spacecraft was found with the active Star Tracker crashed in INIT

mode, and the second Star Tracker (not used for attitude control) in Standby mode.

AOCS had determined the attitude over a period of 6 days using gyroscopes

only, and accumulated therefore a drift of about 0.7 degrees, of which 0.3 degrees

offset in the High Gain Antenna pointing direction, small enough to allow the RF

signal to be received on ground. The recovery activities took most of the ground

station pass on 15 September. At the end both Star Trackers were back in tracking

mode and the nominal attitude reacquired. The standard radiation monitor (SREM)

onboard measured the proton flux, at the same time measured data on GEOS are

shown in Fig. 7, with the according position of ROSETTA in relation to earth.

Comparing both diagrams show clearly the shock characteristic at ROSETTA, with

high gradients in a non earth geomagnetic protected position at about 1.6AU.

COUNTERMEASURES

To define suitable countermeasures against space radiation effects which are induced

by space weather events a detailed knowledge is necessary on:
• The origin of events (environment, source term, type of charged particle)
• Actual situation (e.g. NOAA GOES measurements, radiation monitoring at

orbiting S/C, e.g. XMM-Newton, CLUSTER, ROSETTA).
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Figure 8. Interaction of Proton with atoms

• Prediction (e.g. trapped particle models AP-8, AE-8, TREND)
• The cause of effects (particle transport and interaction mechanism with matter

leading to activation, and/or secondary particle emission), these are described in

basic literature on physics. The most important reaction is the proton interaction

with an atom which is in contradiction to ion interaction an indirect ionisation

process, see Fig. 8.
• The direct consequence of the physical effects, as shown in Fig. 9:
• Total Ionizing Dose (effect of ionising secondary particles), described in

computer models (e.g. SHIELDOSE, GEANT4)
• Single Event Effects (SEE), which are induced on powered electronics

(SEU, SEL, SEGR, SEB), dealt by computer models (e.g. CREME96, NRL).

Examples for the interaction of an ion (GCR) with an electronic part producing

a single event upset (SEU) is shown in Fig. 10, and Fig. 11. The principle of

a single event latch up (SEL) which is destructive is presented in Fig. 12. At

SEL high currents flow in the region of few amperes.
• Displacement Effects (non ionising effects in lattice induced by protons), a

suitable model is available in SPENVIS. Displacement Effects (e.g. solar cell,

opt.). These effects are characterised by

Figure 9. Radiation damage on semiconductor
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Figure 10. Interaction with galactic cosmic rays (ions) and Si of a MOS Transistor

Figure 11. Principle of a Bit flip in Memory Cell (SEU)

Figure 12. Principle of a single event latch up



Radiation Effects on Spacecraft and Countermeasures, Selected Cases 239

• Non-ionising energy loss (NIEL) manifesting in lattice defects
• Lattice defects by ejection of atoms from their equilibrium position due to

incident particles with suitable kinetic energy
• Knocked out atom position may be taken by the displacing ion
• Affected electrical parameters: leakage current, conductivity, mobility of

carriers
• The sensitivity of electronic parts can be roughly characterised as shown in

Table 1 due to these effects on semiconductors.

Effects on S/C functions are due to the SPE induced effects on electronic parts and

materials and which reliability and availability is defined in specific requirements

for the S/C mission. Therefore the main differentiation is in payload availability

and system availability influenced by space radiation effects.
• Payload Functionality

• Experiments (affected sensitivity, noise level by activated materials),
• Instruments (e.g. formation of colour centres at laser crystal, glasses, filters),
• Sensors (e.g. CCD, APS, HgCdTe),
• Windows (e.g. darkening of glass, erosion by sputtering)

• Platform System Functionality
• Power subsystem (e.g. solar cell degradation)
• Avionics (e.g. star tracker, sun sensor),
• Propulsion, (impurities by radiolysis or activation at long lasting missions)
• OBDH (e.g. reduced netto data rates at mass memory due to EDAC

operation),
• TM&TC, (e.g. signal disturbances due to ionospheric conditions)
• Thermal subsystem (e.g. material degradation optical parameter: �/')

The countermeasures which are implemented by Design are:
• Selection of suitable radiation hardened electronic parts and materials,

supported by irradiation Tests (total dose Co-60, SEE and material tests with

ions/protons)
• Implementation of shielding (intelligent selection of absorbing material with

low atomic number Z elements),
• Implementation of EDAC, TMR, filters etc.
• Redundancy of boards, units, sensors (not useful for weak devices)

Table 1. Radiation sensitivity of selected electronic parts

• CMOS (SOS/ SOI)

• CMOS

• APS

• Standard bipolar (bad low dose rate performance, some degrade unbiased)

• Low power Schottky bipolar

• NMOS DRAMs

• CCD (ideal particle counter, SOHO)
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Countermeasures by operational measures are still in development.
• Operational concept (e.g. XMM at entering of radiation belts no operation

of payload) presently not applicable for stochastic SW events, which needs a

reliable prediction capability
• Enhancement of S/C simulator modelling to take into account Space Weather

scenario for safeguarding autonomy concepts.
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Abstract: The European Commission Directorate General Transport and Energy published in 2004

a summary report of research on aircrew dosimetry carried out by the EURADOS

working group WG5 (European Radiation Dosimetry Group, http://www.eurados.org/).

The aim of the EURADOS working group WG5 was to bring together, in particular from

European research groups, the available, preferably published, experimental data and

results of calculations, together with detailed descriptions of the methods of measurement

and calculation. The purpose is to provide a dataset for all European Union Member

States for the assessment of individual doses and/or to assess the validity of different

approaches, and to provide an input to technical recommendations by the experts and the

European Commission. Furthermore EURADOS (European Radiation Dosimetry Group,

http://www.eurados.org/) started to coordinate research activities in model improvements

for dose assessment of solar particle events. Preliminary results related to the European

research project CONRAD (Coordinated Network for Radiation Dosimetry) on complex

mixed radiation fields at workplaces are presented. The major aim of this work is the

validation of models for dose assessment of solar particle events, using data from neutron

ground level monitors, in-flight measurement results obtained during a solar particle event

and proton satellite data. The radiation protection quantity of interest is effective dose,

E (ISO), but the comparison of measurement results obtained by different methods or

groups, and comparison of measurement results and the results of calculations, is done

in terms of the operational quantity ambient dose equivalent, H∗�10�. This paper gives
an overview of aircrew radiation exposure measurements during quiet and solar storm

conditions and focuses on dose results using the EURADOS In-Flight Radiation Data

Base and published data on solar particle events

INTRODUCTION

The Austrian Nobel price winner Victor F. Hess discovered in 1912 during balloon

ascent increasing ionizing radiation and described these effects of cosmic origin

(Hess 1912). It has been discovered that the Earth is continuously bombarded with

high-energy particle radiation from outer space and the Sun. The intensity of the
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cosmic radiation is partly decreased by the magnetic field associated with the

Sun’s solar wind and by the Earth’s magnetic field. Galactic energetic charged

particles are mostly protons (∼ 85%) and helium ions (∼ 12%), the rest includes

nuclei of all known elements and some electrons. Their energy extends up to about

1020 eV. These particles interact with the atmosphere producing secondary radiation,

which together with the primary incident particles give rise to ionizing radiation

exposure throughout the atmosphere decreasing in intensity with depth from the

altitude of supersonic aircraft down to sea level (Fig. 1). Further solar energetic

charged particles can contribute to the aircraft crew exposure through occasional

so-called solar particle events (SPE’s). These are produced by sudden, sporadic

releases of energy in the solar atmosphere (solar flares), and by coronal mass

ejections (CMEs). During such events a large number of mainly high-energy protons

are produced and an increased fluence of particles at aviation altitudes may be

observed.

The increase of civil aviation flight altitudes, supersonic flights and space travel,

together with updated knowledge about cosmic radiation, motivated already in 1966

the International Commission on Radiological Protection (ICRP) to consider the

biological effects of the cosmic radiation to aircraft crew. The ICRP recommen-

dation 1990 stated further that exposure to cosmic radiation during jet flight in

aircraft should be included as part of occupational exposure of aircraft crew (ICRP

1991). This initiated a number of new dose measurements onboard aircraft (Beck

et al. 1999; O’Sullivan et al. 2002). Computer programs suitable for predicting

route doses were further developed and new ones were designed. A large fraction

of the available dose measurements results published during the last ten years

Figure 1. Approximate values of ionizing radiation exposure at different altitudes due to interaction of

galactic cosmic radiation with the Earth atmosphere
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is compiled in a EURADOS report, published by the European Commission and

summarizes descriptions of the instruments and techniques used (Lindborg et al.

2004a). For further information see also the proceedings of the workshops in

Luxembourg, 1991 (McAulay 1993) and in Dublin, 1998 (Kelley et al. 1999).

Cosmic radiation has been known for almost a century and for many years airlines

cruising at very high altitudes have had their aircraft equipped with instruments

to detect possible sudden increases in the dose rate due to solar activities (Hurne

1999). The annual average dose to aircraft crew may become similar to or even

larger than that of other occupationally exposed groups (Bartlett 1999, 2004; Spurny

et al. 2002; van Dijk 2003). Figure 2 shows average annual doses to workers

in the various occupations. The legal consequences of the ICRP Publication 60

were considered by the European Council in its Basic Safety Standards (Directive

96/29/Euratom) (European Community 1996). It says that each member state shall

make arrangements for undertakings operating aircraft to take account of exposure

to cosmic radiation of air crew who are liable to be subject to exposure to more than

1mSv per year. The undertakings shall take appropriate measures, in particular:

to assess the exposure of the crew concerned, to take into account the assessed

exposure when organizing working schedules with a view to reducing the doses

of highly exposed aircraft crew, to inform the workers concerned of the health

risks their work involves, to apply Article 10 (of the Directive 96/29/Euratom)

to female air crew. Article 10 deals with special protection during pregnancy and

0 1 2 3 4 5 6

Nuclear fuel cycle (includes
uranium mining)

Industrial uses of radiation

Defence activities

Medical uses of radiation

Education/veterinary

Air travel (crew)

Mining (other than coal)

Coal mining

Mineral processing

Above ground workplaces
(radon)

Annual Effective Dose / mSv

Figure 2. Comparison of radiatio exposure of different occupational workers published by the United

Nations Scientific Committee on the Effects of Atomic Radiation (United Nations 2000)
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breastfeeding. Its first paragraph reads: “As soon as a pregnant woman informs

the undertaking, in accordance with national legislation and/or national practice, of

her condition, the protection of the child to be born shall be comparable with that

provided for members of the public. The conditions for the pregnant women in the

context of her employment shall therefore be such that the equivalent dose to the

child to be born will be as low as reasonably achievable and that it will be unlikely

that this dose will exceed 1mSv during at least the remainder of the pregnancy.”

Civil aviation is an international business and it is essential that it is

regulated in a similar way in different countries. The civil aviation authorities

co-operate through an organisation called the Joint Aviation Authorities (JAA,

http://www.jaa.nl/). It is an associated body of the European Civil Aviation

Conference (ECAC, http://www.ecac-ceac.org/) representing the civil aviation

regulatory authorities of a number of European States, which have agreed

to co-operate in developing and implementing common safety regulatory standards

and procedures. It issues Joint Aviation Requirements (JARs), which usually are

implemented as national regulations. The European radiation protection Basic Safety

Standards Directive (European Community 1996) is considered in JAR-OPS 1.390

(JAR 2001).

There are two radiation quantities used in aircraft crew dosimetry: One is the

protection quantity effective dose E, which is most often used in regulations. This

quantity is related, through probability coefficients, to the stochastic health effects in

humans that ionizing radiation might cause. E may be used to quantify the degree of

protection a regulatory body considers reasonable. E is, however, not a measurable

quantity. Therefore, for measurements a quantity called ambient dose equivalent,

H∗�10�, is defined. The two quantities can be related to each other. However, while

H∗�10� is independent of the irradiation geometry, E is not. To be able to convert

a value of H∗�10� into a value of E, and in some instances to be able to correctly

interpret the indication of an instrument, the direction distribution of the radiation

field has to be known. As a simplifying assumption, in most reports about that

topic, the radiation field onboard aircraft is taken to be isotropic. The movement

of crew may tend to make the field approximately isotropic and the high energies

of some radiation components will result in the radiation field geometry being a

less important parameter. Both E and H∗�10� have the same unit, sievert (Sv).

Sometimes, when it is less important, or when it is obvious which quantity is meant,

the general word dose is used instead of the precise names. The cosmic radiation

exposure of the body is essentially uniform and the maternal abdomen provides no

effective shielding to the foetus. As a result, the magnitude of equivalent dose to

the foetus can be put equal to that of the effective dose received by the mother

(Lindborg et al. 2004a).

Calculations can be made directly of effective dose per unit time as a function of

geographic location, altitude and solar cycle phase, for the assumed field geometry

(taken as isotropic). When folded with flight and staff roster information, estimates

of effective dose for individuals are obtained. The role of calculations in this

procedure is unusual in routine radiation protection. Because effective dose is not
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directly measurable, in order to validate assessed values of effective dose based on

calculations, calculations are also made of ambient dose equivalent rate or ambient

dose equivalent and these compared with values determined by measurements

traceable to national standards.

INVESTIGATIONS DURING QUIET SOLAR PERIODS

The in-flight radiation exposure depends on the latitude, longitude, and altitude. This

dependence is caused by the influence of the Earth’s geomagnetic field on cosmic

rays and their subsequent transport through the atmosphere. The additional influence

of the Sun’s varying activity during the 11-year solar cycle also affects the radiation

exposure. The parameters used describing these effects are the heliocentric potential

(HCP), and the solar deceleration potential (SDP), both in units of megavolts (MV).

The differences between the two approaches are described in (Lindborg et al. 2004a).

The comparison of time differential in-flight data has ideally to be done exactly

at the same flight position (altitude, longitude and latitude) and under the same

solar condition (HCP or SDP). Usually the UTC time combines the link from all

in-flight measurement data. In the framework of EURADOS working group WG5

ARC Seibersdorf research established a data base1 for comparing time differential

in-flight dose data. Dose measurements gathered by eleven international research

institutes have been collected, analysed and provided to the public (Lindborg et al.

2004a; Bect et al. 2006). The database is organized according the parameters

altitude, geographical position (latitude and longitude), and the Sun’s activity:

Altitude: Primary cosmic radiation interacts with elements of the top layer of

atmosphere producing secondary particles of different types. Primary and secondary

cosmic rays create cascades of particles which penetrate the atmosphere. The build-

up process of secondary particles competes with simultaneous processes which lead

to a reduction of particles fluence rate (Heinrich 1999). As a result fluence rate

changes with the depth of atmosphere. Starting with the top of atmosphere and going

downwards the fluence rate first increases up to around 20 km of altitude reaching an

upper limit, known as Pfotzer maximum (Heinrich 1999), and afterwards decreases

down to ground level. In the database the altitude h is the Standard Barometric

Altitude (SBA) which is the altitude determined by a barometric altimeter by

reference to a pressure level and calculated according to the standard atmosphere

definition. The SI unit is the metre but in aviation the unit flight level (FL) is also

used, which is one hundredth of the standard barometric altitude expressed in feet.

Geographical position can be described by latitude and longitude and these can

be reduced to one single parameter called vertical cut-off rigidity, rc. Here we use

for rc the unit GV. A particle can enter the atmosphere if its magnetic rigidity, rp,
proportional to the ratio of its momentum and charge, is greater than the vertical

cut-off rigidity of the Earth’s magnetic field at the point of entry (Heinrich 1999).

1 EURADOS In-Flight Aircrew Radiation Data Base
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A particle with rigidity below the value of rc is deflected and can not penetrate the

atmosphere. In the database a matrix of vertical cut-off rigidity values determined by

Shea et al. (1987) is used. These values have been determined for vertical direction

of incidence at the altitude of 20 km, for the magnetic field in the year 1990.

Solar activity: To determine the influence of the solar modulation on the intensity

of the cosmic rays a diffusion – convection model has been developed by the

National Aeronautics and Space Administration (NASA) – Johnson Space Centre

(JSC) (Badhwar 1997; Neill in press; Badhwar and Neill 1996). In this model the

strength of the solar modulation is described by a parameter called solar deceleration

potential (&) which calculation is based on CLIMAX (University of Delaware

2006) neutron monitor records and its unit is MV. The value of & at a time T

depends on CLIMAX neutron monitor count rate averaged over ±14 days around

time T ′ = T−95 days, and the polarity of Sun’s magnetic field.

In order to provide consistency between different dose measurement methods, all

dose rate values in the database are expressed in terms of ambient dose equivalent

rate
•
H∗ �10�. Several types of active and passive instruments are used for dose

measurements, such as ionization chambers, neutron monitors, tissue equivalent

proportional counters (TEPC), Si-spectra dosemeter (LIULIN) and track detectors

(PADC2). Detailed description of the instruments, measurement methods and the

calibration procedures are given in EURADOS final report (Lindborg et al. 2004a).

The Database contains more than 600 in-flight investigations with 15 000 dose

rate measurements covering a wide range of altitude, latitude, longitude and solar

activity. A summary of maximum parameter ranges is given in Table 1.

The most frequent flight altitude during all in-flight investigations is 10.7 km

(FL 350) (see Fig. 3). Regularly used are also 10.1 km (FL 330) and 11.3 km

(FL 370). Measurements at altitudes higher than 12.2 km (FL 400) or lower than

8.5 km (FL 280) are very rare. Most of the measurements were performed on the

northern hemisphere of the Earth. There are fewer data in the equatorial region and

Table 1. Ranges of parameters in the Database

Description Data

Number of in-flight measurements 642

Time period May 1992–Feb 2005

Range of solar deceleration potential 471MV – 1 320MV

Range of geographical longitude 180� West to 180� East

Range of geographical latitude 87� North to 62� South

Range of vertical cut off rigidity 0–17.4GV

Range of barometric altitude up to 16 500m

Number of data sets 15 384

2 PADC detector: track detector based on poly allyl diglycol carbonate; sometimes known by the trade

name CR-39.
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Figure 3. Frequency distribution of in-flight measurements as a function of altitude

the southern hemisphere. Approximately 50% of all measurements were performed

at vertical cut-off rigidity less than 2GV. Figure 4 shows the frequency distribution

of in-flight measurements for cut-off rigidity less than 18GV.

The database contains measurements done between the 1992 and the 2005

which corresponds to one cycle of solar activity (471–1320MV) and are summa-

rized in Tables 2 and 3. Figure 5 shows all investigated flight routes of in-flight

measurements on a map of the cut off rigidity rc in GV for 20km standard

Figure 4. Frequency distribution of in-flight measurements as a function of vertical cut-off rigidity



248 Beck

Table 2. List of in-flight investigations

Institute Primary

investigator

Dose assessment method Number of

data∗
Time Period

APAT Tommasino TEPC (tissue equivalent

proportional counter) and

other active instruments

55 1997

ARCS Beck TEPC and other active instruments 4896 1997–2005

CIEMAT Saez-Vergara TEPC and other active instruments 5680 2001–2002

GSF Schraube,

Regulla

active instruments 308 1992–1993

IRSN Bottollier TEPC 49 2002

NPI Spurny Si-spectra dosemeter (MDU-Liulin) 811 2001

NPL Taylor TEPC 146 2000–2003

NRPB Bartlett track detectors and TLDs 19 1997–2003

PTB Schrewe active instruments 1240 1997–1999

PTB Wiegel Bonner Spheres, Ionization Chamber 43 1998

RMC Lewis TEPC 342 1999

SSI Lindborg TEPC 66 1998–2003

∗EURADOS Radiation In-Flight Data Base.

barometric altitude (SBA) based on the Earth’s magnetic conditions in 1990

(Shea et al. 1968; Sheq and Smart 2001). A lower rc shows a lower magnetic

shielding, and higher values show a higher shielding. Table 2 shows a list of instru-

ments used, with their abbreviations and the measurement integration time. For

ionization chambers and neutron monitors, an integration time of 5 to 10 minutes

were agreed; for TEPC instruments 25 minutes up to 60 minutes; for passive

dosemeter an integration time of 32 hours over 16 flights was used to get adequate

accuracy.

As examples, we show in Fig. 6 and Fig. 7a comparison between in-flight

measurements of the in-flight data base with a model prediction developed by ARCS

Latocha et al. (in press), and a calculation program called EPCARD (Schraube et al.

2002). Figure 6 presents ambient dose equivalent rate as a function of altitude for a

solar deceleration potential between 470MV and 490MV and cut-off rigidity lower

then 2GV. Both for the ARCS model and the EPCARD calculations values of

& = 475MV and rc = 1GV are assumed. Figure 7 shows ambient dose equivalent

rate as a function of vertical cut-off rigidity. It presents measurements performed

between 9.9 km (FL325) and 10.2 km (FL335) of altitude and solar deceleration

potential between 470 and 610MV. Dose rate calculations were done for h =
10�06km (FL330) and &= 475MV. Experimental and calculated data agree within

the measurement uncertainty of about 25%.

Figure 8 (taken from (Lindborg et al. 2004a) shows calculated estimates of the

minimum number of flight hours, which are needed to obtain annual effective dose
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Table 3. List of dose rate assessment methods during in-flight investigations

Abbreviation Dose assessment method measurement/

calculation

Measurement

intervals

NM+IC (ARCS) Combined neutron monitor (NM) LB6411 and

ionization chamber (IC) RSS (Beck et al. 1999a, b)

5min

NMX+IC (PTB) Combined neutron monitor NE-NM2 with lead

converter (NMX) and ionization chamber (Schrewe

1999; Schrewe et al. 2000)

5–20min

ACREM (ARCS) Combined GM detector and transport code

calculations (Beck et al. 1999a, b)

5min

NMX+Halle(GSF) Combined neutron monitor NE-NM2 with lead

converter (NMX) and low level scintillation detector

DLM7908 (Regulla and Davis 1993; Regulla and

Schraube 1996)

6min

TEPC-log (ARCS) TEPC detector, 12 cm sphere, logarithmic amplifier

[1, 5, 6]

30–60min

TEPC (ARCS) TEPC (HAWK) (O’Sullivan et al. 2002; Lindborg

et al. 2004a)

30–60min

TEPC (RMC) TEPC (FAR WEST detector) (Green et al. 2000;

Lewis et al. 2001)

25min

TEPC (SSI) TEPC instruments based on the variance method

(Kyllönen et al. 2001)

30–60min

TEPC (CIEMAT) TEPC (HAWK) (Lindborg et al. 2004a; Saez Vergara

et al. 2002; Romero et al. 2004)

25min

NMX+IC (CIEMAT) Combined neutron monitor with tungsten converter

(NMX) SWENDI-2 and ionization chamber (IC) RSS

(Lindborg et al. 2004a)

5min

LIULIN (NPI) Si-Spectra-dosemeter developed originally for space

(MDU-Liulin) (Spurny and Dachev 2003)

30min

Track Detector (NRPB) Box with 36 PADC and 30 TL dosemeters (Barlett

et al. 2000, 2001, 2003)

16×120min

TEPC (NPL-PPARC) TEPC (HAWK) (Taylor et al. 2002) 30 min

EPCARDv3.2 European Program Package for the Calculation of

Aviation Route Doses (Schraube et al. 2002)

single point

calculation

TEPC (IRSN) TEPC (HAWK) (Bottollier-Depois et al. 2004) 30min

TEPC (APAT) TEPC (HANDI) (Tommasino 1999) 60min

NMX+IC (APAT) Combined neutron monitor LINUS with tungsten

converter (NMX) and ionization chamber RSS (IC)

(Wiegel et al. 2002)

5min

BSS+IC (PTB) Bonner Spheres (BSS) and ionization chamber (IC)

(Beck et al. 1999a; Wiegel et al. 2002).

30–60min

values of 1mSv and 6mSv. The calculations were performed for January 1998,

i.e. around solar minimum activity and therefore about the highest possible doses

from cosmic radiation at flight altitudes. The three lowermost lines are for the

equatorial region, the three uppermost for the polar region. For each region, the

flight altitudes chosen are 9 144m (30 000 ft) lower line, 12 192m (40 000 ft) and

15 240m (50 000 ft) upper line.
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Figure 5. Investigated flight routes between 1992 and 2005 shown at vertical cut-off rigidity rc in GV

at 20 km altitude

INVESTIGATION DURING SOLAR STORM PERIODS

Radiation exposure at flight altitudes due to solar events have been discussed in the

EURADOS working group report (Lindborg et al. 2004a). The radiation assessment

of these events caused by specific space weather conditions are still under research.

Again, by an initiative of EURADOS a coordinative research project were started

on modelling and validation of the radiation exposure due to solar particle events.

The investigations are part of the European research project CONRAD (Coordinated

Network for Radiation Dosimetry) (Beck et al. 2006). Work package 6 is concerned

with the co-ordination of research in EU member states on the evaluation of complex

mixed radiation fields at workplaces and is organized in two task-groups. One

task-group existing of 13 members from 12 different European research institutes is

working on aircraft crew radiation workplaces. The objective of this task-group is to

coordinate research activities in model improvements for radiation dose assessment

due to solar particle events. The results will aid European research, increase the

efficiency of resource utilization, and facilitate the technology transfer to practical

application and support the development of standards. Main objectives of the task-

group on solar energetic particle events will be the validation of models for dose

assessment of solar particle events, using data from neutron ground level monitors,
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dose values of 1mSv and 6mSv. The three lowermost lines – indicated by sphere symbols – are for

the equatorial region; the three uppermost – indicated by triangular symbols – are for the polar region.

For each region, the flight altitudes chosen are 9 144m (30 000 ft) [lower line], 12 192m (40 000 ft) and

15 240m (50 000 ft) [upper line] (Lindborg et al. 2004a)

in-flight measurement results obtained during a solar particle event and proton data

measured by instruments onboard satellite.

Solar energetic events (e.g. solar flares, coronal mass ejections) are huge particle

outbursts occurring at the surface of the sun, accompanied with emission of radiation

from radio frequencies up to gamma rays and GeV protons, with variable time

profile (minutes to several hours and days), different extension of the location of

origin and different involvement of solar mass (Allkofer 1975). There is a correlation

existing between the sun spot numbers and the frequency of the appearance of

solar particle events. Figure 9 shows a correlation between solar flares and sunspot

numbers. Sun spot numbers vary in a time period of 11 years and indicate the so

called solar cycle by increasing and decreasing of sun activity.

While several 1 000 solar energetic events were observed in the past, since 1942

only some 70 of these events have lead to effects observed on the ground, so

called ground level events (GLE). Table 4 shows a list of all registered GLEs

between February 1942 and January 2005. On average about one event per year was

observed. Figure 10 shows a correlation between GLEs and sun spots demonstrating

that the occurrence of GLEs is very likely around the maximum of sun spot

frequency, slightly higher before and after the maximum, but clearly less probable

during minimum. The energy spectra of solar protons vary greatly from event to

event and are very different to the spectra of galactic cosmic rays. In general the

spectra are much softer but can involve greatly increased intensities at low energies.
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Figure 9. Correlation between solar flares and sun spot numbers

Table 4. Ground level event enhancements list (http://neutronm.bartol.udel.edu/)

EVENT# Day Month Year

1 28 February 1942

2 07 March 1942

3 25 July 1946

4 19 November 1949

5 23 February 1956

6 31 August 1956

7 17 July 1959

8 04 May 1960

9 03 September 1960

10 12 November 1960

11 15 November 1960

12 20 November 1960

13 18 July 1961

14 20 July 1961

15 07 July 1966

16 28 January 1967

17 28 January 1967

18 29 September 1968

19 18 November 1968

20 25 February 1969

(Continued)
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Table 4. (Continued)

EVENT# Day Month Year

21 30 March 1969

22 24 January 1971

23 01 September 1971

24 04 August 1972

25 07 August 1972

26 29 April 1973

27 30 April 1976

28 19 September 1977

29 24 September 1977

30 22 November 1977

31 07 May 1978

32 23 September 1978

33 21 August 1979

34 10 April 1981

35 10 May 1981

36 12 October 1981

37 26 November 1982

38 07 December 1982

39 16 February 1984

40 25 July 1989

41 16 August 1989

42 29 September 1989

43 19 October 1989

44 22 October 1989

45 24 October 1989

46 15 November 1989

47 21 May 1990

48 24 May 1990

49 26 May 1990

50 28 May 1990

51 11 June 1991

52 15 June 1991

53 25 June 1992

54 02 November 1992

55 06 November 1997

56 02 May 1998

57 06 May 1998

58 24 August 1998

59 14 July 2000

60 15 April 2001

61 18 April 2001

62 04 November 2001

63 26 December 2001

64 24 August 2002

65 28 October 2003

66 29 October 2003

67 02 November 2003

68 17 January 2005

69 20 January 2005
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Figure 10. Correlation between GLEs and sun spot numbers

The events of interest here are those with hard spectra extending to several GeV.

Figure 11, taken from (Dyer et al. 2003), shows the calculated proton energy spectra

of some major solar events compared to cosmic radiation during solar maximum.

The increase of the lower energy part of the spectra leads to a significant increase
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1956 for 12.8 km (42 000 ft), 11.9 km (39 000 ft), and 10.5 km (35 000 ft)

of the radiation exposure on board aircraft where the magnetic shielding is less such

as close to the Polar region. Usually in the equatorial region the radiation exposure

shows almost no increase due to a ground level event. Summarizing these effects

a radiation exposure up to 2mSv/h in 12 km altitude (39 000 ft) can be found in

the literature (Dyer et al. 2003). Figure 12 (taken from (Dyer et al. 2003)) shows

estimates for the dose rate profile during a flight between London and Los Angeles

on 23 February 1956.

It should be noted that solar particle spectra are difficult to measure and calculate

as they cover a very wide energy range. It is necessary to combine information from

both space borne detectors, covering the range up to several hundred MeV, with

ground level neutron monitors covering GeV energies. Additional complications

arise from the anisotropic nature of certain of these energetic events and from

concurrent geomagnetic storms that can increase the penetration of particles at

high latitudes.

Measurements of the radiation exposure on board aircraft from the galactic

cosmic radiation component have been done during the last decade quite extensively

(Lindborg et al. 2004a). Some of the research institutes installed radiation monitors

for long-term investigations at aircraft (Spurný and Dachev 2003; Beck et al. 2005).
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For those institutes it was possible to gather also data during sporadic solar particle

events. For monitoring of radiation exposure due to solar events active radiation

instruments were used such as tissue equivalent proportional counter (TEPC),

Geiger-Müller counter or Si-semiconductor detectors or spectrometers. Figure 13

shows several types of active radiation monitors used by different institutes.

Radiation measurement results of the radiation exposure were performed during

several solar particle events (Bartlett et al. 2002). Figures 14 and 15 show in-flight

measurement results during GLE60 on 15 April 2001 (Bartlett et al. 2002; Spurný

and Datchev 2001). Both measurements show a significant increase of the radiation

exposure during the flight for a time period of up to some 3 hours. The total increase

in terms of the radiation quantity H∗�10� was about 50% due to that ground level

event.

Figure 16 shows the whole scenario of radiation exposure, the proton fluence rate

measured by satellite, and the ground level neutron monitor count rate during a solar

storm which happened between October and November 2003 (Halloween storms)

(Beck et al. 2005). The radiation monitor used which was fix-installed on-board a

Lufthansa Airbus A340, is a TEPC showing the low- and high-LET contribution

separately. The ratio is significantly different between GLE65 on 28 October 2003

and the following Forbush decrease. Figure 17 shows the relative deviation of the

radiation exposure in the radiation quantity H∗�10� during the solar storm period

compared with quiet periods before and after the storm. While the variation of

radiation exposure for the same flight routes is about ±10% in 12 km flight altitude,

the deviation during the Halloween storm was about ±40% due to GLE65 and the

following Forbush decrease. On the other hand the Forbush decrease that started

on the 29 October 2003 (see Fig. 16) has led to few days lasting rather important

decrease of the exposure onboard aircraft. The measurements performed with Liulin

equipment onboard a Czech Airlines aircraft during the flight Sofia-Prague just in

the deep decrease showed that the exposure was about 28% lower when compared

to normal solar activity conditions (Spurný et al. 2005).

The radiation exposure due to solar particle events were estimated by some

members of the EURADOS task-group based on models, neutron ground level

monitor data, proton data measured by satellites, and using in-flight data measured

onboard aircraft during GLEs (e.g. SiGLE, QARM). Several institutes of the task-

group are working on complex calculation methods based on SPE proton input

spectra, atmospherics and magnetic models, and using high energy transport Monte-

Carlo codes (e.g. FLUKA, GEANT4, and MCNPX). Figure 18 show the radiation

exposure estimations for flights between Paris and New York with Concorde aircraft

and between Paris and San Francisco for sub-sonic flights during 31 GLEs (1994

to 2001) (Lantos and Fuller 2003). Total doses up to some 5mSv per flight were

calculated. Most of the increasing radiation dose due to GLEs is in the order of

some 100(Sv per flight. Figure 19 shows a world dose map calculated for the

radiation conditions during the recently occurred GLE69 on 20 January 2005 based

on the SiGLE model (Lantos 2006). Figure 20 shows a time profile of calculated

dose rate data during GLE 60 on 15 April 2001 during a flight from FRA to DFW.
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Tissue Equivalent Proportional Counter (TEPC,

HAWK) installed on board Airbus A340,

measurements on board space shuttle and Boeing

747 (Lindborg et al., 2004a; Beck et al., 1999b;

Lindborg et al., 2004b)

Cosmic Radiation Effects & Activation Monitor

(CREAM) as installed onboard space shuttle,

Boeing 747, executive jets, and Mir (Dyer et al.

1999; Dyer et al. 2005)

Air Crew Radiation Exposure Monitor (ACREM,

GM-monitor) installed on Board Airbus A340,

connected to aircraft flight bus (Beck et al. 1999a)

Dose Telescope (DOSTEL, Si dose and

spectrometer) measurements onboard space

shuttle, space station and onboard aircraft

(Beaujean et al., 2005)

Liulin Si dose and spectrometer measurements

onboard space shuttle, space station and onboard

several aircraft (Spurný and Dachev, 2002)

Cosmic Radiation Effects & Activation Monitor

(CREAM): “Concorde” version flown on BA

Concorde, SAS Boeing 767 and NASA WB-57F

(Dyer et al., 1999)

Figure 13. Several active dosimeter instruments used for long term investigations onboard space- and

aircraft
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Figure 14. LIULIN measurements of GLE 60 during PRG-JFK flight (Spurný and Datchev, 2001)

Figure 15. ACREM in-flight measurement of GLE 60 during FRA-DFW flight and comparison with

neutron monitor data from the ground station at Moscow (Bartlett et al., 2002)
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Figure 16. TEPC measurements during the Halloween storms between October and November 2001.

GLE65, GLE66 and GLE67 occurred during these time period (Beck et al., 2005)

Figure 17. Observation of about 40% increase and 30% decreases of the radiation exposure in 12 km

due to GLE 65 and the following Forbush decrease (Beck et al.,2005)
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Figure 18. Worst case calculation for 31 GLEs for flights between Paris and New York with Concorde

(1st and 2nd bar) and Paris to San Francisco with subsonic aircraft (3rd and 4th bar). GLE contribution

(black bar), total dose (white bar). The GLE numbers along horizontal axis are those of Table 4. The

GLEs taken into account are those significant in terms of radiation dose

The radiation dose data were calculated by the QARM model (Lei et al. 2004).

A comparison with the measured data shown in Fig. 15 indicates a difference of

order of a factor of 2 in dose rate. Since disturbances of the magnetic field were not

taken into account in that preliminary comparison of measured and calculated data,

the agreement seems reasonable. Further investigations will be needed to improve

the models and provide reliably dose rate estimations.

SUMMARY AND CONCLUSION

Cosmic radiation is included by ICRP in radiation protection recommendations. The

European Council Directive 96/29/EURATOM (1996) gives requirements for the

protection of aircraft crew. The Joint Aviation Regulations (of the Joint Aviation

Figure 19. World dose map calculated for the conditions during GLE 69 on 20 January 2005 based on

SiGLE model (Lantos, 2006)
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Figure 20. Calculated time profile dose rate data during GLE 60 on 15 April 2001 on a flight from

FRA to DFW. Radiation data were calculated by the QARM model (Beck in press)

Authority which covers the activities of the civil airlines of 35 European states)

introduced similar requirements in 2001. Operators should make arrangements to

give information and provide education regarding the risks of occupational exposure

to radiation to their air crew, air crew being defined as flight crew, cabin crew and

any person employed by the aircraft operator to perform a function on board the

aircraft while it is in flight. Female air crew should be made aware of the need

to control doses during pregnancy and to notify their employer if they become

pregnant so that any necessary dose control measures can be introduced.

In general, no controls are necessary for a crew member whose annual dose can be

shown to be less than 1mSv. Operators whose aircraft crew may receive an effective

dose greater than 1mSv, generally those operators whose aircraft operate above

8km (26 000ft), should carry out an assessment, by computer program prediction,

of the maximum annual dose to which their air crew are liable. The details of these

assessments of exposure must be recorded. Operators should adjust an air crew

member’s roster to reduce exposure. National regulations or guidance may require
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that individual monitoring be carried out if doses exceed 6mSv per annum, with

full record keeping, and, in some cases, medical surveillance.

The favoured approach to individual monitoring is to assess doses from calcula-

tions of dose rate as a function of altitude, geomagnetic latitude and longitude or

cut-off, and phase of solar cycle, combined with flight profiles and staff rosters.

The calculated doses should be supported or validated by measurements.

The provisions of Article 10 of the EC Directive apply to pregnant air crew

and, once pregnancy is declared, the protection of the foetus should be comparable

with that provided for members of the public. This means that, once the pregnancy

is declared, the employer must plan future occupational exposures such that the

equivalent dose to the foetus should be kept as low as reasonably achievable,

and such that it is unlikely to be greater than 1mSv during the remainder of the

pregnancy. The cosmic radiation exposure of the body is essentially uniform and

the maternal abdomen provides no effective shielding to the foetus. As a result, the

magnitude of equivalent dose to the foetus can be put equal to that of the effective

dose received by the mother. In accordance with the requirement of keeping doses

as low as reasonably achievable, some operators have determined that pregnant

aircraft crew ceases flying duties on declaration of pregnancy.

Aircraft capable of operating at altitudes greater than 15 km (49 000ft) should

carry an active radiation monitor, which monitors current levels of radiation, to

detect any significant short-term variation in radiation levels during flight. In

principle, the need to detect high dose rates could be achieved by some means

other than an on-board monitor e.g. satellite or ground based solar monitoring

systems. However, at present, such techniques provide no more than retrospective

estimates of dose. Further coordinated European research activities are carried out

by EURADOS experts.

The results of the detailed EC-supported research on the radiation exposure due

to galactic cosmic radiation have been published as European Commission project

reports and elsewhere.

A EURADOS expert group co-ordinates since 2005 research on effects of solar

energetic particles at aircraft altitudes, and is carrying out validation of the models

used to evaluate the radiation exposure on board aircraft due to GLEs.

The radiation exposure to aircraft crew depends on flight route, flight time and

solar cycle phase. UNSCEAR 2000 gives an occupational effective dose value

of 3mSv p.a. during quiet solar periods. The occurrence of solar particle events,

which lead to a further radiation exposure to aircraft crew is very rare; one average

about one event per year. Theses events are most likely before and after the solar

maximum. The radiation exposure has been estimated to between several 100(S

and some milli sievert for one civil aviation flights close to the poles during the

occurrence of a solar event. The cosmic radiation exposure to aircraft crew leads

in total to an increase of the cancer risk of about 1% over the whole working live.

Although considerable progress has been made within the research programmes

carried out during the last full solar cycle, there remains a need for research and
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development support in this new area of radiation protection for a number of

reasons:
• The annual doses are significant compared to mean annual doses of radiation

workers in the nuclear and medical sectors, and, relatively, more aircraft crew are

both young and female, characteristics linked to higher lifetime risk. Furthermore,

more than 50% of the doses to aircraft crew are due to high-LET radiation, for

which the risk factor is less well determined.
• The radiation field is unique in terms of both the range of particle types and

energies, and additional response characterization of instruments is needed.

National regulations in Member States require validation by measurement of

dose estimates made using calculation methods. There is a need to define proce-

dures and common approaches to analysis, calibration and traceability of such

measurements.
• There has been no complete assessment of the accuracy of measurement or

calculation methods; this is desirable.
• There is a need for co-operative procedures between Member States to share

information on solar particle events which give increased dose rates at aviation

altitudes, to define common procedures for the notification of such events, and

to summarize assessments of resultant doses to aircraft crew.

It may also be thought useful to maintain an expert group on aircraft crew dosimetry

instrumentation in order to ensure the quality of dosimetry and record keeping

generally, but also for possible epidemiological investigations.
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CHAPTER 5.0

THE MAGNETIC ENVIRONMENT – GIC AND OTHER
GROUND EFFECTS

JURGEN WATERMANN

Geomagnetism and Space Physics Programme, Danish Meteorological Institute, Copenhagen,
Denmark

The term ‘Space Weather’ is nowadays frequently used by the informed society,

and often with more or less different meanings behind it, among which we find

the following. It is used to characterize in physical terms the state and dynamics

of the Earth’s space environment (geospace) with respect to – or in response to –

solar activity. In consequence, it is sometimes considered to be part of solar-

terrestrial physics. But it is, strictly speaking, not limited to the coupling between

the Sun and the planet Earth, although we choose to use it here in this sense.

It has been associated with understanding and describing the direct and indirect

effects of solar activity on humans and technological systems wherever in the solar

system they may happen to occur. But just like terrestrial weather exists with or

without the presence of human beings, with or without technological systems in

operation, exists space weather independent of the presence of human life and

technology.

Part of the sometimes ambiguous use of the term ‘Space Weather’ stems from

the fact that the concept of Space Weather rests on two main columns, research

and applications, which are supporting each other to their mutual benefit. Research

largely overlaps with the traditional category of solar-terrestrial physics, and appli-

cations means turning research results into technical products, operational proce-

dures, information and advisory services and the like – products which eventually

serve society. The logical chain starts with scientific basic research on solar-

terrestrial relations. The results are used by service developers and providers who

turn them into products which are offered to or requested by service users. The

requirements with which research and applications are confronted are often very

different. Research aims at understanding the physics behind the phenomena and

building physically accurate models. It builds on observations not necessarily taken

in real-time. Application is closely related to and almost always depending on
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the availability of real-time or near-real-time data in order to offer timely results

which enable concerned individuals or authorities to assess the potential effect of

the prevailing space weather conditions, choose suitable products or strategies and

launch appropriate operational procedures if deemed necessary.

The majority of those concerned with space weather associates ‘strategies’ and

‘procedures’ with ‘mitigation’ or ‘protection’, but this is too limited a view. Space

weather application means being aware of the consequences of space weather events

whether benign or malignant. It includes, for instance, the positive experience of

watching the launch of coronal mass ejections and enjoying impressive auroral

displays.

In this chapter we wish to consider the effect of solar activity on technological

systems which exist on planet Earth. We focus our view on the geomagnetic

environment and – according to the title of this chapter – specifically on geomag-

netically induced currents (GIC) and other ground effects. More precisely, we are

concerned with one particular type of space weather effects, namely geomagnetic

effects which are the direct result of geomagnetic field perturbations originating in

ionospheric and magnetospheric electric current systems which are observed on the

ground and which have a potential impact on the quality of our life, the performance

of our technology and the state of our economy. A direct impact of the magnetic

effects of adverse space weather conditions on human health has so far not been

confirmed, unlike, for instance, the effect of enhanced radiation associated with a

solar storm. Therefore we are in this chapter concerned with geomagnetic effects

on ground-based technological systems only. Here we can follow different catego-

rization schemes. The two main schemes are based on either different physical

parameters or different techno-economical parameters.

The two physically oriented categories of geomagnetic effects on technological

systems concern
• systems and operations which are sensitive to the magnetic field amplitude,

�B. They include magnetic anomaly surveys (e.g., aeromagnetic surveys) and

directional wellbore drilling.
• systems and operations which are sensitive to the magnetic field time derivative,


B/
t. They include electric power transmission grids, oil and gas pipelines and

long-distance communication cables.

There is a significant difference between these two parameters. �B often exhibits

large-scale characteristics reflecting the large-scale pattern of ionospheric and

magnetospheric currents. Among them are the sub-auroral signatures of substorm

enhanced electrojets (a negative excursion of the magnetic northward component,

known as ‘bay’), the evolution of a magnetic storm (a deep decrease of the magnetic

northward component indicates the ‘storm main phase’) and the southward resp.

northward deviation in the morning resp. afternoon auroral electrojet zone which

makes �B qualitatively predictable (e.g., Kelley, 1989). In contrast, the orientation

of 
B/
t behaves much more randomly and is therefore much more difficult to

predict (Pulkkinen et al., 2005). The latitudinal dependences of the peak ampli-

tudes of �B and 
B/
t are also different. �B peaks in the nominal auroral oval
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during quiet and moderately disturbed times, and its amplitude peak tends

to move further equatorward during severe magnetic storms. This is not the

case with 
B/
t, its peak amplitude is found at nominal auroral latitudes also

during severe storms even though �B peaks at subauroral latitudes (Watermann,

private communication).

The two techno-economically oriented categories of geomagnetic effects on

technological systems concern
• systems which may suffer equipment damage as a result of enhanced geomagnetic

activity. They include electric power transmission grids and gas and oil pipelines

where the damage in the former case can be immediate and in the latter cumulative

and long-term.
• systems which are not directly damaged by large geomagnetic perturbations

but whose operational performance degrades during geomagnetically active

times. They include magnetic anomaly surveys, directional wellbore drilling and

communication via long-distance cables.

The importance of observations of geomagnetic field variations for the physical

understanding of solar-terrestrial coupling was recognized long time ago. It triggered

attempts to categorize geomagnetic field variations which led to the development

of various geomagnetic indices. Selection and definition of geomagnetic indices

reflect the state of the physical understanding of the external geomagnetic field and

the state of the technical development of measurement devices and data processing

methods. Consequently geomagnetic indices are under continuous evolution. Origi-

nally devised as tools to support research, the value of geomagnetic indices for

space weather applications was later discovered and is nowadays controversely

discussed. The article by Menvielle and Marchaudon gives an overview over the

present system of formally accepted indices, discusses the value of indices for

space weather monitoring by highlighting their role in a comprehensive case study

of the Sun–Earth chain of events during a major space storm, and points out the

shortcomings and limitations of some of the presently used indices. The paper ends

with realistic suggestions for developing indices which will be better adapted to

specific space weather related needs.

Let us turn to the first physics-based category concerning the role of �B. Techno-
logical systems and operations which are negatively affected by the amplitude of

magnetic field variations are usually systems which depend on the availability of

reliable reference levels for the magnetic field. A magnetic anomaly survey which

seeks to map the spatial distribution of the magnetostatic crustal field needs to

avoid being distorted by temporal variations of the geomagnetic field resulting from

external sources. If a quasi-permanent magnetic reference station is located in close

vicinity of the survey area its data can be used to distinguish between spatial and

temporal variations, and the survey measurements can be corrected for temporal

variations thus retaining solely spatial variations. If the fixed reference magne-

tometer is too far away from the actual survey site (which is usually the case in

aeromagnetic surveys at high latitudes where external magnetic field perturbations

can vary substantially over short distances) a reliable correction is not possible.
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Survey teams have so far tended to cancel a survey flight if magnetic activity is high

or else discard survey data taken during magnetically active times and repeat the

measurements in a quiet period. However, first steps have been initiated to assess

the potential for developing methods based on a chain or an array of magnetometer

stations for computing the temporal magnetic variation at a virtual reference site,

in fact the survey site (Watermann et al. 2005).

Another example from the same physical category addresses the problem of

accurate directional wellbore drilling. In early days boreholes were drilled nominally

vertical. But methods became more sophisticated, and nowadays directional drilling

is quite common. Today wells can be drilled in practically any direction, limited

only by certain geological structures which require special attention (e.g., faults

and soft sediments), and by the drilling equipment which is subject to certain

geometrical constraints (for instance, sharp borehole bends are not permitted). Since

directional drilling is mostly controlled by borehole magnetometers its accuracy is

very sensitive to magnetic contamination by the drill gear and to variations of the

external geomagnetic field. In the past wellbore survey managers used to monitor

the temporal variation of the geomagnetic field at a remote reference station and

decided a posteriori whether the borehole data could be accepted and retained or

whether they had to be discarded and the measurements possibly be repeated (in

case of too many discarded data points).

In recent years the method has changed. Survey managers try to incorporate

real-time geomagnetic field variation data into the control parameters of ongoing

wellbore operations (Reay et al. 2005). At least at subauroral and mid-latitudes

it is possible to construct a virtual magnetic observatory at the wellbore location

from measurements taken at real observatories in the same region. The article by

Bowe and McCulloch illustrates from a user’s point of view the current status

of magnetically controlled directional drilling and the immense value of real-time

geomagnetic observations for the current level of the technology.

These two examples from the first physics category fall into the second techno-

economical category, namely technological systems for which high geomagnetic

activity is a disturbing nuisance but does not result in equipment damage.

The second physics category concerns the role of 
B/
t. The effects are a

manifestation of basic laws of electromagnetic theory, namely Maxwell’s equations

combined with Ohm’s law. The central theme of this category are the electric field

and current induced by a time-varying magnetic field (which led to the notion

of geomagnetically induced currents – GIC). The physical basis of the induction

effect can be understood in the following way. Let us consider a plane harmonic

electromagnetic wave with angular frequency � propagating from the ionosphere

down to the Earth’s surface. We assume for simplicity of demonstration that the

relative permeability of the ground is unity ��= �0� and the electric conductivity

of the substratum is uniform and finite �0 < $ = constant < ��. Space charges

cannot build up in the ground �)≈ 0� so that the permittivity, '= 'r ·'0, plays in
our case no role for * · �'E�. Maxwell’s equations and Ohm’s law for the electric

field E, the magnetic induction B, and the current density j, read
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We restrict our considerations to waves in the ULF/ELF bands which has

the consequence that displacement currents are negligible compared to Ohm’s

currents when assuming a quantitatively realistic ground conductivity distribution.

The overall magnetic field (which is the superposition of both, the primary and

the induced components) and the induced electric field can then be described by

symmetric diffusion equations.
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It becomes immediately clear that a non-zero time derivative and a non-zero

conductivity are necessary conditions for GIC to occur. The fact that the induction

process is governed by a diffusion equation demonstrates that the instantaneous

value of the induced electric field is determined by the history of the process, i.e

by the instantaneous and past values of the full magnetic field.
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Solving the diffusion equation shows that the induced electric field (and current)

in an arbitrarily chosen x-direction are proportional to a changing magnetic field in

the y-direction (which is rotated 90� clockwise from the x-direction). Note that the
induced electric field decreases and the induced current increases with increasing

electric conductivity.
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Space weather effects on technological systems resulting from large time deriva-

tives of the magnetic field variation have been observed since long. The common

prerequisite for such effects to become noticed is the existence of long-distance

lines. Observations of anomalous behaviour of long telegraph lines are probably the

earliest examples. Since communication lines can be very long, particularly those

crossing oceans, GIC have always been experienced in long-haul wire communi-

cation. They have contributed to either impeding or facilitating telegraph trans-

mission (depending on the direction of the induced electric current) although

undesired GIC are not known to directly damage telegraphic equipment. Since about

20 years electric trans-oceanic cables have gradually been replaced by fiber optic

cables. But that has not eliminated the effect of GIC since the signals propagating
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in fiber optics need to be amplified at periodic spacing, and the repeater elements

are powered via electric wires running parallel to the optical fibres. A presentation

by Lanzerotti given in this session discussed relevant experiences on long-haul

communication lines in more detail. The presentation does not form part of this

volume, but some of the material was published earlier by Lanzerotti (2001).

With the implementation of very long electric power transmission lines at high

latitudes GIC effects became a concern for power plant and network operators.

A number of cases have actually attained wide attention where the electric power

supply ceased in the wake of geomagnetic disturbances affecting power networks,

see Boteler et al. (1998) for a list of events prior to the most recent decade.

Space weather effects on power transmission grids thus belong to the first techno-

economical category which deals with technological systems which may suffer

severe equipment damage. For that reason much effort has been and is being spent

on (i) understanding quantitatively the physical processes that eventually lead to

large GIC, (ii) developing algorithms to forecast GIC, and (iii) finding technical

solutions which help to avoid damaging consequences of adverse space weather

conditions. It should be kept in mind that the advanced state of the compound inter-

European power supply network bears the consequence that GIC effects suffered

in a high-latitude country can eventually affect the stability of the power supply in

countries at lower latitudes.

The article by Pulkkinen discusses the spatio-temporal structure of 
B/
t (which
is closely related to GIC and thus can serve as a proxy for GIC), presents a

stastistical analysis of magnetic field fluctuations for a selection of events, discusses

the implications of the characteristic results of the analysis and comments on the

possibility to develop strategies for GIC prediction. In this context one must keep

in mind that GIC in power transmission systems depend in a complex way on the

history of �B, the ground conductivity distribution and the structure of the power

line network so that 
B/
t can serve as a proxy for GIC only to a certain extent

(e.g., Pulkkinen 2003).

The discussion of the problem of GIC effects on power transmission lines

continues with an article by Elovaara (who represents a power network operator) for

whom GIC are nearly an everyday topic. His article gives detailed information on

the technical issues associated with GIC in power transmission lines and describes

mitigation strategies developed in Finland and equipment design solutions adapted

to the Finnish power grid.

GIC can have a long-term effects on the integrity of pipelines. They change the

nominal soil-pipe electric potential and counteract the effect of cathodic protection.

Cathodic protecion is used to keep �OH�− ions away from the pipe steel. It is most

efficient if the pipe potential is maintained at about 850–1150mV negative with

respect to the surrounding soil. If the potential changes through the effect of an

induced electric field an undesired GIC can flow if the pipeline is not perfectly

insulated against the ground. The pipeline material can be oxidized and the pipeline

degrades faster. An earlier than planned refurbishment of the pipeline system will

become necessary. The build-up of GIC in power lines and in pipelines follows



The Magnetic Environment – GIC and Other Ground Effects 275

the same physical principle. The main difference between the two systems is the

grounding. While power lines are grounded only at transformer stations the pipelines

are grounded all along their way, although via high resistance coating material.

Boteler (2000) quotes a conductance of 0.057 S/km for a sample pipeline in North

America.

The collection of presentations given at the ESWW-2 and partially reproduced

here provides convincing evidence that GIC are space weather effects which are

well-known to researchers and equipment operators. But that does not mean that

they are under full control. And it is equally clear that GIC are not the only

space weather effects in which the magnetic field variation plays a dominant role.

Aeromagnetic anomaly surveys and directional wellbore drilling are other examples

where magnetic ground effects of space weather events play an important role.

Geomagnetic effects of space weather events will therefore remain to be a topic of

attraction for researchers and operators, also in the years to come.
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Abstract: Geomagnetic indices play a significant role in describing the magnetic configuration of the

Earth’s magnetosphere. In the past 15 years, they have become a key parameter in Space

Weather research, being commonly used to detect and describe Space Weather events.

Research is currently being carried out into using them for forecasting. The objective

of this paper is to contribute to a better understanding of the usefulness, potential and

limitations of geomagnetic indices in Space Weather research and applications

INTRODUCTION

The Sun emits a permanent but variable supersonic flow of hot plasma: the solar

wind. The magnetic field of the Sun is dragged by the solar wind into the interplan-

etary medium, thus giving rise to the Interplanetary Magnetic Field (IMF). Close to

the Earth, the solar wind is slowed down through the bow shock and streams around

the Earth’s magnetic obstacle. This results in compressing the Earth’s magnetic

field in the dayside, and in stretching it in a long tail in the nightside, giving rise

to the magnetosphere cavity.

Merging between anti-parallel IMF and dayside magnetospheric field is the

dominant mechanism by which energy, momentum and plasma are transferred

from the solar wind into the Earth’s magnetosphere. Other mechanisms such as

diffusion, viscous interaction or impulsive plasma penetration contribute also to this

transfer. During merging process, newly reconnected field lines are opened and are

eventually dragged anti-sunward by the solar wind flow. The solar wind plasma

entering the magnetosphere flows along magnetic field lines and is simultaneously
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transported anti-sunward by the magnetic field lines convection. Part of this plasma

is stored inside the magnetotail in the nightside. On both sides of the magnetotail

equatorial plane, the stretched opened field lines are anti-parallel and can reconnect

mainly during violent episodes called substorms. The plasma stored in the tail is

then released in the nightside ionosphere and the new closed field lines created

by reconnection are dragged sunward by the magnetic tension. The dynamics of

the Earth’s magnetosphere is variable and depends upon IMF orientation and solar

wind properties. The magnetospheric convection maps along magnetic field lines

in the high-latitude ionosphere. The ionospheric convection gives then a condensed

view of the general dynamics of the magnetosphere and shows several cells whose

number and shape vary with IMF orientation (see Cowley, 1982, for a complete

review).

The plasma dynamics in the magnetosphere is associated with current flows,

which produce magnetic signatures at the Earth’s surface, the so-called irregular

transient variations of the magnetic field (see, e.g. Menvielle and Berthelier (1991)

and references therein for a more detailed description). There are several sources

of currents in the magnetosphere (see Fig. 1):
• the magnetopause current is essentially due to the interaction between the solar

wind and magnetosphere plasmas. This current flows eastward on the dayside

magnetopause, around the polar cusps (neutral points of the terrestrial magnetic

field), and westward on the nightside magnetopause where it is called the tail

Figure 1. Sketch of the magnetosphere. The arrows indicate the current flows associated to the plasma

dynamics in the magnetosphere (see Section 1 for further details; from Kivelson and Russel, 1995)
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current. This circuit is closed by the cross-tail current sheet flowing eastward in

the magnetic equatorial plane of the magnetotail;
• the ring current is the magnetic signature of the inner magnetosphere radiation

belts. It flows westward around the Earth and is mainly due to pressure gradients.

Plasma diffusion along the magnetic field lines and plasma injections result in

local enhancement of the ring current intensity;
• the field-aligned currents (FACs) flow along highly conductive field lines and link

the magnetosphere and ionosphere current systems. The large-scale distribution

of FACs consists of two concentric zones encircling the magnetic pole. Currents

flow in opposite direction on each side of the noon-midnight plane and also

between the two concurrent currents. The low-latitude currents called Region-2

are mainly due to pressure gradients in the inner magnetosphere and to the

divergence of the ring current, while the high-latitude currents called Region-1

flow at the interface between open and closed field lines and result from direct

or indirect interaction between the solar wind and the magnetosphere boundary

layers. The noon and midnight systems of currents are more complicated: their

patterns depend upon IMF conditions for the former, and upon substorm activity

for the latter;
• the currents flowing in the high-latitude ionosphere are associated with ionosphere

convection. Due to medium anisotropy, two types of currents co-exist. The

Pedersen currents flow parallel to the convection electric field, i.e. duskward

through the polar cap and dawnward on the auroral zones: they close the Region-1

and Region-2 of field-aligned currents. The Hall currents flow perpendicular to

the convection electric field, i.e. anti-sunward along the auroral zones: they are

called auroral electrojets, and are strongly enhanced during substorms.

The transient magnetic variations observed at geomagnetic observatories installed

at the Earth’ surface can therefore be considered as the output of a complex highly

non-linear magnetosphere-ionosphere filter with the interplanetary conditions at the

Earth’s location as inputs. Monitoring the magnetic transient variations at the Earth’

surface then provides information on the magnetosphere and ionosphere response

to its forcing by the solar wind and IMF.

The present geomagnetic indices are briefly described in Section 2, paying

particular attention to their physical meaning and limitations. In Section 3, the

contribution of geomagnetic indices to Solar-Terrestrial physics is illustrated using

a case study. Finally, suggestions of new indices more appropriate to describe

the activity state of the magnetosphere during storm events, and associated Space

Weather effects are presented in section 4.

PRESENT GEOMAGNETIC INDICES

Continuous recordings of the Earth magnetic field variations at permanent geomag-

netic observatories started during the second half of the nineteenth century. It

appeared very rapidly that they are the signature of a complex system. Summarizing

quantities that extract pertinent, reliable and concentrated information from the



280 Menvielle and Marchaudon

observations were introduced. The first geomagnetic index has thus been proposed

in 1905 in order to distinguish between the days of a single month, so that a proper

choice of the five quietest days per month might be made. It becomes rapidly

obvious that the daily basis is not well suited to derive geomagnetic indices. In

what follows, we briefly review the geomagnetic indices of common use in Solar-

Terrestrial physics and Space Weather studies. For further details, the reader is

referred to Menvielle and Berthelier, (1991), Rangarajan (1989), or to the Intro-

duction of IAGA Bulletins 32 series.

The main planetary geomagnetic indices are the Kp index introduced by Bartels

in 1949, and the am and aa indices introduced by Mayaud in 1968 and in 1973

respectively (Mayaud, 1968, 1973). These indices are called K-derived planetary

geomagnetic indices, because they are derived from K indices measured at network

of stations. Introduced by Bartels, (1939), the K index is a pure code, which marks

the class in which falls the range of the horizontal magnetic components varia-

tions during a 3-hour UT interval. Because it is more convenient to use quantities

expressed in physical units, the K-index can be converted back to equivalent

amplitude, the aK-index, using mid-class values. Equivalent amplitudes aK are

proxies of the energy density embedded in the irregular magnetic variations and

the relationship between aK and the magnetic energy density is a statistical one

(Menvielle, 1979). The three-hour time resolution of the K-derived indices limits

their interest for detailed studies of the magnetosphere response to the solar wind

forcing. The Kp index is the average of “standardized K-indices” derived from

observed K at each subauroral latitude station of the Kp network (Fig. 2a), by

means of conversion tables that aim at eliminating LT and seasonal features. On

the contrary, the am index is a weighted average of the aK equivalent amplitudes

measured at each subauroral latitude station of the am network (Fig. 2b). The aa

index is the weighted average of the aK equivalent amplitudes measured at two

antipodal observatories one in Western Europe, the other in Eastern Australia: it

provides a simple means of monitoring planetary geomagnetic activity continu-

ously back to 1868. The am, aa, and Kp indices are statistically related to the

overall magnetosphere energy status. Consequently, they should provide close infor-

mation. However, the am index gives better estimation of the magnetosphere state,

because of the historical context. Designed at the end of the forties (i.e. during the

cold war, and before the international Geophysical Year, IGY), the Kp network

(Fig. 2a) is heavily weighted towards Europe and Northern America while on the

contrary, the am network (Fig. 2b) takes advantage of the better situation after the

International Geophysical Year (IGY) and the end of the cold war, and shows a

strong improvement in the observatory distribution. Then to conclude, as clearly

stated by Menvielle and Berthelier (1991): “Kp is generally used from force of

habit. �� � �� In statistical studies am is obviously the best choice. The use of aa is

justified when one needs very long series of indices, or on the other hand when a

quick available indication of geomagnetic activity is desirable.”

Other indices aimat characterizingonlypart of themagnetic activityof themagneto-

sphere. TheDst indexmeasures the variations in the geomagnetic North component H
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Figure 2. Geographical world maps on which are indicated the positions of stations belonging to the

different networks used in deriving geomagnetic indices, as for 2005. A solid line indicates the position

of the dip equator. The average extension of the auroral zone is sketched by the hatched area, that of

the subauroral region by the shaded area (after Berthelier, 1993).

Panel a: the Kp network. Panel b: the am network. Panel c: the Dst, SYM and ASY networks Dst: Crosses;

SYMandASY:Circles). The SYMandASYnetwork stations connected by a solid line are replaced by each

other in the index computation, depending on the availability and the condition of the data of the month.

Panel d: the AE network. The grey triangle corresponds to the station of Cape Wellen (Russia), which is

closed since 1996

at four low latitude observatories (Fig. 2c) (Sugiura, 1965; Sugiura andKamei, 1991);

it is derived on a one-hour basis. It aims at monitoring the axi-symmetric part of the

magnetosphere currents. It is mainly sensitive to the ring current and to the magne-

topauseChapman-Ferraro currents. TheSYMandASYindices havebeenproposedby

Iyemori (1990); their network is also shown in Fig. 2c. Considering (i) the distribution

of geomagnetic observatories, and (ii) the present knowledge on the behaviour of the

non-symmetric part of the ring currentmagnetic field, the SYM-H andASY-H indices

canbeconsideredasa state-of-the-art solution formonitoring the ringcurrentmagnetic

field. The SYM-H index is essentially the same as Sugiura’s hourlyDst index, butwith

the advantage of being derived on a one-minute basis, and from a set of six stations,

or groups of stations. It is worth noting that both Dst and SYM-H zero values have

no physical meaning. The ASY-H index measures both the direct and the unloading

response of themagnetosphere. In particular the signature of substormonsets takes the

form of a sharp positive peak in ASY-H.

The auroral activity indices (AE, AU, AL, A0, classically referred to as AE

indices or simply AE) have been introduced by Davis and Sugiura (1966). They are

at present based on the transient variations in the geomagnetic North component

observed at a network of 11 observatories distributed in longitude over the

auroral oval (see Fig. 2d). The AE indices are produced on a one-minute basis.
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The AU and AL indices are intended to represent a measure of the maximum current

density of the eastward and westward auroral electrojets, respectively. The AE index

�AE= �AU–AL�/2�AL< 0� aims at representing global auroral electrojet activity.

It monitors the magnetic activity produced by enhanced ionosphere currents in the

auroral zone, mostly related to the magnetosphere-ionosphere coupling through the

field aligned currents. The A0 index �A0= �AU+AL�/2� aims at representing the

symmetry between eastward and westward electrojets. The AE stations are located

at standard auroral oval latitudes. They may fail to properly capture the magnetic

signature of the auroral phenomena during periods of intense geomagnetic activity,

as a result of the associated equatorward motion of the auroral oval.

Finally, the Polar Cap (PC) magnetic index has been proposed by Troshichev

et al.(1988), and revised by Troshichev et al. (2006). In fact, there are two PC

indices: the PCn (Northern hemisphere) and the PCs (Southern hemisphere). In

each hemisphere, the PC index is based on the magnetic disturbances observed at

a single near-pole station (see Fig. 2d) and is produced on a one-minute basis. It

aims at monitoring the magnitude of the transpolar convection electric field which

drives the transpolar part of the polar ionosphere current system, and it is linearly

correlated in a statistically optimal way with the solar wind merging electric field.

As a result, increasing PC values can be interpreted as increasing dayside merging.

When using PC indices, in particular during exceptional events, one should however

keep in mind that each individual value relies on a statistical analysis of data from

a single station.

CONTRIBUTION TO SOLAR TERRESTRIAL PHYSICS:
A CASE STUDY

We present in this section a case study: the 2003, May 29th–30th intense magnetic

storm, essentially from the geomagnetic indices point of view. This violent geomag-

netic event, described into details by Hanuise et al. (2006) has a complex structure,

since it corresponds to several successive interplanetary shocks and pressure pulses

hitting the magnetosphere. Variations of solar wind and IMF parameters and

geomagnetic indices during the storm are presented in Fig. 3.

On May, 29th, before the storm impact at 12:30 UT, the By and Bz components of

the IMF are fairly weak and stable, and the solar wind pressure is very low �∼ 2nPa�
(Fig. 3, panels a to c). The storm onset is characterized by strong increase of the

amplitude of all the IMF components and of the solar wind pressure. Between 12:30

and 19:00 UT, the IMF-By is variable, oscillating between −10 and +10nT and

the IMF-Bz becomes strongly negative around −10nT. Such a southward IMF-Bz

at the beginning of the storm causes a strong coupling with the magnetosphere.

Between 19:00 and 02:00 UT (on May, 30th), the IMF-By, still variable, has

extreme values of ±20nT; the IMF-Bz becomes variable with larger extreme values

(−30 and +20nT). After 02:00 UT (on May, 30th), the IMF-By is still variable and

the IMF-Bz turns strongly positive up to +30nT. The enhancement and rotation of

the IMF-Bz is characteristic of a magnetic cloud. The solar wind pressure shows
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Figure 3. Characterization of the main phase of the magnetic storm (from Hanuise et al., 2006). Panels a

to c: IMF and solar wind pressure derived from ACE observations (PP: pressure pulse). Time is delayed

by 36 minutes in order to match magnetosphere data. Panel d: AE index. Panels e and f: SYM-H and

ASY-H indices (SO: substorm onset). Panel g: R-1 current intensity (latitudinally integrated current

density) in the 15:00–16:00 MLT sector derived from CHAMP magnetometer data. Panel h: PCn index

four successive and strong increases, at 12:30 UT, 16:00 UT, 19:00 UT, 22:30 UT

(up to 50 nPa) followed at 02:00 UT (on May, 30th) by a strong decrease down to

20 nPa, associated with the IMF-Bz turning. The first and third pressure pulses are

associated with interplanetary shocks (characterized by sharp velocity variations).
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We first consider the am index (values indicated at the bottom of Fig. 3), which

gives a global magnetic view of the magnetosphere state. Before the storm onset,

it remains relatively stable around ∼ 30–40nT. From the storm impact, at 12:30

UT, the index increases from ∼ 100nT to ∼ 400nT, reaching its maximum during

the 20:00–24:00 UT period on May, 29th. The maximum of the magnetic activity

occurs when the IMF-Bz components turns positive. This result is quite surprising,

as the coupling between the magnetosphere and the solar wind is weaker during

positive IMF-Bz. The high solar wind pressure and the accumulation of magnetic

energy in the magnetosphere during the first part of the storm can maybe explain

this behaviour. The magnetic activity becomes quiet again at the end of the storm,

after 04:00 UT on May, 30th.

The storm onset is also associated with a step-like increase of the SYM-H index

(Fig. 3, panel e). Then, between 12:30 and 23:00 UT, this index decreases down

to less than −150nT, also by steps which are associated with the four solar wind

pressure pulses causing magnetosphere compressions and ring and magnetopause

current intensifications. Two successive minima are observed at 23:15 and 02:00

UT (on May, 30th). Then, SYM-H re-increases smoothly until the end of the storm.

As shown by the AE index, the auroral activity is also rather small before the

storm onset (Fig. 3, panel d). After 12:30 UT and the arrival of the first shock, the

AE index strongly increases, indicating an enhancement of the auroral electrojet

intensity. The three successive peaks observed between 12:00 and 18:00 UT are

characteristics of substorm onsets (SO) in the magnetotail and associated enhance-

ments of the electrojets, as consequences of the storm impact on the magneto-

sphere. A more pronounced increase is observed after 18:30 UT. It is most likely

related to the arrival of the most prominent solar wind shock. Around 22:30 UT,

upon the arrival of the last pressure pulse, the AE index start to grow again to

high values, showing again successive peaks probably due to substorm onsets.

AE reaches its maximum at about 23:00 UT; afterwards, it significantly decreases

to moderate values. The electrojet intensity is probably decreased because of the

reduced magnetic field merging between northward interplanetary and terrestrial

magnetic fields.

The ASY-H index (Fig. 3, panel f) shows roughly the same profile as the AE

index, especially the peaks due to substorm onsets. This result is in agreement with

the fact that the ASY-H index is sensitive to intensifications of the ring current

through plasma injections from the magnetotail.

The PCn index (Fig. 3, panel h) has variations similar to those of AE. The

rather small values of the index before the magnetic storm onset correspond to

low intensity transpolar electric field. After 12:25 UT (first shock), the PCn index

increases fairly smoothly, thus indicating a progressive enhancement of the polar

cap current. A more pronounced increase of PCn is observed after the arrival at

the magnetosphere of the most prominent shock (19:00 UT). After the last pressure

pulse (around 22:30 UT), the PCn starts growing again to high values and reach its

peak at about 23:00 UT. After 02:00 UT (on May, 30th), the IMF-Bz turns strongly

northward and PCn decreases down to low values, even if the end of the storm
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does not occur before 04:00 UT. This result illustrates the high sensitivity of the

PC index to dayside merging.

To finish, we study the dayside field-aligned currents (FACs) which are directly

related to the energy transfer from the interplanetary medium to the magnetosphere.

We use the magnetic data of the CHAMP low-altitude satellite during several

successive passes of the satellite in the afternoon sector of the auroral oval (15:00–

16:00 MLT), to estimate their intensity (Fig. 3, panel g). Strong intensifications of

the FACs are observed during the first part of the storm, to more than 10 times the

typical quiet time value. The northward turning of the IMF (after 02:00 UT on May,

30th) is followed by a strong decrease of the FACs intensity. These observations

show that the dayside FACs intensity is, like PC, a very good monitor of the solar

wind-magnetosphere coupling.

This case history illustrates how geomagnetic indices monitor the magnetosphere

behaviour. Key periods and events can be identified, which mark the magnetosphere

evolution in response to the solar wind/IMF forcing.

WHICH INDICES FOR SPACE WEATHER STUDIES?

The case study presented in the previous section illustrates that the present geomag-

netic indices enable one to depict the magnetosphere behaviour in response to

the solar wind/IMF forcing. However, there are still some insufficiencies with

the existing indices. First, all these indices are planetary ones, consequently they

cannot describe local phenomena. Moreover, part of these indices have a low time

resolution and cannot describe the temporal evolution of some processes. In this

section, we present some examples of new indices allowing a better description of

the magnetosphere.

Let us stress that new magnetosphere indices should keep in future the same

basic properties as at present. Their definition and derivation scheme should be

clearly stated; their physical meaning should be clear; the data series should be

homogeneous. Free of charge access is mandatory for all geomagnetic indices based

upon data provided by institutes funded by public state agencies.

The three hour time resolution of the K-derived planetary indices is directly

inherited from the K index definition. It drastically limits their contribution to

the time monitoring of the magnetosphere dynamics. As stated in Section 2, aK

equivalent amplitudes are proxies of the magnetic energy density. Because of the

morphology of the irregular variations, this relation is in fact mostly valid for 3-

hour long intervals at sub-auroral latitudes (Menvielle, 1979). Since the magnetic

energy density is directly related to the square of the modulus of the magnetic field,

the running mean square (rms) of the two horizontal components can be used as

proxy of the magnetic energy density. Menvielle (2003) showed that substituting

the rms to the aK in the aa derivation scheme leads to a geomagnetic index that

is statistically closely related to the aa index. Furthermore, it makes it possible

to derive planetary magnetic activity indices with a time resolution down to 15

minutes (Fig. 4).



286 Menvielle and Marchaudon

Figure 4. Comparison between aa indices (stars) and aa-like indices based upon the rms of the two

horizontal components of the irregular variations during time interval of length 
 = 180 minutes (hatched

line) and 
 = 30 minutes (solid line) (from Menvielle, 2003)

The overview of the magnetosphere dynamics presented in Section 1 evidences

that the magnetic activity depends on LT (Local Time), i.e. on longitude. The

planetary character of all the indices makes it impossible to get precise information

on the LT, or MLT (Magnetic Local Time) dependence of the magnetosphere

activity. This suggests deriving geomagnetic indices bearing information on the

longitude modulation of the geomagnetic activity, i.e. its variation with longitude

during a given UT time interval. Although not used in the case study presented

in section 3, longitude sector indices have already been proposed by Menvielle

and Paris (2001). These indices, called a� indices correspond to the equivalent

amplitudes computed for the sectors used in the am derivation. There are accordingly

9 longitude sector indices (5 in the Northern hemisphere, and 4 in the Southern

one) computed for each 3-hour time interval; a� indices are expressed in nT. They

open the way for statistical studies of the longitude modulation of space weather

effects (see, e.g., Lathuillère and Menvielle, 2005). As already mentioned for the

planetary geomagnetic indices, their 3-hour resolution limits their contribution to

detailed monitoring of space weather events. Derivation of similar longitude sector

indices with a better time resolution is thus worth being considered.

The actual indices of the auroral activity are also planetary indices and do

not discriminate between dayside and nightside phenomena. However, at auroral

latitudes, the daytime activity is directly related to magnetic reconnection on the

dayside magnetopause, while the night time activity is driven by magnetic stresses

and reconnection in the magnetotail. Introducing two auroral activity geomagnetic
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indices monitoring auroral daytime and night time activity respectively, would thus

makes it possible to discriminate between the solar wind/IMF forcing and the

effects of magnetosphere tail processes. On the other hand, the results presented in

Section 3 show that the intensity of the dayside FACs can be used for monitoring

the coupling between the solar wind and the magnetosphere. It would be very

interesting to define a new index based on such parameter, taking advantage of the

ongoing magnetic Ørsted and CHAMP missions and of the forecoming SWARM

mission.

Consider now regional and local space weather effects. One of the most widely

studied is the impact of Geomagnetically Induced Current (GIC) on industrial activ-

ities (e.g., pipe line corrosion, induction in electric power lines). The key physical

quantity is the locally induced geoelectric field over the region where the conducting

structures (pipe lines, power lines) are installed. This induced field is driven by

the time rate of change of magnetic field, the geometry of the pipe network, and

properties of the medium (described in terms of e.g., surface impedance). This

space weather effect is mostly important in auroral regions. Geomagnetic indices

dedicated to monitoring GICs should therefore be settled on a proxy of the time

derivative of the vector magnetic field H� 
H/
t in the area of interest. The great

space and time variability of the transient magnetic variations in the auroral zones

suggests that local variations of 
B/
t cannot be properly accounted for by a

global index. The differences between 
B/
t observed at two nearby observatories,

Ottawa, Canada and Fredericksburg, USA (Balch, 2004), illustrate the necessity of

‘regional’ indices deduced from a rather dense network of magnetic stations at a

‘regional’ scale (typically 100 km spacing between stations).

The example of GICs illustrates a crucial point: when considering local space

weather issues, one should keep in mind that the user needs critically depend on the

application. The best solution is using information on the magnetic activity from

nearby geomagnetic station(s), for deriving an index which answer the specific

user needs. Such index generally takes benefit from results of academic research

activities, and its definition turns out to be a compromise between what should be

an ideal index and the available data.
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CHAPTER 5.2

THE VALUE OF REAL-TIME GEOMAGNETIC
REFERENCE DATA TO THE OIL AND GAS INDUSTRY

JAMES BOWE AND SIMON MCCULLOCH

Halliburton, Tay Facility, Aberdeen AB21 0GL, United Kingdom

INTRODUCTION

A primary requirement for an economically successful oil or gas field development

is to drill the boreholes along predetermined trajectories within the reservoir. Known

as directional drilling, the geological objectives for these boreholes are often only a

few tens of metres wide at distances of several thousands of metres away from the

surface drilling location. Improving the quality of real-time borehole positioning

measurements is a key element in keeping these wells on target.

Uncertainty with the magnetic environment is a concern for the oil and

gas exploration industry because magnetically referenced survey tools remain

the predominant source of real-time borehole positioning data. Referred to as

measurement-while-drilling (MWD) systems, most share a fundamentally similar

sensor configuration. Three accelerometers measuring the gravitational field vector

are used to determine borehole inclination. Borehole direction is derived from

measurements of the horizontal component of the geomagnetic vector by three

fluxgate magnetometers. Both sets of sensors are in alignment with each other. One

sensor in each set is aligned along the axis of the tool (and thereby the borehole),

with the other two sensors aligned cross-axially and orthogonal to one another.

The use of real-time geomagnetic data now enhances while-drilling magnetic

surveys to accuracy levels previously only achievable with post-drilling gyroscopic

surveys. This higher level of accuracy has transformed the way boreholes are

surveyed especially in areas of higher geomagnetic inclination, bringing both

engineering and financial benefits to the industry.
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ISSUES AFFECTING MAGNETIC MWD SURVEY DATA

Two sources of error are specific to magnetically referenced survey data. Firstly,

errors resulting from the magnetic interference associated with the drilling

environment in the form of drill string magnetism and magnetized drilling fluid.
Secondly, errors resulting from the uncertainty in the local geomagnetic field vector.

Errors in the magnetic declination �D� affect every calculated survey direction,

whilst errors in the magnetic inclination �I� and field intensity �F� have major

implications for real-time data quality control and the azimuth correction procedures

that are routinely used within the borehole surveying industry. The earlier these

errors can be detected and corrected during the drilling process the less detrimental

they will be to borehole placement.

Magnetic Interference from the Drilling Environment

Almost the entire drill string is composed of ferrous steel, with only a short section

of non-magnetic steel components in which the magnetic survey instrument is

positioned. Ideally a magnetic survey tool will be spaced in the non-magnetic section

at such a point that the effects of drill string magnetism are negligible. However,

there are significant advantages in reducing the amount of non-magnetic steel in a

drill string, as well as placing the MWD tool as close to the drill bit as possible.

So, it is now rare that a magnetic MWD sensor is placed in a truly non-magnetic

environment. At the location of the directional sensor, drill string magnetism acts

along the axis of the tool. As a result, measurements from the axial magnetometer

are corrupted by a bias error, and this bias causes an error in the calculated direction

of the borehole.

Drilling operations normally require that the borehole is filled with a fluid1.

As a result, MWD sensors are operating in constant proximity to this fluid and

magnetically susceptible particles suspended within the fluid create an error by

shielding the magnetometers from the full geomagnetic field. These particles have

two potential sources: additives containing hematite and ilmenite (used to increase

the weight of the fluid) and abrasion of steel from the drill string and casing that

lines the upper sections of a borehole. It seems that much of this material is so fine

it remains in suspension and is not easily removed during the normal circulation of

the fluid system. Consequently, scale factor errors are generated on the cross-axial

magnetometers. At geomagnetic latitudes such as the North Sea, it is not uncommon

to generate scale factor errors large enough to produce direction errors of 5 degrees

(Torkildsen et al. 2004).

1 Drilling fluid serves several functions. It stabilizes the borehole against wall collapse, prevents the

ingress of formation fluids, lubricates the drill bit, powers down-hole drilling tools and provides the

medium for the transportation of rock cuttings from the borehole. The fluid is pumped down the inside

of the drill string, out through the bit and back to surface via the annulus between the outer wall of the

drill string and the borehole wall.
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The effects of both of these error sources can be mathematically corrected. The

technique converges upon the set of values for bias, scale factor and misalignment

corrections that minimizes the residual error in the calculated total field (Estes and

Walters 1989). Accurate estimates of I and F values are essential for a reliable

calculation of these errors.

Uncertainty of the Geomagnetic Field

Accurate transformation of the tri-axial sensor measurements from the tool’s XYZ

axes system to Earth’s North, East, and Vertical axes system requires an accurate

value of D. Errors in D caused by a crustal anomaly will affect every magnetic

survey direction in that area. At higher geomagnetic latitudes the errors in D caused

by short-term field variation can be a problem when measuring the performance of

drilling tools during critical directional steering operations.

MWD magnetometer performance is monitored by comparing the measured

values of F and I with the theoretical estimates of these components for the same

time and place. Charts and computerized global models of the main-field (based

on spherical harmonics) still provide the sole source of theoretical geomagnetic

vector data on most oil and gas wells drilled today. Table 1 compares the estimate

uncertainties for the BGGM2 main-field model that are typical for the North Sea

(Williamson 2000) with the usual tolerances that MWD operators use to define

acceptable magnetometer data quality. It shows how difficult it can be to distinguish

sensor performance variations from main-field model uncertainty at mid to higher

geomagnetic latitudes.

The inherent uncertainty of main-field models as a consequence of local crustal

anomalies and external-field variation is well understood. The industry has estab-

lished acceptable levels of geomagnetic uncertainty that would have a negligible

detrimental impact on magnetic survey accuracy (Russell et al. 1995). Table 2

compares estimates of the uncertainty of the BGGM and two geomagnetic field-

referencing techniques (which are explained in the next section) with the industry’s

target values. At geomagnetic latitudes similar to (or greater than) the North Sea,

Table 1. Main-field model uncertainties and MWD measurement tolerances

Inclination �I�

[deg]

Intensity �F�

[nT]

North Sea main-field model uncertainty∗ 0.40 260

MWD magnetometer measurement tolerance ±0�50 ±300

∗Values supplied by British Geological Survey.

Uncertainties are quoted at 95% confidence levels.

2 British Geological Survey Global Geomagnetic Model.
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Table 2. Typical uncertainty levels with geomagnetic models in the North Sea

Declination �D�

[deg]

Inclination �I�

[deg]

Intensity �F�

[nT]

Industry Targetsa 0.10 0�05 50

BGGMb 1.00 0�40 260

IFRc 0.30 0�30 120

IIFRc 0.20 0�10 70

IFR In-field Referencing, IIFR Interpolation In-field Referencing.
aAfter Russell et al. 1995.
bAfter Williamson 2000.
cValues supplied by British Geological Survey.

Uncertainties are quoted at 95% confidence levels.

only the Interpolation In-field Referencing technique approaches the industry’s

target levels of acceptable uncertainty. With the best quality data available it can

now match the industry’s targets on specific projects.

A METHOD FOR REAL-TIME GEOMAGNETIC MEASUREMENTS

The method most commonly used to derive real-time values of the local geomagnetic

vector at a drilling location is known as Interpolation In-field Referencing (IIFR)

(Russell et al. 1995). In essence, the main-field component is obtained from the

BGGM whilst the crustal-field is calculated from locally mapped data, typically

with measurements made at a sample interval of 5–10m along survey tracks with

2–6 km of separation. Downward continuation of the main-field is included; and,

provided the mapped area is sufficiently large, it is also applied to the crustal-

field. Continuous measurements of the time varying external-field are collated

from a number of fixed magnetic observatories by the British Geological Survey,

Edinburgh, and interpolated for the drilling location. Where significant geomagnetic

vector variation exists along a proposed borehole, interpolations are conducted for

multiple locations to account for the gradients. In this way, real-time values of

the local geomagnetic vector can be generated at 1-minute intervals throughout

the drilling process for any location where suitable observatories exist within a

region. As MWD data are pumped to surface, the time-stamped measurements are

correlated with the IIFR values; and the corrected survey is then calculated. The

IIFR values are updated and available via a secure website at 10-minute intervals,

sufficient to enable real-time corrections in all but a very few instances.

The use of established observatories to generate virtual real-time observatories

unique to individual drilling sites has major financial and practical benefits,

particularly for remote offshore developments (Williamson et al. 1998). In the case

of Alaska, a single bespoke observatory at Prudhoe Bay covers all the drilling

operations in that area as they are sited along similar geomagnetic latitudes with

relatively small local time differences.
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The correction technique using geomagnetic reference data based on just the main

and crustal-field components is commonly referred to as In-field Referencing (IFR).

BENEFITS OF REAL-TIME GEOMAGNETIC REFERENCE DATA

In the North Sea the average reduction achieved by the addition of the external-

field in uncertainty of the estimate of the geomagnetic vector is about 20% when

compared to estimates based on an IFR model (Reay et al. 2005). The differential

between IIFR and IFR estimate uncertainties increases with increasing geomagnetic

latitude and the phase of the geomagnetic activity cycle. As a result, in the northern

North Sea the reduction in the uncertainty of the estimate of F between IIFR and

IFR models can be as great as 75%.

Figure 1a compares MWD measured values of I and F with the IIFR modelled

values for a single tool run in a North Sea borehole. Only one measured value (for

I) lies within the tolerance limits, and this lack of correlation between the values

would be of alarm to drill-site engineers trying to monitor instrument performance.

However, real-time assessment of the data using multi-station analysis3 techniques

showed significant axial bias and cross-axial scale factor errors from a combination

of drill string magnetism and magnetized drilling fluid. Figure 1b shows the same

data after applying mathematical corrections for the bias and scale factor errors. All

the MWD data now lie within the quality control limits. Because IIFR was used to

Figure 1a. Comparison of measured MWD values �Fmeas� Imeas� with IIFR modelled estimates

�Fmodel� Imodel�. Drill-site quality control tolerances for the survey measurements are shown as vertical

error bars on the IIFR base-line values illustrating the degree of poor correlation between both sets

of data

3 A range of algorithms in widespread use by mainstream MWD operators that analyze sets of raw

sensor data in order to detect and correct systematic errors.
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Figure 1b. Comparison of the mathematically corrected MWD values �Fcalc� Icalc� and the IIFR modelled

estimates �Fmodel� Imodel�. Drill-site quality control tolerances for the survey measurements are shown as

vertical error bars on the IIFR base-line values

calculate the geomagnetic reference vector, a higher level of confidence could be

placed on the mathematical corrections than would have been possible using either

IFR or main-field models.

The difference between the raw measured direction and the corrected direction

values from the previous example is illustrated in Fig. 2. The value of being able

to assess these data and correct them in real-time is clear. Without a real-time

correction the borehole would have been drilled in a direction several degrees away

from the planned trajectory. This difference would have resulted in missing the

Figure 2. Comparison between measured and corrected MWD directions
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target area in the reservoir and therefore, if detected, would have required remedial

directional drilling to realign the borehole.

The mathematical corrections for drill string magnetism (and field attenuation

effects) are highly sensitive to errors in the local I and F values at certain attitudes

(Fig. 3). Real-time geomagnetic reference data (IIFR) reduces both the overall level

of calculated azimuth error and the zone in which major azimuth errors will occur.

In the North Sea, IIFR reference data reduces the potential error in the correction

for axial drill string magnetism to levels comparable with low latitude locations

like Brunei.

For geomagnetic latitudes similar to those of the North Sea, the added value

of the time varying external-field in the local geomagnetic vector is sometimes

questioned. It is argued that over an entire well the typical scale of vector variation

seen at these latitudes will be relatively small and that a few anomalous surveys

taken during periods of severe disturbance will have little impact on the overall

placement of the borehole. However, an element of hindsight exists with this view

since it ignores the effect that short-term geomagnetic vector variations can have

on real-time drilling operations. For example, when drilling rates of penetration

are high, large amounts of magnetic survey data are acquired over a short time

interval, so a period of disturbance can compromise a significant proportion of the

survey. Furthermore, many magnetic storm episodes last for days rather than hours

(Fig. 4). Consider a case where a directional driller is attempting to steer a well

in a particular direction to intersect a small geological target. The plan requires a

constant 4 degrees of azimuth turn for every 30 m of drilled distance to the target

entry point, but the MWD survey indicates only 2.5 degrees of turn were achieved

since the survey taken 30m previously. Is the drilling assembly underperforming,

or has the declination changed by 1.5 degrees since the preceding survey was taken

an hour earlier? Should the decision be made to drill ahead, or pull out of the hole

to change the drilling assembly for a more aggressive configuration? A round trip

out of the hole and back in will usually cost several tens of thousands of dollars

in rig time. Although such judgments are unlikely on the basis of a single survey,

Figure 3. Typical drill string magnetism correction errors for horizontal boreholes as a consequence of

local I and F uncertainties (2$ values have been used)
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Figure 4. Geomagnetic vector disturbance in the northern North Sea over 48 hours showing significant

periods when the vector values were well outside the Industry’s acceptable levels of uncertainty (shaded

grey). This magnetic storm episode lasted for 96 hours and operators using real-time geomagnetic

reference data were able to continue drilling throughout this period with a high degree of confi-

dence in the reliability of real-time magnetic survey measurements (data courtesy of British Geological

Survey)

a few more surveys taken during a period of moderate geomagnetic disturbance

could easily force an incorrect decision to pull out of the hole.

To ensure that geological objectives are intersected as intended, boreholes are

directed toward reduced ‘drilling targets’. These are calculated by subtracting the

3-dimensional uncertainty associated with the borehole survey from the dimen-

sions of the original geological target. The error sources inherent with a survey

measurement generate an ellipsoid of positional uncertainty around each calculated

survey point along the borehole. This creates a cone of uncertainty surrounding

the borehole’s calculated path in which the actual borehole position may lie. As

each type of survey tool has its own error model, based on test stand perfor-

mance and empirical data, the statistical uncertainty of every survey can be calcu-

lated. For target penetration, a typical statistical confidence level would be 95%

�2$�. Subtracting the 2$ uncertainties of the major and minor axes of the calcu-

lated ellipses of uncertainty for the proposed survey from the dimensions of the

geological target produces the inner (drilling) target. In this way, penetration by

the borehole anywhere within the drilling target automatically ensures that the

geological objective has been achieved at a confidence level of 95%. As previously

described, the sensitivity of azimuth correction algorithms to errors in the geomag-

netic reference and the uncertainty with declination can be large at geomagnetic

latitudes similar to the North Sea, and potentially unmanageable at high latitudes.

This level of uncertainty with the external-field means that its omission from the

geomagnetic reference has an impact on borehole positional uncertainty much larger

than its geomagnetic component size would imply. As a consequence, industry
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models of magnetic survey instrument performance generate significantly reduced

positional uncertainties in the horizontal plane when the external-field is included

in the local geomagnetic reference (Williamson 2000). Reducing the uncertainty in

borehole positioning enables smaller reservoirs to be developed and longer reservoir

sections to be drilled with a single well (Fig. 5.).

In conclusion, real-time geomagnetic reference data adds significant value in

the positional control of directional boreholes in areas of higher geomagnetic

latitude. It improves the quality control of magnetic survey data, reduces the uncer-

tainty associated with mathematical correction techniques, and improves directional

drilling tool performance monitoring. Reducing uncertainty with MWD survey data

has been a contributory factor in extending the range of oil and gas reservoirs that

can now be efficiently exploited.

Figure 5. Drilling target size as a function of the geomagnetic reference data type. As the positional

uncertainty of a borehole survey increases with increasing drilled depth, the drilling target size decreases

proportionally, to a point where the survey uncertainty is equal to the dimension of the geological

target (see plan view). This is the limit to which a borehole can be drilled through a geological

target at the required level of confidence, with respect to its geometric positioning. Beyond this point

there is an increased statistical risk that the actual borehole position will stray outside the bound-

aries of the geological target. At higher geomagnetic latitudes, the application of a real-time geomag-

netic reference significantly lengthens the section of reservoir that can be penetrated by a horizontal

borehole when compared to a geomagnetic reference based on just main and crustal field values

(see section view)
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CHAPTER 5.3

SPATIOTEMPORAL CHARACTERISTICS
OF THE GROUND ELECTROMAGNETIC FIELD
FLUCTUATIONS IN THE AURORAL REGION
AND IMPLICATIONS ON THE PREDICTABILITY
OF GEOMAGNETICALLY INDUCED CURRENTS
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NASA Goddard Space Flight Center, Code 612.2, Greenbelt, MD 20771, USA

INTRODUCTION

The central physical quantity from the geomagnetically induced current (GIC)

viewpoint is the magnetic field and especially its variations at the surface of the

Earth. This follows from Faraday’s law of induction. Perhaps the simplest way

to see this is to consider a conductor loop placed at the surface of the Earth.

The electromotive force emf driving the electric current (GIC) in the conductor is

given by

(1) emf =−d�

dt

where � is the magnetic flux through the loop defined as

(2) �=
∫
S

B̄ ·dS̄

where B̄ denotes the magnetic field. From Eqs. (1) and (2) it is quite obvious

why the magnetic field B̄, and its temporal variations have a special role in GIC

studies; information about the spatiotemporal field fluctuations, or ionospheric

equivalent currents producing those fluctuations are the starting point of any attempt

to model GIC (for a review on GIC modeling, see e.g., Pulkkinen, 2003c, and

references therein). Also, this is why the time derivative of the ground magnetic

field (denoted hereafter as dB/dt) is often used as an indicator of the GIC

activity (e.g., Viljanen et al., 2001). It is important to note that B̄ in Eq. (2) is
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actually a sum of fields from two different sources, the external field B̄ext rising
due to sources in the magnetosphere and ionosphere and the internal field B̄int
rising due to the geomagnetic induction that drives electric currents in the Earth.

It follows, that not only the source characteristics but also the ground conductivity

structure (dictating the behavior of B̄int) determine the GIC flow in the system.

The actual driving term on the left-hand side of Eq. (1) is the electric field

integrated along the conductor (voltage). Thus, in fact, the primary field of interest

in the context of GIC is the electric field (usually called the geoelectric field).

As the actual measured geoelectric field typically represents very local ground

structures (∼1km scale), the geoelectric field is usually determined by applying

the so-called plane wave method, which requires knowledge about the ground

conductivity structure and the magnetic field variations (Cagniard, 1953). Often

the computation of the electric field is skipped and instead the dB/dt field is

analyzed. Although some counterexamples do exist (Trichtchenko and Boteler,

2006), typically dB/dt is a reliable indicator for the GIC activity. Thus, when we

talk below about “field” fluctuations, we always refer to the GIC-related fields,

i.e. to the modeled geoelectric field and/or to the dB/dt field. Also note that

although the laterally varying conductivities may play a significant role in the

spatiotemporal structure of the total magnetic field and GIC fluctuations (e.g.,

Thomson et al., 2005), it is assumed here that the most of the observed structure

is of external origin. This assumption is discussed and validated for the data used

here by Pulkkinen et al. (2006a).

GIC can be thought as an end link of the chain of physical interactions originating

all the way from the surface of the Sun. The length and the complexity of the

chain indicate that a thorough understanding of GIC and its origins may be a

substantial challenge. This is particularly true for auroral regions and especially

for geomagnetic storm periods when even the mean (or large spatiotemporal scale)

properties of various processes in the near-space are not well understood (see e.g.,

Sharma, 2003). Note that often the mean properties of the processes are not adequate
in the context of GIC as we are mainly interested in the variations, as was explained
above. As the variations around the mean usually are more complex than the mean

behavior itself, it is thus reasonable to anticipate that the relevant field fluctuations

may pose quite complex spatiotemporal structure that may give some limitations

for the predictability of GIC.

The aim of this paper is to briefly review the basic data-derived character-

istics of the auroral region electromagnetic field fluctuations. It is hoped that

the observed spatiotemporal field characteristics do not only give us hints about

the nature of the physical processes driving these fluctuations but also that the

characteristics could give us ideas about the predictability of GIC and possibly

suggest new strategies for future GIC forecasts. The structure of the work is as

follows. First, in Section 2 a basic qualitative “feeling” about the complexity of

the field fluctuations is sought for by examining their spatiotemporal properties

during some selected time periods. Then, in Section 3 the “feelings” of the

Section 2 are put on more quantitative grounds by statistical analysis of the field
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fluctuations. In Section 4, the implications of the observed characteristics are

discussed and possible new strategies for GIC predictions are sketched. Finally, in

Section 5 the findings of this work are summarized and few concluding remarks are

given.

EVENT-BASED CHARACTERISTICS

Although the connection between the rapid variations of the ionospheric currents

and GIC has been known for a while (e.g., Akasofu and Merrit, 1979), there still

exist relatively few studies about the ground electromagnetic field characteristics

driving GIC. Some rough estimates of the electrojet intensity and morphology

during GIC events were carried out, for example, by Mäkinen, (1993); Bolduc

et al. (1998, 2000) and Boteler (2001), but none of these earlier studies focused

on the detailed spatiotemporal structure of auroral electromagnetic field fluctua-

tions. Recently, more detailed event-based investigations focusing on the spatiotem-

poral structure have been carried out by Pulkkinen et al., 2003a, 2003b, 2005

(see also Viljanen et al., 2004). The basic observation of these studies has been,

as was anticipated above and is seen from Fig. 1 (from Pulkkinen et al., 2005)

where the ionospheric equivalent currents (interpreted in terms of the horizontal

magnetic field) and modeled geoelectric field are shown for the October 29,

2003 storm period, that during geomagnetically active time periods the geoelecric

fields (and dB/dt) have usually highly non-uniform and variable structure and

involve a great variety of different spatiotemporal scales; the spatial scales vary

within about 100–1000 km and temporal scales within about 10–1000 s. Note that

the lower limits of these scales are given by the limitations of the observations,

i.e. the 10-second sampling rate and about 100 km separation of the magnetometer

stations.

Another important feature that can be observed from Fig. 1 is that large geoelectric

fields tend to occur in the regions where the ionospheric current is enhanced.

A similar behavior can be seen from increasing geoelectric field and GIC amplitudes

as functions of local activity indices (see, e.g. Mäkinen, 1993;Trichtchenko and

Boteler, 2004; Viljanen et al., 2006). These observations underscore the two-fold

nature of GIC; although the local GIC-related electromagnetic field fluctuations

can be very complex, large field amplitudes tend to occur in regions were the

background geomagnetic activity has increased.

At this point it is emphasized that the present investigation focuses on the

electromagnetic field fluctuations in the auroral region. It is reasonable to expect

that the field structure at lower latitudes is simpler. Although a rigorous GIC-related

study on this matter is still missing, indications of this has been seen in studies by

Koen (2002) and Hejda and Bochnicek (2005) where the mid-latitude spatial field

variations were observed to be clearly smoother (no significant difference in the

field fluctuations observed hundreds of kilometers apart) compared to those in the

auroral latitudes.
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Figure 1. Time series of the horizontal geomagnetic field (top panel) and the modeled geoelectric field

(bottom panel) at IMAGE magnetometer array stations on October 29, 2003. Only data for every 20

second is plotted. The dashed lines indicate the times of the failures in the Swedish high-voltage power

transmission system. The maximum horizontal geoelectric field and geomagnetic field values of the

depicted period are 6680mV/km and 2580 nT, respectively. See Pulkkinen et al. (2005) for details

STATISTICAL CHARACTERISTICS

How to quantify “complexity”? Statistical methods are clearly needed as attempts

to explain individual observations may be doomed by the complex dynamics of

the system. The typical approach is to derive some statistical properties of the

observed quantity and compare these properties with the properties of some perhaps

theoretically better understood process whose known dynamics can then shed light

on the dynamics of the studied phenomenon (see e.g., Sornette, 2004). One form

of the complexity is the so-called self-similarity, which is familiar, for example,

from fractals: the statistical properties of the object do not change under scale trans-

formation. Such invariance under scale transformation is manifested, for example,

in the scaling of the observables. Scaling means that a statistical property of the

observable changes as some power of the scale (power-law):

(3) y ∝ x�
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where y is the statistical property, x the scale and � the scaling exponent. In other

words, there is no characteristic scale (the statistical property is scale-free). For

example, the power spectrum of the AE-index scales in temporal scales of about

5–200 minutes roughly as � ≈ 0�5, which is an indication that the time series is

similar to a Brownian process (Takalo et al., 1993). A Brownian process is one

of the most basic classes of random processes. In general, the statistical scaling

properties of various global geomagnetic indices, all of which are based on the

ground magnetic field measurements, have been investigated by numerous authors

(e.g., Tsurutani et al., 1990; Takalo et al., 1993; Uritsky et al., 2001; Hnat et al.,

2005) and are relatively well-known. However, very few studies have addressed

the local spatiotemporal scaling characteristics of the GIC-related electromagnetic

field fluctuations.

In Pulkkinen et al. (2006a) the spatiotemporal scaling characteristics of the dB/dt
fluctuations were investigated by applying the structure function analysis to IMAGE

magnetometer array observations. In Fig. 2, the second order moments of the spatial

and temporal structure functions for different components of dB/dt are shown.

The analysis was carried out separately for all data over years 2002–2003 and for

Figure 2. The structure functions S��r�0� (spatial) and S�0� 
� (temporal) and their least squares fits

(dashed lines) for the time derivative of the magnetic field. Circles: S��r�0� (top panel) and S�0� 
�

(bottom panel) for dBx/dt of substorm events, diamonds: dBx/dt of the full data set, squares: dBy/dt

of substorm events, triangles: dBy/dt of the full data set. See Pulkkinen et al. (2006a) for details
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detected substorms during the same time period. In agreement with the event-based

view, the statistical view of Fig. 2 shows that the temporal behavior of dB/dt for
periods longer than about 100 s (there is very clear break in the scaling around these

periods) is very complex. By complex we refer here to the “flat” temporal scaling

��≈ 0� of the structure function above about 100 s which is very closely to that of

white noise. White noise can be viewed as one extreme end of complex processes as

it is completely random and thus also completely unpredictable. Although the spatial

scaling of the structure function shows a non-zero slope, before interpretations about

the behavior of the field in the ionospheric level where the source is operating, one

must take into account the low-pass-filtering effect of the field continuation from

the ionospheric level to the ground level. When the effect of the field continuation is

taken into account, it turns out that from the ionospheric viewpoint, also the spatial

scaling is very similar to the scaling of the white noise. It was also found that the

same spatiotemporal behavior was true for both horizontal field components and

substorms and average overall field variations.

Figure 3. The conditional probability distributions P�dIE\IE� computed for four different local time

sectors centered at the times indicated in the titles of the panels. The five curves moving from the

left to the right correspond to the IE-index values 150, 450, 750, 1050 and 1350 nT, respectively. See

Pulkkinen et al. (2006b) for details
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The two-fold spatiotemporal behavior of dB/dt seen in the previous section

has been found to be present also in a statistical sense. For example, studies by

Trichtchenko and Boteler (2004); Pulkkinen et al. (2006b); Viljanen et al. (2006)

have shown that there is a clear statistical coupling between GIC-related field

variations and the local background level of geomagnetic activity, or as shown by

Weigel and Baker (2003b) also, for example, to solar wind forcing. One way to see

the coupling is via conditional probabilities that Pulkkinen et al. (2006b) calculated

for the IE-index (local variant of the AE-index computed from IMAGE array

observations) and dIE-index (the maximum of dB/dt taken over IMAGE stations).

The result of this analysis that was carried out separately for different local time

sectors is shown in Fig. 3. As is seen, the distributions change quite significantly as

a function of the IE-index, which is indicating coupling between the two quantities.

Also, signaling the very feasible possibility that different mechanisms generate the

field fluctuations at different local time sectors, the statistics depend on the local

time too.

IMPLICATIONS ON THE PREDICTABILITY OF GIC

We then move to interpret the results discussed above in terms of the predictability

of GIC. Although there has been great effort to predict the behavior of the standard

geomagnetic indices (see e.g., Boberg et al., 2000; Gleisner and Lundstedt, 2001;

Siscoe et al., 2005) and spatially dependent large-scale field structures (e.g., Valdivia

et al., 1999; Weimer, 2005), the number of attempts to predict GIC or field fluctu-

ations associated directly with GIC is very small. Note, once again, that as GIC is

related to the temporal variations of the magnetic field, predicting only the mean
behavior of the field is not in general sufficient.

The attempts to predict the directly GIC-related field fluctuations have been made

by Weigel et al. (2003a) and Wintoft (2005). Weigel et al. (2003a) showed that

30-minute averages of dB/dt can be predicted with some accuracy from the solar

wind input for specific auroral regions where also the average overall amplitudes

of the 30-minute averages are the largest. These regions are the vicinity of the

local midnight and the local morning. The basic conclusion of the study by Wintoft

(2005) in which the variance of 10-minute segments of dB/dt was predicted was

essentially the same as that in Weigel et al. (2003a), i.e. although not all of the

variability can be captured by the model run with the solar wind input, some overall

aspects of the variability can be predicted.

Although it is certainly clear that much more understanding about the GIC-

related electromagnetic field fluctuations needs to be obtained before anything

more definitive can be stated, the investigations discussed above do indicate some

aspects of the GIC phenomenon that can be utilized in future prediction efforts.

First, it has been showed that some statistical properties of GIC-related field fluctu-

ations (e.g. average or variance of dB/dt) have certain amount of predictability.

Also, it has been shown that these field fluctuations are statistically coupled to
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spatiotemporally larger scale and also more predictable characteristics of the near-

space environment expressed, for example, in terms of geomagnetic indices. All

this, of course, is an indication that the field fluctuations are predictable. However,

secondly, on a more detailed level it has been seen that the field fluctuations are

spatiotemporally very complex. In fact, it was seen that the scaling properties of

the fluctuations resembled that of white noise. The behavior of white noise is

completely unpredictable, which is, although not conclusive, still an indication that

the detailed spatiotemporal behavior of the GIC-related field fluctuations may not be

predictable.

The two aspects above are by no means contradictory. What the second aspect

in fact says is that exact, deterministic predictions of GIC-related field fluctuations

may not be possible. Thus, we need to move into a statistical description of the

phenomenon. This is in agreement with the first aspect: there is a statistical coupling
(i.e. no one-to-one coupling) between the field fluctuations and the larger scale

characteristics of the near-space environment. Thus, both of these aspects suggest

that although there clearly is predictability in the system, instead of pursuing strictly

deterministic approach to auroral GIC forecasts, it may be beneficial to acknowledge

the complex nature of the phenomenon and switch into a stochastic paradigm.

Let us briefly describe what it is meant here by a stochastic paradigm. Consider a

state vector X̄t describing the state of the system at time t. Different dimensions of

the state vector could include, for example, magnitudes of GIC at different spatial

locations and the state of the magnetosphere-ionosphere system expressed in terms

of geomagnetic indices. Now, in the stochastic paradigm the future state of the

system at time t+�t is given by relation

(4) p�X̄t+�t�=
∫
p�X̄t+�t�X̄t�p�X̄t�dX̄t

which is valid for all stochastic processes. Note now that in Eq. (4) we have

replaced the deterministic mapping of the state X̄t to X̄t+�t by introducing proba-

bility distribution p for observing the system in a certain state X̄t+�t given the known
probability distribution of observing the system in the state X̄t. In the stochastic

paradigm, the propagation from time t to t+�t is carried out in terms of transition

probabilities p�X̄t+�t�X̄t�. Now, the fundamental difference between the determin-

istic and stochastic views is that the transition probabilities of deterministic systems

are delta functions, i.e. given some initial condition at time t, it is known exactly

from the equations of motion what state of the system will follow at time t+�t. In
the stochastic paradigm, it is acknowledged that our knowledge about the evolution

of the system is incomplete, i.e. given the state of the system at time t, there is a

great number of different states, distribution, to which the system can end up at

time t+�t.
In its simplest form, a stochastic treatment of the GIC predictions could contain,

for example, (1) a deterministic mean field prediction of the local geomagnetic

activity which (2) could then be supplemented with a statistical prediction of the

corresponding level of dB/dt. This approach has in fact been implemented already
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in the AL-index predictions by Ukhorskiy et al. (2004). However, a more complete

treatment requires the determination of appropriate variables to be used to describe

the state X̄t and a rigorous determination of the transition probabilities p�X̄t+�t�X̄t�.
How these goals can be achieved is clearly all but obvious. Although further

speculations are out of the scope of this short article, it is pointed out that the

Fokker-Planck formalism for Markovian processes applied already to geomagnetic

indices by Hnat et al. (2005), could be one appealing approach to pursue the more

complete stochastic description of the GIC-related field fluctuations.

CONCLUSIONS

Above both the event-based and the statistical spatiotemporal properties of auroral

GIC-related geoelectric field and magnetic field fluctuations were reviewed. It was

found that both views portrayed the two-fold nature of the fluctuations: (1) large

fluctuations tend to occur at regions with increased background geomagnetic activity

and (2) the detailed behavior of the fluctuations is very complex. The complexity is

enhanced in the GIC view where we are interested in the magnetic field variations,

not just the mean behavior. Also, it was noted that there has been some success in

predicting some overall properties of dB/dt fluctuations.
Based on this two-fold nature of the fluctuations, a stochastic approach to GIC

predictions was proposed. The stochastic approach acknowledges that although

some overall properties of the dynamics of the system can be understood (i.e. the

phenomenon is not completely random), there are also important unknown factors

that hinder the deterministic treatment of the problem. These unknown factors lead

to the statistical treatment of the field fluctuations.

One natural question that arises from the considerations above is what in the solar

wind-magnetosphere-ionosphere system gives rise to the randomness that necessi-

tates the suggested stochastic approach. As discussed briefly in the introduction,

our near-space system appears very complex especially during strong geomagnetic

storms that are of main interest from the space weather viewpoint. The complexity

may arise from the fact that the system includes a great number of interacting

parts (without specifying what these “parts” may be), the dynamics of the inter-

actions being possibly highly non-linear. These features are especially plausible

for the auroral region coupled to the complex dynamics of the plasma sheet (e.g.,

Klimas et al., 2000). Now, although in principle the system is deterministic, the

great number of these interacting parts hinders the treatment of all these parts in

a “unified grand deterministic model”. Instead, it is acknowledged that the lack of

knowledge about the detailed behavior of the system induces randomness to the

description of the evolution of the system. This lack of detailed knowledge then

leads to the stochastic treatment. This is similar, for example, to the thermodynamic

description of the gases where instead of tracking all the particles in the gas, only

the statistical properties of the gas are treated

Although the auroral fluctuations were discussed here basically as a single

phenomenon, it is pointed out that different processes operate at different parts
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of the magnetosphere and thus also at different parts of the auroral ionosphere.

These different processes may portray different stochastic properties and thus

different degrees of deterministic behavior. For example, it is reasonable to

assume that fluctuations associated with substorms are likely less deterministic than

those associated with quasi-monochromatic geomagnetic pulsations. Accordingly,

different prediction strategies may be desirable for different parts of the auroral

region.
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CHAPTER 5.4

FINNISH EXPERIENCES WITH GRID EFFECTS OF GIC’S

JARMO ELOVAARA

Fingrid Oyj, P.O.Box 530, FI-00101 Finland

INTRODUCTION

It is well known that geomagnetically induced currents (GIC’s) can cause distur-

bances in electric power networks. In the most dramatic cases expensive equipment

failures or long lasting areal black-outs are experienced. Especially the North

American continent has suffered from the negative impact of such geomagnetic

disturbances, but negative effects have also been noticed in Great Britain and

lately in South Africa. The Nordic countries, Finland, Norway and Sweden, are

located in an area where the geomagnetic disturbances reach large amplitudes.

However, major negative effects have not been experienced in these countries

although the city of Malmö faced a black-out caused by GIC’s in the beginning of

this millennium. A special case is Finland where the disturbances caused by GIC’s

were extremely rare although very high pseudo-stationary direct currents (DC’s)

have been measured since the 1970’s when continuous monitoring of GIC’s in the

Finnish 400 kV grid started. We report here about the research made on this subject

in Finland and on our attempts to explain the exceptionally good behavior of the

Finnish grid during GIC events.

EFFECTS OF GIC’S IN AN ELECTRIC POWER NETWORK

Usually the following three conditions must be fulfilled before a geomagnetic

disturbance can cause problems in electric power grids (networks):
• the network is located in an area where the magnitude of geomagnetic

disturbances is usually substantial (e.g. at high magnetic latitudes)
• the power line network includes long overhead lines
• the overhead line system has electrically low-resistance connections to the ground.

A geomagnetic disturbance (geomagnetic storm) is associated with an intense

ionospheric current which induces a horizontal electric field in the ground (telluric
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field). The higher the specific resistivity of the substratum the higher is the telluric

field strength. If an overhead line runs across the area, and if the line is connected

to the ground at both ends, the telluric field causes a GIC to flow through the

line. In power transmission and distribution systems three-phase lines are typically

used, and especially in power transmission systems such lines can be hundreds

of kilometres long. Because the losses in the transmission systems are minimized,

the GIC’s, if they have the possibility to flow, will normally meet low resistances

along their paths so that even induced voltages of a few V/km can create significant

pseudo-stationary DC-currents in the system.

The neutral point of a three-phase transformer is a common point where the

voltages and currents of a three-phase system cancel each other under balanced and

symmetrical conditions. A neutral point is formed by connecting the three phase

windings of a three-phase transformer or generator together at one end. In order

to limit equipment costs the neutral points of power transmission transformers are

normally earthed. GIC’s from each phase conductor can then flow through the

transformer windings and via the neutral point to the earth. They thus magnetize

the iron core in addition to the magnetization imposed by the regular AC current.

Figure 1 illustrates the basic flow of GIC’s in a power transmission system and

the distribution of the GIC between the phase-conductors and the neutral lead in a

three-phase system.

Distribution systems, on the other hand, do not normally encounter problems

due to geomagnetic disturbances because the lines are much shorter and the neutral

points of the distribution transformers – if existing – are not earthed at all or

are earthed only at the low voltage side. Usually GIC’s cannot penetrate into

the generators because they are not galvanically connected to the long overhead

lines or they have a neutral-earthed generator-transformer between the grid and the

generator. However, the side effects of GIC’s might still be harmful for generators.

The reason for outages and catastrophic events in transmission grids is usually

the half-cycle DC-magnetization of magnetic cores of different transformers. DC-

magnetization can cause saturation of the transformer cores and increase the leakage

fluxes. When harmonic currents and voltages present in saturated transformers add

to the normal power frequency currents and voltages, the resulting quantities can

be so high that the relay protection system disconnects lines and/or equipment

from the system. In principle, this kind of events (overcurrents and voltages in

static compensators) caused the black-out in Quebec (Canada) in March 1989

a)

3I 3I

III

b)

current limiting
coil at the neutral

Transformer
400 kV
windings

Figure 1. a) The principle of a GIC �3 · I� in a power system which has two transformers earthed via

current limiting coils. b) Flow of a GIC through the windings and via the neutral point to the ground
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(Bolduc 2002). Dramatic effects have been experienced in certain types of large

power transformers due to local overheating, because high leakage fluxes might

produce local hot spots inside the transformer. Insulating oil may be dissolved and

gas bubbles be formed. In the worst case electrical insulants may be burnt. In this

case an equipment failure occurs the consequences of which become costly and

for which a long repair time is needed. This mechanism is a possible explanation

for equipment failures reported in the U.S.A. and U.K. (Molinski 2002). Finally,

saturated power transformers consume much more reactive power than transformers

in the normal state. If the grid has not enough reactive power resources, problems

in keeping up the voltage levels may occur.

FINNISH 400KV GRID AND GIC OBSERVATIONS

In Finland the solid bedrock reaches close to the surface which results in a high

specific resistivity of the ground (average 2300+m at 50Hz). In the earth-faults of

the electric system high ground potential rises occur which are dangerous to people

and animals. Therefore the magnitude of the earth-fault currents has been limited

in the Finnish system. In the 110–400 kV systems this is achieved through a current

limiting coil placed between the transformer neutral and the earth. Further, in 400

and 220 kV systems, the sizes of the current limiting coils (i.e. the 50Hz reactance

of the coil) have been selected so that the magnitudes of the overvoltages created

by the faults do not reach very high values. The resistance of the current limiting

coils could have been selected freely, because no current is flowing through the

coil under normal balanced conditions. In spite of this the coils have a resistance of

typically only 1.5–2.5 + which is still high compared to the typical resistance of a

400 kV line (0.015–0.03+/km per phase), especially when taking into account that

the sum of the GIC’s from all three phases flow through this coil. Fig. 1b shows

schematically an example of a current limiting coil in transformers connecting 400

and 110 kV systems.

The ground lead of the current limiting coil offers simple and economic means

to measure the GIC magnitudes in the grid. GIC’s in transformer neutrals have

been measured in Finland continuously since 1976. The recordings were started

in Huutokoski in Eastern Finland and in Pirttikoski in Lapland. Thereafter the

measurement points have been moved due to changes made to the configuration

of the grid. The principle has been that the GIC’s are measured at those points

of the system where the occurrence probability of large GIC’s is highest. At the

moment the GIC’s are continuously measured in Rauma, Yllikkälä and Pirttikoski,

but recordings are stored only from intervals of large geomagnetic disturbances.

Figure 2 shows the present extent of the 400 kV grid in Finland and the stations

where GIC measurements are made. In one measurement campaign the Finnish

Meteorological Institute (FMI) tested the measurement of the line-GIC with a

magnetometer installed near a 400 kV overhead line.

The largest GIC’s observed in Finland were recorded in Huutokoski in 1979 and

in Rauma in 1991 (Elovaara et al. 1992). In Huutoskoski in eastern Finland the
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Figure 2. The Finnish 400 kV grid in 2005. The 400 kV lines are black, the 220 kV lines grey. The

transversal short line segments on the 400 kV lines indicate the position of the series capacitor banks

10-s value of the GIC in the 400 kV transformer neutral reached the value 165A on

January 4, 1979, and in Rauma in western Finland the measured 1-minute average

GIC-values were 200A and 190A on March 24 and 25, 1991, respectively.

Figure 3 shows samples of the current recordings in the Rauma and Pirttikoski

transformer neutrals on March 24, 1991, and the variation of the geomagnetic field

in Nurmijärvi, southern Finland, for the same time interval. The maximum peak

value was recorded in Rauma at local midnight but relatively high GIC peaks were

recorded also before and immediately after the maximum peak. Another high GIC

peak was seen at Rauma about 6 hours later. An interesting detail is that at the

time of the maximum peak in Pirttikoski, the GIC in Rauma had only a modest

value, but when Rauma had the maximum, also the GIC in Pirttikoski was high.

This illustrates qualitatively how the vorticity of the ionospheric currents varies
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Figure 3. The GIC event on March 24–25, 1991 (Elovaara et al. 1992). a) Variation of the geomagnetic

field in Nurmijärvi. b) GIC at Rauma 400 kV transformer neutral. c) GIC at Pirttikoski 400 kV transformer

neutral. d) Enlargement of the GIC at Rauma at the time of the maximum value

between different events. Both these events also illustrate with real data the findings

of simulation studies, namely that GIC’s tend to reach their maxima in substations

located at the geographical corner points.

According to Fig. 3 the duration of the individual peaks was relatively short,

3–5 minutes. This is much shorter than for instance the thermal time constant of a

power transformer winding. However, also clearly longer GIC durations have been

recorded. Figure 4 gives a sample measurement from the Huutoskoski transformer

neutral in summer 1978. The maximum value of the GIC has in this case been

about 55A, but the current has exceeded the value of 30A during 15 minutes, i.e.

900 s. However, a GIC having this duration is extremely rare according to FMI’s

statistics, Fig. 5.

The normal AC-magnetization current of a large transformer is roughly 1A and

the GIC can be two orders of magnitude larger than that. Therefore it is often

claimed that the GIC is a potential risk to the transformers. In fact, the GIC and

the AC-magnetizing current should not be directly compared, because the DC

magnetizes the transformer core via the voltage drop the DC-component is able to

cause in the winding. Besides, in determining the effects of the DC on the overall

behavior of the transformer it is essential to take into account the hysteresis of the

magnetic core material.

The power transformers used in the Finnish system are usually also to certain

degree different from those used in other countries as will be described in

section 6. The transformers of the Finnish transmission grid are usually three-phase
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Figure 4. The GIC in Huutokoski and the variation of the time derivatives of the horizontal flux density

components of the geomagnetic field at Nurmijärvi on June 2, 1978 (Elovaara et al. 1992)

Figure 5. Distribution of the duration of those events during the years 1993–1999 where the sum of

GIC’s through all Finnish 400 kV transformer neutrals exceeded 400A (only events K = 9 have been

considered) (Pulkkinen et al. 2000)
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three-winding full-wound five-legged core-form transformers in which the tertiary

has the reactive power compensation reactors. However, the calculation of GIC-

effects in such transformer is quite complicated and therefore the Finnish grid

company has measured the behavior of its power transformers under DC-

magnetization. This has been possible because the thermo elements used in the

factory type tests of the transformers to measure the temperature rises in their

constructional parts have been left in some of the transformers for the purpose of

being available for potential future needs. Newer transformers have also fiberoptic

temperature sensors in the windings.

The first DC-magnetization measurement was done for a 400MVA transformer

already in 1980 with following main findings (Pesonen 1982):
• the 10 minutes long magnetization with 100A DC increased the no-load losses

to the value 7 times the AC-value, i.e. 1400 kW, and the no-load apparent power

to the value 48 times the AC-value (34MVA); the reactive power consumption

was 28Mvar and a 50A AC (nearly entirely third harmonic) was measured in

the neutral
• even a 6A DC increased the no-load losses by about 30% and amplified the

no-load current by a factor of 4–6
• no gas formation was observed during and after the tests, and the thermal sensors

did not indicate any large temperature rises
• the 400 kV phase-to-phase voltage of the DC-magnetized transformer was

strongly distorted (total distortion 4 %) while the value without DC-magnetization

was 0.5 %.

Because the constructional details of the power transformers used in Finland

have changed over the years, this kind of test was repeated in 1999 with two

power transformers connected in parallel in the 400 kV grid, (Lahtinen and Elovaara

2002). Figure 6 shows schematically the connection used in this test which was

made under conditions which were favorable from a thermal point of view (ambient

temperature −2 �C). In fact, the same DC was flowing through both transformers

but because the DC-magnetization currents had opposite directions in individual

transformers, the harmonic distortion of the 400 kV voltages in a real GIC-event

had to be calculated analytically.

Figure 7 shows the temperatures in different parts of the transformer when the

DC-magnetization current was increased step by step from 50A to 200A. It is

obvious that the highest recorded internal temperature did not exceed 130 �C even

though DC magnetization with a constant current had lasted more than 5 minutes.

The corresponding temperature rise was less than 110K and the time constant

of individual temperature rises was about 10 minutes. The maximum winding

temperature never reached critical values. No gas production was noticed during

the test.

Under summer conditions and full load the initial temperature of the transformer

would be higher than that applied in the tests, and internal temperatures of

170–180 �C could be reached. But this is not a problem because there is no

cellulose type material in the vicinity of these spots. In the temperature range
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Figure 6. The half-cycle DC-magnetization tests in Toivila in 1999 for two 400/400/125MVA,

410/120/21 kV, YNyn0d11-connected transformers (three-phase five-legged core-form constructions).

(Lahtinen and Elovaara, 2002)

Figure 7. Temperature rises in one of the Toivila transformers under various DC-magnetizations in

Toivila in 1999. The different curves correspond to the different recording points on and in the construc-

tional parts of the transformer (ch 7: inside bottom yoke clamps; ch 11: winding support made of

non-magnetizing material; ch 14: inside top-yoke clamp; chs 17 & 18: flitch plate; ch 33: mid-point of

center phase iron core) (Lahtinen, 2002)
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Figure 8. Simulated production of harmonic voltages in parallel operating 400MVA transformers

connected in the 400 kV grid when each transformer is magnetized with a continuous monopolar 100A

DC (total GIC to ground 200A)

170–180 �C some transformer oil starts to dissolve so that the risk of gassing of

oil exists, but the risk is small because a 200A DC occurs approximately once in

50 years.

Figure 8 demonstrates that the voltage distortion would be very large in case

of two half-cycle saturated transformers although the parallel transformers together

tolerate a DC-magnetization of 200A. This high harmonic content has effects also

in the lower voltage networks. The effects are, besides extra losses, malfunctioning

of some devices which are designed to work only under purely sinusoidal voltage

conditions. However, such effects were not experienced during the test.

CO-OPERATION WITH THE FINNISH METEOROLOGICAL
INSTITUTE

The Finnish transmission grid company Fingrid Oyj and earlier Imatran Voima Oy

have over last 25 years carried out three GIC-study projects in co-operation with

the Finnish Meteorological Institute (FMI) with the following objectives:
• development of a GIC-distribution calculation model based on the time-variations

of the magnetic and geoelectric fields in the ground
• estimation of the statistical distribution of the GIC magnitudes in the 400–220 kV

grid in Finland
• determination of the effects of different kinds of space current distributions on

GIC distributions in the “man-made grids” on the earth

In connection with these modeling studies special measurement campaigns were

organized.
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As a result we have now GIC-models based on realistic ionospheric current

models and on spatially inhomogeneous geoelectric fields available in Finland.

Geoelectric fields produced by realistic ionospheric model currents were applied

to realistic inhomogeneous multi-layer Earth models (Mäkinen 1993, Pulkkinen

et al. 2000). In the latest co-operation project the geoelectric field was calculated

from the magnetic data of the BEAR and IMAGE magnetometer arrays. Although

this study included 161 cases, 11 of which during K = 9 and 20 during K = 8,

the worst case has probably not yet been seen. In spite of large and extended

magnetometer arrays, the registration network is not dense enough to cover well

all parts of Finland. It was concluded that the geoelectric field distributions vary

greatly from event to event and so does the magnitude of the GIC’s through the

transformers.

As a consequence Fingrid possesses quite a representative data set of the induced

electric field at the surface of the Earth. Further, Fingrid has special software to

determine the GIC distribution in the transmission grid on the basis of the geoelectric

field strengths at the surface of the ground. This information has been used to

determine the risks GIC’s might cause to the Finnish transmission grid. It is also

possible to study the effect of different GIC reduction means if this should become

necessary.

Figure 9 shows occurrence statistics of different GIC magnitudes in the Finnish

400 kV transformer neutrals. The bars indicate how many times per year the sum

of the absolute values of GIC’s in all transformer neutrals exceeds a given number.

For example, the sum of 1000A was exceeded about four times per year when

the number of transformers was about 60 and there where no series capacitors

Figure 9. Annual occurrence probability of different GIC-magnitudes in all 400 kV transformer neutrals

in Finland on the basis of theoretical simulations. Grid as in year 1999. (Pulkkinen et al. 2000)
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Table 1. GIC-values (in A) exceeded n times per year at certain substations (Mäkinen 1993)

Identification
n

[1/a]

Substation

Pirttikoski Huutokoski Rauma Yllikkälä

Normal

year

100 20 3 18 ∼ 5

10 41 19 39 11

1 79 32 71 18

0,1 138 54 119 28

Very

active

year

100 63 27 53 15

10 112 46 97 24

1 195 73 168 37

0,1 > 200 114 > 200 53

in the north-south-directed 400 kV lines. Corresponding statistics have also been

calculated for various substations on the basis of older and less accurate data.

Table 1 gives results from some substations of the grid of 1991 (Mäkinen, 1993).

FINNISH VIEW ON THE EFFECTS OF GIC IN GRID OPERATION

Although very high GIC’s have occurred in Finland, prior to 2003 no GIC-related

grid problems were noted in Finland. Even the severe geomagnetic storms of 1978

and 1991 did not have negative consequences for the Finnish grid. No disturbances,

outages or equipment failure were reported nor has been noted that the Finnish

power transformers had started to produce more gas during or after the GIC events.

However, in Sweden some unintended and unnecessary trippings of protection.

relays took place (Elovaara et al. 1992). The erratic tripping has usually been caused

by old sensitive earth-fault relays, which are of electro-mechanical type in Sweden,

with constant tripping time characteristics and without harmonic blocking features.

In Sweden tripping problems have been encountered also in connection with some

static relays. The ultimate reason for erratic trippings has been the harmonic content

of the current and not the saturation of the iron core of the current transformers,

because the induction in older current transformers is low due to the small burden.

The latest of this kind of tripping took place in city of Malmö in October 2003

causing a black-out in Malmö (Pulkkinen et al. 2005).

It is also reported that GIC’s caused “unstable” operation of Swedish generator

voltage controllers. On certain occasions series capacitors were blocked because of

the incorrect operation of their special protection systems. However, these events

did not lead to system outages.

In Finland the protection is arranged partly in a different way. The current trans-

formers feeding the overcurrent relays are usually linearized, i.e. they have a small

gap filled with insulating oil which prohibits the saturation of the current trans-

formers. Moreover, the earth-fault relays are not requested to be able to disconnect

a fault having a fault resistance higher than 500+ (corresponds to a current 460A),
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and the relays have a harmonic filter which is able to filter out the low-frequency

even and odd harmonics. However, during the geomagnetic storm of October 30,

2003, an erroneous relay tripping occurred in Northern Lapland. It was the first time

that GIC’s had negative consequences for the Finnish transmission grid. Northern

Norway was then fed from Finland, and the tripping caused a local areal black-out

there when the feeding line was disconnected. The reason for the tripping was a

mistake in the configuration of a new type of digital relays: the relay reacted in an

undesired way with respect to the harmonic content of the load current.

REASONS FOR THE POSITIVE FINNISH EXPERIENCES

The internal construction of the power transformer is critical for its reaction to the

DC magnetization. The basic questions are: how easy is it for the DC flux created

by the GIC to flow in the transformer, and where does it flow. The concepts used

to describe the properties of a transformer are selected on the basis of the AC

operation, they are not appropriate to describe the transformer’s behavior under

DC magnetization. If AC concepts are used, the zero-sequence impedance of the

transformer is important, and this impedance has a completely different magnitude

at power frequency than at DC. The short-circuit impedance plays a role, too.

Zero-sequence impedance means the impedance met by the current in a three

phase AC system, when a similar current (with similar amplitude and phase angle)

is fed in all three phases. In an AC system in symmetrical conditions, the zero-

sequence impedance does not play a role, but in faults where ground is involved,

also a zero-sequence circuit has to be taken into account. If direct current is fed in

the transformer, the DC-flux takes in principle the same path as the zero-sequence

AC-flux but when the core or part of it is saturated, also the leakage flux path

starts to describe the behavior. The zero-sequence impedance of a transformer �z0�
depends on the construction of the iron core, on the connection of the windings and

on the earthing of the neutral points of the windings. A low z0-value usually means

that the zero-sequence flux has a return path in the transformer which consists of

magnetic material.

Figure 10 illustrates the basic constructional features of different types of trans-

formers (winding types, construction of the core). One observes that in core-form

transformers the zero-sequence flux like the flux component caused by the direct

current cannot get a closed low-reluctance path (or it has only a path with small

area) and this flux remains relatively small. However, if the core has a shell-form,

a low-reluctance path is available, and the zero-sequence flux assumes a high

value. The core of a single-phase transformer is more often a shell-form than a

core-form type.

Leakage flux (stray flux) denotes the part of the magnetic flux in a transformer

which does not flow in the core. Its magnitude is determined by the distance between

the windings wound around the same leg and by the width of the windings. Part

of this flux penetrates into or out of the core near the places where the windings

end. The leakage flux creates extra losses and temperature increase in places where
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it penetrates into or out of the iron core or where it meets conductive parts. The

magnitude of the leakage flux is given by a quantity called short-circuit impedance

�zsc�. If a transformer has separate primary and secondary windings, its short-circuit

impedance varies – depending on the rating of the transformer – from a few percent

up to 20 percent of the value calculated from the rated voltage and current of the

transformer.

However, one can construct a transformer such that it is not full-wound; the low

voltage winding is instead part of the high voltage winding (Fig. 10a,b). In this

case the leakage flux is very low and the short-circuit impedance is practically zero,

zsc ≈ 0. This construction is called auto-transformer. An auto-transformer is lighter,

lower and cheaper than its full-wound alternative, but the auto-transformer cannot

limit the fault currents because of its low zsc-value. Cheaper auto-transformers

are normally used, but in conditions where fault-current related problems are very

difficult to solve, full-wound transformers can be used to keep the fault-current

levels low. From a GIC-point of view it is important that the flux of a saturated

transformer takes the path of the leakage flux. If the transformer designer has

Figure 10. Different power transformer constructions. a) Full-wound transformer. b) Auto-transformer.

c) Single-phase transformer with shell-form core. d) Three-phase transformer with shell-form core. e)

Three-phase transformer with core-form core (three legs). f) Three-phase transformer with core-form

core (five legs, the outmost legs have only a small area)
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not paid attention to stray flux effects high GIC situations might result in bad

surprises. (The assumed GIC-related transformer failures have most often occurred

in auto-transformers made of single-phase units.)

The sensitivity of different transformer types to the effects of GIC’s is sometimes

compared and ranked according to the iron area which is available to the DC-flux

generated by the windings (McNutt 1990). Table 2 ranks the different transformer

types in this way. A value of 0 means the most insensitive and a value of 1 the

most sensitive construction. Clearly, the transformer types used in Finland have a

very low GIC sensitivity.

The reasons for the excellent Finnish experiences (compared to other countries)

with the reaction of power transmission grids to GIC conditions are probably the

following.
• When the 400–110 kV transformer neutral points are earthed, the magnitudes of

the earth fault currents are actively limited by inserting current limiting coils in

the neutral branches of transformers. The resistance of the current limiting coil

limits the magnitudes of the GIC’s.
• The Finnish power transformers were specified and manufactured so that the

magnitudes of the fault currents are limited. Both their short-circuit and zero-

sequence impedances are high. In practice only three-phase single unit full-wound

transformers are used. Moreover, their short-circuit impedance is 20%, i.e. the

transformers are designed for relatively large leakage fluxes. The core form is

chosen such that the zero-sequence flux meets a high reluctance (three-phase

YNyn0d11-connected 5-legged or YNyn0-connected 3-legged core type).
• The heat-run tests made for the Finnish transformers include special tests where

the magnitude of the leakage flux exceeds the rated levels. The temperature rises

at critical points in the core and windings are monitored and recorded. Dangerous

hot spots in the constructional parts can thus be eliminated.
• The sensitive earth-fault protection relay system is set to operate at the fault-

resistance of 500+, and harmonic blocking is used due to the inrush-currents of

transformers.
• To improve the transmission capacity series capacitors are installed on the lines

going to the north and towards Sweden. This has also decreased the magnitude

of GIC’s.

Table 2. Different transformer types and their sensitivity to the effects of GIC’s (McNutt 1990).

p�u�= per unit, i.e. 1 p�u�= 100 per cent

Type of the transformer Nm of

phases

Nm of

legs

zsc
[p.u.]

z0/zsc
[p.u.]

GIC sensitivity

Full-wound, core-form 3 3 free 5 0

Full-wound, core-form 3 5 free 1–� 0.24–0.33

Auto-transform., shell-form 3 3 ∼ 0 −1 0,5–0,67

Full-wound, shell-form 1/3 2/7 free −1 1

Auto-transform., shell-form 1 2/3 ∼ 0 1 1
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GIC’S AND RISKS IN GRID OPERATION

During a heavy geomagnetic storm the distortion level of the voltages can be very

severe also in Finland. The possibility of a component failure cannot be completely

excluded, but the risk is low. Voltage and reactive power balance control problems

constitute a risk. A 400MVA transformer consumes at 200A DC-magnetization

about 55Mvar reactive power. Once per year 1200A altogether is flowing via the

transformer neutrals to and from the earth which would require that the grid can

supply under this GIC event 330Mvar extra reactive power. For extreme conditions

the uncertainties of the GIC estimation have to be taken into account. A safety

factor of 2 would mean 660Mvar reactive power capacity. At present there are

enough reactive power resources available for this during about 95% of the time.

This means from the system point of view that a voltage collapse and system

black-out could occur roughly once in 20 years if an extreme case takes place.

However, on the same time the new line investments decreasing the line lengths and

the new series capacitors to be installed on the longest uncompensated lines will

reduce the GIC’s.

More attention should be paid to the properties of the modern digital relays. The

specifications and factory acceptance tests shall be designed so that unexpected trip

commands are not caused by the relatively rare and abnormal system conditions

like those created by GIC-flows in the system.

As a whole the risk caused by GIC’s is acceptable in the Finnish 400–220 kV grid,

and warning systems or other mitigation methods are not necessary. A necessary

condition is, of course, that the components to be used or connected in the Fingrid’s

future system have basic features similar to those in Fingrid’s present system. If

for example large single phase transformers will be connected in the system, the

GIC-risk of these transformers has to be studied separately and suitable mitigation

methods like a neutral point capacitor or a neutral point resistor have to be used, if

the GIC-risk is unacceptable (Bolduc et al. 2005). In the design of the reactive power

reserves the effect of the GIC’s shall be remembered, and these reserves have to be

maintained also in future conditions at an appropriate level. More attention should

perhaps be paid to withstand the capability of high voltage equipment concerning

high harmonic currents and voltages.
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