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Abstract: In this chapter, we present a discussion about the influence of parasitic quantum
effects to the functionality of classical electronic circuit concepts. The discussion
covers the physics and the simulation of coherent charge transport and also
the way to include quantum effects in high level circuit simulators like SPICE.
Electronic circuits we are talking about are scaled into a domain where the
common semi-classical transport models loose more and more their validity.
Therefore, we start with a review of the semi-classical semiconductor equations
and their extensions to include quantum effects. Further, a derivation of the
quantum transport equations for coherent electron transport is given, including
a short summary of current methods to solve these equations. The Schrödinger-
Poisson solver we use to calculate transport is presented in detail. At the end of
the chapter we show three different circuit examples, which explicitly exhibit
the influence of quantum effects to circuit functionality.
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Introduction

Although several new device concepts are considered in nanotechnology
during the last decade industrial applications will be dominated by CMOS tech-
nology in the near future since very complex CMOS circuits can be realized.
Due to the rapid process of down-scaling of integrated semiconductor devices
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the performance of a CMOS device is influenced by an increasing number
of parasitic effects. Beside semi-classical parasitic effects and leakage currents
such as sub-threshold currents, DIBL and GIBL [1] that have already taken into
account in the sub-µm regime further parasitic effects of quantum mechanical
origin must be included in device modelling. One of the well-known quan-
tum mechanical effects is the tunneling current through thin potential barriers.
For example, in 0.12 µm technology the oxide thicknesses of gates is below
3 nm and the direct tunneling current starts to increase exponentially [2, 3].
In consequence, for classical CMOS circuits we have to expect at least a dra-
matic increase of these parasitic currents leading to unacceptable noise levels
in analog applications [4] and may even cause a failure of the circuit func-
tionality [5]. However, there are more quantum mechanical phenomena, like
charge quantization, scattering etc., which can restrict the functionality of clas-
sical circuits. In this chapter, we present our methodology to analyze nanoscaled
circuits, from the physics of charge carrier transport to high-level, SPICE-like
circuit simulators. We start the first section with a discussion of semi-classical
semiconductor equations and their limits, when devices and structures in the
mesoscopic regime are considered. Subsequent, we show a structural derivation
of basic quantum transport equations in multi-layered semiconductors, since
circuit designers are usually not familiar with physics of charge carrier transport
in-depth. This section ends with a short summary about methods to solve the
semi-classical and quantum mechanical semiconductors equations. In the fol-
lowing two sections we present in detail a self-consistent Schrödinger Poisson
solver based on the non-equilibrium Green’s function formalism (NEGF) and a
Newton-Raphson algorithm. As an example, the calculation of coherent trans-
port through isolating oxide layer, which corresponds to gate direct tunneling
in MOSFET, is shown. Let us note at this point that the transport processes we
consider in this chapter are all coherent since the considered nanoscaled devices
and structures below 20 nm are much shorter than the coherence length. How-
ever, the algorithm we use to solve the Schrödinger equation (e.g. the NEGF
formalism) can be extended to incoherent transport.

The last section is about the incorporation of the results of the quantum
mechanical transport simulations into a high-level circuit simulator. We present
three different circuit examples, each representing a specific circuit type and
each example exhibits the influence of direct tunneling currents to the circuit
functionality.

1. From Drift-Diffusion to Wavelike Behaviour

Devices in electronic circuits are connected to at least two contacts, therefore
any device we are talking about is an open system with respect of charge carrier
transport. In principle, transport processes in conductors and semiconductors
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have to be described as many-body problems where the dynamics of particles
have to be considered by an “ensemble” description instead of a single particle
description or “test particle” description. This can be done for classical as well
as quantum mechanical transport processes.

1.1. Semi-classical Transport

Classical transport processes are based on the classical Newton mechanics
where we replace the single particle dynamics with the force F : IR3 → IR3

by the dynamics of a whole set of single particles which can be interpreted
as an “ensemble” of particles. For this purpose we define a time-dependent
probability distribution function f (r,v, t) on the “state space” (r,v) ∈ IR3 ×
IR3 of a one-particle system where v is the velocity of the particles and study
their dynamics. Using f (r,v, t) the number of particles at time t in a volume
V can be calculated as

N(t) :=
∫
f (r,v, t)d3rd3v. (1)

The number of particles in V changes with t because some particles enter
as well as leave V . At first we assume that there are no collisions between the
particles. Then if a single particle is in a state (r,v) at time t it will be in the
state (r + vδt,v + (F/m)δt). However we have

f

(
r + vδt,v + F

m
δt, t + δt

)
= f (r,v, t). (2)

If collisions occur an additional collision term has to be taken into account

f

(
r + vδt,v + F

m
δt, t + δt

)
= f (r,v, t) +

(
∂f

∂t

)

coll
δt. (3)

If the left hand side of (3) is to be developed to the first order we obtain
Boltzmann’s equation of kinetic theory (see e.g. Huang [6])

(
∂

∂t
+ v · ∇r + + F

m
· ∇v

)
f (r,v, t) =

(
∂f

∂t

)

coll
. (4)

The second term of the left side of Eq. (4) is called diffusion term whereas the
third term is called drift term. Note that Boltzmann’s equation can be interpreted
only if the collision term is defined explicitly.

If we restrict ourselves to two-particle interactions and molecular chaos is
assumed an explicit collision term can be derived

(
∂f

∂t

)

coll
=
∫
d�

∫
d3v2σ(�)‖v1 − v2‖(f ′

2f1 − f2f1) (5)
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where � is the angle between v1 − v2 and v′
1 − v′

2, f1 := f (r,v1, t), . . . and
σ(�) is the interaction cross-section and we obtain Boltzmann’s famous trans-
port equation. Conservation laws of transport processes can be derived if all
terms of Boltzmann’s equation weighted by a certain function�(r,v) are aver-
aged with respect to the velocity. Note that the corresponding average of the
collision term is zero; see Huang [6] for further details. E.g. energy conserva-
tion can be derived if � is related to the kinetic energy (1/2)mv2. Therefore
a classical multi-body system can be described in a statistical manner by a
distribution function f (r,v, t) as a solution of Boltzmann’s equation or by
its moments that can be interpreted in a dynamical manner as conservation
laws. The semi-classical transport theory of semiconductors can be developed
quantitatively if a two-fluid model is used and distribution functions as well
as Boltzmann’s equations for electrons and holes are formulated and ad-hoc
quantum mechanical assumptions will be added. If average processes are used
we obtain the well-known van Roosbroeck equations or drift-diffusion model
for the electron density n and hole density p of semiconductors (see e.g. van
Roosbroeck [7], Selberherr [8])

∇ · (ε∇ϕ) = −e(p − n + N+
D − N−

A ),

∂n

∂t
= ∇ · (−µnn∇ϕ + Dn∇n), (6)

∂p

∂t
= ∇ · (µpp∇ϕ + Dp∇p)

with Dn,p as diffusion coefficients, µn,p as mobilities, and the donator density
N+
D as well as the acceptor density N−

A .
Unfortunately the relationship (1/2)mv2 is not valid in quantum mechanics

and a modification of the semi-classical Boltzmann equation is needed. There
are different options to do this. In each case the drift term is modified.

A first modification of the Boltzmann equation was presented by Wigner
in 1932 [9] who introduced a non-local potential V . Wigner transformed
Boltzmann’s equation with respect to the velocity v into the k–space. Then
the drift term is replaced by a memory term; in the 1-D case Wigner’s variation
of the Boltzmann equation can be formulated as

∂fw

∂t
= − h̄k

m

∂fw

∂x
− 1

h̄

∫
dk′

2π
V (x,k − k′)fw(x,k, t) −

(
∂fw

∂t

)

coll
, (7)

where fw = fw(x,k, t). Wigner’s approach can be used for studying transport
processes with quantum corrections. A first implementation for 1-D cases was
presented by Biegel et al. [10] in the program SQUADS but a 2-D version
of this program is not trivial (see Biegel [11]). An alternative concept for a
Boltzmann equation with quantum corrections was presented by Nordheim [12]
and Uhlenbeck [13].
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A drift-diffusion model with quantum corrections was e.g. presented by
Ancona [14]. Based on ideas of Madelung [15] and Bohm [16] originally intro-
duced for an alternative interpretation of quantum mechanics Ancona added a
quantum corrected potential (“Madelung-Bohm potential”). This model is
denoted as “density-gradient model”. Ancona’s approach can be derived also
from a quantum corrected variant so-called hydrodynamic approach that
became popular in semiconductor device simulation during the last few years.
Further details about quantum corrected hydrodynamical equations for semi-
conductor devices and its applications can be found in the literature, see
e.g. [17], [18], [19], and others.

Another approach for the derivation of a quantum Boltzmann equation was
given by Mahan [20] where the drift term was corrected, too. Mahan considered
energy and impulse as independent variables and the modified distribution
function is a solution of the following equation

∂f

∂t
+ v · ∇rf + F ·

(∇v

m
+ v

∂

∂ω

)
f = I (f ), (8)

with I (f ) as interaction term. Mahan’s approach based on a certain Green func-
tion of a non-equilibrium system where the Keldysh formalism is used.An alter-
native derivation from first principles was presented recently by Prüstel [21].
His starting point is the Liouville-von-Neumann equation for the density
matrixρ (see e.g. Mathis et al. [22]) ρ̇ = iLρ,where L is the so-called Liouville
operator. Prüstel applied a decomposition of the density matrix ρ into a rel-
evant and an irrelevant part by means of a Kawasaki-Guntron projector P
ρirr (t) = ρ − Pρ(t), where Pρ(t) is the relevant part and he ends up with a
first order approximation which leads to an equation that can be interpreted
as the quantum Boltzmann equation including the desired term F · v∂/∂ω; see
Röpke [23].

At this point we emphasize that all variants of Boltzmann equations need
classical or quantum mechanical equations for the microscopic dynamics.
These equations are reversible in its nature. Since any type of Boltzmann
equations is irreversible an additional technique is needed to randomize the
dynamical equations. Boltzmann had already used a corresponding argument
to derive his interaction term. A generalized form of Boltzmann’s argument is
known as Markovian limit. In his derivation of Mahan’s quantum Boltzmann
equation Prüstel cancelled the non-diagonal terms of the relevant observable
and showed that it is equivalent with a Markovian limit where a decoherence
time τdecoh ∼ 1/(kT ) is introduced. Therefore decoherence is established by
considering a certain subspace in the space of observables and consecutive
cancelling of non-diagonal elements of the relevant observable. Decoherence
aspects are discussed in the paper of Mathis et al. [22] where it is established
by reducing the density matrix under consideration of a factor of the tensor
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product describing the state space. For fully quantum transport processes in
semiconductors the many-body Schrödinger equation has to be used that will
be discussed in the following chapter.

1.2. Quantum Mechanical Transport

The ability of a semiconductor crystal to carry a macroscopic quantity like
electric current is determined by the band diagram or the electronic spectrum
of the crystal. The crystal lattice of a semiconductor is consisted of a large
number of ionized atoms providing the electrons a very complex energy profile.
For temperatures above 0K the lattice atoms move around (vibrate) their zero
position causing a time dependent perturbation of the lattice structure. In a more
detailed modelling, we have to include the fact that electrons interact with each
other and with the lattice. In the Schrödinger picture of quantum mechanics,
the equation of motion for electrons in a crystal is

−ih̄ ∂
∂t
�̂({ri , si}{Rj }; t) = H(t)�̂({ri , si}{Rj }; t). (9)

Thereby ri are the electronic and Rj the core coordinates.1 si denotes the
spin coordinate. �̂({ri , si}{Rj }; t) is the complete wave function of the many-
particle system andH the Hamilton-operator for the particular system of inter-
est. The indices i and j determine the number of electrons and ionized atoms
respectively in the crystal.

1.2.1. Time independent Schrödinger equation

We assume that the cores are spatially fixed in the system and the config-
uration of lattice atoms is time invariant. This leads to two simplifications for
Eq. (9): Firstly, the complete electron state �̂ is a function only of the electron
and spin coordinates and time

�̂ = �̂({ri , si}; t)
and secondly, Hamilton operator H is time-independent. For a (perfect) semi-
conductor crystal, the Hamilton operator is given by

H =
N∑

i=1

[

− h̄2

2m
∇2
i + vext(ri)

]

+
N∑

i<j

q2

||ri − rj || . (10)

1{ri , si } and {Rj } represent the set of all electronic and atomic coordinates, e.g. {fi } = (f1,f2, . . .fi . . .fN ).
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The first term on the right hand side denotes the kinetic energy of each elec-
tron, the second term, the periodic lattice potential, represents the interaction
of the electrons with the atoms. The last term in Eq. (10) gives the interaction
between the electrons in the crystal.

The electron state �̂({ri , si}; t) can be written as product of a pure time
dependent and spatial part �̂({ri , si}; t) = (t)�({ri , si}), and the time and
spatial dependent parts can be separated. The time dependent part (t) holds

ih̄
d

dt
(t) = E(t), with (t) = e−i

E
h̄
t , (11)

whereby the constant due to the integration is neglected. Substituting the solu-
tion for (t) into (9) then gives for the spatial dependent part �({ri , si})

H�({ri , si}) = E�({ri , si}), (12)

which is the stationary Schrödinger equation. Eq. (12) is a eigenvalue problem
with appropriate boundary conditions. All solutions �({ri , si}) are functions
of the Hilbert space H.

1.2.2. Single electron approximation

If we neglect the Fermi characteristic of electrons and use the Hartree
approximation [24], the many-body problem is reduced to a formal single-
particle problem. The electron-electron interaction is restricted to the Coulomb
interaction. With the general definition of electron density

n(r) =
N∑

i=1

∑

s

ψ∗
i (r, s)ψi(r, s) (13)

we can rewrite the Coulomb interaction term and obtain

vcoul(r) =
N∑

i=1

∫
d3r ′ψ∗

i (r
′)

q2

||r − r′||ψi(r
′) =

∫
d3r ′ q2

||r − r′||n(r
′). (14)

In conclusion one gets the classical potential energy for the direct inter-
action. The Hartree approximation can be described as a mean field theory,
whereby a single electron is moving in potential due to presence of the other
electrons, but is not interacting with them. The potential acting on the elec-
trons is the same for every electron. The potential vcoul(r) = qU(r) itself can
be calculated from the Poisson equation

∇ · (ε(r)∇U(r)) = −qn(r), (15)
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with qn(r) as the charge density. The resulting single electron equation of
motion in the Hartree approximation is given by2

[

− h̄2

2m
∇2 + vext(r) + vcoul(r)

]

ψm(r) = εmψm(r). (16)

The solution of the Poisson Eq. (15) and the equation of motion (16) has to be
obtained self-consistently. Both equation are cross coupled due to the potential
vcoul = qU and the electron density n, see Eq. (13). Note that a single particle
Schrödinger equation can only describe pure coherent transport of electrons
throughout the device. For any loss of coherence due to inelastic scattering we
need a generalized modelling concept.

1.2.3. Effective mass equation

Due to the periodicity of the crystal lattice potential vext we can separate the
solution of the crystal Schrödinger equation into a periodic (Bloch functions)
and a non-periodic part (envelope functions)

ψ(r) = ψ̂(r)u(r), (17)

and the equation of motion (16) is simplified to the effective mass equation
[

− h̄2

2m∗ ∇2 + vcoul(r)

]

ψ̂m(r) = εm(k)ψ̂m(r), (18)

whereby the single electron orbital ψ̂m(r) has to be distinguished from ψ(r)m
in Eq. (16). Roughly speaking, we can say that the effective mass replaces the
periodic potential of the crystal lattice but still contains structural properties of
the crystal. The corresponding dispersion relation for Eq. (18) depends on the
particle type (electrons or light or heavy holes etc.). For example, for electrons
at the conduction band edge the dispersion relation is usually parabolically
approximated

εm(k) = Ec0 + h̄2

2m∗ (k
2
x + k2

y + k2
z ), (19)

whereby k = (kx,ky,kz) is the wave vector and Ec0 the conduction band edge.
All needed quantities characterizing transport processes, like electron density
n and current density J, can be directly computed from the envelope function
ψ̂(r) and it is not necessary to calculate the actual orbital ψ(r), see e.g. [25].

2The spin coordinate si can be neglected in the single electron picture, when no magnetic effects are
considered.
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1.2.4. Spatial dependent effective mass

We assume a quasi-one dimensional solid, consisting of different materi-
als (like a metal-oxide-semiconductor structure). The spatial coordinates are
arranged so that the transport is happening in the x-direction and the y,z plane
is the transverse plane. The material is independent from the y,z coordinates
and changes only in the transport direction and the effective mass is a function
of x, e.g.m∗ = m∗(x). The Hamilton operator from corresponding Schrödinger
equation Hψ̂ = Eψ̂ can be separated into a transverse part HT and a longitu-
dinal part HL

H ≡ HT + HL and ψ̂(r) = ψ(x) · ϕ(y,z). (20)

For a solid with a very large cross section area (effectively infinite cross
section) any confining potential in the transverse direction can be neglected.3

The solution for the transverse direction follows directly in terms of plane
waves

ϕ(r⊥) = 1√
S
eik⊥·r⊥ . (21)

k⊥ and r⊥ are both vectors in the y − z plane. S is the transverse cross sectional
area.4 The spatial dependence of m∗(x) is accounted with the assumption

h̄2

2

∂

∂x

1

m∗(x)
∂

∂x
(22)

which is in fact still a Hermitian operator and the eigenvalues remain real.
The usage of spatial dependent mass operator (22) was controversial (see
e.g. [26]) but accepted in nowadays [27] and commonly used in transport
modeling [28, 29].

The Schrödinger equation for a spatial dependent mass m∗(x) is given by
[

− h̄2

2m∗(x)
∂2

∂r2
⊥

− h̄2

2

∂

∂x

1

m∗(x)
∂

∂x
+ vCoul(x)

]

ψ̂(r) = Eψ̂(r). (23)

The spatial dependent effective mass Eq. (23) can be reduced to a one
dimensional equation in transport direction

[

− h̄
2

2

∂

∂x

1

m∗(x)
∂

∂x
+ vCoul(x) + Ec(x)

]

ψ(x)

=
(

E − h̄2k2
⊥

2m∗(x)

)

ψ(x). (24)

3Free electron problem in transverse direction.
4Note that S cancels out, when we calculate any physical quantity like current density etc.
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E is the total energy and ε⊥ the transverse eigenenergy

E = εx + ε⊥, ε⊥ = h̄2k2
⊥

2m∗(x)
. (25)

Due to the energy conservation law one can write equivalently for (25)

E = εLx + h̄2k2
⊥

2m∗
L

= εx + h̄2k2
⊥

2m∗(x)
, (26)

whereby εLx andm∗
L are respectively the longitudinal eigenenergy and the (con-

stant) effective mass at the point x = 0, which would be a lead5 (or contact)
when we consider a real device. Thus (24) changes to

[

− h̄
2

2

∂

∂x

1

m∗(x)
∂

∂x
+ veff(k⊥,x)

]

ψ(x) = εLx ψ(x) (27)

with an effective potential dependent on directionx and the transverse modes k⊥

veff(k⊥,x) = vCoul(x) + Ec(x) + h̄2k2
⊥

2m∗
L

(
1 − m∗

L

m∗(x)

)
. (28)

The corresponding Poisson equation is given by

d

dx
ε(x)

d

dx
U(x) + q[N+

d (x) − N−
A (x) − n(U,x)] = 0, (29)

with the densities of the acceptor N−
A (x) and donor ions N+

d (x), respectively,
the electronic charge q and a spatial dependent permittivity ε(x), caused by the
device structure.

As a short summary, the two basic equations for coherent quantum transport
are given by Eq. (27) and (29). The two equations have to be solved self-
consistently, since they are cross-coupled due to

n(x) =
∑

α

‖ψα(x)‖2f0(εα − µ) (30)

and vcoul(x) = qU(x). f0 is the Fermi function (see Eq. (47)) and µ the Fermi
level.

1.3. Solving Transport Equations

A main difficulty in calculating the electron transports is to find an adequate
method to solve the either semi-classical or the quantum mechanical transport

5Indicated by the superscript and index “L”.



Incorporating Parasitic Quantum Effects 219

equation with the appropriate boundary conditions. As already emphasized, an
electronic device has at least two contacts and is therefore an open system with
open boundary conditions. The remaining part of this sections gives a short
review about important approaches to solve transport equations. Due to the
importance in the past, we start with semi-classical transport models.

1.3.1. Boltzmann equation and Wigner function approach

The Boltzmann Eq. (4) gives us the balance-equation for the number of
particles N(t) being inside the volume element d3rd3v of phase-space at the
time t , see Eq. (1). They will be scattered into and out of this volume element
and will be accelerated by external fields, e.g. the electric field E. In thermo-
dynamical equilibrium we are able to get exact solutions from the Boltzmann
equation. The Drift-Diffusion model (see Eq. (5)), the momentum-expansion
of the Boltzmann equation, leads us to the continuity equation and an equation
for the current-density j = µn∇EF with the mobility µ, the electron density n
and the Quasi-Fermi level EF .

Taking into account quantum mechanical effect Wigner introduced a func-
tion analog to the classical probability density and containing the classical limit,
the Wigner-function fW [9].

Let ψn be the eigenfunctions and εn the eigenenergies for our system,
described by the Schrödinger Eq. (18). In the thermodynamical equilibrium
the density-matrix is ρ

(
r,r′) =∑

n e
En
KT ψn (r)ψn

(
r′) and the Wigner-function

can be expressed as the Fourier-transformed of this density-matrix in center-
of-mass coordinates.

fW (x,p) =
(

1

πh̄

)3 ∫
e

2i
h̄

p·yρ (x + y,x − y)d3y (31)

Now, as Wigner showed, it is possible to gain information about a quantum
system without solving Eq. (18), i.e. without determining the eigenstates or
eigenvalues of our system.

Ancona was able to derive the Density-Gradient-method using the Wigner
function approach, see e.g. [14, 30]. His result can be seen in a kind of gen-
eralized drift-diffusion equations with an additional correction-term, taking
into account quantum-mechanical effects in the lowest degree. The Density-
Gradient-method is most often used in simulations of semiconductor devices.

Finding the solution of the Boltzmann equation is a difficult problem since
the distribution function has six arguments in the three dimensional case. The
most widely technique for evaluating the Boltzmann equation is the Monte
Carlo method [18]. Using this method the Boltzmann equation is not solved
directly, but one rather simulates the motion of classical electrons subjected
to a combination of free flight motion and instantaneous random scattering
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events. The distribution function is then estimated by statistical averages over
long times or many particles. The velocity and the position of each particle is
integrated over the time between two collisions take place. Other random values
determine the particular scattering mechanism and the velocity of the electron
after the collision. After the collision takes place, the free-flight motion of the
electron is again integrated until the next collision occurs. This procedure is
performed for all electrons in the chosen ensemble to evaluate the time evolution
of the device.

The Monte Carlo method permits to include other physical effects, such
as detailed energy-band structure, electron-electron interaction and a more
detailed description of scattering events.

1.3.2. 1-Particle-Schrödinger equation – nextnano3

nextnano3 is a versatile simulation software tool mainly developed at the
“Physik Department and Walter Schottky Insitut of TU München”, see e.g. [31].
Besides the 3D simulation of pure quantum mechanical devices like quantum
dots it is also capable to calculate one or higher dimensionally and fully quan-
tum mechanically the transport in classical devices. nextnano3 contains a self-
consistent Schrödinger Poisson solver, whereby self-consistency is achieved
by introducing a spatial dependent quasi Fermi levels EF(r). The solutions of
the Schrödinger Eq. (18) are assumed as a superposition of plane waves and the
energies of these solutions are well defined by the dispersion relationE(k). But,
first of all the many-band-kp-Schrödinger equation is solved completely to get
a good approximation for the band structure. This gives the density of charges
(n for electrons and p for holes) by weighting the exact quantum mechanical
states with the local Fermi levels. The local Fermi levels are obtained from
the global current-conservation ∇ · jn,p = 0, whereby jn = µn∇EF,n(r) for
electrons and jp = µp∇EF,p(r) for holes.

For a summary the method is divided in two parts. In the first step the quasi-
Fermi level is hold constant while the Schrödinger- and Poisson equation is
solved self-consistently to get the new potential and the new quantized states.
In the second step the potential and the states are fixed while determining the
new Quasi-Fermi level with the current equation. This loop has to be repeated
until self-consistency is reached.

1.3.3. Scattering-Matrix-Approach

The scattering matrix represents the solution of the Schrödinger Eq. (18) for
a sample that is connected to semi-infinite leads, see [32] or [33]. In this method,
carrier transport is viewed as the transmission and reflection of carrier fluxes
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within a semiconductor. The simulation domain is subdivided into thin slices
(1D) or meshes (2D), so that these regions are sufficiently small to assume con-
stant doping and fields within. Transport across each region is described by a
matrix equation which relates the incident carrier fluxes to the emerging fluxes,
through the transmission coefficient of a scattering matrix. The potential term
in the Schrödinger Eq. (18) is augmented with an additional potential V (r) rep-
resenting any impurities. The boundary conditions are chosen in a way so that
the wave function vanishes outside of the sample and the leads. In this scheme
the solution of our problem is a combination of plane waves moving towards
and from the sample.The wave functions are normalized such that they carry
unit flux. Inside a sample the solution of the Schrödinger equation is described
by incomingψi , outgoing wavesψo and evanescent waves, which are solutions
with a complex wave vector. Far from the probe the evanescent mode will van-
ish. The scattering matrix can be divided into transmission and reflection matri-
ces r , r ′, t and t ′. For a wave approaching the sample through the left lead, the
reflection matrix describes the reflected wave exiting through the left lead, and
the transmission matrix t describes the transmitted wave in the right lead. Sim-
ilarly, r ′ and t ′ describe reflection and transmission for waves coming from the
right lead. Considering flux conservation demand the scattering matrix to be
unitary.

For the case of serial scattering regions the description with transfer matrix
can be used. This matrix relates the amplitudes in the left to the right of the
sample. For the transfer matrices serial processes are expressed to be multiplica-
tive. This multiplicative composition law points out the transfer matrix to be
the ideal candidate for describing quantum transport through a disordered wire.

1.3.4. Pauli-Master-Equation

The method of using the Pauli-Master-equation for our transport problem
has been pointed out by Fishetti et al. [34]. The principal in a shortcut: first of all
solve the Schrödinger- and Poisson equation with eigenfunction approach and
then use the eigenfunction as a basis for the quantum Liouville-equation and
derive the Pauli-master equation. The Pauli-master equation throws out directly
the occupation of states. The transition rates can now be calculated with the
help of Fermi’s-golden-rule. Let us have a quick look at this formalism.

Letψη(r) be a basis of the one-particle Hilbert space, describing our device
and ψn(r) =∑

µ a
n
µ(t)ψµ(r) the state of our N-body-system at t = 0 we can

use the density-matrix ρµν =∑N
n=1 a

n
µ(t)a

n∗
ν (t) to write the Liouville equation

∂ρ

∂t
= i

h̄
Lρ +

(
∂ρ

∂t

)

reservoir
− ρ − ρeq

τs
. (32)
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In this context
(
∂ρ

∂t

)

reservoir
takes the exchange with the reservoir into

account, the third term realizes the influence of scattering inside our device
with the scattering-time τs and the density in equilibrium ρeq . Using the basis-
states ofH0 we reach the Pauli-Master equation and find the diagonal elements
of the density-matrix ρ.

To use the sketched scheme for our transport problem we first of all have to
solve the Schrödinger equation for an initial potential using mixed boundary
conditions. We get bound-, left- and right-propagating states. The next is the
calculation of transition-probabilities and the population of the states according
to the Pauli-master-equation. The effect of the contact regions in our semicon-
ductor device is phenomenologically expressed by the term

(
∂ρ

∂t

)

reservoir
. Each

contact is mapped with a quasi-fermi-level, which has to be fitted to ensure
the charge neutrality and current conservation in this region while performing
the self-consistent loop. Hereafter the Poisson equation should be solved etc.
Note that the Pauli-Master-Equation approach covers in general both coherent
and incoherent transport.

1.3.5. NEGF formalism

A more sophisticated approach to quantum transport theory is supplied by
the Green’s function formulation of many-body theory. The non equilibrium
Green’s function (NEGF) theory was formulated by Kadanof and Baym in
1962 [35]. The application of non equilibrium Green’s functions for the cal-
culation of mesoscopic transport processes was mainly advanced by the group
around S. Datta, R. Lake and M. Lundstrom [29, 36] and the NEGF is also
the basis of quantum simulator nemo, see [37]. A very good introduction to the
power of the NEGF formalism can be found in the two books [33] and [38] by
S. Datta.

Roughly summarized, the non equilibrium Green’s functions are defined
by the expectation values of single-particle creation and annihilation operators.
They describe the time evolution of the system. The Green’s function is found
by solving the Dyson equation, which is an integrated variant of the Schrödinger
equation. The application of the NEGF to a MOS structure on the basis of the
single electron Schrödinger equation will be shown in more detail in the next
two sections. The presented example will exhibit stationary coherent transport,
since this simplifications are appropriate for our aim, the analysis of tunneling
currents in circuit simulations. However, the NEGF can be extended to include
incoherent transport aspects as well as time dependent phenomena, see [35, 39,
40] and [33].
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2. Self-consistent Transport Modeling

Modeling an electronic device as an open system means that we have to deal
system of infinite extent. Thinking of a numerical calculation or simulation of
such a system, means discretizing this infinite system and we would obtain
matrices of infinite size, which would be intractable. The non-equilibrium
Green’s functions formalism (NEGF) offers a model for such open system,
whereby the corresponding matrices are of finite extend (covering only the
device region) and the coupling to the open environment is included in the
finite discrete system. This section gives the most important conceptional steps
of the NEGF and shows the calculation of coherent transport through multi-
layered semiconductor structure. As we will see, the NEGF does not solve the
Schrödinger equation directly but it calculates adequate quantities, including
the needed electron density and the current density. The usage of a NEGF for-
malism to estimate tunneling currents might seem to much effort, in this case
the Scattering matrix and the Transmission formalism would be sufficient. But
our decision for the NEGF is explained by the versatility of this approach and
the long term aim to extend considerations to incoherent and time dependent
phenomena in charge transport.

Although all equations in the following have to be seen as discretized, e.g.
differential equations change to matrix equations, we skip all considerations
about discretization to the next section.

2.1. Green’s Function for Coupled Device

For simplicity, we consider a system consisting of a device of finite dimen-
sion in x direction and with very large extend in transverse (y,z) direction
and two semi-infinite electron reservoirs (contacts). The device is coupled to
the two contacts, whereby the contacts are independent from each other. The
Schrödinger equation for a isolated contact (i.e. contact 1) is given by

[
ε1 − H1(x)

]
ψ1(x) = 0. (33)

We modify this equation to couple the isolated system with the environment
and write

[
(E + iη)1 − H1(x)

]
ψ1(x) = S1, η → 0, (34)

wherebyE is the independent energy variable and not the eigenvalue of the sys-
tem. The term iηψ1 can be read as the extraction of the electrons from the
contact and S1 as the re-injection of electrons from externals sources [38]. The
extraction and re-injection of electrons keep the systems in equilibrium with
its surroundings and maintains a constant electro chemical potential, see [38]
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for further details. It is important to note that Eq. (34) is not a Schrödinger
equation, but still gives the dynamics of a coupled system.

For the coupled contact-device-contact structure we obtain an equation
describing the dynamics of the coupled system




(E + iη)1 − H1 −τ+

1 0
−τ1 E1 − Hd −τ2

0 −τ+
2 (E + iη)1 − H2





×



ψ1 + χ1

ψd
ψ2 + χ2



 =



S1

0
S2



 , (35)

whereby 1 is the appropriate unity operator to maintain mathematical correct-
ness. The wave functions for the contacts are divided into an incident part ψ1,2

(also corresponding to the waveform of the isolated contacts 1,2) and a reflected
waveform χ1,2. With Eq. (35) and (34) we can write

[
(E + iη)1 − H1

]
χ1 − τ+

1 ψd = 0. (36)

And the reflected waveform χ1 in contact 1 can be estimated with

χ1 = g1τ
+
1 ψd, (37)

i.e., the reflected waveform is a response due an excitation ψd in the coupled
device, whereby

g1 = [
(E + iη)1 − H1]−1 (38)

is the resolvent for the isolated contact. A corresponding expression can also
be derived for contact 2

χ2 = g2τ
+
2 ψd, g2 = [

(E + iη)1 − H2
]−1
. (39)

To described transport processes in the device, we need to estimate the
Green’s function Gd for the coupled device. From Eq. (35) follows

[
E1 − Hd

]
ψd − τ1χ1 − τ2χ2 = τ1ψ1 + τ2ψ2. (40)

With Eq. (37) χ1,2 can be substituted, which gives
[
E1 − Hd − �1 − �2

]
ψd = S. (41)

Hence, the Green’s function Gd for the coupled device is given by

Gd = [E1 − Hd − �1 − �2]−1. (42)

and the wave function of the device is given by

ψd = GdS. (43)
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The additional terms τ+
1 g1τ1 and τ+

2 g2τ2 incorporate the coupling of the
finite device to the semi-infinite contacts. Both terms are called self-energies,
defined by

�1 ≡ τ1g1τ
+
1 , �2 ≡ τ2g2τ

+
2 . (44)

For semi-infinite contacts, regular shaped and with well-defined transverse
modes, the self-energies can be calculated analytically [33]. The source term S

with a similarly meaning like S1,2 is defined by

S = S1 + S2, S1,2 = τ1,2ψ1,2. (45)

2.2. Electron Density

In the semi-classical approach the electron density in equilibrium is given by

n =
∞∫

Ec

N(E)f (E)dE, (46)

see e.g. [41] or [42]. N(E) is the density of states, i.e., N(E)dE gives the
number of states in the interval [E,E + dE]. f (E) denotes the statistical dis-
tribution function, which is in case of electrons the Fermi-Dirac distribution
function,6 since electrons are fermions. The Fermi function is defined as

f0(E,µ) = 1

1 + e
E−µ
kT

, (47)

whereby µ is the Fermi energy, which is usually obtained from the charge
neutrality condition [42].

In the NEGF formalism the density of states can be obtained from the
spectral function A(E), which is defined by

A(E) ≡ i
(
G(E) − G+(E)

)
, (48)

and can be seen as a more generalized concept of the density of states. The
density of states is given by

N(E) =
∑

α

δ(E − εα), (49)

and we can write for A(E)

A(x,x ′;E) =
∑

α

ψα(x)δ(E − εα)ψ
∗
α(x

′). (50)

6or usually shortened as the Fermi function.
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G(E) in Eq. (48) is the Green’s function of the system.7 The spectral func-
tion for the coupled device is given with Eq. (48) by

Ad = i
(
Gd − G+

d

) = i

(
1

E − Hd − �
− 1

E − Hd − �+

)
, (51)

which is identical to Eq. (50), when ψα corresponds to the state of the coupled
device ψd,α. Similarly to the “generalized” density of states A(E) the density
matrix ρ as “generalized” electron density is introduced [33, 38]. To simplify
the derivation of ρ, we reduce the problem and consider only the electron
density in the device, which is caused by incident waves from contact 1. The
density matrix of the device ρd is then given by

ρd(x,x
′) =

∑

α

ψd,α(x)f0(εα − µ1)ψ
∗
d,α(x

′), (52)

whereby are the eigenstates of the isolated contact 1. Using the definition of
A(E) in Eq. (48) and the fact that ψd = GdS1 we obtain

ρd =
∫
f0(E − µ)

∑

α

ψ1,αδ(E − εα)ψ
∗1,αdE

=
∫
f0(E − µ)Gdτ1

[
∑

α

ψ1,αδ(E − εα)ψ
∗
1,α

]

τ+
1 G

+
d dE

= 1

2π

∫
f0(E − µ)Gdτ1a1τ

+
1 G

+
d dE. (53)

with a1 = i[g1 − g+
1 ] the spectral function of the (isolated) contact 1. As dis-

cussed earlier, the coupling between contact and device is incorporated with
the selfenergies �1,2. Using this concept, broadening functions �1,2 can be
defined [38]

�1,2 ≡ i
[
�1,2 − �+

1,2

]
, and �1,2 = τ1,2a1,2τ

+
1,2. (54)

The density matrix changes to

ρd(x,x
′) = 1

2π

∞∫

E=−∞
f (E,µ1)A1 dE (55)

with

A1 ≡ Gd�1G
+
d , (56)

7In case of our coupled deviceG(E)would complyGd(E) from Eq. (42).G+(E) is the Hermitian conjugate
ofG(E) and corresponds to the advanced Green’s function of the system, whileG(E) is the retarded Green’s
function.
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see [33] and [43]. The density matrix for the complete coupled system is simply
the sum over all contacts [44]

ρd(x,x
′) =

∞∫

E=−∞

(
f (E,µ1)A1 + f (E,µ2)A2

)
dE. (57)

The electron density n(x) is the diagonal of the density matrix

n(x) = 1

�
ρ(x,x ′)|x=x′, (58)

whereby � is the volume of the unit cell.

2.3. Current Density

According to the continuity equation, the electrical current is given by

I = −q ∂n
∂t
. (59)

The probability current therefore holds

Ip ≡ ∂

∂t

(∑

α

|ψd(x)|2
)
. (60)

The trace operation is identical with taking the summing over all α and we
can write

∑

α

|ψd,α(x)|2 =
∑

α

ψ∗
d,αψd,α = Tr

[
ψ+
d ψd

]
, (61)

and obtain (see [38])

Ip = ∂

∂t

(
Tr
[
ψ+
d ψd

])
. (62)

The total (probability) current is zero, since we consider a non-equilibrium
situation, caused by differing chemical potentials in the coupled reservoirs,
but the situation is steady state. This means, all current going into the device,
caused by contact 1 trying to bring the device in equilibrium with reservoir
1, is going out at contact 2, tyring to establish equilibrium with reservoir 2.
Hence I1 = I2 ≡ I and for the derivation of the current relation we only need
to consider the current I1 between contact 1 and device. The corresponding
time dependent equation for the coupled system is given by

ih̄
∂

∂t

[
ψ1 + χ1

ψd

]
=
[
H1 − iη τ+

1
τ1 Hd

][
ψ1 + χ1

ψd

]
. (63)
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From Eq. (63) follows for the current I1

I1 = 1

ih̄
Tr
[
ψ+
d τ1(ψ1 + χ1) + (ψ+

1 + χ+
1 )τ

+
1 ψ

+
d

]
, (64)

which can be divided into two parts. One corresponding to the incoming com-
ponent, connected with the incident wave function ψ1. The second part is the
outgoing component, corresponding to the reflected wave function χ1. Hence,
we can write

I1 = 1

ih̄
Tr
[
ψ+
d τ1ψ1 + ψ+

1 τ
+
1 ψ

+
d

]

︸ ︷︷ ︸
inflow

− 1

ih̄
Tr
[
χ+

1 τ
+
1 ψd + ψ+

d τ1χ
+
1

]

︸ ︷︷ ︸
outflow

. (65)

With the substitution ψd = GdS, whereby S = S1 + S2, the inflow compo-
nent of the current can be formulated as

I1,in = 1

ih̄
Tr
[
S+G+

d S1 − S+
1 GdS

]
= 1

ih̄
Tr
[
S1S

+
1 G

+
d − S1S

+
1 Gd

]
, (66)

whereby we used S+
1 S2 = S+

2 S1 = 0. The definition of the spectral function
was given in Eq. (48), and the inflowing current in contact 1 reduces to

I1,in = 1

h̄
Tr
[
S1S

+
1 Ad

]
. (67)

For the isolated contact 1 we can write according to Eq. (55)

ρ1(x,x
′) = ψ1ψ

+
1 =

∫
f1(E)

2π
a1(E)dE. (68)

Since S1S
+
1 = τ1ψ1ψ

+
1 τ

+
1 we obtain the expression

S1S
+
1 =

∫
f1(E)

2π
τ1a1(E)τ

+
1 dE =

∫
f1(E)

2π
�1dE. (69)

The inflow current is then given by

I1,in = 1

2πh̄

∫
f1(E)Tr

[
�1Ad

]
. (70)

The outflowing component can be derived similarly like the inflow. We
substitute the reflected wave functions χ1 = g1τ

+
1 ψd and χ+

1 = ψ+
d τ1g

+
1 , and

write

I1,out = 1

ih̄
Tr
[
χ+

1 τ1ψd + ψ+
d τ

+
1 χ

+
1

]
= 1

ih̄
Tr
[
ψdψ

+
d �1

]
. (71)

For ψdψ
+
d we can write

ψdψ
+
d = ρd =

∫
1

2π
GndE, (72)
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whereby Gn = f1(E)A1 + f2(E)A2 is the electron correlation function, see
Eq. (57). Therefore, the outflow component is written with

I1,out = 1

2πh̄

∫
Tr
[
�1G

n
]
dE. (73)

The total (electrical) current I is given with

I1 = −2
q

h

∫
(f1 − f2)Tr

[
�1Gd�2G

+
d

]
dE. (74)

For further details see [38].

3. Numerical Transport Simulation

For an illustration of the numerical implementation of the NEGF formalism
we consider a device structure consisting of two n-type silicon areas sandwich-
ing an insulating oxide layer. The Si-oxide-Si device is connected on both sides
to a contact. The complete device is pictured in Figure 1. In non-equilibrium,
meaning the device is biased and the two Fermi levels µ1,2 of the left and right
side reservoirs differ, a current flows through the structure and the insulating
oxide layer. The considered situation is comparable to edge-direct-tunneling
currents in modern MOSFET devices.

The following section starts with a discussion about the discretization of
equation of motion and the calculation of all quantities of the NEGF formal-
ism. Subsequent to the computation, we discuss the numerical solution of the
Poisson equation, which we left out so far.

3.1. Method of Finite Differences

The calculation of physical quantities like currents and electron densities
in devices is usually done with numerical simulations. This means, one has to

Figure 1. Si-oxide-Si device structure.
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find a suitable discretization scheme for the underlying differential equations.
In general, the equation of motion in the NEGF formalism and the coupled
Poisson equation are discretized using the method of finite differences [29, 43,
45]. However, there also alternative discretization schemes to find in recent
literature like the application of the finite element method in [46].

The 1-dimensional equation of motion for Si-oxide-Si structure with trans-
port in x-direction (see Figure 1) is given by Eq. (27) on page 218. The finite
difference form for (27) is written with

−ti−1,iψi−1 + Hd,iψi − ti,i+1ψi+1 = εψi, (75)

with

Hd,i =
[
h̄2

2s2

(
1

m− + 1

m+

)
+ Ec,i + vcoul,i + ε⊥

(
m∗
L

m∗
i

− 1
)]

. (76)

The notation fi should be read as fi = f (xi), whereby xi is the i-th discrete
spatial point. The lattice spacing s, e.g. the distance between two discrete points,
is equidistant. Furthermore we have

m− = mi−1 + mi

2
, m+ = mi + mi+1

2
and ti,j = h̄2

(mi + mj)s2
. (77)

Hence the differential Eq. (27) changes to a matrix equation. As one can see
in Eq. (75), an arbitrary lattice point i is coupled only to it’s nearest neighbors
with ti,j , thus the finite difference approximation is a tight-binding model [29,
38]. Let us take look at the dispersion relation for the discretized device. In
the contact region of the example (see Figure 1) the effective mass mxi with8

i = 1,2 . . . c1,c2 . . .N is constant and equals m∗
L, obviously. The discretized

equations of motion in this part of the device can be simplified to a equation
with a constant effective mass, see (18) and the discrete dispersion relation is
given with

ε = vcoul,i + Ec,i + 2t (1 − cos(ks)). (78)

For very small k · s, meaning the transition from the discrete to continuous
case, the dispersion relation reduces to the parabolic band approximation. The
open boundary conditions for the device are incorporated with the selfenergies,
as stated in the previous section. For an 1-dimensional device, the derivation can
be obtained following simply arguments as presented by Datta in [43]. From
the matrix representation (75) we found that any lattice point couples only with
its two direct neighbours (in the 1-dimensional case). This means that only the
first point an the N -th point have to be “coupled” with the selfenergies to the

8Therefore, i = c1 + 1 . . . c2 − 1 determines the Si-oxide-Si part of the device displayed in Figure 1.
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reservoirs (semi-infinite contacts) on both sides. Hence, the selfenergies �1,2

are matrices completely filled with zeros except one point:

�1(1,1) = −t̃ ejk1s, �2(N,N) = t̃ ejkN s. (79)

The needed wave vectors k1, kN can be estimated from the dispersion rela-
tion in Eq. (78).

With the above stated equations we are able to calculate all necessary quan-
tities for the NEGF formalism, the discrete Green’s functionGd for the device

Gd(E,k⊥) = [
E1 − Hd − �1 − �2

]−1
, (80)

the spectral functions

A1,2(E,k⊥) = Gd(E,k⊥)�1,2(E)G
+
d (E,k⊥), (81)

and the broadening functions

�1,2(E) = i
(
�1,2(E) − �+

1,2(E)
)
. (82)

The density matrix follows as an integral over the interested energy interval
and the sum over all transversal k⊥-states

ρ = 1

2π

∑

k⊥

∞∫

E=−∞

[
f0(E,εk⊥,µ1)A1(k⊥,E)

+ f0(E,εk⊥,µ2)A2(k⊥,E)
]
dE (83)

with the Fermi functions given in (47) and the transversal eigenstates from
Eq. (26). We can rewrite all equations to be explicit dependent on the transversal
wave vector k⊥ instead of the transversal eigenstate ε⊥. Using the periodic
boundary conditions, the summation over all transverse wave vectors changes
to an integral

∑

k⊥

→
∫
d2k⊥

S

4π2
= S

4π2

∫
2πk⊥dk⊥, (84)

whereby S denotes the size of the transversal area. But it cancels out, when
we calculate a real physical quantity like the electron density n. As we know
from Eq. (58), the electron density at the discrete lattice point are the diago-
nal elements of the density matrix weighted by the volume � = S · s of the
discretized cell, see Eq. (58). Introducing a slightly changed density matrix ρ ′

ρ ′ = 1

4π

∫ ∫ [
f0(E,k⊥,µ1)A1(k⊥,E) + f0(E,k⊥,µ2)A2(k⊥,E)

]

× dEk⊥dk⊥, (85)

the electron density can be calculated with

n(xi) = 1

s
ρ ′(xi,x ′

i)|x=xi (86)

without the knowledge of S.
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3.2. Solution of The Poisson Equation

The Poisson equation of the example device in Figure 1 is discretized on
the same spatial lattice as the equation of motion and we can write

1

s2

(
ε−
i Ui−1 − (ε−

i + ε+
i )Ui + ε+

i Ui+1

)
+ q

[
N+
Di

− N−
Ai

− ni

]
= 0 (87)

with

ε−
i = εi−1 + εi

2
; ε+

i = εi+1 + εi

2
. (88)

For the solution of the Poisson equation we use a the standard Newton-
Raphson algorithm (see e.g. [47]). Eq. (87) is rewritten as a matrix equation. The
boundary conditions follow directly from the applied bias over the structure.
When V is the external voltage, the values of the first and theN -th point of the
lattice are given by

1

s2q

(
ε−

1 0 − (ε−
1 + ε+

1 )U1 + ε+
1 U2

)
+
[
N+
D1

− N−
A1

− n1

]
= 0

1

s2q

(
ε−
NUN−1 − (ε−

N + ε+
N)UN + ε+

NV
)

+
[
N+
DN

− N−
AN

− nN

]
= 0.

Hence, the values at the boundary are fixed due to the applied voltage V .
The solution of the Poisson equation is formulated as a problem of finding the
roots of a discrete function F . For the i-th spatial point Fi is given by

Fi = 1

qs2

(
ε−
i Ui−1 − (ε−

i + ε+
i )Ui + ε+

i Ui+1

)
+ N+

Di
− N−

Ai
− ni (89)

and we have to solve
∑

j

∂Fmi

∂Um
j

δUm+1
j = Jf (F

m
i )δU

m+1
j = −Fmi , j = 1,2 . . .N, (90)

whereby m denotes the iteration index and the sum of the Jacobian Jf on the
left hand side runs over allN points of the discrete lattice. The corrected value
of U is determined by

Um+1 = Um + δUm+1
j , (91)

with δUm+1
j given by

δUm+1
j = −J−1

f (Fm)Fm, (92)

according Eq. (90). To calculate the derivation ∂n/∂U for the Jacobian Jf we
use the approximation given in [29]

∂n

∂U
≈ q

∂n

∂Ef
. (93)
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With Eq. (85) and (86) we obtain

∂n

∂Ef
≈ 2q

s

∫
dE

2π

∫
d2k
4π2

[
−∂f0(E,µ1)

∂E
A1(k⊥,E)

− ∂f0(E,µ2)

∂E
A2(k⊥,E)

]
, (94)

using the fact that the quasi Fermi level in contacts correspond to the chemical
potentials µ1,2 in the coupled reservoirs 1 and 2, see [29]. The derivation of the
Fermi function with respect to the Fermi level is given by

∂f1,2

∂Ef
= 1

kT
f1,2(1 − f1,2). (95)

3.3. Numerical Solution

After reaching convergence in the self-consistent solution of the equation
of motion and the Poisson equation, the current density is calculated with
Eq. (74). The complete coupled and self-consistent solution of the equation for
the dynamics (the Schrödinger equation) and for the electro-statics (the Poisson
equation) follows the flow chart given in Figure 2. The flowchart shows the
calculation for a certain external bias V . For a complete J − V characteristic
of a device, the depicted procedure has to be repeated for every bias value Vn.
The calculation of a J − V device characteristic usually starts at equilibrium

Figure 2. Flowchart of the iterative self-consistent solution for a certain external bias.
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with V = 0, where a initial guess for U is easily done. For the calculation for
different bias points, a reasonable initial guess for U is the converged U of
preceding bias point, assuming that the difference between the bias points is
not too big.

4. Circuit Simulation and Applications

We started our analysis of the impact of quantum effects to circuit function-
ality with the most obvious effect: the gate direct tunneling currents. The very
first studies about the influence of tunneling currents can be found in the publi-
cations from Dutton, Choi et al. [48–50]. We use this publications as references
for our overall methodology.

In modern MOSFETs two different direct gate tunneling mechanisms have
to be accounted: (1) the direct tunneling between the inverted channel and the
gate, and (2) the tunneling between overlapping source/drain extensions and
the gate (edge-direct-tunneling). To include quantum parasitics in circuit simu-
lations we represent them as additional Q-sources.9 This means that in case of
the direct tunneling currents in MOS-devices, such as FETs and capacitors, we
are using additional voltage controlled current sources together with common
device models. The current sources are implemented as look-up-table models,
which is the easiest way to represent the current-voltage pairs from the numer-
ical quantum transport simulations. Between two different pairs the values are
obtained with linear interpolation, done by SPICE.

Our Q-sources are placed comparable to the tunneling leakage model imple-
mented in BSIM4 (see [51]). The tunneling model in BSIM4 model differs sig-
nificantly in estimating the magnitude of the tunneling currents. In comparison
to our approach, the BSIM4 tunneling model needs a lot of non physical fitting
parameters (see [51]), but which adjust the BSIM4 model to measurements of
real physical devices. The withdraw of this very high-level or in other words
non-physical description is that it covers the magnitude of macroscopic quan-
tities (e.g. current density) for a particular device due to fitting. It is limited
when the general behaviour is needed and when the dimension shrinks further
and the quantum mechanical behaviour of the charge carriers causes more than
additional currents.

4.1. SRAM Cell

In the recent literature, see e.g. [1, 52], the exponential increase of gate
tunneling current at decreasing oxide thickness is a growing concern to ULSI

9Q =̂ quantum parasitic.
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Figure 3. 6 transistor SRAM cell.

circuit performance and stability. But a direct influence of the quantum effects
to the circuit functionality of static CMOS logic circuit itself is not expected
to be a major problem [5]. In those cases only the strongly increasing off-state
power dissipation is the main consequence [1]. As an example we simulated
a 6-transistor SRAM cell [53] including our Q-sources. It showed that the
ratio between the standard (or classical) leakage mechanisms and the direct
tunneling leakage currents is reversing when the gate oxides gets thinner than
3 nm. The SRAM cell is depicted in Figure 3, whereby curved arrows show the
tunneling currents and the straight arrows the conventional leakage currents.
For a 2 nm oxide thickness flows total current of 9.2 pA caused by tunneling and
the conventional leakage contributes only 2.9 pA to the power consumption.
The simulation was made for the steady state situation depicted in Figure 3.

4.2. Domino-AND-2 Gate

In contrast to the “robustness” of static logic, dynamic logic and analog
circuit functionality can be a critical case when the magnitude of tunneling
current raises. It can be shown for a Domino-AND-2 gate that the circuit pro-
duces logical errors when the oxide thickness decreases beyond 2 nm [5]. The
critical element in the Domino AND gate (see Figure 4) is the transistor M2 at
the input “A”. In the precharge phase of the circuit (i.e. clock is “low”, transistor
M1 is open) the capacitor C1 is charged to Vdd level, so that the inverter at the
output produces the correct “low” level (the corresponding input signal pattern
is depicted in Figure 5). In the evaluation phase (clock signal is “high”) the
transistorM1 is switched off and C1 remains on Vdd as long the inputs “A” and
“B” are zero. If we include the tunneling currents in the circuit simulation, we
have an edge-direct tunneling in transistorM2, which dischargesC1 as long the
level on input “A” is “low”. When the oxide thickness is under a critical value,
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Figure 4. Domino AND 2 Gate.

Figure 5. Input signals for Domino AND 2 Gate.

Figure 6. Output signals for Domino AND 2 Gate.

capacitor C1 is discharged so quickly that Vx falls bellow Vdd/2 even before
VA on input “A” switches to a “high” level. In consequence, the inverter at the
output produces a glitch with a magnitude higher than Vdd/2 (Figure 6), which
has to be treated as a logical error – i.e. failure of the circuit functionality. A
similar situation occurs when input “B” changes from “low” to “high” after a
level change at input “A”, see Figure 6.
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4.3. Sample&Hold Circuit

The influence of gate direct tunneling currents in analog circuits can be
shown with the example of a Sample & Hold circuit (suggested in [5]). The
Spice schematic for a S&H circuit with a MOS capacitor as hold capacitance
is shown in Figure 7. The switching transistors of the transmission gate and the
MOS capacitor have a 2 nm oxide layer. In the transistor on-state the output
waveform is directly following the input and the capacitance C1 (see the Spice
schematic in Figure 7) is charged to the current voltage level. With the charged
MOS capacitorM3 the output should remain on the last magnitude of the input
when the transmission gate is switched off. But due to 2 nm insulating oxide,
a direct tunneling current between the overlapping area of drain and gate and
a direct tunneling in M3 is discharging the output capacitance indicated be
the arrows in Figure 7; and the output signal level is falling (see the dashed
line in Figure 8) and does not remain as it should – circuit failure caused by
Q-interference.

Figure 7. Sample & Hold circuit.

Figure 8. Input and output signals of a Sample & Hold circuit influenced by direct tunneling
currents.
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5. Conclusions

In this chapter, we tried to achieve two objectives: (1) to show that in future
CMOS circuits, when length scale is in the domain around 20 nm and below, the
charge carrier transport will be dominated by coherent transport and the drift-
diffusion based device models will be too restricted and (2) to demonstrate that
the functionality of classical circuits concepts can be substantially affected by
parasitic quantum effects.

We showed a self-consistent NEGF-Schrödinger Poisson solver in detail,
which allows the quantum mechanical calculation of coherent charge transport
in semiconductors. Taking the results of the transport simulation we included
parasitic quantum effects in high-level circuit simulators. Starting with the
phenomena of direct tunneling currents in MOS circuits, we discussed dif-
ferent circuit examples, which all were affected in their functionality due to
tunneling.

We believe among others [54] that the set of Schrödinger and Poisson equa-
tion will replace the various Drift-Diffusion models and hydrodynamic equa-
tions for device simulators in the <20 nm regime. Much work has to be done in
order to maintain functionality of the important CMOS circuit concepts. More,
former negligible quantum effects will disturb circuit functionality and the anal-
ysis of the influence of the tunneling currents can only be seen as a first step.
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