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Preface

This volume presents recent advances in the observation, understanding, and modeling of
fundamental processes and feedback mechanisms occurring among climate, soil, and vegetation
in dryland ecosystems. The goal is to provide scientists and students with a synthesis of new
research approaches and recent results in the emerging field of Ecohydrology.

The focus on drylands is motivated by the strong coupling existing between ecological and
hydrological processes in arid and semiarid environments. These ecosystems are highly sensitive
to fluctuations in hydrologic conditions and, in turn, play an important role in affecting the
regional water cycle.

The chapters collected in this book have been contributed by authors with different
expertise, who work in several arid areas around the World. Mindful of the multidisciplinary and
interdisciplinary nature of this effort, the authors of each chapter have included a broad and
organic introduction with a sound review of the state of the art in the specific research area. At
the same time, each chapter presents the most recent results and indicates future research
directions in related subjects. The subdivision of the contributions in different topics tries to
avoid overlap while preserving a wide coverage across disciplines. Each topic is covered in depth
by field-experts, while cross-references to the other chapters indicate important connections to
other related disciplines. It is hoped that this approach enhances both the breath and the depth of
this synthesis of ecohydrological studies of arid and semiarid environments.

The book is structured more by ecosystem components and processes (e.g. soils, water
budget, nutrient cycles, vegetation, etc.) than by ecosystem type (e.g. grassland, savanna,
temperate forest, etc.), though - when necessary - some chapters focus on properties and
processes characteristic of specific biomes. Such a structure is motivated by the very nature of
this book which addresses not only ecologic dynamics but also a number of water-related
processes which are not necessarily dependent on the ecosystem type. At the same time the
analyses do not focus on a specific geographic region in that all authors have provided — when
possible — a synthesis that goes beyond the presentation of region- or site-specific results.

We are indebted with several colleagues and friends, who have provided useful
comments and suggestions. In particular, Ignacio Rodriguez-Iturbe (Princeton University) has
pointed us to the field of Ecohydrology and has been an important source of inspiration. We
thank him for his guidance and companionship. A number of colleagues around the world have
reviewed the chapters contained in this volume. We refrain from going through this long list of
referees to preserve their anonymity. The completion of this book has been possible thanks to the
support from the DOE-Office of Science (Biological and Environmental Research Program)
through NIGEC, Great Plains Regional Center (grant #DEFC02-03ER63613), NSF-Hydrology
Program (grant #EAR-0236621), NSF-Geoscience Program (grant #EAR-0409305), USDA
(Cooperative Agreement #2002-35102-11585), and NASA (grant #NNG-04-GM71G). We are
also indebted with our institutions, the University of Virginia (Department of Environmental
Sciences) and Duke University (Department of Civil and Environmental Engineering) for
providing a high-quality academic environment that stimulates and inspires our work.

Charlottesville/Durham, April 26, 2005

Paolo D’Odorico and Amilcare Porporato



Chapter 1

ECOHYDROLOGY OF ARID AND SEMIARID ECOSYSTEMS: AN
INTRODUCTION

Paolo D’ODORICO' and Amilcare PORPORATO?

' Department of Environmental Sciences, University of Virginia, Charlottesville, VA 22904, USA
e-mail: paolo@virginia.edu
’Department of Civil and Environmental Engineering, Duke University, Durham NC 27708, USA
e-mail: amilcare(@duke.edu

1. Ecohydrology: Objectives and Challenges

Ecohydrology has been recently defined as “the science, which seeks to describe the hydrologic
mechanisms that underlie ecologic patterns and processes” (Rodriguez-Iturbe, 2000; p. 1). This
type of inquiry is fundamental to the understanding of the coupling existing between ecosystem
dynamics and the water cycle, in particular in arid and semiarid environments, where water is an
important limiting resource not only for its scarcity but also for its intermittency and
unpredictable presence (Porporato and Rodriguez-Iturbe, 2002; Rodriguez-Iturbe and Porporato,
2005). The biogeoscience community has been recently trying to establish stronger connections
between research in the physical and the natural sciences to provide a process-based
understanding of the interactions existing between the hydrosphere and the biosphere. Thus, the
research area at the border between hydrology and ecology is recently receiving a considerable
attention. The term “Ecohydrology” itself, is becoming increasingly popular in the scientific
literature. Nuttle (2002) provides a thorough analysis of this new and combined approach to
hydrological and ecological studies: “Eco-hydrology emerges as an engaging topic with multiple
facets and deep roots in the history of hydrologic science”. It is “the subdiscipline shared by the
ecological and hydrological sciences that is concerned with the effects of hydrological processes
on the distribution, structure, and function of ecosystems, and on the effects of the biotic
processes on the elements of the water cycle.” The same author notices that in this new context
“previously unrelated areas of scientific inquiry are now coming together.” This approach is
fundamental to the analysis of ecosystem dynamics, of their response to different hydrologic and
climatic regimes as well as of their impact on regional and global climate. This book represents an
effort exactly in this direction, in that it provides a background for a synthesis of new research
approaches and recent results in the study of ecological and hydrological processes characteristic
of arid environments.

The focus on drylands is motivated by their high sensitivity to daily, seasonal, and decadal
perturbations in water availability. The analysis of how arid ecosystems respond to such
perturbations is receiving increasing attention also due to the ecologic, climatic, and economic
significance of most of the drylands around the world. This book addresses the impact of different
hydrologic regimes on soil properties and processes, landforms, and spatial patterns of soil
moisture. It shows what is the effect of these hydrologic conditions on the biosphere, in particular
on plant physiology, nutrient cycles, plant competition, fire regime, and spatial patterns of
vegetation. At the same time it is shown how changes in the biotic components of dryland
ecosystems can affect the soil properties, the landscape, as well as the regional hydrology and
climate. The book includes chapters on field studies, data analysis, interpretation of hydrologic
and ecologic dynamics, and process-based modeling of ecosystem dynamics. In this chapter we
briefly review some of the main eco-physiographic characteristics of dryland ecosystems.

1
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2. Dryland Climates

Drylands are drought-prone areas of the world in which rainfall is less than the potential
evapotranspiration for the whole year or for part of it, and conditions of either permanent or
seasonal soil water deficit occur. The obvious features of the rainfall regime are the low
precipitation amounts and the high variability and unpredictability of precipitation, which occurs
in a discrete number of relatively infrequent events. Thus, dryland ecosystems are in general
water-controlled “with infrequent, discrete, and largely unpredictable water inputs” (Noy-Meir,
1973, p. 26).

More than 40% of the continents is covered by drylands (e.g., Slaymaker and Spencer,
1998). These regions are mostly located (Figure 1) (1) in continental areas, away from marine
sources of moisture; (2) in regions of persistent high pressure cells (i.e. between 20° and 40°
latitude); (3) in rain shadow areas; (4) or along the western continental margins, where, due to the
upwelling of deep oceanic water, low sea surface temperature causes high atmospheric stability
(Slaymaker and Spencer, 1998).

Figure 1. Map of the major drylands of the world classified as deserts (black), Mediterranean shrublands
and mesic grasslands (in dark gray), and tropical savannas (light gray).

Annual precipitation is generally used to define four main dryland zones (e.g., Noy-Meir,
1973; Mainguet, 1994):

Extremely arid zones, with average annual rainfall below 60-100 mm, which is insufficient for
dryland farming or livestock grazing;

Arid zones, with average annual rainfall between 100 mm and 150-250 mm and possible livestock
grazing;

Semiarid zones, with average annual rainfall between 250 mm and 500-600 mm and possible
cultivation of drought-resistant crops;

Dry sub-humid zones, with precipitation in the range from 600 mm to 1200 mm concentrated in
one (or more) rainy seasons. Water deficit can be either seasonal or intermittent (Mainguet,
1994).

Other criteria for dryland classification are based on annual temperature or on the seasonality of
precipitation. Mean annual temperature is used to distinguish warm drylands, which occur at low
latitudes and altitudes (e.g., Northern Australia, Sahara, Sahel, Kalahari, and southwestern U.S.),
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from cold drylands (e.g. Central Asia and Central Chile). Drylands can be also divided into
summer-rainfall and winter-rainfall regions. The timing of the rainy season is of foremost
importance to the phenology of ephemeral and annual vegetation in the desert margins (see
Section 4). In summer-rainfall drylands (e.g., the Sahel or the Kalahari) plant phenology is
strongly dependent on precipitation (e.g., Larcher, 1995); both onset and length of the growing
season are controlled by soil water availability (e.g., Noy-Meir, 1973). Vegetation resumes
growth a few days or weeks after the beginning of the rainy season, while senescence occurs soon
after the last storms of the season; ephemerals maintain no photosynthetic activity during the dry
season, while perennials reduce photosynthetically active biomass by shedding leaves and rootlets
in the surface soil layers. In winter-rainfall drylands (e.g. drylands with rainfall occurring in the
cold season or cold deserts) bud burst and greening of vegetation is generally inhibited at low
temperatures, despite the availability of soil moisture. Due to low evaporative losses, cold-season
precipitation is stored in the ground and taken up by vegetation during the subsequent (dry)
growing season. Thus, greening does not occur concurrently with moist surface conditions.
Mediterranean regions, where the winters are cool, represent a particular case of winter-rainfall
dryland in which growth is not completely inhibited by winter temperatures (Noy-Meir, 1973).
Other types of dryland climates are characterized by two distinct rainy seasons (e.g. west Texas)
and two associated germinations (Mott, 1972).

2.1 DROUGHT CONDITIONS

The classification of drylands on the basis of the rainfall regime provides a useful indication of
their level of permanent or seasonal aridity through long-term average climatic variables. The
concept of drought is instead used to characterize deviations from “normal” (i.e. long-term
average) conditions. Droughts are generally defined as prolonged periods of below-normal water
availability (Mainguet, 1994), which persist long enough to cause stress on water bodies,
ecosystems, and societies. Thus droughts need to be studied with respect to their climatic,
hydrologic, ecologic and human implications, including the feedbacks between climate and
changes in land cover and use (Mainguet, 1994). To this end, four different types of droughts
have been defined (American Meteorological Society, 1997): the meteorological, hydrological,
agricultural, and societal droughts.

A number of indices have been developed and applied to quantify the severity and
magnitude of aridity and drought conditions. Aridity indices are generally based on long-term
average precipitation, available water, mean annual net radiation, or evapotranspiration. For
example, the difference between precipitation and evapotranspiration, the ratio between potential
and actual evapotranspiration (e.g., Thorntwaite, 1948), or between mean annual net radiation and
the energy required to evaporate the total annual precipitation (Budyko, 1958; Lettau, 1969) can
be used to characterize aridity. On the other hand drought indices should measure the departure
from the long-term mean conditions. To this end, other indices are commonly used to characterize
the meteorological, hydrological and agricultural droughts (Heim, 2002). The most common ones
are the Palmer’s indices (Palmer, 1965), i.e. the PDSI (Palmer Drought Severity Index) and the
PHDI (Palmer Hydrological Drought Index) indices, which are calculated on the basis of a
simplified soil water balance. However, neither these nor other drought indices can be considered
as universal indicators, able to characterize completely drought occurrences and all their
implications at any spatial and temporal scale (Heim, 2002).

2.1.1 Meteorological Drought

Droughts are often associated with anomalies in the regional and global climate, though they can
be enhanced by changes in land cover and resource management. Meteorological droughts are
periods in which precipitation is significantly below the long-term average at a certain location
and time of the year. This definition is based only on rainfall statistics. Depending on the spatial
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extent of the region affected, droughts are usually classified as local, regional, and subcontinental
(Mainguet, 1994).

The occurrence of meteorological droughts (i.e. departures from mean rainfall conditions) is
usually strongly related to aridity (i.e. to mean rainfall conditions), in that the interannual rainfall
variability is generally higher in the more arid regions, which are also the most sensitive to
droughts. This fact is illustrated for example by the data in Table 1 (Nicholson, 1980; Porporato et
al., 2003), showing changes in rainfall variability along two rainfall gradients in Northern and in
Southern Africa: the stronger variability is associated with the most arid zones, suggesting a more
frequent drought occurrence at the low end of these rainfall gradients.

In the case of Sahel, it has been reported (Lebarbe and Lebel, 1997) that most of the interannual
variability of rainfall is due to changes in the number of rainstorms affecting a certain location in
the course of the rainy season, more than to changes in the amount of rain yielded by each storm
(or “storm depth”). Different results were found for savannas in southern Texas (D’Odorico et
al., 2000) and in the Kalahari (Table 1, data from Porporato et al., 2003), where a strong
variability was observed also in storm depth.

Table 1: Mean annual rainfall and coefficient of variation (CV) along two rainfall gradients (data from
Nicholson, 1980 and Porporato et al., 2003). In the case of the Kalahari coefficients of variation are
separately provided for the interannual variability of storm depth and storm frequency.

Zone Mean Annual Cv
Rainfall (mm) (%)
Guinea-Sahel Transect
Sahelo-Saharan 50-100 >50
Sahelian 100-400 30-50
Sudanian 400-1200 20-30
Sudano-Guinean 1200-1600 15-20
. CV (% CV (%
Kalahari Transect (Storm ge;th) (Storm F requ)ency)
Vastrap 305 31 32
Sesheke 715 20 18
Mongu 942 17 16

2.1.2 Hydrological Drought
Hydrological droughts occur when the water level in lakes or rivers falls significantly below
“normal” conditions for a certain location and time of the year. Thus, the hydrological drought is
defined only on the basis of anomalies in storage or flow (generally base-flow) conditions in
water bodies (e.g., Heim, 2002). Because these conditions depend also on water usage,
evapotranspiration and infiltration, hydrological droughts are not necessarily a consequence only
of meteorological conditions. Moreover, even when hydrological droughts are caused by below-
average precipitation, there can be a significant delay in the response of water bodies to the
climatic anomaly. In fact, fluctuations in lakes and rivers are indicators of changes in the rainfall
regime integrated over the watershed area. Thus, the two types of drought (meteorological and
hydrological), though related, are not necessarily concurrent. Mainguet (1994) discusses a number
of cases of hydrological droughts through the analysis of multi-decadal records from Lake
Victoria, Lake Chad and the Nile River. These hydrological droughts are shown to be associated
with changes in weather patterns, soil type, land use and plant physiological characteristics (see
Chapters 2-4).

Hydrological droughts are usually characterized (Yevjevich, 1967; Dracup et al., 1980) in
terms of their duration, magnitude, severity, frequency, and spatial extent. With the exception of
short-term seasonal events, droughts are defined as periods with below-average mean annual
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flow. Thus, drought duration is the number of consecutive years in which drought conditions
persist, drought severity is the cumulative streamflow deficit observed throughout the event, while
drought magnitude is the average streamflow deficit for the event duration (Heim, 2002).

2.1.3 Agricultural Drought

The agricultural drought is associated with the occurrence of low levels of plant available water,
and the consequent reduction in agricultural production (Heim, 2002). This concept can be
extended from agro- to natural ecosystems. In this case drought would be due to low levels of soil
moisture and to the emergence of conditions of water stress in vegetation. In North America,
Palmer’s indices (1965) are generally used to characterize the severity of drought conditions.
Ridolfi et al. (2000) and Porporato et al. (2001) have pointed out the importance of a probabilistic
approach to plant water stress based on a statistical characterization (intensity, frequency and
duration) of periods when plant activity is impaired by soil water deficit (see also Chapter 3).
These types of drought are by definition associated only with soil moisture conditions occurring
in the course of the growing season; thus, average root-zone seasonal soil moisture, as well as the
duration and frequency of periods in which transpiration is limited by soil water availability can
be taken as useful indicators of agricultural and ecosystem stress.

2.1.4 Societal Drought

This concept is closely related to the notion of agricultural drought: it occurs when the soil water
deficit affects crop production to the point that there are significant economical losses with
disruptive effects on the rural societies (e.g., Heim, 2002). This type of drought causes social and
economical stress, which, in turn, is associated with famine and migratory fluxes. Societal
drought is not necessarily just an effect of extreme agricultural droughts, in that it depends also on
demographic changes, expansions of farming areas, and grazing pressure. The analysis of societal
stress and of its interactions and feedbacks to dryland ecohydrology is beyond the scope of this
book.

3. Dryland Soils

Soils of arid and semiarid regions are generally characterized by low soil water contents, high
potential evapotranspiration and consequently relatively low rates of percolation and leaching,
depending on the soil texture (e.g., Brady and Weil, 1996). Thus, water and nutrients partly
remain available to vegetation in the root zone. The soil profile generally lacks of an E-horizon,
while the processes of calcification and salinization accumulate within the soil column calcium
carbonate, sodium chloride and other salts (e.g., Aber and Melillo, 1991). The typical soils
(Aridisol) have a deep A-horizon and sustain tropical and temperate shrublands. Soils underlying
grasslands and savannas have an A-horizon that is fairly well-mixed by animal activity and have a
darker color, due to the more abundant organic material (melanization). This type of soil is
classified as Mollisol and can be found both in tropical and temperate grasslands. It is not always
clear what controls the predominance of either grasses or shrubs in arid and semiarid
environments (see Section 4), though an important role seems to be played by rainfall regime, soil
texture (Sala et al., 1997) and disturbances, such as climate fluctuations, grazing and fires (e.g.,
Aber and Melillo, 1991). Both Aridisols and Mollisols are characterized by very limited leaching
and slow soil-forming processes. In areas with limited vegetation density these pedogenetic
processes are mainly due to the physical weathering of the parent material by wind and water,
while in grasslands and savannas soil formation is significantly contributed by biological
processes.

Vegetation plays an important role in limiting water and wind erosion (Chapter 9);
vegetation removal due to anthropogenic or natural disturbances is known for being one of the
major causes of desertification (Chapter 18), i.e. of complex dynamics able to turn - even
irreversibly - arid grasslands into deserts.
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The seasonally dry tropics and subtropics are characterized by different soils, which are dry
only in the course of the dry season. Thus, these soils (Ultisols) are significantly more humid than
the Aridisols and Mollisols, and are consequently affected by severe weathering, leaching of iron
and aluminum oxides and clays, which accumulate in the E horizon. Due to the higher moisture
contents, soil formation and nutrient cycling are relatively fast, soils are nutrient-poor, and plant
transpiration is limited by soil water availability only during the dry season (see Chapter 13).

4. Dryland Vegetation

The vegetation of arid and semiarid environments is in general well-adapted to conditions of
water stress. Phenological and morphological adaptation to drought conditions, plant water
relations and drought tolerance are among the attributes that are frequently used to group species
into a few classes on the basis of their different access and use of the main limiting resource:
water. This approach differs from more traditional classifications based only on morphology,
evolutionary relationships, or plant genetics (Meanut et al., 1988).

Thus, dryland vegetation has been divided into a few major plant functional types - such as
grasses, shrubs, forbs and succulents (Sala et al., 1997; Dodd and Lauenroth, 1997) - on the basis
of their different water relations. According to this model the dominant vegetation type would
result from its relative advantage in using available soil water stores (Noy-Meir, 1973): for
example, grasses take up water from the surface soil layer and rely on relatively frequent and
short pulses of soil moisture, while shrubs utilize water from deeper layers and rely on moisture
that is available in infrequent and long-lived pulses. This classification would explain the
dominance of a particular vegetation type on the basis of soil texture and seasonality of
precipitation. In fact, these two environmental factors affect the amount and timing of water
available at different depths (Sala et al., 1997). Grasses dominate drylands with continental
climates, i.e. with rainy seasons occurring concurrently to the warm season. In these regions soil
moisture is readily available to grasses during the growing season and grasses are in competitive
advantage with respect to shrubs and trees. Deep-rooted perennials (e.g., shrubs and trees)
dominate regions with a more Mediterranean climate, where the rainy season occurs in wintertime
and, due to the low evaporative demand, rainfall is able to percolate to relatively deep layers.
Thus, the overlapping between warm and wet seasons partly explains the dominance of different
plant functional types. This analysis can be partly modified by the effect of soil texture, which
affects the regime of soil moisture at different depths. For example, the presence of coarse-
textured soils in continental regions allows for a relatively deep percolation of water in the course
of the growing season, reducing the competitive advantage of grasses with respect to trees (Sala et
al, 1997; Figure 2). This framework (Sala et al., 1997), which is based on the interplay of
competitive advantages/disadvantages resulting from spatial and temporal niches of water
availability, is coherent with Walter’s observation (1971) that in tropical regions with summer
rains and sandy soils, trees and grasses are found in ecological equilibrium (savannas). In these
conditions the co-dominance of trees and grasses would be explained by the two-layer hypothesis
(Walter, 1971) that grasses and trees compete for water at the surface, while woody plants have
exclusive access to deep water. Even though the climate pattern would tend to favor grasses at the
surface, the soil texture would allow trees to have a competitive advantage in the deeper layers,
explaining the co-dominance of these two functional types.

Alternative theories have been recently formulated (Rodriguez-Iturbe et al., 1999), which
explain the tree-grass coexistence on the basis of an optimality principle: for a given climate and
soil texture, the most likely proportion of herbaceous and woody vegetation would be associated
with the conditions of minimum ecosystem water stress. This and other theories (e.g., Schlesinger
etal., 1990; Scholes and Archer, 1997) recognize the importance of the horizontal redistribution
of of water and nutrients in the presence of heterogeneous vegetation cover. This concept has
been recently incorporated in a more general framework (Breshears and Barnes, 1999) explaining
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the dominance and codominance of trees and grasses in semiarid landscapes on the basis of
horizontal (e.g., Schelsinger et al., 1990) and vertical (e.g., Walter, 1971) heterogeneities in the
distribution of soil moisture.
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Figure 2. Conceptual model of the effect of climate and soil texture on dominant plant functional type
(modified after Sala et al., 1997).

Southern African savannas are an example of how the soil geology may affect vegetation
composition, nutrient cycling, and disturbance regime. By contrasting the ecohydrologic
processes taking place on granitic and basaltic soils in Kruger National Park (S. Africa), Venter et
al. (2003) showed how the clayey basaltic soils support a higher grass biomass than the granitic
sandy soils. Due to the high water-holding capacity and the lower infiltration and leaching rates,
the basaltic clayey soils retain moisture and nutrients at the surface, offering a competitive
advantage to grasses (Figure 2). The typical vegetation in these nutrient-rich soils is an open
savanna dominated by high-productivity C4 perennial bunchgrasses (often exceeding 50 cm in
height) and fine-leaf'trees (Acacias). The high grass biomass characteristic of these soils results in
high-intensity fires, which, in turn, prevent the establishment of denser woody vegetation (Venter
et al., 2003). The nutrient-poor, granitic, sandy soils at Kruger are in general well-drained and
with high rates of nutrient leaching (Scholes et al., 2003). Due to the low water retention, the soil
surface is generally dry, and grasses are in competitive disadvantage with respect to woody
vegetation (see Figure 2). As a consequence, these sites are dominated by short annual grasses
(seldom taller than 50 cm) mixed with a dense vegetation of broad leaf woody plants (Combretum
and Terminalia). The low grass productivity, combined with consequently low fuel loads and fire
intensities explain the presence of dense bush savannas at these sites. Moving on the same
granitic soils along a rainfall gradient (from 530 mm at Skukuza to 720 mm at Pretoriuskop) grass
biomass and fire intensity are observed to increase (Venter et al., 2003). A similar combination of
fine-leaved (Acacia tortilis) and broad-leaved (Burkea africana) vegetation sites can be found at
the Nylsvley Nature Reserve (S. Africa), with the fine-leaved savanna having lower tree cover
than the broad-leaved vegetation (Scholes and Walker, 1993). The different type of vegetation is
associated with the soil nutrient content, with nutrient-rich soils supporting the fine-leaved
savanna.
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While Sala’s model (1997) explains the dominance and co-dominance of different plant
functional types on the basis of water relations, a more general analysis would account for the
existence of other environmental controls able to determine vegetation types and structure. For
example, south American savannas - also known as “cerrados” (e.g., Sarmiento, 1984) —
generally grow on weathered infertile soils and in seasonally-dry sub-humid to humid climates. In
this case tree-grass coexistence seems to be associated with nutrient rather than water limitations,
as evidenced by the positive correlation found between soil fertility and tree cover across different
types of cerrados (Kauffman et al., 1994). Nevertheless, climate exerts an important control on the
vegetation structure through its influence on the fire regime. Thus, when water is not the only
limiting resource, soil chemistry (in particular nutrients) and disturbances may explain the
dominance of different vegetation types. This view supports other classifications of savanna
ecosystems. For example, the Johnson-Tothill classification presented by Adams (1996)
recognizes the existence of savannas in humid and sub-humid climates (Figure 3). While the
existence of tropical savannas on sandy soils would be explained by water limitations, the
occurrence of tropical savannas on fine-textured soils in floodplains and valley bottoms could be
associated with nutrient limitations and disturbances.

Soil-water relations
Dry = Wet
2000
Swamp
savanna
Wet savanna
E 1500 Savanna (Savanna
5 (Savanna woodland) parkland)
|
a
S (Savanna
;‘ grassland)
E 1000 Serengeti woodlands/savannas
= Tsavo woodlands/savannas :!rainaga
\ 3 grasslands
5001 Serengeti Plains -
Dry savanna Tsavo ’
‘ (Low tree and shrub savanna) thickets
250
Sand = Clay
Soil texture

Figure 3. The Johnson-Tothill (1985) classification of tropical savannas (taken from Adams, 1996).

5. Multifaceted response of arid and semi-arid ecosystems

In summary, the dynamics of dryland ecosystems are complex and involve processes acting at
different scales both in time and in space. These scales are dictated by a hierarchy of forcings and
responses, from after-storm nutrient flushes, to plant competition, and community succession
(e.g., Schwinning and Sala 2004; Austin et al. 2004). The unpredictable and pulsing nature of
resource availability propagates through the complex ecosystem structure with many interactions
and feedbacks and finally translates into a hierarchy of scales of ecosystem responses. The
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following chapters will describe the various interactions among the biotic and abiotic processes of
dryland ecosystems (Figure 4), starting from basic processes in the soil-vegetation-climate system
(PartI), to landscape-scale hydrologic and geomorphic processes (Part II), ecohydrologic controls
on soil nutrient dynamics (Part I1I), and multiscale analyses of disturbances and patterns (Part IV).

FORCINGS and FEEDBACKS

hydroclimatic fires

fluctuations .
anthropogenic

climate change disturbances
land-atmosphere grazing
interaction

!

DRYLAND
ECOSYSTEMS

soils
vegetation
nutrients

l

MULTISCALE RESPONSE

landforms and ecosystem stability
vegetation patterns and adaptation

desertification

Figure 4. Interactions between biotic and abiotic processes in dryland ecosystems addressed in the
Sfollowing chapters of this book.
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PART I

FUNDAMENTAL PROCESSES AND INTERACTIONS
IN THE SOIL-CLIMATE-VEGETATION SYSTEM

Water flow through the soil-plant-atmosphere continuum is regulated by a
number of complex physical and biophysical processes, which act in conditions
of mutual dependence. Important “top-down” controls on plant water uptake
include hydrologic and climate conditions, which determine the rates of potential
evapotranspiration, assimilation, and ecosystem productivity. On the other hand,
through its interactions with the near-surface atmosphere, vegetation exerts a
“bottom-up” control both on regional climate and hydrologic conditions. Almost
all of the interactions in the soil-plant atmosphere system are mediated by soil
moisture dynamics. Such a control is especially strong in arid and semi-arid
regions where vegetation is subject to frequent water stress.

This first part starts with the analysis of fundamental processes controlling water
flow in the root zone (Chapter 2), in the soil (Chapter 3), and through the plant
xylem (Chapter 4). The physiology of vegetation under stress is analyzed in
relation to factors controlling stress tolerance in plants (Chapter 4). The effects of
soil moisture dynamics on water vapor fluxes, stomata regulation, and ecosystem
productivity are discussed in Chapter 5. The last chapter of this section
investigates the role played by dryland vegetation in land-atmosphere
interactions and discusses how these interactions may lead to feedbacks between
vegetation and precipitation.



Chapter 2

SOIL PHYSICAL PROPERTIES, PROCESSES AND ASSOCIATED
ROOT-SOIL INTERACTIONS

Jan W. HOPMANS

Hydrology, Department of Land, Air and Water Resources, 123 Veihmeyer Hall, University of
California, Davis, CA, 95616, USA — email :jwhopmans@ucdavis.edu

1. Introduction

The soil is the most upper part of the vadose zone, subject to fluctuations in water and
chemical content by infiltration and leaching, water uptake by plant roots, and evaporation
from the soil surface. It is the most dynamic, as changes occur at increasingly smaller time
and spatial scales when moving from the groundwater towards the soil surface. Scientists are
becoming increasingly aware that soils makeup a critically important component of the
earth’s biosphere, not only because of their food production function, but also as the safe-
keeper of local, regional, and global environmental quality. For example, it is believed that
management strategies in the unsaturated soil zone will offer the best opportunities for
preventing or limiting pollution, or for remediation of ongoing pollution problems. Because
chemical residence times in ground water aquifers can range from a few to thousands of
years, pollution is often essentially irreversible. Prevention or remediation of soil and
groundwater contamination starts, therefore, with proper management of the unsaturated zone.
This includes the consideration of plants and trees.

The importance of root function in water and nutrient transport is becoming increasingly
clear, as constraints on agricultural resources are imposed due to water limitations and
environmental concerns. Favorable soil environmental conditions for plant and microbial
growth allow for bioremediation of contamination by inorganic and organic chemicals.
Microbial processes transform the parent chemical, thereby reducing its concentration,
whereas plants can accumulate specific chemical species, e.g. through bioaccumulation of
heavy metals in plant tissues. In addition, root water and nutrient uptake by plant and tree
roots reduce leaching of water and salts below the rooting zone, thereby controlling
percolation rates and the transport of dissolved chemicals to the groundwater.

In their recent review of root water and nutrient uptake modeling, Hopmans and Bristow
(2002) concluded that progress in the basic understanding of transport processes in the soil-
plant-atmosphere continuum (SPAC) has been slow, specifically regarding interfacial fluxes
at the root-soil interface. They speculated that the so-called knowledge gap of plant responses
to water and nutrient limitations is caused by the historical neglect of studies of below-ground
processes. Consequently, water and nutrient uptake in plant growth and soil hydrological
models are mostly described in an empirical way, often lacking a sound biophysical basis.
This is unfortunate, as the exchange of water and nutrients is the unifying linkage between the
plant root and surrounding soil environment. The simplified sink-approach is adequate for
non-stressed plant growth conditions, and may work adequately for uniform soil conditions.
However, it is clear that a different approach is needed if water and/or nutrient resources
become limited. Increasingly, recommended irrigation water and soil management practices
tactically allocate water and fertilizers, thereby maximizing their application efficiency and
minimizing fertilizer losses through leaching towards the groundwater, so as to keep
environmental effects of crop production within acceptable levels. We suggest that the
effectiveness of such practices requires a thorough understanding of soil properties and
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processes and associated plant-soil interactions in plant-stressed soil environmental
conditions. This includes knowledge of the crops responses to the availability of spatially
distributed soil water and plant-available nutrients, using a multi-dimensional modeling
approach.

In the following, we first review soil physical properties and transport processes in soils.
We then describe plant water and nutrient uptake modeling concepts in stressed soil
environmental conditions, and conclude with a comprehensive modeling framework for the
simulation of water and nutrient transport in soils.

2. Soil properties

Soils make up the upper part of the vadose zone where water flow occurs mostly under
unsaturated conditions. The soil consists of a complex arrangement of mostly connected solid,
liquid and gaseous phases, with the spatial distribution and geometrical arrangement of each
phase, and the partitioning of solutes between phases, controlled by physical, chemical and
biological processes. The unsaturated zone is bounded by the soil surface and merges with the
groundwater in the capillary fringe. Water in the unsaturated soil matrix is held by capillary
and adsorptive forces. Soils are subjected to fluctuations in water and chemical content by
infiltration and leaching, water uptake by plant roots (transpiration) and evaporation from the
soil surface. Water is a primary factor leading to soil formation from the weathering of parent
material such as rock or transported deposits, with additional factors of climate, vegetation,
topography, and parent material determining soil physical properties. The soil depth is
controlled by the maximum rooting depth, generally within a few meters from the soil
surface.

2.1. SOIL-WATER RETENTION

Unsaturated water flow is largely controlled by the physical arrangement of soil particles in
relation to the water and air phases within the soil’s pore space, as determined by pore size
distribution and water-filled porosity or volumetric water content, # (m’® water /m’ bulk soil).
In addition to &, the volume of water is sometimes defined by degree of saturation, S,, = 8/6,,
or effective saturation (S,,,),

Sew = L (M

where 6, is the saturated soil water content and 6. is the residual water content for which
water is considered immobile.

In the Soil-Plant-Atmosphere-Continuum or SPAC, the driving force for water to flow is
the gradient in total water potential (). The total potential of bulk soil and plant water can be
written as the sum of all possible component potentials, so that the total water potential (y;) is
equal to the sum of osmotic (y,), matric (,), gravitational (y,), and hydrostatic pressure
potential (y;,). This additive property of water potential assumes that water is in thermal
equilibrium and that physical barriers within SPAC behave as perfect semi-permeable
membranes. Thus, contributions to the driving force for water flow may not only arise from
gravity and matric forces, but may also include osmotic and pressure forces as well, such as in
plant cells (see Chapter 4 for a detailed analysis of the components of water potential within
plants). Whereas in physical chemistry the chemical potential of water is usually defined on a
molar or mass basis, potential in soils is usually expressed with respect to a unit volume of
water, thereby attaining units of pressure (Pa); or per unit weight of water, so that the
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potential represents the equivalent height of a column of water (m). The pressure head
equivalent of the combined adsorptive and capillary forces in soils is defined as the matric
pressure head, 4,,. When expressed relative to the reference potential of free water, the water
potential in unsaturated soils is negative (the soil-water potential is less than the water
potential of water at atmospheric pressure). Hence, the matric potential decreases or becomes
more negative as the soil water content decreases. In using head units for water potential, the
total water potential (H) is defined as the sum of matric potential (4,,), gravitational potential
(z), pressure potential (p) and osmotic potential (), or

H=hy, +z+p+7x 2)

The measurement of the soil water matric potential in sifu is difficult and is usually done
by tensiometers in the range of matric head values larger (less negative) than —6.0 m. A
tensiometer consists of a porous cup, usually ceramic, connected to a water-filled tube. The
suction forces of the unsaturated soil draw water from the tensiometer into the soil until the
water pressure inside the cup (at pressure smaller than atmospheric pressure) is equal to the
pressure equivalent of the soil water matric potential just outside the cup. The water pressure
in the tensiometer is usually measured by a vacuum gauge or pressure transducer. Other
devices that are used to indirectly measure the soil water matric potential include buried
porous blocks, from which either the electrical resistance or thermal conductivity is measured
in situ, after coming into hydraulic equilibrium with the surrounding soil.

The soil-water retention function determines the relation between volume of water
retained by soil matric or suction forces, as a function of &, and is also known as the soil-
water release or soil-water characteristic function. These suction forces increase as the size of
the water-filled pores decreases, as may occur by drainage, water uptake by plant roots or soil
evaporation. Since the matric forces are controlled by pore size distribution, specific surface
area, and type of physico-chemical interactions at the solid-liquid interfaces, the soil water
retention curve is soil-specific. It provides an estimate of the soil’s capacity to hold water
after free drainage, minimum soil water content available to the plant, and water availability
for plants.

By way of the unique relationship between soil water matric head and the radius of
curvature of the air-water interface, and using the analogy between capillary tubes and the
irregular pores in porous media, a relationship can be derived between soil water matric head
(h,,) and effective pore radius, r,, or

20 cosa

pehy, = —— 3)
Te

where o and « are defined as the surface tension and wetting angle (of wetting fluid with
solid surface), respectively, p is the density of water, and g is the acceleration due to gravity
(9.8 m s7). As a result, the effective pore size distribution can be determined from the soil
water retention curve in the region where matric forces dominate. Laboratory and field
techniques to measure the soil water retention curve, and functional models to fit the
measured soil water retention data, such as the van Genuchten (1980) and Brooks and Corey
model, are described in Dane and Hopmans (2002) and Kosugi et al. (2002), respectively. An
example of measured and fitted soil water retention data for two different soils is presented in
Fig. 1 (Tuli and Hopmans, 2003).
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Figure 1. Measured (symbols) and fitted (lines) soil water retention data. (After Tuli and Hopmans,
2004).

2.2. UNSATURATED HYDRAULIC CONDUCTIVITY

The relation between the soil’s unsaturated hydraulic conductivity, K, and volumetric water
content, &, is the second essential fundamental soil hydraulic property needed to describe
water movement in the vadose zone. It is also a function of the water and soil matrix
properties, and determines water infiltration and drainage rates, and is strongly affected by
water content. It is defined by Darcy’s equation, which relates the soil water flux density to
the total driving force for flow, with K being the proportionality factor. Except for special
circumstances, pneumatic and osmotic forces are irrelevant, so that the total driving force for
water flow in soils is determined by the matric and gravitational forces, expressed by the total
water potential gradient, AH/L, where 4H denotes the change in total head over the distance
L,and H = h,, + z (see Eq. (2)). For vertical flow, the application of Darcy’s law yields the
magnitude of water flow from the steady state flow equation:

Jy =-K(0 )( O + 1} 4)

oz

where J,, is the Darcy water flux density (L* L T™"), z is vertical position (z > 0, upwards, L),
and K(6) denotes the unsaturated hydraulic conductivity (L T™). A soil system is usually
defined by the bulk soil, without consideration of the size and geometry of the individual flow
channels or pores. Therefore, the hydraulic conductivity (K) describes the ability of the bulk
soil to transmit water and is expressed by volume of water flowing per unit area of bulk soil
per unit time. Functional models for unsaturated hydraulic conductivity are based on pore size
distribution, pore geometry and connectivity, and require integration of soil water retention
functions to obtain analytical expressions for the unsaturated hydraulic conductivity. The
resulting expressions relate the relative hydraulic conductivity, K, defined as the ratio of the
unsaturated hydraulic conductivity, K, and the saturated hydraulic conductivity, K, to the
effective saturation, S,, and can be written in the following generalized form (Kosugi et al.,
2002)
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[ 1n[ " as,
K (S)=S,|
[In[" as,
where / and 7 are parameters related to the tortuosity and connectivity of the soil pores, and
the value of the parameter y is determined by the method of evaluating the effective pore
radii. For values of / = 0.5, 7= 1.0 and y = 2.0, Eq. [5] reduces to the so-called Mualem
(1976) model, that is routinely combined with the van Genuchten (1980) soil water retention
model. The moisture-dependency is highly nonlinear, with a decrease in K of 4 to 5 or more
orders of magnitude within field-representative changes in water content. Methods to
measure the saturation dependency of the hydraulic conductivity are involved and time-
consuming. A variety of methods are described in Dane and Topp (2002) and Dirksen (2001).
Measurement errors are generally large, due to (1) the difficulty of flow measurements in the
low water content range and (2) the dominant effect of large pores (macropores), cracks and
fissures in the high water content range. An example of the unsaturated hydraulic conductivity
for water, relative to its saturated values (K,,,), is presented in Fig. 2a, for the same two soils
as in Fig. 1.
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Figure 2. Measured relative hydraulic conductivity for water (K,,), air conductivity (K,,), gaseous
diffusion (D,,), and bulk soil electrical conductivity (EC,,,) as a function of degree of water (S,,,) and air
(Seo) saturation. (After Tuli and Hopmans, 2004).
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The unsaturated hydraulic conductivity is related to the intrinsic soil permeability, A(L?),
by
kL2t (©)
7
where z denotes the dynamic viscosity of water (F T L?). The usage of permeability instead
of conductivity allows application of the flow equation to liquids other than water with
different density and viscosity values.

This same Figure 2 also includes data for the saturation dependency of the relative air
conductivity (X,,), gaseous diffusion (D,,) and bulk soil electrical conductivity (EC,,). The
gaseous phase transport parameters are typically determined to characterize soil gaseous
transport, needed to determine the gaseous exchange of O, CO,, N,, and N,O at the soil-
atmosphere interface by root respiration and soil microbial processes (see Chapter 14). Bulk
soil EC measurements, such as conducted by various EM and TDR methods, can be used to
estimate soil solution concentration (Hendrickx et al., 2002).

3. Soil processes
3.1. MODELING OF SOIL WATER FLOW

Numerous studies have been published addressing different issues in the numerical modeling
of unsaturated water flow using the Richards’ equation. In short, the dynamic water flow
equation is a combination of the steady-state Darcy expression and a mass balance
formulation. Using various solution algorithms, the soil region of interest is discretized in
finite-size elements, i, that can be 1, 2, or 3 dimensional, to solve for temporal changes in 4, ,
@, or water flux, J,,, for each element or voxel i at any time 7.

Most multi-dimensional soil water flow models use a finite-element, Picard time-iterative
numerical scheme (Simunek et al., 1999) to solve Richards' equation for soil water matric
head 4,,, or

00 0 oh
—_— = K KlA_m‘i'Kgl _S(x'shmaﬂ') (73)
o ox; 4 éxj ! /

where Kl_;‘ is the generic component of the dimensionless anisotropy tensor for the

unsaturated conductivity (i, j = 1, 2, 3), x; is the spatial coordinate, and S (L’L~T™) is the sink
term, accounting for root water uptake. For isotropic conditions and one-dimensional vertical
flow, it simplifies to:

} ~S(z,1) (7b)

Boundary conditions must be included to allow for specified soil water potentials or
fluxes at all boundaries of the soil domain. Richards’ equation is typically a highly nonlinear
partial differential equation, and is therefore extremely difficult to solve numerically because
of the largely nonlinear dependencies of both water content and unsaturated hydraulic
conductivity on the soil water matric head. Both the soil water retention and unsaturated
hydraulic conductivity relationships must be known a priori to solve the unsaturated water
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flow equation. Specifically, it will need the slope of the soil water retention curve, or water
capacity C(h,,), defined as C(h,,) = d«9/ dh,, .

3.2. MODELING OF SOLUTE TRANSPORT IN SOILS

As dissolved solutes move through the soils with the water, various physical, chemical and
biological soil properties control their fate. In addition to diffusion and dispersion, fate and
transport of chemicals in the subsurface is influenced by sorption to the solid phase and
biological transformations. Both diffusion and dispersion of the transported chemical are a
function of pore size distribution and water content. Mechanical or hydrodynamic dispersion
is the result of water mixing within and between pores as a result of variations in pore water
velocity. Increasing dispersivity values cause greater spreading of the chemical, thereby
decreasing its peak concentration. Sorbed chemicals move through the vadose zone slower
than non-interacting chemicals, and degree of sorption will largely depend on mineral type,
specific surface area of the solid phase, and organic matter (OM) fraction. In addition,
biogeochemical processes and radioactive decay affect contaminant concentration, such as by
cation exchange, mineral precipitation and dissolution, complexation, oxidation-reduction
reactions, and by microbial biodegradation and transformations. However, all these
mechanisms depend on soil environmental conditions such as temperature, pH, water
saturation, redox status, etc, and their soil spatial variations.

A general macroscopic transport model has been developed to solve the three-
dimensional form of the convection-dispersion equation (CDE) for solute concentration ¢
(ML™), as fully described in Simunek et al. (1999), which solves for time-changes of nutrient
concentration, ¢, and nutrient fluxes, .J,,

©+pi) %= gp, % |y P g (8a)
o ox " ox; " Ox,

where p (M L7) is the soil bulk density, k (L’ M™) is the linear adsorption coefficient,
characterizing the adsorption of the specific nutrient to the soil’s solid surface, thereby largely
influencing the proportion of total ion content available for transport. Dj (L2 T is the
generic component of the dispersion coefficient tensor, J,,; (L T") is the Darcy water flux
density component in the i-th direction, and S’ (M L~ T is the sink term to account for root
nutrient uptake. The D-coefficient includes the ion-specific diffusion coefficient, which is
highly dependent on water content. Many more rate constants can be added to the CDE, for
example to allow for reactions of the solute in the dissolved or adsorbed phase, such as
microbial degradation, volatilization and precipitation. Hence, the CDE allows for nutrient
adsorption to the solid phase (left hand term), diffusion and dispersion, and mass flow (first
and second terms on right hand of (8a), respectively) of the nutrient. The solution of Eq. (8a)
yields the spatial and temporal distribution of nutrient concentration and fluxes at the same
time resolution as Egs. (7), when solved simultaneously. When simplified in the one-
dimensional direction, z, the CDE is written as

o6+pk)c o ac) o
M——(QD—CJ— we g (8b)

ot 0z 0z 0z

It must be pointed out that the solution of Egs. (7) and (8) yields macroscopic quantities,
i.e., values for matric potential, concentration or flux density denote voxel-representative
values, with voxel sizes usually much larger than root diameter and root spacing. The
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integration of the flow and transport equations with plant growth includes its combination
with plant water and nutrient uptake in multiple spatial dimensions. Accurate estimation of
soil water and solute fluxes is especially challenging in arid climates, because of their orders
of smaller magnitude than in agricultural settings.

In addition to movement of water and dissolved solutes, transport equations similar to
Egs. (7) and (8) can be written for soil gaseous and heat transport that include both diffusive
and convective transport (Bear, 1972). All transport equations, including heat and gaseous
transport, are usually solved simultaneously to ensure the incorporation of mutual interactions
that may be especially relevant when including microbial and root respiration processes.

4. Coupled water and nutrient uptake

Water and nutrient transport towards plant roots can be mechanistically formulated by a set of
coupled transport equations. At the microscopic level, the soil and root system can be
simplified by a two-compartmental system, separated by a single effective semi-permeable
membrane, separating the soil solution and apoplast from the cell solution or symplast. In this
composite approach, steady state uptake rates of water (J,,) and nutrient (J;) can be described
by (Dalton et al., 1975):

Jyy = L(Ahy, + oAr) (9a)
and
Jy=wAr+(1-0)CJ),, +J* (9b)

where Ah,, and Az denote the matric and osmotic potential difference between the soil and
xylem solution, respectively. The parameter o denotes the effective reflection coefficient of
all water-transporting root membranes combined between the soil and the xylem. The
reflection coefficient value varies between zero and one. Its value is an indication of the
effectiveness of the osmotic potential as a driving force for water flow into roots. Steudle et
al. (1987) showed for maize roots that water uptake induced by matric pressure gradients is
mainly apoplastic, whereas a major contribution to osmotic-induced uptake is the cell-to-cell
or symplastic pathway. Equation (9b) defines root nutrient uptake by three different
mechanisms. Firstly, transport is driven by concentration gradients (with @ denoting the
effective diffusion coefficient), causing nutrient uptake by diffusion. Secondly, nutrients
move into and through the root by mass transport, when dissolved in water. This mechanism
is generally designated as the convective nutrient uptake component. It is computed from the
product of nutrient concentration and water uptake rate. Thirdly, active uptake (J') occurs by
nutrient flows against concentration or electrochemical gradients driven by specific energy-
driven protein carriers and ion channels (Marschner, 1995). Most likely, nutrient uptake is
dominantly by active uptake at low transpiration rates or low nutrient supplies, whereas
passive uptake is likely favored at high transpiration rates or high soil nutrient concentrations
(this concepts are applied to modeling plant nitrogen uptake in Chapter 11).

Although these steady state model types might be useful to simulate flow into roots, and
for understanding of the coupled transport processes, they do not consider the dynamic
interactions of plants with soil water and nutrients and are limited to one spatial dimension
only. For example, roots can adjust their uptake patterns, thereby compensating for local
stress conditions by enhanced or preferential uptake in other regions of the rooting zone with
less stressful conditions. In this way, plants can temporarily deal with local stress. Dynamic
root-soil interactions are prevalent during water infiltration and redistribution and fertigation,
as soil water matric potential and solution concentration varies both spatially and temporally.
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As an alternative, plant root water and nutrient uptake is simulated by a coupled dynamic
approach, linking nutrient extraction to water uptake, controlled by the transient and locally-
variable supply of water and nutrients to the roots. In the most general approach, the sink term
S;of Eq. (7a) for each soil compartment i of the root zone domain can be written as

S,(t) = &;(h,,, 7. ) RDF,T, (1) (10a)

m?

where T),,(f) denotes the potential plant transpiration and RDF; (L") represents a multi-
dimensional normalized root water uptake function, distributing water uptake according to the
relative presence of roots. The localized stress response function &i(h,,, 7, t), accounts for the
local influence of soil water osmotic and matric potential on root water uptake rate, with
values between zero and one (no stress). The value of 7, is solely defined by atmospheric
conditions (evaporative demand), and needs to be corrected for soil evaporation (Allen, 2000).
Thus, for non-stressed conditions, the extraction term for each soil compartment (S;) is
defined by S, ;, where

S ...=T, RDF, (10b)

max,i pot

The RDF could also be variable in time, as the active portions of plant roots grow and decay
and new soil volumes are explored. For example, Clausnitzer and Hopmans (1994)
characterized temporal changes in RDF using dynamic simulations of three-dimensional root-
tip distribution.

Various empirical one-dimensional expressions have been developed to describe RDF;, of
which many are listed in Molz (1981), and Hoffman and van Genuchten (1983). Multi-
dimensional root density distribution functions have recently been developed by Coelho and
Or (1996) and Vrugt et al. (2001). For example, Vrugt et al (2001) introduced the following
normalized three-dimensional root water uptake model

11a
R XaluB (11a)

PoX, Y, Z,

|| Zf Bdvdvd-
0 00

ﬂ"{l‘; J(l‘;ij[l—zz‘ ][ A (11b)

m m

where

and X,, Y,, and Z,, denote maximum root exploration in directions of x, y, and z,
respectively. With empirical parameters p,, p,, p., x’, y", and z', this single expression was
shown to simulate a wide variety of water-uptake patterns, with parameter values estimated
using inverse modeling, minimizing residuals of spatially-distributed measured and simulated
water content values.

Many different approached have been presented to define the stress response function
o(h,, 7). In a comprehensive way, one can define a single crop water matric potential-salinity
stress function, such as presented by Homae (1999), van Dam (1997), Shani and Dudly
(2003), or van Genuchten (1987):
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! 5 (12)
B, +7r:|

750

a(hyy,7) =

Equation (12) was used by Pang and Letey (1998), where S accounts for the differential
response of the crop to matric and osmotic influences, and was set to the ratio of 4,, 5o and 7,
designating the respective potentials at which potential plant transpiration is reduced by 50%.
Both water and nutrients enter the plant root freely through the apoplast, but their
pathways and mechanisms of transport diverge when moving into the symplast. When
addressing plant nutrient uptake, we must distinguish between the soil and plant root transport
mechanisms, so that we can determine whether nutrient uptake is supply-controlled or
demand-controlled. Demand-controlled nutrient uptake is regulated by plant parameters, such

pot
controlled by soil nutrient transport as described by Eq. (8).

Excellent reviews on soil transport and uptake mechanisms of nutrients are presented in
Barber (1984), Silberbush (1996), and Nye and Tinker (2000). Nutrient movement towards
the root surface occurs by the parallel transport of convective flow (J ) and diffusion
(Js.4ip). Nutrient transport by convection describes movement by the water as it moves through
the soil towards the plant roots, as computed by solution of the Richards’ Equation (7). High
water flow rates, as for example induced by irrigation, will provide increased access of
dissolved nutrients to the roots, whereas small water flow velocities tend to create depletion of
nutrients near the roots. Although mass flow in general is not ion specific, differences in
diffusion and adsorption coefficients between ions result in differences in soil transport rate
and root supply between nutrients. Since nutrient uptake rates can be ion-specific, nutrient
concentrations at the soil-root interface can be either accumulating or depleting.

In addition to soil transport, nutrient uptake is controlled by the spatial distribution of
roots, as influenced by its architecture, morphology and presence of active sites of nutrient
uptake, including root hairs. For nutrients that are immobile (e.g. phosphorus) or slowly
mobile (ammonium), a root system must develop so that it has access to the nutrients, by
increasing their exploration volume. Alternatively, the roots may increase their exploitation
power for the specific nutrient by local adaptation of the rooting system, allowing for
increased uptake efficiency of the nutrient. In the case of non-adsorbing nutrients, nutrient
uptake is solely controlled by mass flow, as is the case of nitrate-nitrogen, which is hardly
adsorbed by the soil. When considering the many complications and soil-root-nutrient
interactions, the predictive ability of these supply-limiting mechanistic nutrient uptake models
have been remarkably good. It therefore suggests that there is a reasonable level of
understanding of the dominant physical and chemical processes of nutrient transport in soils.

Macroscopic models of nutrient uptake for a whole rooting system, use a macroscopic
sink term S, which predicts nutrient uptake for each soil element i,

as defined by the potential nutrient uptake (.S ), whereas nutrient supply to the roots is

S, = RDF,J

solute i ( 1 Sa)
where RDF; (L2 L'3) now denotes the multi-dimensional distribution of root nutrient uptake
area per unit bulk soil volume within volume element i, and J,,; defines the local nutrient
uptake per unit root area within root zone element i (M L2 T"). The total nutrient uptake can
be computed from integration of Eq. (13a) over the whole rooting zone. Nutrient uptake by
plants may be simulated analogously to root water uptake, with total nutrient uptake
controlled by plant nutrient demand or potential plant uptake, S;m. The plant nutrient
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demand, expressed in mass of specific nutrient required per unit mass dry matter produced,
can be computed from the nutrient use efficiency using known values of the biomass
produced per unit nutrient taken up. Tables with nutrient consumption rates for elements such
as N, P and K for various crops as a function of time are listed in Bar-Yosef (1999).

Total actual nutrient uptake must be distributed across the rooting zone according to the
spatial distribution of nutrient supply rate and root uptake sites. In addition to the presence of
roots, it has also been demonstrated that plant root growth responds to local variations in
nutrient supply. For example, as was experimentally determined by Drew and Saker (1975),
localized proliferation of root growth can occur if part of the rooting zone is supplied with an
enhanced supply of nitrate, with other soil environmental conditions non-limiting. The local
high concentration of nitrate was able to offset the limited nutrient supply available to other
parts of the rooting system. Simulation models, such as that presented by Pang and Letey
(1999), provide mechanisms for enhanced plant nutrient uptake to compensate for local
nutrient deficiencies. In addition, their root uptake model included the nutrient stress function,
Ac;), which was assigned a value of one, if the ratio of potential nutrient uptake rate and
potential ET (defined as ¢’) was larger than ¢;, and values were smaller than one and equal to
cilc, if ¢;<c, so that

S, =y7(c)RDES (13b)

pot

The nutrient stress factor then characterizes the effect of plant nutrient stress on crop biomass
production.

Rather than by describing nutrient uptake by a single macroscopic mechanism, an
alternative formulation may include both passive and active pathways, acting in parallel, with
likely enhanced passive uptake for high-transpiration conditions, and active uptake
dominating when passive nutrient uptake is not meeting plant nutrient demand. Such a
mechanistic description by partitioning between passive (P) and active (A) nutrient uptake
was first described by Somma et al. (1998). This was achieved by defining total root nitrate

uptake for each volume element i by Sl.' =P + 4, [ML>T], where P;= S;¢c; If P> S

pot”’

one may assume nutrient uptake is by passive uptake only (4 = 0 for all i), so that § = ;;m

’

p()f-P) andA,- ZRDFI

Apor. Reduced active uptake (if 4;> A;") is controlled by the Michaelis-Menten value of active
uptake, A", as computed from

and S l = S.c, . Alternatively, if P <S ;}Ot then one may define A,,, = (S

A :["maxciw) (14a)

i
Km+ci

where J,,,. (ML'2T'1) is the maximum nutrient uptake rate, K, (ML'3) the Michaelis-Menten
constant, and y (LT™) allows for a first-order rate coefficient, simulating linear/diffusive
uptake component. When integrated over the whole rooting zone, the reduced active uptake
term is equal to A;m , so that the active nutrient uptake for root zone element i can be defined
by:

*

A4; = y(c;) RDFA; A (14b)

pot
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where y(c;) = A/ A, and RDFA; defines the spatial distribution function of active nutrient

uptake sites, which is not necessarily equal to RDF;. In this approach, the spatial distribution
of RDF4 can be determined from nitrate uptake experiments in nutrient-stressed conditions.
However, in general, little is known about the relative magnitudes of the partitioning between
passive and active uptake and spatial distribution of nutrient uptake sites. However, it is
expected that it is plant and ion specific, whereas relative magnitudes may depend on nutrient
and water availability and plant nutrient demand or deficit. Functional relationships of
(x,,z,t) can be developed, from measurements and simulations of multi-dimensional soil
solution nitrate concentration and water content, optimizing root water and nutrient uptake
parameters including their partitioning between passive and active uptake. Through
minimization of the differences between measured and simulated water content and nitrate
concentrations, the fractions of passive and active nitrate uptake to total nitrogen uptake, and
the influence of water stress on active uptake can be determined.

5. Comprehensive example

In order to improve plant growth simulation models under stressed soil conditions, a
comprehensive approach must be developed to allow for analysis of the influence of multi-
dimensional distribution of root water and nutrient uptake sites within the root zone on plant
growth and soil flow and transport processes. As an example, the interactions of root water
uptake and soil moisture and their spatial variations within the root zone of a kiwifruit vine
was demonstrated in Green and Clothier (1995). It was shown experimentally that following
irrigation, preferential uptake of water shifted to the wetter parts of the soil within periods of
days, away from the deeper drier parts of the root zone. Upon rewetting, plant roots recovered
and showed enhanced activity by new root growth. A similar shifting of root water uptake
patterns was observed by Andreu et al. (1997), using three-dimensional soil water content
measurements around a drip-irrigated almond tree. The water and chemical trapping
mechanisms by roots were illustrated in Clothier and Green (1997), designating roots as ‘the
big movers of water and chemical in soil’. Their works shows that the overall functioning of
the plant and its transpiration is controlled by the complicated variations in root water uptake
rates along supply-active root segments within the whole root system. The challenge then is to
integrate local uptake variations to total plant uptake, which requires better understanding of
the link between root architecture and morphology, and the functioning of root water and
nutrient uptake. Also, the extent and shape of the rooting system and their changes with time
play a major role in determining uptake patterns. The coupling of water flow with nutrient
transport is needed to simulate plant response to stresses in water, nutrients and salinity, and
to predict the space and time distribution of soil water and nutrient concentrations as
controlled by concomitant root uptake mechanisms.

The most comprehensive, dynamic multi-dimensional soil crop growth model to date was
developed Clausnitzer and Hopmans (1994) and Somma et al. (1998), and is extensively
described in Somma et al. (1997), linking a three-dimensional transient soil water flow and
nutrient transport to root growth. Root water uptake was computed as a function of soil water
matric and osmotic potential, whereas root nutrient uptake was calculated as a result of both
passive and active uptake mechanisms. Root water and nutrient uptakes were computed at the
same time and space scales, and were dynamically controlled by root and soil parameters in
both unstressed and stressed conditions (soil resistance, temperature, water and nutrient
stress). The final result was a transient model for the simultaneous dynamic simulation of
water and solute transport, root growth, and root water and nutrient uptake in three
dimensions. The model includes formulation of interactions between plant growth and
nutrient concentration, thus providing a tool for studying the dynamic relationships between
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changing soil-water, nutrient status, temperature, and root activity. The essential components
of the soil-crop model are presented in Fig. 3.

Figure 3. Concept diagram of comprehensive SPAC Modeling. (After Clausnitzer and Hopmans, 1994).

The convection-dispersion equation used for the simulation of nutrient transport was
considered in its comprehensive form, thus allowing a realistic description of nutrient fate in
the soil domain. Soil-water uptake was computed as a function of matric and osmotic
potential, whereas absorption of nutrients by the roots was calculated as a result of passive
and active uptake mechanisms. Uptake and respiration activities varied along the root axis
and among roots as a result of root age. Genotype-specific and environment-dependent root
growth processes such as soil moisture, nutrient concentration and soil temperature, were
included using empirical functions. In concept, the modeling approach followed the
requirement that plant transpiration and assimilation are directly coupled through a water use
efficiency term. The root and soil parameters of root length, surface area, age, soil water
content, temperature, and nutrient concentration were computed within priori-selected volume
elements (i) at any desired temporal resolution. In order to solve the flow and transport
equations (7) and (8), the soil domain was discretisized into a rectangular grid of finite
elements, each defined by 8 nodes, with the element size defining the spatial resolution of the
soil environment. Root growth, architecture, and age was simulated starting from a
germinating seed that ‘grows’ at user-defined time intervals with new segments added to the
apex of each growing root. The flow and transport model was integrated with the root growth
model (Fig. 4), allowing soil-plant root interactions through water and nutrient uptake as a
function of root properties (size and age) and soil properties (water content and nutrient
concentration). Moreover, soil water content, resistance, nutrient concentration, and
temperature affected root growth and architecture directly. The model tracks each segment by
recording its topological position within the root system, and its spatial location within the
model domain, as well as its age, mass and surface area.

Root growth was simulated as a function of mechanical soil strength, soil temperature
and solute concentration. Root axes were generated at user-defined times. Branching time
and spacing were described by user-defined functions of root age and branching order. A root
growth impedance factor was calculated for each growing root apex as a function of the local
soil strength, nutrient and temperature conditions and time, to reduce the length of the
growing segment from its potential (unimpeded) value. The impedance factor varied linearly
between zero and unity (unimpeded growth). Consequently, root growth rates were
unaffected by nutrient availability, as long as the latter are maintained within an optimal
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concentration range. Because the optimal range and minimum and maximum concentration
are both genotype- and nutrient-specific, nutrient-concentration effects were simulated using a
piecewise linear impedance function, varying linearly between zero and unity (optimal
concentration range). In a similar manner, other impedance functions were defined to simulate
effects of soil strength and soil temperature on local root growth.

Finite-Element Grid
Over Modeled Domain:
. o
Rafhd

[
2
X

Figure 4. Discretization of soil-plant root domain. (After Clausnitzer and Hopmans, 1994).

To demonstrate the possible interactive processes that can be simulated with this type of
approach, Fig. 5 shows the model-computed effects of soil strength and water content on root
growth as presented in Clausnitzer and Hopmans (1994). Because higher soil water contents
reduce soil strength, simulated roots tended to grow towards the wetter soil regions. In
addition, the reduced mechanical impedance resulted in faster root elongation rates.
Combined, these two factors resulted in enhanced root growth towards the irrigation emitters
in Fig. 5. The simulated results agree with field studies showing a general decrease in root
density with increasing distance from trickle emitters (Earl and Jury, 1977).

Another example demonstrates the possible influence of NO;-N concentration on root
growth in Fig. 6, which was taken from Somma et al. (1998), assuming passive nitrate uptake
only. Both water and NO;-N were supplied through a dripper, at the soil surface. Figures 6a
and 6b show the simulated root system grown under non-limiting and deficient NO;-N
supply, respectively, at the end of a 25-day growth period. In both cases the soil-water
content was such that soil strength did not limit root growth. Root density is presented to the
left of each root system; with the NO;-N concentration profile shown on the right. In the
example of Figure 6a, NO;-N was applied continuously with the irrigation water throughout
the growth period (non-limiting N case). The predicted N-concentration was higher in the
upper part of the soil domain. Similarly, the predicted root density decreased with increasing
depth. In Figure 6b, NO3;-N was applied only during a limited time interval at the beginning
of the growth period (deficient N case), with the total amount applied equal to the non-
limiting case. Once N application stopped, the subsequent irrigations by the dripper moved
the N plume downwards, causing a greater root density in the central part of the root zone
where the NO3-N content was higher. The downward movement of the N plume promoted
root development at increasing depth, but resulted in a smaller average root density than for
the nonlimiting-N case. Complementary simulations that included water and nutrient uptake,
for both the nonlimiting and N-limited case also showed clearly the concomitant leaching of
nitrate for the N-limited case. This was caused by the single early nitrate application that
limited nutrient availability and potential nutrient uptake in the subsequent growing period.
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Figure 5. Simulated effect of water content on root growth. (After Clausnitzer and Hopmans, 1994).

6. Summary

An improved understanding of natural ecosystems and sustainable agricultural systems
justifies the increasing need for combining soil knowledge with plant expertise, in particular
as related to root development and functioning. This is especially the case for stressed soil
conditions when water and plant nutrients become limiting, as is the case in dry ecosystems
and sustainable irrigated agriculture. This includes knowledge of the plant’s responses to the
availability of spatially-distributed soil water and plant-available nutrients.

Although many models have been developed to simulate root growth and its interactions
with soil water and nutrients, most of these are limited to one spatial dimension, and assume
steady state flow of water. Alternatively, it is suggested to characterize root water and nutrient
uptake by a coupled dynamic approach, linking nutrient extraction to water uptake, controlled
by the transient and locally-variable supply of water and nutrients to the roots. Although much
more complicated, this coupled multi-dimensional and mechanistic transport approach of
water and nutrients is necessary if we intend to progress our understanding and ability to
improve predictive capabilities of plant growth models in stressed soil conditions.

However, this approach is limited as it requires much more additional soil and plant
parameters that can be obtained only from dedicated experiments (see e.g. the integration of
experiments and modeling presented by Vrugt et al. (2001).
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Figure 6. Simulated response of NO3;-N concentration on root growth for nitrate nonlimiting (a) and
deficient (b) conditions. (After Somma et al, 1999).

7. References

Allen, R.G., L.S. Pereira, D. Raes, and M. Smith. (1998). “Crop evaporation. Guidelines for computing crop water
requirements.” FAO Irrigation and Drainage Papers 56. FAO, Rome.

Andreu, L., JW. Hopmans and L.J. Schwankl. (1997). Spatial and temporal distribution of soil water balance for a
drip-irrigated almond tree. Agricultural Water Management 35, 123- 146.

Barber, D.A. (1984). “Soil nutrient bioavailability.” Wiley. New York

Bar-Yosef, B. (1999). Advances in Fertigation. Advances in Agronomy 65,1-75.

Bear, J. 1972. Dynamics of fluids in porous media. Dover Publications, Inc. New York.

Clausnitzer, V. and J.W. Hopmans.(1994). Simultaneous modeling of transient three-dimensional root growth and
soil water flow. Plant and Soil 164, 299-314.

Clothier, B.E. and S.R. Green. (1997). Roots: The big movers of water and chemical in soil. Soil Science 162, 534-
543



SOIL PHYSICAL PROPERTIES AND ROOT-SOIL INTERACTIONS 29

Coelho, F.E. and D. Or. (1996). A Parametric model for two-dimensional water uptake intensity by corn roots under
drip irrigation. Soil. Sci. Soc Am. J. 60, 1039-1049.

Dalton, F.N., P.A.C. Raats and W.R. Gardner. (1975). Simultaneous uptake of water and solutes by plant roots.
Agronomy Journal 67, 334-339.

Dane, J.H., and G.C. Topp. (2002). Methods of Soil Analysis. Part 4. Physical Methods. (Eds.). Soil Science Society
of America Book Series No. 5. Madison, Wisconsin.

Dane, J.H., and J.W. Hopmans. (2002). Soil Water Retention and Storage - Introduction. IN: Methods of Soil
Analysis. Part 4. Physical Methods. (J.H. Dane and G.C. Topp, Eds.). Soil Science Society of America
Book Series No. 5. Madison, Wisconsin. Pages 671-674.

Dirksen, C. (2001). Unsaturated hydraulic conductivity. IN: Soil and Environmental Analysis. (Eds. K.A. Smith and
C.E. Mullins)., Marcel Dekker, Inc. New York. Pages. 141-238.

Drew, M.C., and L.R. Saker. (1975). Nutrient supply and the growth of the seminal root system in barley. II.
Localized, compensatory increases in lateral root growth and rates of nitrate uptake when nitrate supply is
restricted to only part of the root system. J. Exp. Bot. 26, 79-90.

Earl, K.D., and W.A. Jury. (1977). Water movement in bare and cropped soil under isolated trickle emitters. II.
Analysis of cropped soil experiments. Soil Sci. Soc. Amer. J. 41, 856-861.

Green, S.R., and B.E. Clothier. (1995). Root water uptake by kiwifruit vines following partial wetting of the root
zone. Plant and Soil 173, 317-328.

Hendrickx, J.M.H., B. Das, D.L. Corwin, J.M. Wraith, and R.G. Kachanoski.(2002). Indirect measurement of solute
concentration. IN: Methods of Soil Analysis. Part 4. Physical Methods. (J.H. Dane and G.C. Topp, Eds.).
Soil Science Society of America Book Series No. 5. Madison, Wisconsin . Pages 1274-1305.

Hoffman, G. and M.Th. Van Genuchten. (1983). Soil properties and efficient water use: Water management of
salinity control. In “Limitations for efficient crop production.” (H.M. Taylor, W.R. Jordan, and T.R.
Sinclair, Eds.). pp. 73-86. ASA Inc. 677 South Segoe Road, Madison, WI 53711 USA.

Homae, M. (1999). “Root water uptake under non-uniform transient salinity and water stress.” PhD-Thesis
Agricultural University Wageningen, the Netherlands.

Hopmans, J.W., and K.L. Bristow. (2002). Current capabilities and future needs of root water and nutrient uptake
modeling. Advances in Agronomy. Volume 77, 104-175.

Kosugi, K., J.W. Hopmans and J.H. Dane. (2002). Water Retention and Storage - Parametric Models. IN: Methods
of Soil Analysis. Part 4. Physical Methods. (J.H. Dane and G.C. Topp, Eds.). Soil Science Society of
America Book Series No. 5. Madison, Wisconsin. Pages 739-758.

Marschner, H. (1995). “Mineral Nutrition of higher plants.” Second Edition. Academic Press.

Molz. F.J. (1981). Models of water transport in the soil-plant system: A review. Water Resour. Res. 17, 245-1260.

Mualem, Y. (1976). A new model for predicting the hydraulicconductivity of unsaturated porous media. Wter
Resour. Res. 12, 513-522.

Nye, P.H. and P.B. Tinker. (2000). Solute movement in the Rhizophere (Topics in sustainable agronomy). Oxford
University Press, Second Edition.

Pang, X.P., and J. Letey. 1998. Development and evaluation of ENVIRO-GRO, an integrated, water, salinity, and
nitrogen model. Soil Sci. Soc. Amer. J. 62:1418-1427.

Shani, U, and L.M. Dudley. (2003). Modeling water uptake by roots under water and salt stress. Vadose Zone
Journal. In Press.

Silberbush, M. (1996). Simulation of ion uptake from the soil. In ”Plants Roots, the Hidden Half. Second Edition.”,
(Y. Waisel, A. Eshel and U. Kafkafi. ,Eds.). pp. 643-658. Marcel Dekker, Inc. New York.

Simunek, J., M. Sejna and M.Th. Van Genuchten. (1999). “The HYDRUS-2D software package for simulating two-
dimensonal movement of water, heat, and multiple solutes in variable saturated media.” Version 2.0,
IGWMC-TPS-53, International Ground Water Modeling Center, Colorado School of Mines, Golden,
Colorado.

Somma, F., V. Clausnitzer, and J.W. Hopmans. (1998). Modeling of transient three-dimensional soil water and solute
transport with root growth and water and nutrient uptake. Plant and Soil. 202, 281-293.

Somma. F., V. Clausnitzer and J.W. Hopmans. (1997). “An algorithm for three-dimensional simultaneous modeling
of root growth, transient soil water flow, and transport and uptake.” V. 2.1. Land, Air and Water
Resources Paper No. 100034, Univ. of California, Davis.

Steudle, E., R. Oren and E-D. Schulze. (1987). Water transport in Maize Roots. Plant Physiol. 84, 1220-1232.

Tuli, A.M., and J.W. Hopmans. (2003). Effect of degree of saturation on transport coefficients in disturbed soils.
European Journal of Soil Science. 55:147-164.

Van Dam, J.C., J. Huygen, J.G. Wesseling, R.A. Feddes, P. Kabat, R.E.V. van Walsum, P. Groenendijk, and C.A.
van Diepen. (1997). “Theory of SWAP version 2.0.” SC-DLO, Wageningen Agricultural University,
Report 71, Department of Water Resources. The Netherlands.

Van Genuchten, M.Th. (1980). A closed-form equation for predicting the hydraulic conductivity of unsaturated soils.
Soil Sci. Soc. Am. J. 44, 892-898.

Van Genuchten, M.Th. (1987). “A numerical model for water and solute movement in and below the root zone.”
Research Report No 121, U.S. Salinity Lab, ARS USDA, Riverside, CA.

Vrugt, J.LA., M.T. van Wijk, J.W. Hopmans, and J. Simunek. (2001). One, two, and three- dimensional root water
uptake functions for transient modeling. Water Resour. Res. 37, 2457-2470.



Chapter 3

SOIL MOISTURE DYNAMICS IN WATER-LIMITED ECOSYSTEMS

Paolo D’ODORICO' and Amilcare PORPORATO?

'Department of Environmental Sciences, University of Virginia, Charlottesville, VA 22904, USA
e-mail: paolo@yvirginia.edu
’Department of Civil and Environmental Engineering, Duke University, Durham NC 27708, USA
e-mail: amilcare@duke.edu

1. Introduction

The main control exerted by hydrological processes on vegetation in water-limited ecosystems is
through the soil water content, which, in turn, results from complex interactions between
precipitation, infiltration, evaporation, transpiration, and soil drainage. Most of these processes
are state-dependent, in that their rates are functions of the soil water content.

A number of eco-hydrological processes in water-limited ecosystems depend on the soil
water content. Soil moisture dynamics affect the occurrence, duration and intensity of periods of
water stress in vegetation (Hale and Orchutt, 1987; Smith and Griffiths, 1993; Porporato et al.,
2001), with important effects on plant cell turgidity, stomatal conductance, and, in turn, on
photosynthesis, carbon assimilation and ecosystem net primary productivity (see Chapter 4). The
control of soil moisture on canopy conductance is also of foremost importance in modulating the
heat and water vapor fluxes from terrestrial vegetation to the near-surface atmosphere, with
important consequences for the moisture content and stability of the atmospheric boundary layer
and consequent feedbacks to precipitation and the water cycle (Chapters 5 and 6). Soil moisture
exerts an important control also on nutrient cycling (e.g., Linn and Doran, 1984, Skopp et al.,
1990; Parton et al., 1998; Porporato et al., 2003), due to its effects on microbial activity, nitrogen
leaching and nutrient uptake, as explained in Chapters 11 and 14. Other surface processes
affected by the soil water content, include infiltration, runoff, soil erosion and dust emission from
dryland landscapes (see Chapter 9).

The study of all these processes and of the impact of possible scenarios of climate
variability and change, requires the analysis and modelling of soil moisture dynamics. To this
end, a number of models have been developed by different authors to simulate the spatial and
temporal patterns of soil moisture in the root zone. This chapter will focus on the temporal
dynamics, while Chapter 7 discusses the topography-driven spatial variability of soil moisture.

2. Types of soil moisture models

Soil moisture dynamics are usually studied through a soil water budget accounting for the main
inputs and outputs of soil water, namely rainfall infiltration, evapotranspiration, and drainage.
The complexity of these models depends on the different levels of detail used in the
representation of these fluxes, as well as in the number of soil layers used in the calculation of the
soil water storage (Table 1).

A number of models have been developed by crop scientists, agro-meteorologists, and
hydrometeorologists to calculate soil water content and evapotranspiration by coupling the soil
water budget with the surface energy balance. Some of these models require the simultaneous
solution of the water and energy balance equations to determine at the same time
evapotranspiration rates and soil water contents. This class of agro-hydrological (e.g., Jones and
Kiniry, 1986; Evett and Lascano, 1993; Daamen and Simmonds, 1994) and land surface models
(e.g., Sellers et al., 1986; Dickinson et al., 1986) generally requires the measurement of several
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micrometeorological and hydrological variables. In most applications, only limited information is
available on vegetation canopy (e.g., the leaf area index, LAI) and a “two layer-two source”
approach (e.g., Daamen, 1997; Xue et al, 1996) is often used to model evaporation from soil and
leaf surfaces. A major problem in this modeling approach is in properly accounting for both the
partitioning of the incident energy between vegetation and soil, and the to possible interactions
between soil evaporation and transpiration. In other cases further complexity is added by
including a multilayer representation of vegetation canopies (e.g., Norman, 1979; Chen, 1984;
Baldocchi and Meyers, 1998).

Table 1: A classification of soil moisture models on the basis of different approaches used in the
representation of soil, evapotranspiration, vegetation canopies, infiltration, and precipitation.

Multilayer (e.g., Evett and Lascano, 1993; Sellers et al., 1986; Dickinson et
Soil al., 1986; Xue et al., 1996; Daamen and Simmonds, 1994; Parton et al.,
1998; Hopmans, 2002; Feddes et al., 2001; Guswa et al., 2002)

Single Layer (e.g., Budyko, 1958; Rodriguez-Iturbe et al., 1991; 1999;
Milly, 1993; Laio et al., 2001a)

Potential evapotranspiration approach (e.g., Lai and Katul, 2000; Sellers et
Evapotranspiration  al., 1986; Dickinson et al., 1986; Milly, 1993; Rodriguez-Iturbe et al., 1999a;
Laio et al., 2001a; Guswa et al., 2002)

Simultaneous solution of energy and water balance equations (e.g., Evett
and Lascano, 1993; Daamen and Simmonds, 1994; Daamen, 1997)

1-layer (“big leaf”) with no account for soil evaporation (e.g., Milly, 1993;
Rodriguez-Iturbe et al., 1999a; Lai and Katul, 2000; Guswa et al., 2002).

Canopy/Evaporating 2-layers: soil and a 1-layer canopy (e.g., Xue et al., 1991; 1996; Daamen and
Surfaces Simmonds, 1994; Evett and Lascano, 1993; Laio et al., 2001a).

Multi-layer/multi-crop (e.g., Norman, 1979; Chen, 1984; Sellers et al., 1986;
Dickinson et al., 1986; Baldocchi and Meyers, 1998).

Integration of Richards equations (Sellers et al., 1986; Dickinson et al., 1986;
Infiltration Xue et al., 1996; Evett and Lascano, 1993; Daamen and Simmonds, 1994;
Hopmans, 2002; Feddes et al., 2001; Lai and Katul, 2000; Guswa et al., 2002)

Conceptual model for single layer (Milly, 1993; Rodriguez-Iturbe et al.,
1999a; Laio et al, 2001a) or multi-layer soil (e.g., Parton et al., 1998)

Deterministic/data records (e.g., Evett and Lascano, 1993; Daamen and
Rainfall Simmonds, 1994)

Stochastic (e.g., Eagleson et al., 1978a; Milly, 1993; Rodriguez-Iturbe et al.,
1999a; Laio et al., 2001a)

Other models (e.g., Lai and Katul, 2000), instead of solving simultaneously the energy and
water balance equations, use the concept of potential evapotranspiration, £,, and express the total
(actual) evaporative fluxes, E,, as the by-product between £, and a function of soil moisture,
f(7), accounting for the reduction in evapotranspiration due to stomata resistance in conditions of
limited soil water availability (e.g., Chapter 4),

Eao=1(7) E,, (M

In equation (1) 7 is the volumetric soil moisture, i.e. the ratio between water and void
volumes in a soil sample. By definition, the rate of potential evapotranspiration does not depend
on rand can be calculated either with an energy balance or with a combination method, such as
the Penman-Brutsaert model (e.g., Katul and Parlange, 1992). Thus, the solution of the energy
balance (or of the combination) equation occurs independently of the integration of the soil
moisture balance, allowing for significant simplifications in the numerical algorithms. The
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function, f(7), represents the effect of soil moisture on canopy (and soil) resistance and is usually
expressed either through empirical parameterizations (e.g., Jarvis, 1976; Jones, 1992), or through
process-based models of the plant physiological response to water stress (e.g., Gao et al., 2002;
Daly et al., 2003). More details on the modeling of f(7) are provided in Section 3.1.

The soil water balance is usually expressed (e.g., Feddes et al., 2001; Lai and Katul, 2000;
Guswa et al., 2002) by a one-dimensional (in the z-direction, with z being positive downward)
mass-conservation equation for the root zone

00(z,t)  0q(z,t)
ot 0z
where ¢ is the unsaturated Darcian flux (Richards, 193 1) associated with rainfall infiltration and u
is the water uptaken by plant roots. u(z) is related to the actual rate of transpiration using, for
instance, root distribution (or density) functions (e.g., Feddes et al., 2001; Hopmans et al., 2002),
as explained in Chapter 2. Regardless of the particular method used in the calculations of the
actual rates of evapotranspiration, root water uptake depends on soil moisture. Similarly, the
infiltration rate is state-dependent, in that it can be expressed as
q= —K(G){l + M} ®)
oz
with K (hydraulic conductivity) and | (soil water potential) being both non-linear functions of soil
moisture. Appropriate boundary conditions need to be specified at the soil surface to account for
soil evaporation and rainfall infiltration, and at the bottom to account for deep infiltration (e.g.,
Evett and Lascano, 1993). However, because this approach can be at times somewhat
cumbersome, simplified models are often used in ecohydrology to calculate the soil water
content. More details on the solution of the complete equations (2) and (3) are provided in
Chapter (2). A number of analytical solutions of the non-linear infiltration equations are also
available; a review can be found in Smith et al. (2002). Here we focus on simplified approaches
to soil moisture modeling, involving some approximations in the representation of infiltration,
runoff and evapotranspiration.

—u(z,t) @)

3. Processes affecting soil moisture dynamics
3.1. EVAPOTRANSPIRATION

The process of evapotranspiration includes soil evaporation, transpiration from the plant stomata,
and evaporation of precipitation fractions intercepted by canopy and litter. Chapter 5 describes
the dependence of evapotranspiration on solar irradiance, vapor pressure deficit, and wind speed,
and explains how the atmospheric evaporative demand varies with these parameters. In arid and
semiarid environments evapotranspiration is often limited by soil water availability more than by
evaporative demand. Thus, any soil water balance model should include an adequate
representation of the dependence of evapotranspiration on soil moisture, for instance, through the
function f( 7) (see equation (1)). This function would parameterize the effect of stomata regulation
described in Chapter 4.

Thornthwaite and Mather (1955) and Budyko (1958) expressed f( 7) using a piecewise linear
function (Figure 1A). According to this model evapotranspiration occurs at a maximum
(potential) rate for soil moisture values above a critical level, 7, and decreases with 7 for <7 .
This approach is often used in general circulation (e.g., Eagleson, 1982) and ecohydrological
(Rodriguez-Iturbe et al., 1999a; Rodriguez-Iturbe and Porporato, 2005) models. In the past, some
authors expressed 7 and a fraction of the moisture content at field capacity (e.g., Eagleson, 1982)
while it is now understood (Rodriguez-Iturbe et al., 1999b; Laio et al., 2001a) that 7 depends not
only on soil hydraulic properties but also on vegetation characteristics. It can also be observed
that the Thornthwaite-Budyko model is unrealistic for low moisture contents, as it assumes that
evapotranspiration becomes zero when the soil is completely dry. Stomatal conductance and
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transpiration are commonly found to become zero already at the so-called permanent wilting
point, 7. In the crop science literature 7, is usually taken as the soil water content corresponding
to —1.5 MPa of soil matric potential (i.e., | y=-1.5 MPa). However, dryland vegetation is often
found to wilt at water potentials much smaller than —1.5 MPa (e.g., Richter, 1976, pp. 47-49).
Thus, in general, 7, and 7 depend both on soil texture and vegetation types, as different plants
have different strategies to respond to water stress (Chapter 4).

Different models have been suggested to express the function f( 7) in equation (1) (Jarvis et
al, 1976; Eagleson et al., 1982; Rodriguez-Iturbe et al., 1999a; Laio et al., 2001a; Daly et al.,
2003). Laio et al. (2001a) used a piecewise continuous function (Figure 1B) accounting for soil
moisture controls both on transpiration and soil evaporation

1 (6 <6<n)
— E E .
9* gw 1_ evap + evap (Hw < 0 < 9 ) (4)
0 -0, E E >
O MR
Eem 9 - 9},
z 0,<6<86)
E, 6,-0,
0 (0<6<6)

with n being the soil porosity and E.,,, soil evaporation. This model assumes that no soil
evaporation occurs below the hygroscopic point, 7, and that for 5,<7<z, soil moisture losses are
due only to soil evaporation. Equation (4) will be applied in Sections 4 and 5 to as the
evapotranspiration components of a stochastic model of soil moisture.

This section has discussed only possible parameterizations of the effect of soil moisture on
the rate of evapotranspiration through stomata regulation. However, the physiological
mechanisms controlling stomatal conductance and plant water relations in arid and semiarid
ecosystems are more complex (see Chapter 4) and involve a number of other environmental and
physiological variables. Plants may close their stomata not only to reduce the transpiration rates
in water stress conditions, but also to control the assimilation rates in response to changes is light,
enzyme, and CO, concentrations (Farquar et al., 1980). Equations (1) and (4) fail to account for
the biochemical control on stomatal conductance. On the other hand, commonly used
photosynthesis models (e.g., Ball et al., 1987; Collatz et al., 1991) do not account for soil
moisture limitations. A unifying, process-based modelling framework can be found in Daly et al.
(2003) and Katul et al. (2003), while more empirical approaches - frequently implemented in land
surface models (e.g., Xue et al., 1996) - use Jarvis’ (1976) formulation to account both for plant
hydraulics and biochemical controls on stomatal conductance.
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Figure 1. Dependence of evapotranspiration on soil moisture according (A) the Thorntwaite-Budyko model,
and (B) the model by Laio et al. (2001a). The (static) stress function (equation (5), Porporato et al., 2001).



SOIL MOISTURE DYNAMICS 35

3.1.1. Water Stress in Vegetation

The soil moisture levels 7 and z, are indicative of conditions of incipient and severe vegetation
water stress, respectively. Thus, models of soil moisture dynamics have been used (e.g.,
Rodriguez-Tturbe et al., 1999b,¢) to determine the impact of different climate, soil and vegetation
characteristics on plant water stress. A water stress function, }, was suggested by Rodriguez-
Tturbe et al. (1999b) to quantify this impact (Figure 1C). Plants are assumed to be unstressed
when soil moisture exceeds 7, while the stress is maximum at the wilting point

g(g):(e‘—a (%)

0 -0,
and}(7)=0 when 7>7. A similar formulation was suggested by Sellers et al. (1986) in terms of
leaf water potential. The exponent ¢ in equation (5) accounts for the non linear response of
vegetation to water deficit. Chapter 4 provides more details on the non-linear physiological
processes controlling vegetation response to water deficit. Equation (5), expressing the stress
level associated with a certain moisture content, 7, has been defined as “static stress” (Porporato
et al., 2001) because it does not provide any information on the overall effect of the temporal
dynamics of soil moisture on vegetation. Section 4.1.2 will discuss a stochastic approach to
account for the frequency, duration, and intensity of water stress, based on a definition of a
suitable “dynamic stress”.

J ©<6) "’

3.2. INFILTRATION AND RUNOFF

Infiltration is the water flux from the surface into the ground. It depends on rainfall rates and soil
hydraulic properties, and can be calculated as /=-q(z=0), with ¢ given by equation (3) forz=0. As
water infiltrates into the ground, surface soil moisture increases, leading to changes both in
hydraulic conductivity and in water potential gradients. If the rainfall rate is greater than the
saturated hydraulic conductivity, after some time the surface soil layer reaches saturation, water
potential gradients at the surface tend to zero, and the maximum infiltration rate — known as
infiltration capacity, 1. —tends to the saturated hydraulic conductivity, K (see equation (3)). Thus,
the soil infiltration capacity decreases with time and tends asymptotically to K, (Figure 2, white
square boxes). /. can be calculated with a number of analytical models as a function of the soil
hydraulic properties (Green and Ampt 1911; Philip, 1957; 1969; Smith and Parlange 1978; See
also Eagleson, 2002, p.176, and Smith et al., 2002, for a review).

Thus, if the rainfall rate exceeds the infiltration capacity, once the surface layer reaches
saturation, infiltration is equal to I, and the rainfall excess generates runoff. This mechanism of
runoff production is known as “Hortonian runoff” or “infiltration excess runoff”” (Horton, 1933).
Conversely, if the soil surface is fairly permeable and the rainfall is less than K, the precipitation
rate is smaller than the infiltration capacity and no infiltration-excess runoff is generated.
However, when a relatively shallow soil is underlain by an impervious surface (e.g., a bedrock, a
clay layer, or the water table), only a limited amount of water can be stored in the soil and runoff
may be generated by “saturation excess” (Dunne and Black, 1970; Dunne, 1978). While
Hortonian runoff'is observed in watersheds with low soil infiltration capacity, saturation-excess is
typical of areas with limited soil storage capacity.

In a review of a number of case studies around the world, Dunne (1978) concluded that
Hortonian runoffis typical of some arid and semiarid regions with thin vegetation cover, and of
catchments disturbed by overgrazing or agriculture. Conversely, in regions with relatively dense
vegetation saturation-excess is the dominant mechanism of runoff generation. Subsequent studies
have confirmed that vegetation density plays an important role in determining the dominant
mechanism of surface runoff production. Casenave and Valentin (1992) studied the ability of soils
to generate infiltration-excess surface runoff and classified a number of tropical soils on the basis
of vegetation cover, surface crusting, and other soil hydraulic properties. As expected, runoff was
found to increase with decreasing vegetation densities and in the presence of soil crusting. Field
studies have also shown that, due to the strong spatial heterogeneity of soil surface characteristics,
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the spatial patterns of overland flow are in general not uniform. Moreover, in areas with poor
drainage networks, surface runoff collects into pools or “water holes”, contributing to the spatial
heterogeneity of surface moisture.
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Figure 2. Infiltration rate as a function of time for untreated soils (white square boxes) and for soils treated
with hydrophobic substances (see Section 3.3 for more details on hydrophobicity). The water-entry pressure
head of the hydrophobic soil was h,=|/y,=8.4 cm and different depths, hy, of ponding water were used.
Taken from Letey (2001), published with permission from John Wiley & Sons (©John Wiley & Sons).

3.3. EFFECTS OF DISTURBANCES ON INFILTRATION AND RUNOFF

3.3.1.  The effect of logging and wood harvesting

A number of studies on watersheds around the world have shown how the removal of vegetation
increases the water yield. Bosch and Hewlett (1982) reviewed 94 catchment studies on the effect
of deforestation and forest harvesting on surface runoff: the removal of forest vegetation was
found to consistently increase runoff, due to the loss of soil infiltration capacity and to the lower
fraction of annual precipitation evapotranspired by vegetation (soil evaporation is usually smaller
than plant transpiration). The effects of forest harvesting on runoff tend to last for several years in
semiarid environments, due to the slow rates of forest regeneration. Both the plantation of
commercial timber vegetation (afforestation) and the natural regrowth of forests after clearcut
(reforestation) have effects that are opposite to deforestation: soil infiltration capacity increases
due to the growth of roots and forest floor (see Table 2). Moreover evapotranspiration increases,
due to canopy and litter interception, and to the ability of trees to tap deeper water.

The effect of savanna, grassland, and shrubland vegetation on infiltration and runoff has
also been studied by several authors (e.g., Mainguet, 1999) who showed how vegetation removal
resulting from overgrazing and poor land management decreases soil infiltration capacity and
increases soil erosion.

Table 2: Infiltration capacity with different vegetation covers (data from Lull, 1964).

Surface cover I. (mmh™)
Undisturbed forest floor 60
Forest floor without litter and humus 49
Yearly burned forest floor 40
Pasture 29
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3.3.2.  The impact of fires

The effect of fires on infiltration (Table 2), runoff, and water yield has important hydrologic
implications (Krammer and DeBano, 1965). The post-fire increase in runoff and soil erosion was
initially attributed to loss of infiltration capacity due to rainsplash and soil compaction. In
addition, fires were believed to decrease surface soil permeability by clogging the soil pores with
ashy particles (DeBano, 2000). Krammer and DeBano (1965) and DeBano (1966) showed that
the decrease in infiltration capacity subsequent to fire is in large part associated with water
repellency developed by the fire at the soil surface or at shallow depths. Organic compounds of
chaparral and other vegetation types are volatilized by the fire and transported downwards into
the soil by the strong temperature gradients existing through the soil profile. These gases
condensate at a certain depth (of only a few centimeters), developing a hydrophopic coating
around the soil particles (e.g., DeBano, 2000). This effect depends on the fire regime (Chapter
16), in particular on fire temperature, as repellency is observed (e.g., DeBano, 2000; Doerr et al.,
2000) to develop neither with relatively low (e.g., 7<175 °C) nor with high temperatures (7>300
°C). The organic compounds released by the fire affect the physical-chemical properties of the
grain surfaces: in particular, the contact angle, @, formed by the air-water interface with the soil
grains becomes greater than 90°, causing a positive capillary pressure head, | ,, in correspondence
to the hydrophobic layer' (e.g., Letey, 2001). Thus a water drop reaching a water repellent surface
is not drawn into that surface but sets on it. However, after some time water infiltrates through the
hydrophobic layer, presumably due to a decay of the organic coating of the soil grains. This
explains (see equation (3)) why in the presence of soil hydrophobicity infiltration capacity
increases through time (Figure 2), while in wettable soils (section 2.1) both theory and
observations suggest a decrease in infiltration capacity (Letey, 2001).

Thus, fire occurrences have important ecohydrological implications because the increase in
runoff an of the associated erosion of the soil surface redistribute water and nutrients (e.g.,
Schlesinger et al., 1990) while the heterogeneity of burnt areas partly contributes to the
emergence of patchy patterns of vegetation. A more thorough analysis of vegetation patterns and
fire regimes can be found in Chapters 15 and 16.

3.4. VERTICAL REDISTRIBUTION OF SOIL MOISTURE BY TREE ROOTS

The physiological processes controlling water flow through the soil-plant-atmosphere continuum
described in Chapter 4 suggest that transpiration is the main process of water loss by vegetation.
However, some evidence exists that at night, when the stomata are closed, the root system may
offer a preferential pathway for water flow through the soil column and contribute to the transfer
of moisture between different soil layers (Burgess et al., 1998). For example, in rainless periods -
when most of the root-zone soil moisture is concentrated in deep soil layers - roots may transfer
water from the deep soil and release it in the dry shallow layers. Known as “hydraulic lift”
(Richards and Caldwell, 1987), this effect is driven by water potential gradients between different
parts of the soil profile. The occurrence of hydraulic lift has been documented for a number of
different species and ecosystems (Caldwell et al., 1998, Richards and Caldwell, 1987; Burgess et.
al., 1998; Horton and Hart, 1998; Ludwig et. al., 2002). The ecohydrological significance of this
phenomenon in arid and semiarid ecosystems is due to its positive impact on neighboring shallow
rooted species, as well as to the possible enhancement of plant nutrient uptake from nutrient-rich
shallow soil layers (Caldwell and Richards, 1989; Dawson, 1993).

The opposite process has been also observed: soon after rain, when the soil surface is
moister than the deep soil, night-time downward fluxes (probably due to soil water potential
gradients) can occur through the root system of some species (Burgess et al., 1998; Schulze et al.,

"In fact, using the pore-capillary tube analogy, the water-entry pressure in the capillary tube is | ,=-2 gcos @/(rvg), with ¢
being the surface tension of water, r the capillary tube radius, v the water density, and g the gravitational acceleration.
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1998; Smith et al, 1999). By means of this “reverse flow” (or “downward siphoning”) trees and
shrubs can subtract water and nutrients from the reach of shallow-rooted species.

4. Simplified models of soil moisture dynamics

One of the simplest models of soil water balance considers only one layer of soil (e.g., Budyko,
1958) and provides estimates of depth-average soil moisture through the equation (e.g.,
Rodriguez-Iturbe et al., 1999a)

Z ”;—f =1(6,1)- E(8) - L(6)- (6)

with Z, being the depth of the root zone, / the rainfall infiltration, £ the rate of evapotranspiration,
and L the rate of drainage at the bottom of the soil layer. Rainfall infiltration is generally
assumed to occur instantaneously and to be limited only by soil storage capacity. Thus, rainfall
infiltration is equal either to the storm depth or to the soil storage capacity, (n-7)Z,, whichever is
less. Losses of water from the control volume are due to evapotranspiration and deep drainage.
Evapotranspiration is generally calculated with equation (1), with a suitable function, f{(7),
expressing the effect of soil moisture limitation (e.g., equation (4)). Drainage losses, L(7), are
assumed to be zero when soil moisture is below the so-called field capacity, 7., representing the
maximum moisture content at which water can be retained within the ground against gravity
drainage. When 7>, L(7) can be expressed as equal to the (unsaturated) hydraulic conductivity,
which in turn is a function of soil moisture (Chapter 2). For instance the following function has
been used by Laio et al. (2001a)
LO)=———|e 0, <0<n)
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with K being the saturated hydraulic conductivity and €a parameter depending on soil texture.
This model, sometimes referred to as “bucket model”, has been widely used to determine
surface boundary conditions in atmospheric models (Budyko, 1958), to study the feedbacks
between the soil surface and the near-surface atmosphere (e.g., Rodriguez-Iturbe et al., 1991;
1998; Porporato et al., 2000; D’Odorico and Porporato, 2004), as well as in ecohydrological
models of plant available water at the daily time scale (Rodriguez-Iturbe et al., 1999a,b,c).
The main limitation of this model is due to the use of only one soil layer. This approach
does not allow for a calculation of the time needed by water to infiltrate to relatively deep soil
layers and could lead to unrealistic soil moisture estimates at subdaily time scales. However, the
comparison with the results of a more complex model based on the integration of Richards
equation (1931) has shown (Guswa et al. (2002)) that that the two models provide similar results
at the daily time scale. This is particularly true when roots are assumed to be able to extract more
water from wet portions of the root zone to compensate for the lower uptake from the drier parts
of'the soil column. In some cases the single-layer (“bucket’”) model has been modified by adding
multiple layers. A simplified multilayer model of the water balance uses equation (1) for each
layer, considering as main moisture input to the lower layers the drainage from the overlying soil
(Parton et al., 1998). Studies at relatively short (subdaily) time scales or in deep soils still require
the numerical integration of Richards’ (1931) equation through the soil profile (see Chapter 2).

4.1. A STOCHASTIC APPROACH

4.1.1.  Probability distribution of soil moisture

In many ecohydrological applications the intermittent and unpredictable stochastic nature of
rainfall occurrences and amounts suggests using a probabilistic approach in the modeling and
characterization of precipitation and soil moisture regimes (Eagleson, 1978b). While several
stochastic models of precipitation have been developed in the last few decades (e.g., Todorovic
and Woolhiser, 1975; Eagleson, 1978a), the stochastic modeling of soil moisture is much more
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recent and, to date, only a few probabilistic models of soil water dynamics have been studied in
detail, providing analytical solutions of the stochastic soil water balance equation (Rodriguez-
Tturbe et al., 1999a; Laio et al. 2001a). These models use the simplified framework described in
Section 3, where the soil water balance is expressed by equation (6). Losses due to
evapotranspiration and drainage are modeled as deterministic functions of soil moisture (i.e.,
equations (4) and (7), respectively), while precipitation is expressed as a sequence of Poissonian
occurrences of rate (e.g., Eagleson et al., 1978a), with each rainfall event having a random depth
with exponential distribution of mean 6. Thus the rainfall regime is characterized by the two
parameters, o and o, representing the average storm frequency and depth. Eagleson (2002)
calculated these parameters for a number of locations across the continental U.S. The
decomposition of the rainfall regime into a sequence of storm events separated by intersorm
periods is of foremost importance to the modeling of soil moisture because the timescales of
variability of the soil water content are in general of only a few days, depending on depth, soil
texture, and climate. Moreover the effect of climate change on the rainfall regime can be
manifested (e.g., Knapp et al., 2002) either in changes in the number of storms occurring during
the rainy season (i.e., of 0) or in the their size (i.e., of d). The effect of these changes on the soil
water balance in dryland ecosystems is discussed in Section 4.1.3.
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Figure 3. Examples of pdf's of soil moisture for different type of soil, soil depth, and mean rainfall rate.
Continuous lines refer to loamy sand, dashed lines to loam. Left panels correspond to rooting depth of 30
cm, right panel to 90 cm. Top, center, and bottom graphs have a mean rainfall rate . 0f 0.1, 0.2, and 0.5 d”!
respectively. Common parameters to all graphs are a=1.5 cm, and E,,,,=0.45 cm/d. After Laio et al. (2001).
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The stochastic soil water balance studied by Rodriguez-Iturbe et al. (1999a) and Laio et al.
(2001a) assumes that evapotranspiration changes are due only to soil moisture fluctuations, while
E, and E.,,, are constant. This assumption is plausible for a fairly steady summer season, as long
as equation (6) is considered at daily (or longer) time scales and diurnal fluctuations in potential
evapotranspiration are ingored.

When rainfall infiltration is modeled as a stochastic process, equation (6) becomes a
stochastic differential equation and its solution provides the probability density function of soil
moisture as a function of rainfall, vegetation and soil parameters. Analytical solutions of the
stochastic soil water balance equations were determined by Milly (1993; 2001), Rodriguez-Iturbe
etal. (1999a), and Laio et al. (2001a). Figure 3 shows an example of probability distributions of
relative soil moisture, s (s=7/n), for different soil and precipitation parameters. As the rainfall
parameters, o (average storm frequency) and J (average storm depth), increase, the probability
distribution of soil moisture shifts towards wetter conditions. Moreover, coarser soils are
consistently found to be drier than fine-texture soils, while the soil depth is found to affect the
variance of soil moisture fluctuations, with the shallow soils having broader probability
distributions of soil moisture. Information on the probability distribution of soil moisture is of
foremost importance in ecohydrology, in that it allows, for instance, the estimation of the
probability that vegetation is under stress during the growing season, as discussed in the
following sections.

4.1.2.  Duration and frequency of water stress in vegetation
The probabilistic framework presented in Section 4.1 has been used to calculate the level-
crossing statistics of soil moisture. In particular, analytical expressions have been obtained to
calculate (Ridolfi et al., 2000a; Porporato et al., 2001) the average duration and frequency of
temporal intervals in which soil moisture is below a given critical level. In particular, these
statistics were studied with respect to soil moisture levels of incipient (') and severe water stress
(7y) and interesting non-linearities were found in the dependence on soil climate, and vegetation
parameters.

These results were used by Porporato et al. (2001) to characterize the stress conditions
associated with different regimes of soil moisture: a “dynamical water stress” function was
defined as an indicator of the overall stress of vegetation throughout the growing season

)

kT;*eu&

7= if {'To <kT,, ®)

1 otherwise

where T, is the growing season length, 7., is the average length of an excursion below 7,0
is the number of intervals with 7<7’, and ¢'is the average value of the static stress, }, (equation

(5)) conditioned to } being greater than zero. The theoretical considerations justifying this
formulation of the stress function can be found in Porporato et al. (2001) along with the analytical
expressions of the dynamical stress as a function of plant, soil, and rainfall parameters. An
example of the application of plant dynamic stress is presented in the following section.

4.1.3.  The inverse texture effect.

The framework presented in the previous sections allows for the investigation of the effect of soil
properties and rainfall regime on vegetation water stress. In particular, Laio et al. (2001b), used
the concept of dynamic water stress to study the suitability of different soil textures to the growth
of vegetation under different rainfall regimes. This approach allowed these authors to explain the
“inverse soil texture effect” introduced by Noy-Meir (1973, p. 37), that “the same vegetation can
occur at lower rainfall on coarse soils than it does on fine ones. The balance point between the
advantage of coarser texture and its disadvantage occurs somewhere between 300 and 500 mm
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rainfall”. Thus different combinations of climate and soil properties can lead to similar soil
moisture regimes and explain the existence of the same vegetation with lower seasonal
precipitation on coarser soils.

As an example of the inverse texture effect Laio et al (2001b) applied their stochastic soil
moisture and water stress models to the shortgrass steppe in north-central Colorado. The
recruitment patterns of Bouteloua gracilis, the dominant species in this steppe, is significantly
affected by soil texture (Lauenroth et al., 1994). The dynamic water stress, 5, was used to

express the combined effect on vegetation of static stress, and duration and frequency of water
stress periods. Figure 4 shows the dynamic stress calculated for different combinations of soil
textures in the USDA soil texture triangle. In the case of figure 4a the climate is relatively dry and
the lowest stress is associated with coarse textures, suggesting a better fitness of B. gracilis on
sandy soils. Conversely, in the case of a relatively wet climate, the same shortgrass would
perform better in a fine soil. Laio et al. (2001b) showed also that in this area the point at which
coarse soils become better than fine soils corresponds to an annual rainfall of about 370 mm, in
agreement with the range of values indicated by Noy-Meir (1973). A similar study was proposed
by Fernandez-Illescas et al. (2001) for different combinations of rainfall and vegetation
conditions in savannas sites in southern Texas.
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Figure 4. Dynamic water stress on the soil texture triangle for Bouteloua gracilis (a) under a relatively dry
climate, @=0.576 cm and 2=0.17 d"; and (b) under a relatively wet climate, a=0.674 cm and A=0.28 d I
After Laio et al. (2001).
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4.1.4.  The effect of interannual climate fluctuations

Climate variability affects terrestrial vegetation both through changes in temperature and rainfall
regimes. In the case of arid and semiarid ecosystems in warm regions, changes in rainfall patterns
are expected to have the most important effects on vegetation. These effects can be quantified by
studying how soil moisture dynamics would change under different rainfall scenarios. This type
of analysis was carried out by Rodriguez-Iturbe et al. (1999a) and Laio et al. (2001a) in a
sensitivity analysis of their models with respect to the rainfall parameters (Figure 3).

However, the assessment of the effect of interannual climate fluctuations on vegetation is a
different problem. In addition to the effect of daily hydrologic fluctuations, arid and semiarid
regions are also characterized by strong year-to-year rainfall variability (Chapter 1), due
anomalies in the large-scale atmospheric circulation. For example, in these regions differences in
only a few rainstorm occurrences in course of the rainy season may significantly affect the total
annual rainfall. D’Odorico et al. (2000) and Ridolfi et al. (2000b) studied the effect of climate
fluctuations on average soil moisture, 8 | (or 75 |), as well as on the duration, 7+, and number,
n .+, of water stress periods during the growing season. Interannual fluctuations of the rainfall
regime were modeled as fluctuations in the rainfall parameters, o (average storm frequency), and
J (average storm depth), in the stochastic soil moisture model of Section 4.1.1. Thus, o and &
were treated as random variables and their distributions were determined through the analysis of
several decades of daily precipitation records (e.g., Figure 5). Each growing season was
characterized by different rainfall parameters sampled from these distributions and the soil
moisture statistics (z 6 |, T+, and N ) were calculated. The probability distributions of average
seasonal soil moisture, stress duration and frequency were then calculated as derived probability
density functions of the distributions of o and 6.

With this framework it was possible to address the important question of whether the non-
linearities embedded in the soil moisture dynamics would enhance or damp fluctuations in the
rainfall regime. By comparing the coefficient of variation (standard deviation/mean) of 7'« with
those of o and o, Ridolfi et al. (2000b) were able to show that in most cases these nonlinearities
enhance the interannual fluctuation of water stress, and hence the effect of disturbance exerted by
climate fluctuations on arid and semiarid ecosystems.

The probability distributions of average seasonal soil moisture were calculated by
D’Odorico et al. (2000) for different soil types and rainfall fluctuation parameters. Figure 6
shows an example of probability distribution or average seasonal soil moisture (in terms of
relative soil moisture, s= 6/n): a well defined bimodality exists with relatively strong rainfall
fluctuations, while it disappears when the fluctuations become weaker. Thus, for some values of the
coefficient of variation of o and o, these distributions may exhibit bimodal behavior, suggesting
that the system tends to select two preferential states and to switch between them due to the
interannual fluctuations in rainfall parameters. The two preferential states correspond to “dry”
and “wet” average seasonal soil moisture conditions. The implications of the emergence of
bimodal behavior is of foremost importance for ecosystem dynamics because it implies that the
system is more likely to be found in two states that are far form the long-term average, while the
long-term average conditions occur with the lowest probability. Moreover, the bimodal behavior
enhances the likelihood of occurrence of dry conditions and the effect of disturbance of climate
fluctuations on terrestrial ecosystems.
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Figure 5. Analysis of the rainfall regime during the growing season at Luling (Texas) based on daily
precipitation data: (a) time series of total seasonal rain (May 1*"-Sept. 30" (b) Time series of the estimated
rate of storm arrivals,A. (c) Time series of the average storm depth, a. After D'Odorico et al. (2000a).
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Figure 6. Probability density function of the average soil moisture during the growing season. The
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variation: (4) CV[a]=0.45; CV[A]=0.23. (B) CV[a]=0.22; CV[A]=0.11. After D'Odorico et al. (2000).
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1. Introduction

Drought is a meteorological term which indicates a long period when there is not enough rain for
the successful growing of crops or replenishment of water supplies. The expression water stress is
frequently used to indicate the complex series of effects that are triggered in plants by drought.
The term drought stress is more appropriate to specify when the stress status occurs only over a
long period of time. However, because it is often difficult to separate the two phenomena, the
definitions of water stress, drought stress and water deficit are frequently used interchangeably.
Drought leads to water deficit in the soil and plant tissues, which in turn alters physiological
processes and can have ultimate consequences for growth, development and survival of plants.
Among the many biochemical and developmental processes that are affected by water stress,
decrease of photosynthesis (Bradford and Hsiao, 1982; Flore and Lakso, 1989; Hsiao, 1973),
changes in water relations (Brough et al., 1986; Olien and Lakso, 1986), reduction of both cell
division and expansion (Hsiao and Acevedo, 1974), abscisic acid (ABA) synthesis (Davies and
Zhang, 1991; Zeevaart and Creelman, 1988), and accumulation of sugars (Wang et al., 1995;
Wang and Stutte, 1992) play a fundamental role in reducing productivity.

The concept of stress cannot be separated from that of stress tolerance (sometimes indicated
with the less appropriate term of stress resistance), which is the plant’s ability to survive in an
unfavorable environment. Such ability can derive either from adaptation or acclimation to the
stress condition. Both terms indicate an increase in tolerance and are sometimes erroneously used
interchangeably. The difference is in the cause of the increased tolerance: in acclimated plants it
is the result of a previous stress condition, while in adapted plants the tolerance is fixed in the
genome and arises from selection processes that have occurred over many generations.

On the basis of their mechanisms of adaptation to soil water availability and their water
requirements, plants are classified into three general groups. Hydrophytes require abundant water
supply and flourish where water is almost always present. Mesophytes are plants adapted to moist,
well-drained conditions (such as most crop plants), whereas xerophytes can survive prolonged dry
soil conditions. Xerophytes are divided into three categories, drought avoiders (ephemerals),
drought resistors and drought endurers. Drought avoiders are annual plants that complete their
life cycle during wet periods and survive the dry season as seeds. Usually they are small in size,
have high root to shoot ratios and do not need to develop morphological or anatomical adaptations
to drought. Drought resistors avoid drought, either by using water conservatively and saving most
of the water absorbed by the roots (water savers), or by developing structures/mechanisms that
allow the uptake of considerable amounts of water and maintain high transpiration rates (water
spenders). Examples of water savers are succulent plants, such as cacti and agave, which store
large volumes of water in fleshy organs (leaves, stem, and roots). These plants have developed
numerous adaptations to reduce water loss such as thick cuticles, small leaf size, leaf hairs,
sunken stomata, etc. palms and mesquite trees (Prosopis sp.) are examples of water spenders,
because they use considerable amounts of water. Such water amounts are supplied by the deep or
widespread roots, which allow them to explore large volumes of soils. Drought endurers are those
plants that, due to a series of adaptive mechanisms, can tolerate dehydration, sometime for very
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long periods. Mosses, resurrection plant (Selaginella lepidophylla), some desert grasses, and
sagebrush are examples of drought endurers.

In the present chapter, some of the typical responses of plants to water deficit conditions will
be reviewed, with particular attention to the responses taking place in the vegetative tissue of
higher plants. Other processes, such as flower and fruit production, seed germination and stress at
cellular level will be discussed here only marginally. The present review also includes other types
of plant stress frequently associated with drought, such as high temperature and salinity. The last
part of the chapter will cover some of the main mechanisms that plants have evolved to cope with
these unfavorable conditions. A modeling approach to water stress and its relations with soil
moisture dynamics is given in Chapter 3.

2. Water relations

Water makes up between 85 and 90% of the fresh weight of most living herbaceous plants. In
higher plants, water is absorbed by roots from soil and then moved to the shoots and leaves
through the xylem vessels. The driving force for this movement is the pressure gradients
developed by root pressure and by transpiration, which is in turn driven mainly by the difference
in water vapor concentration between the leaf and the surrounding air.

The water status of plant tissues, soil, and atmosphere is commonly measured in terms of
water potential (¥ or W,,), which is defined as the free energy per unit volume of water (J m™).
Since energy per unit volume and pressure have the same dimensions, plant and soil water
potentials are conventionally expressed in pressure units, such as the pascal (Pa), which is the
common measurement unit for water potential (see also Chapter 2). Since the free energy of water
is influenced by concentration of dissolved solutes, pressure and gravity, the water potential of a
solution can be expressed as the sum of the following components:

=W+ W W, + W Pt P )

Y, is the reference potential of pure (no dissolved solutes), free (free of adsorptive forces) water
at a specified temperature at sea level exposed to an atmospheric pressure of 101,325 Pa. This
component can be ignored, as long as the others are accounted for. ¥ is the solute component
which indicates that pure water will flow from where the solute potential is higher (i.e., dilute
solutions) to where it is lower (i.e., concentrated solutions). ‘¥ is very frequently written as ‘¥,
which is called osmotic potential. P, is the pressure component which specifies that water under
pressure has a higher potential to do work. ‘¥, is the gravitational component. ‘¥, denotes the
effects of matric forces on the water potential and ¥, is the potential due to humidity (water
vapor). Despite the many components of water potential, most of them are rather small in cells
(and there is little difference in gravitational potential between a cell and the surrounding
environment). Consequently, Eq. (1) can be simplified, to a good approximation, to just the sum
of solute and pressure potentials:

Y=+, Q)

Because of the complexity of plant and soil water relations, it is not possible to identify a unique
index that is indicative of the degree of water deficit to which a plant is subjected. However, leaf
or stem V, is probably the most frequently used indicator of plant stress because it accounts for
the effects of evaporative demands, the availability of water in the soil, and the hydraulic fluxes
within the soil-plant-atmosphere continuum (Andrews et al., 1992). By using ¥ as a stress
indicator, water deficit is quantified in terms of the extent to which tissue water content falls
below that at full turgor, which is regarded as the optimum water content for growth and
development.
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Another frequently used indicator of plant water status is relative water content (RWC),
which is the water content (on a percentage basis) relative to the water content of the same tissue
at full turgor. Clearly, RWC is related to ¥ of the same tissue, although it is affected by stages of
growth and by modifications induced by the environment. One disadvantage of using RWC as an
indicator of stress is that it is rather insensitive to changes in plant water status when water deficit
is not severe.

Even in conditions of adequate soil water supply, nearly all plants are exposed to some
degree of water deficit conditions throughout their lives. Whenever the quantity of water loss via
transpiration is greater than the amount absorbed by the roots, water in the xylem tissues is
subject to a negative pressure (tension). Such a situation occurs regularly during the day, with
more or less intensity, and is a function of the environment and of the physiological condition of
the plant. Due to genetic variability and the influence of the environment, it is difficult to indicate
which thresholds of water potential can be used to indicate levels of water stress. Nevertheless,
three degrees of water deficit conditions of a typical mesophyte have been defined (Hsiao, 1973).
According to this classification, a plant experiences mild stress when its cellular ¥ is greater than
-0.5 MPa, moderate stress when W is between -0.5 and -1.5 MPa and severe stress when W, is
below -1.5 MPa (Hsiao, 1973).

Hydraulic conductivity is a measure of the capability of a medium (in plant physiology, a
cell membrane, a tissue, xylem elements, etc.) to transmit water. It is expressed as volume of
water per unit area of medium per unit time per unit driving force (i.e., m’ m?s”' MPa™). The loss
of hydraulic conductivity experienced by the xylem plays an important role in reducing drought
tolerance (Tyree and Sperry, 1989). When the xylem pressure becomes very negative, the column
of water that moves in the xylem breaks and becomes air-filled, a phenomenon which is referred
to as cavitation or embolism (Tyree and Zimmerman, 2002). Consequently, once a xylem vessel
element cavitates, the water movement from the roots to the leaves is interrupted and hydraulic
conductivity decreases markedly (Vilagrosa et al., 2003). The threshold value of xylem pressure
for cavitation is usually defined by the species, as well as the anatomical characteristics of the
xylem vessels, such as diameter (Sperry and Tyree, 1988). For example, poplar vessels cavitates
at -1.6 MPa whereas those of juniper have a threshold of -3.5 MPa (Lambers et al., 1998). Many
species subjected to water deficit have been found to operate very close to the point of cavitation.
An effective control of stomatal aperture is important not only to regulate plant water losses, but
also to reduce the risk of cavitation by maintaining xylem pressure within a safe range (Jones and
Sutherland, 1991). Research conducted on Mediterranean species suggests that a higher resistance
to cavitation might contribute to a higher tolerance to water deficit (Pockman and Sperry, 2000).
Cavitation is also responsible for a decrease in gas exchange, and in particular of transpiration
rate, thus affecting the amount of water that is absorbed by the roots (Cochard et al., 2002; Salleo
et al., 2000).

Soil characteristics such as texture can influence plant water relations, thus superimposing
on the influence of climate on plant productivity and diversity (see Chapters 2 and 3). When eight
shrub species of the Great Basin desert of North America were compared, large differences in
plant water relations occurred between sites of similar climate and topography, but with very
different soil texture (Sperry and Hacke, 2002). Stem ¥ and vulnerability to cavitation were in
fact lower in plants growing in finer-textured (loam) soils loamy versus soils characterized by
larger pore spaces (sandy). Rooting depths also tended to be shallower at the loam site. The
greater cavitation resistance measured in plants growing in loam soils is likely an adaptation to
enhance the water extraction capability of a root system growing in a soil often characterized by
lower . Roots of desert shrubs exposed to soil drought experience more cavitation than stems,
suggesting that the root system represents the more limiting component to xylem transport (Kolb
and Sperry, 1999; Sperry and Hacke, 2002). This could also represent an advanced evolutionary
strategy of enduring or permitting cavitation in a few replaceable roots but preventing it in the
stems. Thus, the damage caused by cavitation in roots is not as severe or long lasting as that
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caused by stem xylem cavitation. Variation in cavitation resistance within the root system has
been observed both spatially and temporally (Hacke et al., 2000; Sperry and Ikeda, 1997). Some
desert shrubs are mostly active during the early part of the growing season when soil moisture is
more available from rain showers before shedding their leaves and starting a period of drought
dormancy. Such drought-deciduous plants appear to have shallow root systems and greater
cavitation resistance indicating an enhanced ability to capture water from the upper soil profiles
(Sperry and Hacke, 2002). Species differences with respect to cavitation resistance also reflect
differences in xylem anatomy and function as well as trade-offs between conductance and safety
(Lambers et al., 1998). Although smaller xylem elements can minimize the chances of cavitation,
they are also less efficient in hydraulic conductivity.

3. Growth and development

The initial effect of water deficit stress is loss of turgor, with a concomitant reduction in the rate
of cell expansion and ultimately, decreased cell size, leaf expansion, stem elongation, seed/fruit
size and yield. As water deficit stress develops, competition for water within the plant may occur
with the outcome depending upon the stage of growth. Usually, those tissues that are actively
growing take precedence over older tissues. Meristems may constitute strong hydraulic sinks
because cell division and biosynthesis of new cell materials such as proteins increase the matric
potential (lower W) and establish a strong gradient for water movement to the meristematic tissue.
Mesophyll and other photosynthetic tissues are also actively competing for water during mild
stress because of the synthesis of new solutes which takes place there. Water may also be directed
towards storage organs (e.g., tubers, rhizomes) and other sites where the number of solutes
increase, for example due to hydrolysis of starch or other polysaccharides.

The primary effect caused by water deficit conditions on plants is a loss of turgor, which
causes reduction in cell size and is accompanied by a reduction in leaf expansion and shoot
extension. Reduction in leaf area has the advantage of decreasing the surface area for
transpirational water loss. However, a smaller leaf area has the secondary effect of reducing light
absorption and photosynthesis.

Under mild to severe water stress conditions, cell structure can be disrupted by dehydration.
When the osmotic pressure of a solution is increased above that of the cells, the protoplast starts
shrinking, and the plasma membrane separates from the wall protoplast (plasmolysis). This
phenomenon mainly occurs in cells that are in contact with solution, such as in epidermal strips,
or in root cells of intact plants grown in hydroponics (Munns, 2002). Plasmolysis is unlikely to
occur in nature, except in severe conditions, but can be easily induced in the laboratory by
immersing a plant cell in a very concentrated solution. Jones (1992) suggested that plasmolysis is
rare in normal aerial tissues because it is the cell wall — not the plasma membrane — which
supports the negative tensions. The capillary forces at the air-water interface in the cell wall
microcapillaries would prevent them from draining and hence plasmolyzing. In the event that
plasmolysis does occur, disruption of compartmentation may follow, with the concomitant release
of lipases, hydrolases and other enzymes that destroy membranes and other substrates that are
normally protected by isolation in compartments. Chloroplasts are also destroyed when they come
in contact with vacuolar sap. The capacity to recover from this type of damage varies with the
species and represents one of the resistance mechanisms initiated by plants to survive drought.
Despite the degree of resistance, all plants have a “point of no return’ beyond which recovery is
not possible and rehydration may actually aggravate the damage.

Water stress is particularly deleterious to development of reproductive organs. Flowers and
fruits have a low frequency of stomata; hence, the driving force for water movement into stomata
is smaller compared to leaves. Adequate water supply is, therefore, critically important during
reproductive development, as nearly all phases from gamete production to anthesis and seed/fruit
expansion are sensitive to water deficits. Water stress during gametogenesis or anthesis can lead
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to infertility and seed/fruit abortion. During a mild stress, rapidly transpiring and
photosynthesizing leaves can become stronger sinks for water than fruits because of increasing
solute accumulation (photoassimilates) in the former. Leaf solute accumulation lowers leaf ',
creating a strong gradient for water movement towards them and in severe cases water may
actually be resorbed from fruits, thereby inhibiting fruit and seed enlargement.

4. Water deficit stress perception and signaling

Roots are able to detect the early stages of soil drying and many of the shoot responses to soil
drying occur before any detectable change in the leaf water status. Although loss of turgor and
wilting are the first visible symptoms of soil water availability, there is evidence that a change in
water status does not always play the main role in the regulation of plant responses to drought
(Davies and Zhang, 1991). In fact, it is now well established that the term water stress does not
refer only to situations where water relation parameters are altered. From several studies it has
emerged that soil water status, leaf water relations and plant responses are not always correlated
(Davies and Zhang, 1991). For these reasons, leaf' 'Y is not always representative of ongoing water
stress conditions, although it is the most commonly used indicator of shoot water status. Other
leaf variables, such as growth rate and stomatal conductance (gs, reciprocal of the resistance to
CO, and water vapor transfer between the atmosphere and the internal tissue of the leaf imposed
by the stomata), may be more useful indicators of incipient water deficit than water potential or
other more commonly used variables. Change in growth and development of plants growing in
drying soils can in fact occur even when shoot water relations are not affected. Frequently,
depression of gas exchange and of stomatal conductance are detectable at moderate leaf water
deficits or even before leaf water status is influenced (Jones et al., 1985).

If changes in water potential are not always involved, plants must have a different type of
signal which must communicate the information to the shoot and trigger its responses. Such a
signaling system must not be directly associated with a reduction in the flux of water to the shoots
and with the change in leaf water status but it has to be responsible for changes in stomatal
behavior, leaf initiation and expansion, etc. Tan et al. (1981) reported that tomato plants that had
25% of the root system watered, showed only 20% reduction in transpiration. The authors
suggested that tomato roots could adjust their relative absorption capacity for water uptake in
response to the transpirational demand.

The ability to regulate stomatal behavior is of vital importance especially for plants growing
in water limiting conditions. Consequently, the signaling mechanism allows plants to sense water
availability in the soil and promptly develop a response by regulating stomatal aperture, water
consumption and adjust leaf water status. When the first indirect pieces of evidence of such
signaling system were formulated, scientists needed to find if such a system indeed existed,
whether it was composed by just one or more mechanisms, and what its nature was (chemical,
electrical, etc.).

Split-root studies have been used to simulate the heterogeneity in the field and study the
effects of differential irrigation in herbaceous plants (Williams et al., 1991; Zhang and Kirkham,
1995). Water uptake by one part of the root systems has been shown to be mostly dependent on
the localized soil water potential. However, the relationship between soil water potential and
water uptake may be affected by variations of the soil water status in other parts of the root
system (Simonneau and Habib, 1994). Split root experiments have been widely conducted on
plants with commercial importance, such as apple (Gowing et al., 1990), peach (Simonneau and
Habib, 1994), grapes (Stoll et al., 2000), sunflower (Masia et al., 1994), barley (Farrar and
Minchin, 1991), etc. When apple trees were grown with their root system split between two
containers (Gowing et al., 1990), and irrigation was applied only to one container over a three-
week period, leaf area was reduced by approximately 50%, due to reduction of both leaf
expansion rate and leaf initiation. These responses were obtained even though half of the root
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system received optimal supply of water and shoot and leaf water status was not affected. It was
concluded that leaf initiation and expansion were somehow inhibited by a signal originated in the
dry portion of the root system. Results of the split-root experiments reported above suggest that
signaling between roots and shoots must be of a “positive” nature, which means that it is activated
by the increase of a substance capable of eliciting a certain physiological response. Although
“negative” signals (i.e., substances synthesized in the roots whose transport is completely
stopped) have been considered, it is unlikely that they play a key role in the physiological and
morphological changes induced by water stress. In order for such substances to be effective,
leaves should be sensitive to minor changes in their concentration from very low levels to zero,
which is very unlikely to occur (Davies and Zhang, 1991).

Split-root systems are not just experimental tools to study root-to-shoot signaling systems in
plants; they are a way to simulate the heterogeneity of soil systems and in particular water
availability in the soil. The larger a plant is, the greater the probability that its root system will
grow into zones where water is readily available (e.g., deeper in the soil profile) and in others
where water is scarce (e.g., more superficial layers). Although there is little information available
on water relation profiles along the roots, studies conducted using split-root systems suggest that
even if only a few roots are exposed to drying soil, a signal may be generated and translocated to
the shoots and leaves. The intensity of such a signal would obviously increase when more and
more roots are subjected to dehydration until a threshold is reached and a response is triggered in
the canopy. Heterogeneity in plant root systems may be influenced also by size, class,
characteristics, age, etc. of the single roots. Zhang and Davies (1989) reported for example that
secondary and tertiary roots of maize are much less effective in maintaining tissue turgor when
soil dries.

Among the possible chemical signals that may be involved in perception of developing
water stress (cytokinins, pH, ion concentrations, etc.), ABA is the most likely (Davies and Zhang,
1991). ABA has long been known to increase considerably in leaves of plants subjected to
drought. The marked increase is a consequence of the biosynthesis of this hormone, rather than of
a release from storage forms present in the leaves (Dorffling, 1972). There is in fact a
considerable body of evidence showing that leaves are not the only source of ABA and that ABA
is also synthesized in roots (Cornish and Zeevaart, 1985; Davies and Zhang, 1991). The synthesis
of ABA takes place in the root apices, in the non-growing regions, and in the cortex as well in the
stele. When roots “sense” the reduction of soil water potential, they start producing ABA, which
is then sent to the leaves via xylem flow, thereby functioning as a long distance signaling
molecule. It is now widely accepted that stomatal conductance is controlled by the soil water
status via ABA. The exact mechanism of action of ABA and its role on stomatal closure is still
unclear although we do know that ABA induces efflux of anions and cations from the vacuole to
the cytoplasm of guard cells, thus causing their loss of turgor and reduction of stomatal aperture
(MacRobbie, 1997). It is not clear, however, if such reaction is caused by changes in ABA
concentration in the leaves, by variations of its rate of delivery to the guard cells, or by other
reasons, such as ABA-driven fluctuations in xylem pH.

Although leaf water status is often not considered as influencing the response of stomata to
ABA, a few studies (Schurr et al., 1992; Tardieu and Davies, 1993; Tardieu et al., 1992) have
reported that leaf water potential might have an indirect role in the regulation of the stomatal
conductance, via a modification of the stomatal sensitivity to ABA. Moreover, a lower response
of the conductance of ABA was observed when water potential was maintained high by
pressurizing the root system (Schurr et al., 1992). Another study conducted on sunflower (Gollan
et al., 1986) showed that, when leaf water potential and turgor do decline, stomatal conductance
can be more closely related to the water status of the soil than to that of the leaves. In contrast to
these assumptions, when ABA was removed from the sap of water-stressed wheat, the anti-
transpirant activity was still present, which suggested that ABA could not be the only stress signal
acting from roots to shoots (Munns and King, 1988).
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Among the other types of signals that have been considered, ion and pH gradients may play
a role in root-to-shoot communication. It has been reported that the pH of the xylem increase in
response to drying soil (Davies and Zhang, 1991). The role of a higher pH could be to favor ABA
distribution in the leaves. The variables involved in stomatal regulation are typically distinguished
between those involved in the mechanics of stomatal movements and those implicated in the
signals triggering these movements (Zeiger et al., 1987). Recently, however, other physiological
variables have been proposed. These variables, such as whole-plant hydraulic resistance, soil
resistance, root resistance, etc. may affect the hydraulic characteristics of the sap pathway and
consequently induce stomatal closure (Cochard et al., 2002).

5. Gas exchange

Stomatal opening/closure provides an important mechanism for plants to regulate movement of
gases into or out of leaves. Stomata occupy only about 1 % of the leaf surface area and, in most
dicotyledonous plants, they are more numerous on the abaxial leaf surfaces compared to adaxial
surfaces, with a stomatal frequency of 50-300 stomata per mm? being more representative for the
abaxial leaf surface of most leaves (Nobel, 1999). In contrast, most monocotyledonous plants
have approximately equal distribution of stomata on both sides of the leaf. In plants, transpiration
(E) is the loss of water that occurs through stomata as the CO, needed for photosynthesis is
absorbed from the atmosphere. Transpiration is a function of the hydrostatic pressure gradient and
of the evaporative demand of the surrounding environment. This evaporative demand depends on
the net radiation absorbed by leaves and on the drying power of the air (Nobel, 1999). Existence
of'a hydrostatic pressure gradient between roots and leaves drives water movement in plants from
the soil into roots and ultimately to the atmosphere through leaf transpiration. Although
transpiration serves a useful purpose of tissue cooling, excessive transpirational water loss can
lead to soil water depletion and tissue dehydration. Stomata can be regulated in response to soil
water status (e.g., via ABA) and other environmental cues such as vapor pressure deficit (VPD)
and control water loss accordingly. Leaves continuously need to find a compromise between
minimizing transpirational water loss and maximizing CO, uptake and photosynthesis. Stomata
are the ultimate controllers of this delicate balance.

In the previous sections we have seen how water stress influences stomatal aperture, either
directly, with the turgor loss of stomatal guard cells (hydropassive closure), or indirectly, with
production of ABA or other inhibitory substances (hydroactive closure). In either case, stomatal
closure induces a decline in carbon assimilation, with physiological and morphological
consequences in both the vegetative and reproductive growth and development. Due to
differences in molecular structure and diffusional properties of CO, and water, partial stomatal
often limits transpiration more than it does CO, uptake. Stomatal conductance is in fact only part
of the limitation on inward diffusion of CO,, whereas it is the major limitation on outward
diffusion of water vapor (Parkhurst, 1994). Some xerophytes have sunken stomata, an adaptation
which increases the resistance to water vapor loss by transpiration. Other adaptations to regulate
movement of gases into or out of leaves include small leaf size, thicker cuticles, pubescence, and
glaucousness. The differential influence of stomatal closure on CO, uptake and water loss has
important effects on water use efficiency (WUE). Leaf-level WUE refers to the ratio of
photosynthesis (A) to transpiration, whereas WUE of productivity refers to the ratio between
biomass accumulation and water used during production of that biomass. Since A and E are both
affected by g, plant WUE, therefore, also depends on g and on factors influencing g such as the
leaf-air vapor pressure difference (LA VPD, or the difference between the leaf’s intercellular air
spaces and the bulk air). Temperature also has a pronounced effect on plant WUE, since it affects
LA VPD (Lambers et al., 1998).

Of special interest to life in dry environments is the fact that WUE is closely related to the
carbon isotope (**C or *C) composition of plant tissues. The C isotopic composition of plant
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tissues provides an integrated measure of the photosynthetic WUE during the time when the tissue
C was assimilated. Plants tend to discriminate against the heavier C isotope, depending on
processes such as diffusion or carboxylation (see Farquhar et al., 1989 for a detailed review).
High g, or low A often lead to large discrimination (A) against the heavier isotope ('*C), resulting
in a lower "*C isotope composition (3"°C) in plant tissues. The consistently close positive
correlation between 8'°C and WUE has led researchers to propose using 8'°C as a screening index
in breeding for high WUE (Hubick and Farquhar, 1987; Meinzer et al., 1990). This follows from
ample experimental evidence showing that genotypes which perform best under dry environments
(i.e. high WUE) also have higher 8"°C in their tissues than plants from mesic environments
(Smedley et al., 1991).

Most plants (except for CAM plants; see section 7.2.1) keep their stomata closed at night.
This allows them to recover from a mild stress thanks to water absorption that continues from the
available water supply in the soil. At night, however, water movement is not driven by the
negative pressure generated in the xylem by transpiration, because, with stomata being close,
transpiration does not take place. In this case, the driving force is caused by the solutes actively
accumulated in the xylem sap. Such accumulation induces a decrease in Vg, and thus in ¥, which
drives water movement from the more diluted soil solution to the more concentrated root xylem.
Such movement is generally enough to build up a positive hydrostatic pressure (usually between
0.05 and 0.5 MPa) in the xylem which is utilized to rehydrate tissues and repair cavitation.

6. Other stresses associated with drought

Understanding the physiology of plants exposed to environmental stresses can be particularly
challenging when the responses derive from different factors. For this reason, in order to better
understand the physiological responses of plants to drought, most experiments have been
conducted in laboratory, under controlled conditions, with the attempt to maintain non-limiting
conditions for all environmental factors except for limiting water availability. In natural habitats,
however, such conditions are rare, and it is more common for two or more factors to play a role
concurrently to the plant responses. In nature, locations that are subjected to frequent drought
periods are frequently associated with levels of irradiance well above the rates required to saturate
the photosynthetic processes. High air and soil temperatures are also frequently linked to dry
environments, due to the presence of high irradiance levels, low air and soil moisture levels. At
the same time, dry environments are often exposed to increasing cellular or soil concentrations of
ions or molecules, which, singly or in combination, can cause inhibition of metabolism or
physiology (toxicity effects). Such interactions among environmental constraints force plants
react to their environment with very complex adaptive responses which influence growth and
developmental processes. What follows is a brief review of some of the abiotic plant stresses that
are commonly associated with water stress.

6.1. HIGH TEMPERATURE STRESS

The association between drought and high temperature stress is often so close that it is difficult to
distinguish the effects of either stress on plant growth and development. In addition, adaptive
mechanisms to drought can be truly effective only if they lead to tolerance or avoidance of both
stress conditions. The main reason why the two unfavorable conditions are so tangled in nature is
because the stress caused by high temperatures is a frequent consequence of limiting soil water
availability and of the drought-induced reduction in stomatal aperture. As observed before, when
water supply in the soil becomes limiting, ABA is synthesized in the roots and translocated to the
leaves where stomatal closure is induced. Although stomatal closure has the advantage of
preventing excessive water losses, it also reduces carbon assimilation and induces the cessation of
transpirational cooling. The reduction in transpiration causes a rapid rise in leaf temperature (5 °C
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and more above air temperature in bright light near midday), which can induce serious damage to
the leaves and, if maintained for prolonged period, lead to the death of the plant. The precise
temperature threshold for damage to leaves is usually above 45 °C but it is function of several
factors, such as species, growing temperature, potential prehardening conditions, environmental
factors, etc. Well-hydrated plants can maintain the temperature of their tissues at values close to
those of the surrounding air as long as they possess mechanisms to dissipate the heat generated by
solar radiation. Plant tissues dissipate heat through three main mechanisms: heat convection,
emission of long-wave (infrared) radiation and transpirational cooling. Of the three methods,
transpiration is the most effective and, typically, half of the net heat input generated in a leaf by
sunlight is dissipated by transpiration (Nobel, 1999). Transpiration dissipates heat because energy
is required to break the bonds that hold the molecules of water together in the liquid phase.
Consequently, water molecules which leave the walls of the mesophyll cells and are released into
the atmosphere have a higher energy than those which are left behind in the leaf tissues. When the
plant is well watered, transpiration rate is maximal and the leaf temperature is close to air
temperature. On the other hand, when water deficit increases, stomatal aperture and transpiration
are reduced and solar energy is no longer dissipated as latent heat for water evaporation, but
rather converted into heat, which increases leaf temperature. This explains why, during hot
summer days and when the soil water content becomes limiting, leaf temperature becomes higher
than air temperature. Inversely, plants receiving an adequate amount of water through their roots
have cooler leaves than those that are drought stressed. A relatively new method for the
evaluation of plant water status can in fact be the measurement of leaf and canopy temperatures,
and the difference between canopy and air temperature can be a tool to detect plant moisture stress
(Jackson, 1982) and predict the potential yield of a crop (Tanner, 1963).

Cooling is not the only function of transpiration and water movement in the xylem elements.
Water movement from root to shoot is the main avenue for nutrient movement and when
transpiration rate decreases, so does nutrient distribution. Nutrient deficiency, however, is seldom
a primary impairment for the growth and development of stressed plants because of the reduced
metabolism during the unfavorable conditions.

In general, photosynthesis is one of the first processes to be affected by high temperatures.
In particular, the chemical nature of the chloroplasts seems to be the reason for the high
sensitivity of the electron transport of photosystem II (PS II) to high temperature values. The
viscosity of the lipids forming thylakoid membrane changes in fact rapidly when leaf reaches
temperatures between 45 and 55 °C, which corresponds to the range within which severe damage
to the leaves occurs in almost all plants. At high temperature, there is also decrease in the strength
of hydrogen bonds and electrostatic interactions between polar groups of proteins. Consequently,
protein structure and functionality are modified with consequences on permeability, biochemistry,
etc.

High temperatures affect carbon metabolism not only by reducing photosynthesis but also by
accelerating carbon losses. Although both processes are inhibited by high temperatures, the
optimal range for respiration in response to temperature is broader than that for photosynthesis.
Consequently, as temperature rises, photosynthesis decreases before respiration does. When
temperature rises above the temperature compensation point (the temperature value at which the
amount of CO, released by respiration equals the amount of fixed CO,), more CO, is used as
substrate for respiration than what photosynthesis can fix into carbohydrates.

Photorespiration is another process which causes the loss of CO, and which is affected by
temperatures. Photorespiration occurs when rubisco (ribulose-1,5-bisphosphate carboxy-
lase/oxygenase), the main enzyme involved in carbon assimilation, reacts with oxygen and,
instead of producing two molecules of 3-phosphoglycerate, like it does when it reacts with CO,, it
originates 2-phosphoglycolate and 3-phosphoglycerate, thereby decreasing the efficiency of
photosynthesis. As temperature increases, the concentration ratio of CO, to O, decreases and
photorespiration rate increases more relative to the photosynthesis rate. Photosynthesis and



56 LOMBARDINI

photorespiration occur simultaneously, with loss of CO, from those same cells that are fixing CO,
by the Calvin cycle. This effect is also enhanced by the kinetic properties of rubisco, which has a
higher affinity for O, at higher temperature (Ku and Edwards, 1978).

6.2. FIRE

Fire is the most extreme case of high temperature stress. Wildfires are often very destructive and
are often facilitated by prolonged drought events which create fuel (dead plant material) for such
fires. Although wildfires are more often associated with human intervention, they are frequently
caused by natural events such as volcanic eruptions and lightning strikes. Wildfires are more
common in those regions characterized by a dry season, but can take place practically anywhere
in particularly dry years (see Chapter 16).

The type of damage inflicted to plants by fire depends on the temperatures generated in
proximity of soil, trunk and canopy. Temperatures are determined by the amount of heat released
per unit area which is function of the amount of combustible present per unit area, of the type of
combustible (dead wood, conifer needles, etc.), and of environmental factors, such as wind, which
help dissipate the heat away from the source. The threshold temperature for plant survival is 60-
70 °C, which is a much lower range than the values reached by wildfires near the soil surface
(100-150 °C). Most living tissues are thus killed by fire, although the time of exposure to the fire
has an influence on the extent of damage as well. Most of the seeds present in the superficial
layers of the soil are also killed by the fire. However, frequently dormant seeds present at deeper
layers can survive and their germination can actually be stimulated by the fire.

Destructive as fires may be in many dryland environments, they also serve a useful function
as being a catalyst for regeneration. Fire plays an important role in accelerating nutrient cycles
and their availability to plants. Many non-volatile elements (such as K, P, Ca, etc.) can become
more rapidly available after the passage of fire, when they get concentrated in the surface ashes.
However, most of the nitrogen present in plants is lost to the atmosphere during fires.

Several plant communities have characteristics that indicate strategies for survival against
this sometime devastating environmental feature. Such characteristics include seed dispersal (e.g.,
Pinus spp.) and removal of dormancy triggered by high temperature, trunks protected by thick and
fire-repellant bark (e.g., Quercus suber), rapid sprouting of new vegetative tissues from epicormic
buds (e.g., Eucalyptus, Myrtus), bulbs, rhizomes, etc. to replaces the tissues damaged by fire.
Typical fire-adapted communities include the Mediterranean magquis, the Californian chaparral,
the Australian kwongan, and the South African fynbos.

6.3. HIGH IRRADIANCE

Areas that are exposed to drought are frequently characterized by cloudless sky, low relative
humidity, and scarce vegetation. In such conditions, solar radiation can reach very high levels
because less light is intercepted by clouds, water molecules present in the atmosphere or
vegetation. For most plants, solar radiation is not only the primary source of energy for
photosynthesis, but also acts as a stimulus regulating many growth and developmental processes
(e.g., flowering). The direct thermal effects (warming) of solar radiation also allow many
metabolic processes to proceed optimally. The thermal effects of solar radiation also help drive
evapotranspiration and ultimately water shortages if replenishment from rain and irrigation are
inadequate. However, solar radiation can also cause injury and damage, for instance through
mutagenesis and through excessive absorption by plants. Very high irradiances can damage the
photosynthetic system or leaves in which photosynthetic metabolism has been inhibited by other
processes such as water stress or extreme temperatures. Shade-adapted plants are most susceptible
to excessive irradiances. Damage can be a result of photooxydation, where bleaching of
chlorophyll occurs, or photoinhibition, where no bleaching occurs. Photoinhibition has been
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defined as the reversible decrease in photosynthetic capacity induced by the exposure of
photosynthetic tissues to high fluxes of photosynthetically active radiation (PAR, 400-700 nm)
(Ort, 2001). The decrease in efficiency results largely from changes in photosystem II (PSII), and
in particular the D1 protein, although photoinhibition of photosystem I (PSI) has also been
reported in some species (Terashima et al., 1994). When excess light hits the protein D1, the
excess quanta produced during the light reaction are transferred to the reaction centers instead of
being disposed of as heat or fluorescence. This increases the amount of reducing power by
creating singlet oxygen or free radicals, which easily damage or destroy the D1 protein itself. If a
receptor for this reducing power is present, then the damage can be alleviated. Consequently, the
damaged D1 protein has to be removed and replaced with a newly synthesized molecule. If the
conditions leading to photoinhibition are persistent during the growing season, the damage can be
significant. Photoinhibition can in fact cause decrease in both quantum efficiency and maximum
photosynthetic activity. It has been estimated that in natural willow populations the daily
depression in carbon assimilation induced by photoinhibition accounts for reduction in biomass of
up to 10% (Long et al., 1994). Photoinhibition can be probed by measuring photosynthetic
electron transport as oxygen exchange or chlorophyll @ fluorescence, both of which reflect the
electron transfer through the two photosystems (Bolhar-Nordenkampf and Oquist, 1993). Such
measurements have shown strong correlations between photoinhibition and the inactivation of the
D1 reaction center polypeptide of PS II which binds plastoquinone Qg (Long et al., 1994). Plants
have evolved a variety of mechanisms to avoid high-irradiation damage, for example, leaf
movements (heliotropisms), developing highly reflective surfaces (e.g. pubescence), or rapid
resynthesis of damaged, plastid pigments and proteins.

C; plants, especially those that are more shade-tolerant or more adapted to shady conditions,
are more vulnerable to photoinhibition when they are suddenly exposed to high radiation levels.
Conversely, sun-adapted plants and plants with C4 metabolism are less susceptible to this harmful
process. Photoinhibition is more common when high radiation levels follow periods characterized
by low temperatures. Plant populations living in deserts or at high altitudes, where such climatic
conditions are more frequent, are thus more exposed to photoinhibition. In these environments,
the depression in photosynthetic rates is even more detrimental due to the limited resources that
are available for plant growth.

6.4. SALINITY

Areas exposed to drought are characterized by high soil and plant evaporation rates which lead to
depletion of water reserves not replenished by the scarce or absent precipitations. When
evaporation exceeds precipitation, soil moisture decreases and salts become more concentrated in
the rootzone. Salt accumulation in the soil is a phenomenon that has great repercussions on plant
physiology and influence plant communities. Accumulation of salts in the environment induces
two types of stresses in plants. First, accumulation of dissolved solutes reduces soil osmotic
potential, which lowers the soil water potential (see Chapter 2). This affects the general water
balance because plants have to develop an even lower water potential to maintain a downhill
potential gradient between roots and soil to preserve water and nutrient uptake. The other
consequence of accumulation of salts is the toxic effect caused by high concentration of ions both
in the soil and at cellular level. Based on these differences, Levitt (1980) distinguished between
salt and ion stresses. Salt stress was defined as the condition of a plant exposed to a salt
concentration high enough to lower water potential by 0.05-0.1 MPa; ion stress occurs when the
total ion concentration is not high, but the stress is induced by one particular species of ion which
can result toxic to plants.

The extent of adaptation varies greatly among species and certain plants have evolved
mechanisms for dealing with these stresses. Plants that thrive in the presence of high levels of
salts and can complete their reproductive cycle are called halophytes, and are usually native to
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saline soils. Salt-tolerant are defined as those plants which are well adapted to high levels of salt.
Non-halophytes (sometimes called less correctly glycophytes, “sweet plants”) are plants that show
toxicity symptoms even at relatively low levels of salt. Another classification distinguishes
between plants that tolerate high sodium levels (natrophilic plants) and plants are affected by very
low levels of soil sodium content (natrophobic). Distinction is also made between plants that can
live in soil with high calcium content (i.e., in conditions of high pH soil), called calcicole, and
plants that are more adapted to soil with less calcium content (low pH), known as calcifuge.

When referring to the effects of salts in the soil, sodicity indicates high concentration of
sodium in the soil, whereas salinity refers to a high concentration of total salts. The two concepts
are often related because soils with a high concentration of salts often have high sodium content.
However, the opposite is not always true.

Although there are similarities between the low soil water potential conditions induced by
drought and by excess salt content, there are differences in the mechanisms of adaptation initiated
by plants (Munns, 2002). During soil desiccation the amount of water available to plants keeps
decreasing with time, thus creating ever-decreasing water potentials and continuous renewal of
adaptation strategies, such as osmotic adjustment. Conversely, in saline environments, water is
usually available and the concentration of salts remains more or less stable, thus creating low,
constant water potential conditions.

7. Mechanisms of adaptation

Water stress is not limited to plants living in environments characterized by low soil moisture
content. Typically, even well-irrigated plants experience moderate water deficit conditions
sometime during the day. This occurs because the evaporative demand, transpiration and
evaporation are high and water movement within plants is relatively slow. Consequenctly, xylem
tension increases with the intensity of the stress. Compared to other environmental stresses, such
as hypoxia or temperature stresses, drought can take several days, sometime weeks, before it
becomes severe enough to affect plant growth. Consequently, if the dehydration process of a plant
cell or tissue is sufficiently slow, plants can develop changes in physiological and developmental
processes to respond to the unfavorable conditions.

If the water stress condition continues for a prolonged period, however, plants may die of
desiccation, unless mechanisms of resistance are initiated. Two main types of mechanism can help
reduce the stress condition: 1) prevention or reduction of water loss in certain tissues or organs or
2) increase in rates of absorption and translocation of water. While the first type is usually
activated as a quick response to the unfavorable conditions, the second type of reaction typically
required anatomical/ morphological adaptations and are thus more efficient for prolonged stresses.

7.1. MORPHOLOGICAL ADAPTATIONS TO WATER STRESS

Most species that have evolved in environments where drought events occur more or less
frequently have developed mechanisms of adaptation that enable them to avoid the hottest period
of the year. It is quite common for many annual species, such as Camissonia claviformis, a
drought avoider species native to the Death Valley, California, to complete their reproductive life
during the cooler months. A few perennial species, such as in Euphorbia dendroides, a
Mediterranean shrub, keep their leaves during winter and/or spring and abscise them with the
onset of the hot season.

Other species can accurately control leaf angle and leaf folding in order to keep their leaves
either parallel (paraheliotropic sun tracking) or perpendicular (diaheliotropic sun tracking) to the
direct sunrays. Species with paraheliotropic sun tracking minimize the interception of solar
radiation thus maintaining lower temperature. On the other hand, plants with diaheliotropic sun
tracking maximize their interception and therefore carbon assimilation, which enables them to
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grow rapidly during the favorable conditions (e.g., after rainfall). Increasing the fraction of light
that is reflected before it can be absorbed is another method for plants to ensure survival during
high temperature stress. In environments with intense solar radiation and high temperatures, it is
very frequent for leaves and other organs to be covered with reflective hairs and waxes. Such
barriers reduce the amount of energy reaching the vital portions of the plants and decrease the
need of evaporative cooling. An example of this type of adaptation can be found in the California
desert brittlebush, Encelia farinosa, which has green, nearly hairless leaves in winter and
develops more pubescent, silvery leaves only when this desert shrub begins to experience water
stress during the spring. The new leaves are highly reflective and absorb less than 60% of the
intercepted PAR, versus approximately 85% absorption of the non-pubescent leaf type
(Ehleringer and Bjorkman, 1978).

As mentioned above, convection of excess heat is another mechanism allowing leaves to
dissipate part of the energy derived from interception of solar radiation. Morphological features,
such as small, dissected leaves, can reduce boundary layer resistance (7,), which is the portion of
resistance of the transpiration pathway which is caused by the layer of unstirred air surrounding
the leaf surface and through which water vapor must diffuse before reaching the turbulent air of
the atmosphere. There is a direct relationship between r,, and the thickness of the boundary layer
0, which depends on the wind speed u and leaf size d as

506\/2- 3)
u

Consequently, under the same wind conditions, the larger a leaf'is, the thicker is 0. With a thick J,
the r, can be so large that, when the air surrounding the leaf is very still, the layer of unstirred air
can be the primary obstacle to transpiration, and therefore to transpirational cooling. This explains
why species, such as mesquite, adapted to hot environments, usually have small leaves or
dissected leaves with very small leaflets.

Phenological adaptations are often accompanied by modifications at cellular level. Oleander
(Nerium oleander) is a species native to the Mediterranean basin and very resistant to drought and
high temperatures. In this species, a thick cuticle contributes to the reduction of water losses while
an increased degree of saturation of fatty acids in membrane lipids makes the membrane less
fluid, thus increasing the plant’s resistance to high temperatures (Raison et al., 1982).

Conditions of water deficit decrease stomatal aperture and consequently carbon assimilation.
Growth of all organs is thus reduced in drought condition. As a result, a reduction in root growth
would be expected when the soil water potential declines. Nevertheless, several studies have
reported an increase in the proportion of photoassimilates allocated in the root system, associated
with water deficit conditions (Buwalda and Lenz, 1992; Hsiao and Jing, 1987). If the stress is not
too extreme, plants can maintain root growth in order to increase the absorbing surface and
explore bigger soil volume, with consequent increase in the root to shoot ratio. The allocation of
photoassimilates for root growth could be interpreted as an investment for following unfavorable
periods (Buwalda and Lenz, 1992). This adaptation mechanism is part of what Brouwer (1983)
defined as ‘functional equilibrium’, by which plants respond to a decrease in above-ground
resources with increased allocation to shoots, whereas they respond to a decrease in below-ground
resources with increased allocation to roots.

7.2. PHYSIOLOGICAL ADAPTATIONS TO WATER STRESS

Loss of turgor induced by drought triggers physiological and biochemical adjustments that are as
important for turgor maintenance as morphological adaptations. The importance of elastic and
osmotic adjustments for plant resistance to water stress have been highlighted (Schulte and Henry,
1992). Elastic adjustment includes physical modifications in the cells, which make them more
elastic, thereby facilitating tissue shrinkage during dehydration. Osmotic adjustment, or
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osmoregulation, is defined as the active accumulation of solutes inside the cell, with the
consequent lowering of ¥s. This mechanism helps maintaining turgor and water absorption even
at low tissue water potentials and prevents mechanical damages to plasma membranes. For
mesophytes, the decrease in 'V is usually between 0.2 and 0.8 MPa, but it can be greater in plants
adapted to extremely dry conditions. The solutes that are most typically involved in this
mechanism are small inorganic ions (mainly K"), amino acids, organic acids and sugars. They are
accumulated preferentially in the vacuoles, in order not to interfere with the structure and
functioning of cytosolic enzymes. High solute concentrations can contribute to a greater capacity
for turgor maintenance, but the contribution of electrolytes to osmotic adjustment is usually
relatively low, if compared with other solutes. Inorganic ions can be toxic and disruptive to
organelles, enzymes, and membrane-bound processes, whereas organic ions may serve as more
compatible solutes, being tolerated at high concentrations in the cytoplasm (Ahmad et al., 1979;
Bieleski, 1982). Osmolytes (also referred to as compatible solutes or osmoprotectants) are low
molecular weight organic compounds that can be safely synthesized and accumulated in the
cytoplasm without interfering with enzyme functions. Many are the plants and bacteria that
synthesize osmolytes in response to environmental stresses (Tarczynski et al., 1993). Their main
function is to maintain a water potential equilibrium within the cell when solutes are actively
accumulated in the vacuole to increase the cell tolerance against abiotic stresses (Tarczynski et
al., 1993). The level of many osmolytes increases in fact during the stress and declines when the
stress is relieved. Examples of osmolytes are sugar alcohols (sorbitol and mannitol are the two
most common ones), the amino acid proline, and glycinebetaine, a quaternary amine. In many
species belonging to the Rosaceae family, sorbitol is the primary product of photosynthesis and
the most actively translocated form of carbohydrate. In apple leaves it has been found to
accumulate during drought stress (Bieleski, 1982) and perhaps this compatible solute plays a role
in lowering leaf osmotic potential. However, not enough research has been conducted on young
leaves, root and stems to determine its importance (Wang et al., 1995). In certain trees, such as
apple, mature leaves seem to be able to adjust osmotically, whereas young leaves and tips seem
not to be able to do this. The opposite seems to occur in peach, where immature leaves indicate
osmotic adjustment and mature leaves do not (Wang et al., 1995). Osmotic adjustment in drought-
stressed roots was observed by Ranney et al. (1991) for cherry trees. Numerous results have been
obtained on experiments conducted on transgenic tobacco plants where the gene for mannitol was
inserted (Tarczynski et al., 1993). Naturally, tobacco is not a mannitol-producer, but transformed
plants produced mannitol (up to a maximum concentration of 100 mM) and seemed more tolerant
to salinity stress. Genetically modified plants were also able to produce new growth and new
leaves, when exposed for 30 days to 250 mM NaCl. There are no assumptions on how
accumulation of intracellular mannitol may lead to new growth. The maintained production of
roots and leaves, rather than a reallocation of resources, could explain the increased height and
weight in transgenic plants (Tarczynski et al., 1993). Trehalose, a non-reducing disaccharide of
glucose, is an osmoprotectant which plays an important role in stress protection in a large variety
of organisms ranging from bacteria and fungi to invertebrate animals by effectively stabilizing
dehydrated enzymes and lipid membranes, thereby protecting biological structures from damage
during desiccation. During severe dehydration trehalose can act as a substitute for water, thus
maintaining the native folding and biological activity of proteins, and preventing denaturation and
aggregation. Despite the wide distribution of trehalose in microorganisms and invertebrates,
trehalose had until recently only been found in a few plant species, notably highly desiccation-
tolerant, resurrection plants (club mosses Selaginella lepidophylla and the angiosperm
Myrothamnus flabellifolius), so named because of their unique ability to fully recover from a state
of almost complete loss of water (Goddijn and van Dun, 1999). These resurrection plants can
accumulate trehalose at levels approaching 1% of dry weight under non-stress conditions,
whereas the majority of plants do not appear to accumulate easily-detectable amounts of
trehalose. However, genes that encode enzymes of trehalose synthesis, i.e., trehalose-6-phosphate
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synthase (TPS) and trehalose-6-phosphate phosphatase (TPP), have been recently identified in a
number of plants. Transgenic rice and tobacco plants expressing these genes have been shown to
exhibit increased drought tolerance (Garg et al., 2002; Pilon-Smits et al., 1998).

As indicated in Figure 1, osmotic adjustment is not one of the first responses to water stress;
instead, it follows loss of turgor, stomatal closure and reduction in carbon assimilation rate.
However, the role of such mechanism is significant. Leaves that can adjust osmotically can in fact
maintain turgor, thus maintaining cell elongation, growth and stomatal aperture at lower water
potentials. Osmotic adjustment is a phenomenon that is not limited to leaves. Root cells can
accumulate solutes actively into their vacuoles as well. It seems however that the magnitude of
the adjustment is smaller in root cells than in leaf cells. The role of osmotic adjustment is the
same in root and in leaf cells: reduce ¥ to favor water uptake from the surrounding cells (or from
the soil, in case of root cells) in order to maintain turgor, cell extension and tissue growth.

Process or parameter affected Reduction in leaf ¥ required to affect function (MPa)

0 1.0 2.0
I T 1

Turgor maintenance
Cell growth

Cell wall synthesis
Protein synthesis
ABA accumulation
Stomatal opening
CO2 assimilation
Proline accumulation
Respiration

Xylem cavitation
Accumulation of organic solutes

Wilting

Figure 1. Responses of mesophytic plants to reduction of soil water availability. The horizontal bars indicate
the range of lowering of leaf water potential at which symptoms first appear (Modified from Hsiao, 1973).

7.2.1.  Cyand CAM species

Some plant species have developed distinctive modes of photosynthesis, which confer them
higher water-use efficiency, thus reducing water needs and increasing their resistance to more arid
environments. The group of plants known as C, includes over 8000 species of angiosperms, both
monocotyledons and dicotyledons, distributed among 16 different families. A prime example of
C4 plants is given by Gramineae of warmer regions like sugarcane, maize or tropical grasses. C4
plants are so called because the first stable intermediates of photosynthesis present in their leaves
are the four-carbon acids malate and aspartate (all other plants are known as C; because 3-
phosphoglycerate is the first intermediate of the Calvin cycle). The primary carboxylation process
in Cy4 plants is not catalyzed by rubisco, as in C; plants, but by phosphoenolpyruvate (PEP)
carboxylase. The C4 photosynthesis is made possible by peculiar cells that are present in the
leaves. A typical leaf of C4 plants is in fact anatomically different from that of a C; plant. While
all chloroplast-containing cells (mesophyll cells) in a C; leaf have similar structure, the leaf of a
C4 plants has two distinct cell types containing chloroplasts: mesophyll and bundle sheath cells
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(this particular structure is sometime referred to as Kranz anatomy, from the German word for
wreath). After the C, acid is formed in the mesophyll cell, it is shuttled to the bundle sheath cells
where decarboxylation of the Cy4 acid takes place. The CO, released is then fixed by rubisco and
converted into carbohydrate by the Calvin cycle, just like in C; plants. This mechanism allows the
creation of a high concentration of CO, at the carboxylation site of rubisco, which facilitates
carboxylation. In addition, the fact that rubisco is kept in the bundle sheath cells (i.e., not in direct
contact with the external atmosphere) results in the elimination of photorespiration. The C4 cycle
is considered a direct adaptation to dry environments because it helps overcome the harmful
effects of high temperature on photosynthesis. The suppression of photorespiration, combined
with the high affinity that PEP carboxylase has for its substrate (HCO;"), enables C, plants to
maintain photosynthetic and water use efficiencies equal or greater than those of C; plants. This
allows them to live longer when subjected to water deficit conditions. However, if the stress is
prolonged, they too eventually undergo severe damage and death from causes other than
starvation.

While C, plants separate spatially PEP-carboxylation from rubisco-carboxylation, another
group of plants, called CAM (crassulacean acid metabolism) plants, have the two carboxylation
processes occurring in the same leaf cell but temporally separated. Plants with CAM
photosynthesis have evolved in particularly dry environments and are usually considered as water
savers. CAM metabolism was first researched in the 1800’s in the Crassulaceae (Crassula,
Sedum, Kalanchoe, etc.) family, hence its name. However, we now know that such metabolism is
not exclusive to the Crassulaceae family, but it is present in more than 20,000 species of plants.
Other families with CAM photosynthesis include Euphorbiaceae, Agavaceae, Cactaceae, and
Orchidaceae. The peculiarity of CAM plants is that they can store considerable amounts of water
in their shoots by keeping their stomata closed during the hot, dry days and fixing CO, during the
cool, desert nights, when transpirative forces are lower. As in C, plants, the key enzyme for such
a process is PEP carboxylase, located in the cytosol, which fixes CO, at night to form malate, a
four-carbon organic acid, which is temporarily stored in the vacuole. During the day, the stored
malate is transported to the chloroplasts where it gets decarboxylated, and the released CO, is
fixed by rubisco in the Calvin cycle. Thanks to this mechanism, CAM plants have a better WUE
than non-CAM plants (Cs) and can reduce water losses by 75-90% (Taiz and Zaiger, 2002).

The common ice plant (Mesembryanthemum crystallinum), a plant native to the Namibian
Desert, South Africa, is capable of switching from C; to CAM metabolism. Such a transition
occurs as young plants in their natural habitat experience drought and increasing salinity as the
season progresses. This phenomenon could be based on changes in the external conditions alone
but indications suggest the shift in metabolism is also part of the plant’s developmental program
(Cushman and Borland, 2002). Mesembryanthemum crystallinum has provided many clues about
the mechanisms employed by stress-tolerant plants to survive extreme conditions. A variant of the
CAM mechanism, called CAM-idling, allows certain CAM plants (or parts of them) to survive for
prolonged periods of time with their stomata constantly closed thus losing extremely small
amounts of water. Such a phenomenon is possible because the CO, that is released by respiration
is fixed again into malate by PEP carboxylase. CAM-idling is in most cases the mechanism that
allows portions of cacti or other succulents to survive for long periods (up to several months) after
detachment from the plant.

8. Conclusions

During the last two- three decades, some of the most relevant concepts in water stress have been
highlighted. We now know for example that root signals exert a somewhat dynamic control over
stomatal behavior, although the exact modes of action are still extensively being investigated.
Current evidence indicates that these signals are chemical in nature, but the potential role of
signals of different nature (pH and ion gradients, action potentials, etc.) should not be overlooked,
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as these types of signals have important roles in the responses of plants to other stresses (e.g.,
cold, wounding, attack of pathogens) and in systemic acquired resistance.

Despite the progress obtained in this area of plant science, our understanding of the
mechanisms of adaptation is insufficient to predict a plant’s response and how these mechanisms
may be interacting and integrating. One of the biggest obstacles derives from the fact that it is
very difficult to separate the effects of different interrelated stress factors. In addition, we are still
not able to assess the importance of one particular physiological or morphological adaptation
relative to another.

The capacity that plants have to adjust to the environment is one of their most important
attributes. Such ability is fundamental because it permits plants to colonize the most diverse
environments. The immense variability of plant responses, however, makes it often difficult to
generalize and categorize the different plant responses. This chapter has attempted to provide an
overview of some the typical morphological and physiological mechanisms of adaptation to water
stress and to evaluate their importance in the light of plant survival. With water becoming
increasingly scarce, it will be extremely valuable to extend our knowledge on water stress
physiology. The areas subjected to drought and high temperature conditions are increasing
alarmingly. Ecosystems are disappearing due to climate change and diversion of natural waters to
human activities. Water has always been one of the major constraints for crop production and
ecosystem dynamics (see Chapter 3, 5, 18). The combined expertise of ecologists, breeders, plant
physiologists, hydrologists, and biometeorologists is now more than ever before important to
better understand these adaptive mechanisms and to select for improved stress tolerance in crop
plants.
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1. Introduction

In this chapter we focus on savannas as a representative semi-arid, or dry-land, cover type.
Savannas cover some 20% of the global land mass, including 40% of Africa (Scholes and Walker
1993). The term “Savanna” is defined by a co-existence of herbaceous and woody vegetation
(often referred to as grass and trees, for simplicity) that is largely due to the limited nature of
water availability (but also reflecting the imprints of fire and herbivory). In fact, as a type, the
savanna is largely unique in the strength of contrast in the important characteristics between its
two dominant vegetation types (Scholes and Walker, 1993). Savannas have a significant role in
global net primary productivity, second only to tropical forests (Atjay et al. 1987). In contrast to
tropical forests, however, these water limited systems exhibit dramatic changes in their structure
(e.g. grass and tree densities) and function (e.g. water and carbon fluxes) in response to typical
seasonal, inter-annual, ENSO, and decadal precipitation variability (Scanlon and Albertson
2003a). As for the southern African savannas, as an example, the anticipated decreases in regional
rainfall (10-20%) and continued increases in population put the global and regional services of
these savannas in jeopardy (IPCC 1992; Moleele and Mainah, 2003).

Changes in both the structure and the function of these savannas have the potential for large-
scale impacts on peoples’ livelihoods as well as on the global water, energy, and carbon cycles.
This potential, coupled with an inadequate understanding of savanna dynamics, is responsible for
the current concentration of research efforts on these systems. Savanna research is broadly
guided by questions regarding either: (1) the structural co-existence of the grasses and the trees,
or (2) the functional behaviour of these systems with respect to water and carbon cycling. In this
chapter we address the functional aspects of savannas, while noting that the function, when
integrated in time, forms the basis to describe structural aspects, such as the relative densities of
grasses and trees on the landscape. In other words, if we understand adequately the function of a
system, then we can predict the future state of that system. Such an understanding, formulated
mathematically, provides the basis for studying the system dynamics, including characteristics
such as stability and resilience (e.g. Walker et al. 1981, Walker and Langridge, 1997, Carpenter et
al. 2001, Anderies et al. 2002, Folke et al. 2002, Walker et al. 2002; Whitford, 2002).

In this chapter we draw from past efforts in an attempt to identify a parsimonious
representation of controls on energy, water, and carbon cycling in savannas. In particular, we
seek a form that balances the need for simplicity for incorporation in a wide range of models -
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from analytical treatment of stochastic point-process studies (Chapter 3) to distributed
applications in general circulation models (e.g. Chapter 6; Bonan, 1998; Bounoua et al., 2002) -
with the need to maintain fidelity to the essential underlying mechanisms, such as those reviewed
in the preceding chapter (Lombardini, this volume).

2. Background and Theoretical Framework

In this section we summarize the principles governing fluxes and balances of energy, water, and
carbon at the land surface. We adopt a framework that is suited to savannas, in general, and is
consistent with the guiding philosophy described in the preceding paragraph.

All vertical fluxes and conservation
equations are presented on a per m® basis. We
focus on a representative description of the
landscape that is at least at the field-scale (i.e.
> 10> m%). Since it is expected that such a f
parcel of land may be comprised of patches of f v
trees, grasses, and bare soil (three functionally g
unique components, with contrasting fluxes
and states), we therefore describe the land
cover in terms of the three fractional cover
components of Figure 1. As fractional covers,
the following identity holds: S

I=f,+1+ ], ()

We now present conservation equations
and fluxes, using the index i to reflect either w,  Figure 1. Decomposition of landscape into three
g, ors. fractional cover components, representing the

fractions of the landscape covered by woody
vegetation (},,), grass (f,), and bare soil (f,).

2.1 SURFACE ENERGY, WATER, AND CARBON BALANCES

The states of energy, water, and carbon at the land surface are all governed by the conservation
laws of energy and mass. The skin temperature of the i component evolves quickly to affect a
balance between the surface energy fluxes

dT, 1

i (R
dt CA(

where T, is the skin temperature, C; [J m™ °K™'] is a surface heat capacity, R,; the net radiation, G;
the heat flux into the soil, H; the sensible heat flux into the atmosphere, and LE; the latent heat
flux into the atmosphere (Brutsaert, 1982).

An important assumption in what follows is that the roots of both grass and trees have
access horizontally to all three components of the landscape (hence, there is no i-distinction for
the soil moisture states). However, since tree roots tend to have access to water much deeper into
the soil than grass roots (Williams and Albertson, 2004) we consider two separate layers of soil
for the water balance. The moisture states of the shallow and deeper soil layers adjust to the
vertical hydrological fluxes (see also Chapter 2), as

~-G,—H, - LE,) @)

ni

dé 1
T;ZZ([_Esfs _Tgfg _Twlfw_Dl,z) (3a)
dez = 1 (DI,Z - 7102fw - DZ,OO) (3b)

dr d,
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where 0; and 6, represent the volumetric soil moisture contents of the shallow (thickness d;) and
deep (thickness d>) root zones, / is the surface infiltration rate, £, the bare soil evaporation rate
[mm hr'], T, ¢ 1s the grass transpiration rate, 7, is the portion of the tree transpiration rate taken
from the shallow root zone, D, , is the flux of water between the two root zones, T, is the
portion of the tree transpiration rate taken from the deep root zone, and D, , is the flux of water
out of the bottom or the deep root zone. Note that the land surface fluxes that are tied to a
particular cover type (i) are defined per unit area of that cover type and must, therefore, by scaled
by f; to account correctly for their fractional effect on the total area (c.f. Figure 1), since the
moisture contents reflect the entire area.

Just as the surface temperature state reflects a short-time-scale integration of the surface
energy fluxes, and the soil moisture states reflect medium-time-scale (~ up to inter-storm)
integrations of the vertical hydrological fluxes, the biomass (stored carbon) states reflect slow
integrations of surface CO, fluxes

PR, S -T, L+, (4
ifti - Phi (1 - q)i)fi _rs, Si =7 (4a)

where L; and S; are the leaf and shoot biomass states for component i, respectively, Ph; is the
photosynthesis rate, @; is the allocation rate of photosynthesis to leaf biomass, I' ; and I's; are the
respiration (maintenance plus growth) rate coefficients for the leaf and shoot pools, respectively,
and n; reflects the translocation of biomass from the shoot to the leaf pool (such as at spring leaf-
out) and may be parameterized in terms of the prior year’s biomass state. For more detail on
vegetation dynamics modelling see Mougin et al., (1995), Chen et al. (1997), LoSeen et al.
(1997), Calvet et al. (1998) Cayrol et al. (2000a,b), Nouvellon et al. (2000), and Williams and
Albertson (2005). Note that the inclusion of the i"-type fractional cover (f;) in (4) injects the
necessary dependence of total field-scale photosynthesis on biomass, since f;, is related to Z; (e.g.
Williams and Albertson, 2005).

2.2 INTERSECTIONS OF THE MASS AND ENERGY BALANCES

The evaporation and transpiration rates in (3) correspond to the latent heat flux term in (2),
following

LES = vaE S;
LE, = pLT,; %)
LEW = va (Twl + Tw2 )’
where p is the density of liquid water and L,
[energy/mass] is the latent heat of vaporization.
From a consideration of gas exchange through the
stomatal pores of the leaves (see Figure 2) the
transpiration rates of (3) are linked to the photosynthesis Ce €4
of (4). Applying integral forms of Fickian diffusion

(Campbell and Norman, 1998) across the length of the  Figure 2. Schematic of a stomatal pore.
pore we arrive at leaf-level expressions for water and ~ CO; and H,O are shown diffusing
carbon fluxes between the outer concentrations (c,, e,)
and the internal concentrations (cx, es);

Phl_ =g, (ca — c*) (6a) The curved gray arrows reflect stomatal

control on conductance.
T=gle-e,) (6b)
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where ¢, and ¢« are the CO, concentrations outside and inside the leaf, respectively, and e, and e«
are the water vapor pressures (i.e. concentrations) outside and inside the leaf, respectively,. (We
note that while the field scale flux symbols (Ph; and T;) are used in (6a) and (6b), these equations
are, in a strict sense, describing leaf level fluxes; however, for our demonstration purposes this is
a useful and reasonable relaxation.) By noting that the conductance of CO, (g.) is related to the
conductance of water vapor (g,,) according to

MW,
g, =0.66g, )
MW,
where the conductance is controlled by the plant guard cells (surrounding the opening of the
stomata), predominantly in savannas to restrict water vapor loss during times of low soil moisture.
Of course, this restriction works to limit CO, uptake as well, as shown by inverting (6b) for g,

and using this with (7) in (6a)
Ph,=0.66g,(c, —c.)= 0.66[ % ](ca -c.) ®)

e.—e,

g(.' =

Hence, it is clear that Ph; is fundamentally linked to 7; through the stomatal diffusion, with
the ratio of CO, gain per unit water loss, typically referred to as the ‘water use efficiency’ (WUE),
given by

e, —e

a

wuE < Ph _ 0.66(6“_0‘] )

N

(provided the units are consistent.)

We progress now to present simple functional forms for a subset of the fluxes active in (2)-
(4), as needed to support the examination of the central information cascade from rainfall through
the budgets of water, energy and carbon in Section 2.4.

2.3 CONTROLS ON ENERGY, WATER, AND CARBON FLUXES

The net radiation (R,;) is a weakly decreasing function of surface temperature (through the
outgoing longwave radiation) and the soil and sensible heat fluxes (G; and H;) are strongly
increasing functions of surface temperature, such that a positive imbalance on the right hand side
of (2) acts to increase 7;, which in turn acts to quickly reduce R,; and increase G; and H, such that
T; returns toward a quasi (dynamic) equilibrium (the opposite is true for negative imbalances in
the energy fluxes). In the next section we will discuss the main source of imbalances.

As for the soil water balances, the infiltration (I) forcing comes simply from the stochastic
input of precipitation minus any canopy interception and overland flow or ponding. The drainage
rates are readily estimated from simplified forms of Darcy’s law (e.g. Williams and Albertson,
2004). The evaporation and transpiration rates are taken to be moisture-limited fractions, ;(6),
(Jacquemin and Noilhan 1990, Avissar and Pielke 1991, Mahfoufet al. 1996, Rodriguez-Iturbe et
al. 1999b, Albertson and Kiely 2001; Williams and Albertson, 2004) of a potential
evapotranspiration rate, PET;, as

E = PETp, (10a)
T, = PET, (10b)
Tw:PETw(Bwlgl+Bw2(1-81)) (IOC)

where ¢ is the fraction of tree roots located in the upper soil zone (i.e. active in (3a)). PET; is
estimated for simplicity here with the Priestley-Taylor (1972) formulation
A (R,-G,
PET; =q ( ni Gz) (11)
A+y L

v
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where a (=1.26) accounts for large-scale advection and entrainment, vy is the psychrometric
constant, and A is the slope of the saturation vapor pressure curve (Campbell and Norman 1998).

For bare soil, the 3 function has been expressed as a simple polynomial form of 6,
(Parlange et al., 1999) or in some semi-arid region applications taken to be zero, since in these
regions surface soil moistures are typically too low to support significant bare soil evaporation
(Williams and Albertson, 2004). However, for transpiration the parameterizations of Band B, are
essential. The simplest of the various forms available is a piecewise linear function of soil
moisture (e.g. Williams and Albertson, 2004)

0, for 6, < Hg.wp

ﬂg _ %’ for gg’wp < < gg’]im (12a)
1’g,um g.wp for 6 2 Hg,lim
0’ for ‘91 < ew,Wp

B - M’ for 6, <6<06,,, (12b)
l,w,lim “ Ywwp for 91 2 ew,lim
0, for 92 < ew,wP

4 % , for 0, <6,<0,,, (12c)
Lw,lim w.wp for 92 2 Hw,lim

where 0, jir, and 0, jir, are the soil moisture contents below which the grass and trees, respectively,
experience a reduction in their transpiration rates with respect to the potential rates, and 0, and
Ow.wp are the soil moisture contents at which the grass and trees, respectively, wilt and thus
experience a cessation of transpiration. These moisture limits vary according to the type of
vegetation (e.g., Larcher, 1995; Eagleson, 2002) and are obtained by transforming limiting and
wilting point water potentials (i.e. pressures) for savanna tree and grass plant functional types,
PFTs, (Scholes and Walker 1993; Mahfoufet al. 1996; Rodriguez-Iturbe et al. 1999a,b,c, 2001) to
corresponding soil moisture limits (with the Clapp and Hornberger (1978) relationships to relate
potential to soil moisture with soil-specific parameters.)

The carbon balance is forced by photosynthesis, which, as shown in the previous section, is
the flip side of the transpiration mechanism. From the ecological perspective photosynthesis is
often computed using the biochemical principles of Farquhar et al. (1980), which essentially treats
the rate as being driven by light and potentially reduced by other limiting factors. Our water-
driven approach is similar, but markedly simpler in that soil moisture is taken to be the only (i.e.
governing) limiting factor. Hence, we estimate photosynthesis as a function of transpiration using
(9). The respiration rate can be modelled simply in terms of temperature, and the other
parameters are available from the literature (e.g. Nouvellon et al., 2000; Cayrol et al., 2000a,b).
The net carbon flux between the land and the atmosphere (F..), also often called Net Ecosystem
Exchange (NVEE) of CO,, reflects the net difference between photosynthetic uptake and respiration
losses. Following micrometeorological convention, in our figures we plot F, as negative when the
net flux is toward the land (i.e. photosynthesis dominates) and positive when the net flux is
toward the atmosphere (i.e. respiration dominates).
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2.4 INFORMATION CASCADE THROUGH THE STATES AND FLUXES

Savannas are marked by strong temporal variability in their water and carbon fluxes. Before we
progress to explore the results from recent field experiments it is instructive to summarize the
main pathways by which the external forcings propagate through the states and fluxes described
above.

During drought conditions, prior to a rainfall event, the moisture states are low and fairly
static and surface temperatures are high. Upon arrival and infiltration of a rainfall pulse into (3a),
0, increases and excites some drainage (D, ,) into 6,. These elevated states of 0, and 0, lead to a
rapid increase in evapotranspiration through the increase of the ; terms. Through (5), this reflects
a sharp increase in the latent heat flux, which reduces the surface temperature through (2), and
ultimately reduces the sensible heat flux. And, finally, with the effect on photosynthesis,
corresponding to that on transpiration through (8), the biomass density is excited in (4) — albeit
slowly. Through time the evapotranspiration flux proceeds to deplete 6, and 6, and the system
returns toward its pre-storm state. From this typical scenario it is clear that the energy balance
and the water and carbon fluxes are all excited by precipitation through the first order control of
soil moisture on 7; and Ph;. It is with this in mind that we are promoting here a simple model of
savanna function with respect to water and carbon fluxes, and now set forth to demonstrate its
merit through an examination of field data.

3. Support from Field Experiments

In this chapter we seek to strike a balance between generality of the approach and demonstrating
accuracy through comparison to actual field data. Hence, we focus on data from one of the more
general settings available: The Kalahari Transect (KT) of southern Africa.

3.1 SETTING OF THE FIELD MEASUREMENTS

The KT spans a strong climatic gradient in southern Africa, from the arid south (<200 mm mean
annual rainfall) to the humid north (>1000 mm mean annual rainfall), while remaining on a single
soil type, the deep and widespread aeolian sands of the Kalahari basin (IGBP 1997). The
vegetation ranges from grass dominated savannas in the south to Miombo woodland savannas in
the north. The attributes of the KT make it a logical case study. The climate gradient is strong
and persistent, the topography is flat and the variation in soil physical properties is minimal across
the entire KT. Moreover, from a meteorological viewpoint, the absence of frequent frontal
systems leads to simplified climatology in terms of describing seasonal variations in air
temperature, relative humidity, and incident radiation. All things considered, this provides an
excellent organizing framework to resolve the environmental controls on water-carbon-energy
dynamics. And, as a canonical example of the semi-arid savanna, results from studies of the KT
are readily transferable to other savannas, which cover close to one-half of Africa, Australia, and
South America (Huntley and Walker, 1982), in addition to large regions in the US.

The field data presented in this chapter are derived from two separate experimental
campaigns. The first campaign (Scanlon and Albertson, 2004) was conducted at four different
sites along the KT in the wet (growing) season of 2000 (capturing spatial differences), and the
second campaign (Williams and Albertson, 2004) was conducted over a longer period but only at
one site (Ghanzi) toward the end of the wet season of 2002 (capturing temporal dynamics). The
locations of the field sites are shown in Figure 3.

In each of the two campaigns eddy covariance instruments were installed on a tower that
measured net mass and energy fluxes between the land and the atmosphere over a measurement
footprint (e.g. Scanlon and Albertson, 2004). Sensible heat, latent heat, and CO, fluxes were
measured with a triaxial sonic anemometer (CSAT-3, Campbell Scientific) in conjunction with an
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open path infrared CO,/H,0 gas analyzer (Li-7500, Li-Cor). Eddy covariances (i.e. fluxes) were
computed in half-hour averaging periods from 10 Hz data with appropriate data quality controls
and adjustments (see Scanlon and Albertson, 2004). In addition, measurements were taken of
short- and long-wave components of net radiation (CRN-1 radiometer), soil heat flux (HFT3,
Campbell Scientific), air temperature and relative humidity (HMP45C, Campbell Scientific), soil
moisture (CS615, Campbell Scientific) at several depths, and radiometric skin temperature (IRTS-
P, Apogee Instruments), in addition to other ancillary measurements, all of which are described
by Scanlon and Albertson (2004) and Williams and Albertson (2004).

In the 2000 wet season campaign measurements were conducted from North to South along
the KT (Figure 3). One set of instruments was
installed for the duration of the campaign at

Mongu, Zambia while a second set was moved | “he \‘,‘3
along the transect. The measurement periods / ANGOLA ¢ \~»\ J
were from 29 February through 10 March at FAMBIA
Mongu, from 4-9 March at Maun, Botswana, @ Mongu L
from 10-13 March at ORC (near Ghanzi, gy 2 5 /5;, =
Botswana), and 15-16 March at Tshane, e
Botswna  (ending prematurely due  to \ K ?IMBABWE
< .

lightning). This campaign was designed to take
a snapshot of how the function of the savanna
vegetation differed spatially along the long-
term aridity gradient. See Scanlon and \
Albertson (2004) for a description of the 4
vegetation cover at the sites. \
The 2002 wet season campaign took place ~
on the Dgae Qare Reserve, near Ghanzi, A \
N

Ghanzi O BOTSWAI&A\K
®0kwa River Crossing

-
®Tshane

N

e

SOUTH AFRICA "
. o NS

2 ~
Botswana from 5 March to 8 April 2002, near \
the end of the wet (growing) season. The goal f\ ~ e
of this campaign was to observe the response of Vi et
the vegetation function to decreasing soil 200 0 200 400 600 Kilometers
moisture availability. Fortuitously, a storm of e ™
85 mm depth (~ 20% of the mean annual @® 2000 Field campaign sites
rainfall) occurred at the start of the campaign | © 2002 Field campaign site
and no significant additions of rain occurred Kalahari Sands
through the measurement (drydown) period,
providing a clear view of the response of this
savanna to increasing moisture limitation. Two
sites were selected (less than 2 km apart) for intensive measurements, one with an herbaceous
canopy composed primarily of grass (label as “Grass site” in Figures), and one with herbaceous
vegetation mixed with a tree cover representative of the region (label as “Mixed site” in Figures).

Figure 3. Measurement sites for the 2000 and
2002 wet season campaigns.

3.2 ENERGY BALANCE

Flux measurements derived from eddy correlation instruments are inherently ‘field-scale’
measures, reflecting the spatial integral of the land surface flux density over some so-called
footprint on the landscape. Hence, in presenting results from the field experiments, the fluxes will
not be explicitly tied to the individual cover components, but rather will reflect the following
spatial aggregation
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R,=R, [, +R, [, +R, [, (13a)
G =G,f,+G,f,+G, [, (13b)
H=H,f,+H,f,+H/[ (13¢)
LE=LE f,+LE,f,+LE f, (13d)
LE
ET:T:(TWI+Tw2)fw+Tgfg+ES‘f,; (136)

Figure 4 presents data from the 2002 campaign to highlight how the soil moisture state impacts
the surface energy balance. As the root zone of the soil dried (as shown here from day 75 to day
95), the transpiration (i.e. LE) was reduced dramatically from ~ 300 w/m? to less than 100 w/m’;
this reduction was compensated for by a concomitant increase in the surface temperature (lower
left panel) as needed to increase the sensible heat flux (/) and the long wave outgoing radiation
(as evidenced by the reduction in R,).

Figure 4. Energy balance contrasted for a wet day (DOY 75) and a dry day (DOY 95) for the data of the
Mixed site described by Williams and Albertson (2004).

3.3 TRANSPIRATION RESPONSE TO SOIL DRYING

Here we explore the dynamics of the response of transpiration to soil moisture (also from the
2002 campaign). Figure 5 shows the decay of soil moisture (top 15 cm layer) over the drydown
(in the top panel) with the resulting changes in mass and energy fluxes for the two sites. To focus
on day-to-day changes we present fluxes that have been averaged between 0900 and 1600 hours
and denote this averaging operation with angular brackets (<.>).

The first three days of the flux measurements were under significant cloud cover (>50%
reduction in R,), thus suppressing the fluxes. Other than this anomaly, it is clear that transpiration
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(i.e. LE) decreased monotonically through the drydown, and this decrease was matched by a
corresponding decrease in the magnitude of the net carbon flux.
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0.2 + =+ Mixed
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Figure 5. Time series of daily-averaged mass and energy fluxes through the drydown experiment of 2002.
(From Williams and Albertson, 2004).

3.4 DEPENDENCE ON SOIL MOISTURE

The daytime transpiration fluxes (~ <LE>) presented in Figure 5 are not directly useful to define
moisture limitation functions such as (12), but rather reflect a weighted aggregation across the
fractional cover components (i.e. (1)) within the footprint.

We introduce and present in Figure 6 empirically defined field-scale soil moisture limitation
functions, < ﬂ> = < ET> / < PET > , for the two Ghanzi sites (see Chapter 3). Along with the data in

Figure 6 we plot the piecewise linear soil moisture limitation function of (12) with critical and
wilting point moisture contents obtained from literature values of trees and grasses representative
of those present at the respective tower sites (Williams and Albertson, 2004 after Scholes and
Walker, 1993). We note that a piecewise linear function appears to represent the data in a useful
way, and that the literature values of the break points (which tend to be defined from leaf-level
observations) in the function represent well the field-scale data. This is especially encouraging
for our goal of identifying (with empirical support) a parsimonious model of water and carbon
fluxes in savannas, in general. Furthermore, such a formulation submits itself to simple analytical
treatment.
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Figure 6. Field-scale observations of the ratio of <ET> to <PET> plotted against the volumetric soil

moisture measured in the top 30 cm of the soil, for two towers at the Ghanzi site. (From Williams and
Albertson, 2004).

3.5 ANALYTICAL TREATMENT OF INTERSTORM PERIODS

The horizontally-averaged water balance of a root zone is a first-order ordinary differential
equation (ODE), c.f. (3). If we limit our focus to periods that begin some finite amount of time
following rain events, then the infiltration and drainage terms will be small and, therefore,
negligible in comparison to £7. And, furthermore if the moisture state remains below the critical
value and above the wilting point as is common in semi-arid regions such as the KT and the
moisture limitation function is linear in this range, then we arrive at a simple linear first-order
ODE. Such an equation immediately presents an exponential time decay for the soil moisture
state and, correspondingly, for ET,

PET . f
ET . (t) = ET, exp [— Pl ay So 7 } (14)
(6, =0.,,)

where ET, is the daily evapotranspiration rate at the starting moisture content (i.e. initial condition
to the solution), f,=f,,*/,, and 6, and 6, reflect field-scale aggregate values of the limiting and
wilting moisture contents. Following such a list of simplifications a moment of scepticism is
understandable - but hopefully it is quickly extinguished by the skill demonstrated in Figure (7).
For details of the derivation and application see Williams and Albertson (2004).
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£
£, 2
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0 0

70 80 90 100 70 80 90 100

DOY DOY
Figure 7. Field-scale observations of the decay of <ET> through time following a rainfall event
for the Ghanzi site. (From Williams and Albertson, 2004).
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3.6 WATER USE EFFICIENCY
Having established the simple and robust 0
soil moisture dependence of @ o ® Mixed
evapotranspiration we proceed to explore the 01 O _Grass
connection between carbon fluxes and water "a
fluxes. As discussed in Section 2.2 the “"E 0.2
photosynthetic flux of CO, is related to the 2
transpiration rate via the so-called water use N 03
efficiency, which is defined to be simply the ug
ratio of carbon gained per unit of water lost. -0.4
However, we are taking a bit of liberty to

1 -0.5 : '
extend the use of this WUE to relate a 0 50 100 150

measure of field-scale evapotranspiration to
net carbon flux between the ecosystem and
the atmosphere. The reasoning behind such
an extension rests on the typical
characteristics of savanna, those being low
surface soil moisture and carbon contents that give rise to bare soil evaporation rates much lower
than transpiration rates and heterotrophic (carbon) respiration rates that are low compared to
photosynthesis rates during the growing season. The applicability of this approach is supported
by the field-scale flux measurements as presented in Figure 8. The well-defined linear
relationship between the water and carbon fluxes suggests not only that a WUE should be useful,
but also that the value of the WUE (c.f. (9)) is relatively stable (constant) in time. The slight
difference in the slopes relating F. (as a field scale proxy for Ph) to ET (as a proxy for 7) can be
attributed to the difference in vegetation composition between the grass and mixed sites. It is
important to note that C4 plants (such as many of the savanna grasses) tend to have lower values
of ¢+ and hence higher values of WUE than C3 plants (such as the woody species) (e.g. Lecain et
al. 2003). This is a likely explanation for the steeper relationship found at the site with a higher
proportion of grass.

6 2
<ET>x10 [mgm“s™]

Figure 8 Field-scale observations of the relationship
between NEE of CO2 (i.e. <Fc>) and <ET> for the
Ghanzi site. (From Williams and Albertson, 2004).

A further examination of the

10'

effect of land cover composition, in
the sense of different PFTs is made

(<]
+
o

Mongu
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Tshane

with Figure 9. Here we present 30- S -
minute average WUE data (which is
inherently more variable than the
daily-averaged =~ WUE values
presented above) collected from the
four sites measured during the 2000
field campaign along the KT. The 5
ratio of wood to grass tends to N 0 .
increase along the KT in the
northerly direction (i.e. with
increasing annual rainfall). The sites 10" o
visited in the 2000 campaign from
south (most arid) to north (least arid)
were Tshane, ORC, Maun, and
Mongu. Figure 9 shows that the
WUE tends to decrease as the sites
move from more to less arid, and

WUE [mg CO2/ g H20]
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Figure 9. Field-scale measurements of WUE at the four sites
shown in Figure 3 plotted against vapour pressure deficit (a
measure of aridity at the vegetation-atmosphere interface).
(From Scanlon and Albertson, 2004).

therefore from more to less C4-grass coverage, for a given vapor pressure deficit (i.e. €. —e, in
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(9)). These findings demonstrate that a geographic (i.e. climatic) structure must be imprinted on
the constant WUE to provide for a proper extension of water flux estimation into carbon flux
estimation.

3.7 NET ECOSYSTEM EXCHANGE OF CARBON

The concept of a constant WUE (in a daily-averaged sense) is well suited for use with the
analytical treatment of ET during the interstorm periods (c.f. Section 3.5). All that is required to
predict a full evolution of daytime carbon flux through the interstorm period is to multiply (14) by
the WUE constant (in

this case, empirically Mixed Site Grass Site
defined from the data in 0 T
Figure 8). We note an | _ <01 |— model 0oL
excellent agreement in |
Figure 10 between our i e
field-scale measured Ai 03 e
daily carbon fluxes and | % oA
those predicted by the o
combination of (14) 0.5
70 80 90 100 70 80 90 100

and ¥, =WUE -ET . DOY DOY

Figure 10. Field-scale observations of the decay of net CO, flux (i.e. <F.>
These . results .are foﬁowing the rain event. Note that thif model ré;u{ts are plzézed viith a soll'¢)i
encouraging, suggesting line. These are for the Ghanzi site. (From Williams and Albertson, 2004).

that: (i) field-scale ET in
a savanna may be readily estimated by reducing a simple measure of PET by a linear function of
soil moisture in the root zone, and (ii) field-scale net carbon fluxes may be linearly related to
these ET fluxes through a temporally stable, but land cover-specific, water use efficiency.

3.8 OBSERVED CHANGE IN COMPOSITION ALONG AN ARIDITY GRADIENT

For estimation of water and carbon fluxes over larger geographical regions it is possible to use
remotely sensed land cover data to identify the spatial distribution of grass and wood cover, since
these two plant functional types have contrasting water use efficiencies and growth
characteristics.

Scanlon et al. (2002) presented an approach to identify the geographic distribution of f,, and

Jo from a combination of a remotely sensed greenness index (NDVI) dataset and a precipitation
dataset. Basically, this approach makes use of historic NDVI and precipitation data along with
the following heuristic argument to decompose an observed land-cover cover estimate (e.g.,
NDVI at some geographical location for a particular growing season) into its three components,
Jfuws Jo» and fg o (1) woody vegetation cover has a high greenness (NDVI) and low sensitivity to
interannual fluctuations in growing season rainfall totals, (ii) bare soil cover has a low greenness
(NDVI) and a low sensitivity to interannual fluctuations in growing season rainfall totals, and (iii)
grass cover has a moderate greenness (NDVI) and high sensitivity to interannual fluctuations in
growing season rainfall totals. For brevity we refer the reader to Scanlon et al. (2002) for a full
presentation of the details of the approach.

From the original case study along the KT we present results in Figure 11 that demonstrate
the utility of this approach. Whereas in the dry year (1995) the fraction of grass cover is less than
5% all along the KT, the example wet year shows the fraction of grass ranging from 20% in the
south (dry end) to > 40% in the middle to <10% in the north where the tree cover dominates.
These results are directly useful for specifying the aggregate water use efficiency for any
particular location along the climate gradient in any particular year.
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Fig 11. Demonstration of fraction

al cover estimation for contrasting wet and dry years along the KT. Note

the variable nature of the grass fractional cover. The relationships between each year’s precipitation
distribution along the KT (solid line) and the climatological mean precipitation (dashed line) are shown in
the insets. (From Scanlon et al., 2002).

3.9 PREDICTING CHANGE

Our results demonstrate clearly
how rainfall inputs to soil
moisture stimulate temporal
dynamics of plant water use
and carbon exchange over
interstorm periods. Now we
briefly exhibit how knowledge
of these functional responses
can be employed for predicting
changes in savanna vegetation
structure. Daily growth and
decay excite seasonal to
interannual dynamics of leaf
area and vegetation fractional
cover as represented in (4).
Equations 3 through 12
compile a field-scale savanna
dynamics model that, when
forced with daily
meteorological conditions, can

S IN SAVANNA STRUCTURE
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Figure 12. Spectral energy content of rainfall (P), grass and wood
transpiration, shallow and deep soil moisture, and grass and wood
fractional cover.
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be used to simulate temporal dynamics of vegetation structure, as in Williams and Albertson
(2005).

Inspecting results from a simulation spanning 1972 to 2000 reveals that energy cascades
through the savanna ecohydrological system from rainfall, through daily fluxes, to structural
adjustments with increasing spectral reddening (Figure 12). Thus, vegetation structure acts as a
low-pass filter of rainfall fluctuations, further exemplified by the similarity between temporal
traces of average annual fractional cover and a three-year moving average of annual rainfall
(Figure 13). Grass cover is noticeably more responsive to annual rainfall fluctuations than is tree
cover, owing to grass’s relatively rapid colonization of bare ground in wet conditions and swift
dieback with water stress. Thus, savanna’s grass and wood functional components differ in the
degree to which they modulate land-atmosphere exchanges at interannual timescales.

6001 -
500 -
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300 1 1 L |

3-year running mean of
annual rainfall [mm]
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06l T e — .
04k "_‘,." ........ Lt
02t -

1 1 1 1 I 1
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Mean annual
fractional cover

Figure 13. Time series of 3-year running mean annual rainfall and mean annual grass and wood fractional
covers simulated with the model of Williams and Albertson (2005).

Changes to savanna structure through time can also be inferred from large-scale
relationships between water availability and savanna composition, such as along the KT. As
shown with simulation results in Figure 12, the timescales over which vegetation responds to
variable climate are disparate for the particular functional forms. From an observation standpoint,
satellite-derived woody fractional cover, f, is highly correlated (spatially) with ground
meteorological measurements of mean wet season rainfall (R* = 0.94) in the Kalahari region.,
whereas the savanna grass cover is strongly dynamic and its annual extent resonates with the
amount of rainfall received in a given wet season. Models of grass growth and decay show that £,
and near-surface soil moisture are the two most important factors in controlling its annual extent
(Scanlon et al., in press). The hydrological significance of the dynamic grass cover (e.g. Figure
12) is that it acts as a buffer against variability in wet season precipitation, and in doing so helps
to maximize ecosystem water use. Mixed tree/grass savanna ecosystems are ideally suited to
reach a dynamic equilibrium with respect to the use of a fluctuating limiting resource (water) by
having functional components that respond to variability in rainfall over long timescales (woody
vegetation) and short timescales (grasses) (Scanlon et al., in press). If disturbance factors such as
grazing and fire are induced into the system, the efficiency of the coupling between the savanna
vegetation and climate is reduced, and the altered structure can result in enhanced drainage and
transport of nutrients from the root zone.
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4. Conclusion

In response to observed and anticipated changes in both climate and human land use pressures
there is a heightened realization of the importance to understand mechanistically how savanna
vegetation structure and function respond to the dynamics of these external forcings. The
potential savanna changes are likely to translate directly into both regional (livelihoods of local
residents) and global (water, energy, and carbon cycle) impacts.

A simple, yet robust formulation was presented that captures the central information cascade
from rainfall inputs through the water, energy, and carbon budgets. The approach was examined
through the use of field data collected along the Kalahari Transect of southern Africa. By
studying these interactions across such a dramatic climate gradient (i.e. the KT) we develop a
confidence that the results should apply in a general sense to a wide array of savanna settings.

The field results, when analysed in the context of the proposed framework, are encouraging,
suggesting that: (i) field-scale ET in a savanna may be readily estimated by reducing a simple
measure of PET by a linear function of soil moisture in the root zone, and (ii) field-scale net
carbon fluxes may be linear related to these ET fluxes through a temporally stable, but land cover-
specific, water use efficiency. Beyond the field data, the use of remotely sensed land cover data
along with rainfall data demonstrated the ability to estimate the spatial and temporal distribution
of the different PFTs as needed to prescribe appropriately the water limitation function and the
water use efficiency. And, finally, it was shown how an integration of the carbon fluxes into
biomass changes can extend calculations of savanna function through time to present an evolving
picture of the savanna structure. Not included here, but important nonetheless, is that grazing
pressures and fire must be considered in (4) for long time scale predictions of savanna structural
dynamics.
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1. Introduction

1.1. HISTORICAL BACKGROUND OF STUDIES OF FEEDBACK AND INTERACTIONS
BETWEEN VEGETATION AND CLIMATE

Interactions and feedbacks between terrestrial ecosystem processes and climate mainly take effect
through biophysical and biogeo-chemical processes and affect atmospheric circulation, regional
water cycles and the carbon budget. In biophysical processes, the atmosphere and the land-surface
exchange radiation, heat, and momentum fluxes, as well as water vapor. Biophysical feedbacks
affect atmospheric conditions by modifying evaporation, runoff, energy partitioning between
latent heat and sensible heat fluxes, and upward radiation fluxes. Biogeochemical processes affect
climate by altering atmospheric composition and the atmospheric radiation balance, especially by
modifying exchange of trace gases, such as carbon dioxide and aerosols, between terrestrial
ecosystems and the atmosphere. Figure 1 is a schematic diagram showing the exchange processes
between land and atmosphere. This chapter mainly focuses on biophysical feedback.
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Figure 1. Schematic diagram of land/atmosphere interactions.

Although it is well recognized that climate exerts major control on the distribution of plant
species and plant community composition, mainly through precipitation and temperature (e.g.,
Woodward, 1987; Mannion, 1997), the interactive effects, however, were largely ignored until the
1970s when more observational evidence and modeling results emerged to support such a notion.
Charney (1975), motivated by unprecedented drought in semiarid Sahelian Africa during the late
1960s and the early 1970s, conducted the first biophysical feedback study using a 2-dimensional
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simple atmospheric model. He noted, through the use of satellite data, that high albedo of the
Sahara Desert contributed to a substantial radiative sink in that region and speculated that any
changes in land-surface albedo due to anthropogenic effects would modify the radiation budget
and then the atmospheric circulation and precipitation. His study showed that, by increasing the
surface albedo over all of North Africa from 0.14 (a typical albedo for vegetation) to 0.35 (an
albedo for desert) in the 2-dimensional atmospheric model, more short wave radiation was
reflected back from the land-surface. This reduction in available energy contributed to a lower
surface temperature and a loss of net radiative heating in the atmosphere, which produced sinking
and drying of the air aloft and, therefore, a reduction of precipitation. Since less precipitation
would reduce the soil moisture and therefore increase surface albedo, this albedo effect produces
a positive feedback.

Another important biophysical feedback process involves the soil moisture. In a sensitivity
experiment, Shukla and Mintz (1982) specified two initial soil moisture conditions globally in a
general circulation model (GCM). In one experiment, the land-surface was saturated, and in
another one, the land-surface was completely dry. Shukla and Mintz showed that, compared with
the dry case, the wet surface condition created a substantially higher evaporation rate and then a
higher precipitation rate over most parts of the world, which would further enhance the
evaporation and produce a positive feedback. Meanwhile, the surface temperature became lower
in the wet case because most of the net radiation was converted to latent heat flux.

In addition to albedo and soil moisture conditions, the role of surface roughness in
biophysical feedbacks has also been explored. In a GCM sensitivity study (Sud et al., 1988), two
surface roughness lengths were specified over land: one was 45 cm, a typical value for a
vegetated surface, and another was 0.02 cm, a value for bare ground. It was found that lower
surface roughness in the GCM reduced the surface stress and the momentum exchange, affecting
the convergence of the horizontal water vapor transport in the boundary layer and reducing the
precipitation. Lower precipitation could cause land degradation and further reduce the surface
roughness length, also producing a positive feedback.

These three factors (albedo, soil moisture, and surface roughness length) were identified
first and are still considered as among primary feedback mechanisms. However, the real
atmosphere-biosphere interaction processes are very complex and involve more vegetation and
soil properties. A comprehensive understanding of land-surface/atmosphere interaction can be
obtained only when all major components that affect the surface energy and mass balance are
considered. Encouraged by the discoveries from the early land/atmosphere studies, more complex
biophysical models, such as the Biosphere-Atmosphere Transfer Scheme (BATS, Dickinson et
al., 1986) and the Simple Biosphere Model (SiB, Sellers et al., 1986), have been developed since
the early 1980s to understand the surface feedback mechanisms. Unlike previous land models,
which regarded the land-surface properties that regulate the land/atmosphere interactions as
separable parameters and therefore could be independently prescribed as boundary conditions
with a GCM, these new generation models specify surface properties as mutually consistent
properties and intend to model the major controlling biophysical processes with a consistent and
coherent philosophy and strategy.

These biophysical models have first been applied to assess and evaluate the climate and
hydrological impact of changes in land cover and land use because tropical forests and other
vegetated surfaces in South America, Africa, and Southeast Asia are being severely deforested
and desertified for agriculture and other purposes. Since complex land-surface schemes are
coupled to GCMs, one can attempt to model in a realistic manner the changes at the surface and
study the impact on climate. The first deforestation experiment was conducted by Dickinson and
Henderson-Sellers in 1988. Since then, the experiments have been repeated with nearly all GCMs
coupled to complex land-surface schemes (Nobre et al., 2004). In the meantime, the impact of
desertification (See Chapter 18 for an extensive analysis of desertification processes) has also
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been investigated (e.g., Xue et al.,, 1990, 2004a). In this chapter, we will focus on the
land/atmosphere interactions over drylands.

In addition to affecting the atmosphere through direct modification of water and energy
balances over the land-surface, arid and semiarid regions contribute significant amounts of dust to
the atmosphere. Chapter 9 discusses in detail the physical mechanisms controlling dust emissions
from arid and semiarid landscapes. Mineral dust is a highly visible and persistent component of
some drylands’ (e.g., the Sahel’s) climates (Nicholson, 2000). The dust can affect climate by
scattering and absorbing solar radiation and by absorbing and emitting infrared radiation. Mineral
dust aerosols have been largely ignored because it was thought that their scattering efficiency and
concentrations were too low to have a substantial effect on climate. However, Li et al. (1996)
have shown that, based on measurements of the light-scattering properties of North African dust
that reached Barbados (13°15°N, 59°30°W) from 1984 to 1994, annual mean dust concentration is
16 times greater than that of non-sea-salt, and the dust’s scattering contributes 56% of the total
aerosol scattering coefficient of dust, non-sea-salt, and sea salt. However, whether dust would
cause cooling or heating is a complex issue that depends on many factors and is not readily
apparent from simple theoretical considerations (Nicholson, 2000).

The complex feedbacks are also manifested in the biophysical processes. Although all the
biophysical hypotheses discussed above appear plausible, whether they occur in the real world
and whether they are indeed important in climate processes needs to be tested using observational
data. For instance, satellite data show that the changes in surface albedo in the Sahel region may
range around 0.1 (Nicholson et al., 1998), not 0.23 as used by Charney (1975). Furthermore, the
surface temperatures in areas associated with desertification are higher rather than lower, as
Charney’s study indicated (Ripley, 1976). These results imply that a feedback process in the
Sahel caused by severe drought through albedo increase may not be a dominant factor or may not
even have occurred.

1.2. IMPORTANT CHARACTERISTICS OF LAND/ATMOSPHERE INTERACTIONS IN
SEMIARID REGIONS

Semiarid areas cover a substantial part of the Earth’s land-surface (Figure 2), and the climate is
variable but sufficient to sustain vegetation and human settlement (UNEP, 1992). As indicated in
the last section, semiarid areas such as the Sahel have been hot spots in vegetation and climate
interaction studies. The Sahel is a semiarid area located between the Sahara desert to the north
and the savanna lands to the south (roughly between 10°N and 20°N) and extending from the
Atlantic Ocean eastward to Ethiopia. It was the first region where the hypothesis on biophysical
feedback was tested (Charney, 1975).

Several important factors make these semiarid areas sensitive to vegetation and climate
interactions. Many semiarid areas, such as the Sahel and northern China, are located in transects
from monsoon regions to inland arid regions (Figure 2). It should be noted that recent information
shows that the semiarid area in China actually extends from Inner Mongolia to the southern part
of the Tibetan Plateau (Fu, 1992), and Figure 2 underestimates the semiarid area in China (see
Figure 3). The precipitation in these areas mainly relies on summer monsoons, but the monsoon
rainfall normally exhibits very high interannual variability. For example, in East Asia, often the
amplitude of the interannual variability can be as large as the mean state. The water supply is
limited and variable. Any changes in the summer monsoon would have substantial impact on the
regional climate and water supply.
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Figure 2. The world’s drylands (after UNEP, 1992). The areas enclosed by the dark line are assigned
degradation areas in numerical experiments discussed in the text.

Variations of boundary of agriculture-livestock

Figure 3. Changes of boundary of agriculture/livestock region since 1700 b.p. Dashed line is 1700-2100
b.p.; dotted and dashed line is 50 b.p.; solid line is 1980s. (Fu, 1992).

The boundaries of the semiarid areas are sensitive to natural climate variations as well as
anthropogenic effects (Rasool, 1984; Fu, 1992). Figure 3 shows the changes of the southern
boundary of the semiarid zone in China during the past 2000 years. The substantial
northwestward shift of the boundary since 1700-2100 before present (b.p.) was mainly due to the
development of agriculture. Because agricultural development strongly depends on water
availability, the southern boundary of the semiarid region is consistent with the boundary of
agriculture and livestock husbandry. The change between the 1940s and the 1980s might be due
to increasing aridity (Fu, 1992) as well as land degradation (Zhu et al., 1988). Changes in
boundaries of the semiarid area also occurred in the Sahel during the past million years (Rasool,
1984; Kutzbach et al., 1996). Studies have shown that the boundaries varied even during the past
decades, but with quantitative disagreements (e.g., Tucker et al., 1991; Hulme and Kelly, 1993;
Nicholson et al., 1998). These variations in boundaries indicate that the semiarid regions are
vulnerable to climate variations.
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Land degradation has occurred in the semiarid regions, such as the Sahel and East Asia, and
has been reported in numerous documents (e.g., Dregne, 1983; Zhu et al., 1988; UNEP, 1992;
Middleton, 1999; Goudie, 2000; Reynolds and Smith, 2002). In addition to natural processes
(Chapter 8), anthropogenic effects due to population pressure play an important role in land
degradation (see Chapter 18). These effects include over-exploitation of land resources by over-
grazing, woodcutting, poor irrigation, and the destruction of woody vegetation. Soil can be
eroded, salinized, or impoverished. Water can be lost through pollution or overuse. Improper land
management may also result in wind and water erosion (Dregne, 1983; Zhu et al., 1988;
Middleton, 1999; Goudie, 2000). Furthermore, the limited and variable water supply in semiarid
regions leaves little margin for error. Nearly all drylands and their inhabitants are at constant risk
from land degradation. For example, in northern China there are vast areas of desertification-prone
land (about 158,000 k‘m2), and about 176,000 km® already became desertified during the 1980s. The
desertified area has expanded at a rate of 1560 km® per year from the 1950s to the 1970, associated
with the population increase during that time. For example, the population density of Changhan
0’bao, Yulin County, in northern China was 340 person km™ in 1949, rising to 480 person km™
during 1961-1963 and to 726 person km™ during 1975-1977 (Zhu et al., 1988). The desertification
there can be classified into three types: desertification of sandy steppes, reactivation of fixed dunes and
encroachment of sand dunes. Table 1 shows the development of desertification in some regions of
Inner Mongolia from the mid-1970s through the mid-1980s. Although the desertification extent was
slightly reduced in two small regions, the total amount of desertified land has increased significantly.
Several large areas (in Table 1) almost doubled their desertified area during these ten years.

Table 1: The development of desertification in Inner Mongolia (From Zhu et al., 1988).

Regions Representative Desertified land in mid Desertified land in Period
Region (km’) 1970 mid 1980
Area (km’) % Area (km’) %

Chahar 9.050 2848 315 5,992 66.1 1975-87
Ulangab 46,660 2,031 4.4 4,055 8.7 1975-87
South 6,551 5,729 87.5 5,248 80.1 1977-86
Mid 2,709 1,270 46.9 1,152 42.5 1974-88
Mid Alxa 1,573 1,171 74.5 1,308 832 1974-84
West Alga | 16,200 3.480 21.5 5,955 36.8 1975-86
North 17,250 2,524 14.6 4,608 26.7 1975-87

Some semiarid regions, such as the Sahel, northern China, much of India, and South Africa,
experience seasonal drought, where drought conditions prevail for part of the year but are
balanced by a wet season (Kemp, 1994). If for some reason the rainy season is curtailed, the
consequences could be devastating. It is not surprising that areas such as the Sahel have
experienced the world’s most spectacular and catastrophic droughts. Observational data show that
only two regions of the world, the Sahel and East Asia, experienced significant droughts at
continental scales during the 1980s (Xue and Fennessy, 2002). Since the late 1960s, a persistent
drought in the Sahel has lasted for more than 30 years. Although rainfall was not as scarce in the
1990s as in the 1980s, it was still below the climatological average. Observations in China from
1951 to 1990 also reveal that, in general, the climate has been drying since the 1950s (Weng et
al., 1999). Both southern and northern China have become increasingly dry from the 1950s to the
1980s, but rainfall has increased in central China, the Changjiang (Yangtze) River region. Thus,
the rainfall anomaly has a negative-positive-negative (N-P-N) pattern. Because of the significant
implications of such droughts in these highly populated areas, the possible causes of droughts,
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especially the contribution of land degradation, are much of the focus of land-atmosphere
interaction studies (e.g., Charney, 1975; Laval and Picon, 1986; Kitoh et al., 1988; Xue and
Shukla, 1993, 1996; Xue, 1996, 1997).

Another important aspect of semiarid areas is the transportation of significant amounts of
dust produced in these areas to other regions (Chapter 9). For instance, the Sahara including the
Sahelian area is a major source of dust in the troposphere. Between 100 and 400 million tons of
dust every year are blown over the Atlantic and reach Barbados and Miami (Prospero et al.,
1981). East Asian dust rises from the spring dust storms that originate in the arid Gobi Desert of
Mongolia and China. It then travels a long distance by the westerlies and sometimes reaches
North America (Tratt et al., 2001). The frequency of dust storms in East Asia has increased from
an average of 5 times per year during the 1950s to around 23 times per year during the 1990s.
Since such a large-scale phenomenon has an important influence on radiative transfer in the
atmosphere and then the climate, it is imperative to understand the causes of the increase of dust
storms and the consequences of their interactions with the climate.

2. Basic concepts

The land-surface acts as the lower boundary for the atmosphere and exchanges energy and mass
with the atmosphere across the air-land interface. Although the interaction and feedback between
vegetation and climate are very complex, as indicated in Section 1.1, and generally non-linear,
these processes are all based on the water and energy balances at the surface. The net radiation at
the land-surface is defined as follows:

Net Radiation = (1-o) SW{ + (LW -e6T?), (1)
and it is partitioned into four components:

Net Radiation = (H + LE + Gsub + PH), 2)

where o is surface albedo, SWY is downward short wave radiation, LW+ is downward long wave
radiation, € is surface emissivity, o is the Stefan-Boltzmann constant, T is surface temperature, H
is sensible heat flux, LE is latent heat flux, Gsub is heat flux to or from soil, and PH is energy
used for photosynthesis. The land-surface water balance may be written as:

AG,=P+I1-E—R, 3)

where AG,, is change of water storage at and below the surface, P is precipitation, I is irrigation, E
is evapotranspiration, and R is runoff. Any changes in the components listed in equations (1)-(3)
would affect the interactions between climate and vegetation. Among these components, PH is
less than 1% of absorbed short wave radiation (Sellers, 1999). Gsub is a relatively small term
when averaged over a day or longer, seldomly more than about 10% of net radiation. E and H, as
well as their ratio, play a very important role in determining the surface water and energy
balances.

The atmosphere influences vegetation through precipitations, temperature, water vapor,
trace gasses, winds, and downward short wave and long wave radiation. The biosphere affects the
atmosphere through surface albedo, surface temperature, and the partitioning of net radiation
between sensible heat and latent heat fluxes, as well as partitioning of surface water into
evaporation, soil moisture, and runoff. Surface resistances, which are controlled by vegetation
structure and distribution, photosynthetic processes, and atmospheric and soil conditions, play a
crucial role in the energy and water exchange across the interface.
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Equations (1)-(3) provide the basis for vegetation and climate interaction, yet the real land-
surface/climate interactions are complex and depend on many factors, such as the background
atmospheric circulation, geographical locations, moisture source, etc. Even in some simple
sensitivity studies, such as Shukla and Mintz’ study (1982), in which the initial soil moisture in
two cases was either completely dry or completely wet over global land-surfaces, the interaction
was complex. Although the results in the dry case were generally dryer over most parts of the
world, some places were wetter than in the wet case.

All three biophysical feedback studies (albedo, soil moisture, and surface roughness length)
introduced in Section 1.1 show a positive feedback, but theoretically, negative feedback is also
possible for these three effects depending upon the response in cloud cover. For example, high
surface albedo causes lower net radiation and evaporation and then lowers precipitation.
However, it also reduces cloud cover, which permits more solar radiation to reach the ground,
which may compensate for the net radiation loss and produce higher evaporation and
precipitation--a negative feedback. Similar negative feedback could occur for the changes in soil
moisture and roughness length when the cloud effects become dominant. Nevertheless, thus far
most feedback studies show that the positive feedback processes are dominant for these three
factors.

Because of the complexity of interactions and feedback, there is no universal formula that
enables explanation of every aspect in these processes. In this paper, we present several typical
case studies related to arid and semiarid regions to facilitate understanding of the mechanisms in
this field.

3. Models

Most feedback and interaction studies are normally conducted with coupled atmospheric
GCM/land-surface models. The atmospheric GCMs mainly describe the movement of energy,
momentum, and mass including different traces, as well as their conservation, in terms of basic
flow dynamic and physical principles. They are designed to simulate the atmospheric climate. The
physical processes in a GCM normally include radiative transfer, convective activities, cloud
formation and cloud/radiation interactions, and heat and mass transfer in the planetary boundary
layer and surface layer. The dynamics are governed by heating as well as the orography.

The models are divided into several vertical layers. At the surface, sea surface temperature
(SST), sea and land ice, snow, vegetation, and soil are either prescribed or simulated by various
parameterizations. For most land/atmosphere interaction studies, the surface processes are
simulated by a variety of surface models with different degrees of complication. The following
description of the coupling process in a coupled climate model is based on the Simplified Simple
Biosphere Model (SSiB, Xue et al., 1991). For the numerical simulations, a world vegetation map,
which specifies vegetation and soil types, is read into the coupled surface-atmosphere model to
provide the land-surface conditions. Different vegetation and soil properties, including leaf area
index (LAI), leaf reflectance, soil hydraulic conductivity, and surface roughness length, are
defined for each vegetation type, and some vary with the month. These parameters plus solar
zenith angle, snow cover, and soil moisture determine surface albedo, upward short wave
radiation (SW, w m™) and the surface radiation budget.

With knowledge of the surface state and the atmospheric conditions at the lowest model
level in the GCM, including temperature T, (K), humidity Q, (kg kg™"), wind field U, (m s™"), and
precipitation P (mm day™), the surface aerodynamic resistance r,(s m™), stomatal resistance r.(s
m"), and soil resistance ry,;(s m") can be calculated. These resistances are used to obtain the
latent heat flux LE (w m™), sensible heat flux H (w m™), and momentum flux t (kg m?s™).
Meanwhile, the surface state variables, including soil wetness W, W,, W3 (the fraction of soil
water content relative to saturation) for three soil layers, temperatures of the canopy T, (K), near-
surface soil layer Ty (K), and deep-soil layer T4 (K), snow depth on the ground W, (m), and
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intercepted water on the canopy W, (m), are updated. Figure 4 is the process diagram for a
coupled atmosphere-biosphere model. The solid lines indicate the atmospheric forcing and
specified variables and parameters for SSiB. The dashed lines represent the effects from the
surface to the atmosphere. For the sake of simplicity, secondary connections are omitted in the
figure.
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Figure 4. Computational flow diagram based on the SSiB. Symbols are defined in the text.
4. Biophysical feedback

4.1. REGIONAL CLIMATE AND CLIMATE ANOMALIES IN THE SAHEL AND EAST
ASIA

Since the Sahel and East Asia both experienced significant continental scale anomalies in
precipitation and land degradation during the 1980s, studies have been conducted to investigate
the role of biophysical feedback in these anomalies. The Sahel is a bioclimatic zone of
predominantly annual grasses with shrubs, trees, and drought-tolerant crops, receiving a mean
annual rainfall of between 150 and 600 mm per year. Soils in this region are dominated by a sand
sheet of varying depth, usually resulting in unstructured, free-draining soils with low nutrient
content (Xue et al., 2004a).

The Sahel is characterized by the strong seasonality of the climate with a short rainy season

(2-4 months) caused by the northward movement of the intertropical convergence zone (ITCZ) in
the northern summer, which causes humid air from the Gulf of Guinea to undercut the dry north-
easterly air. Rainfall in the Sahel is characterized by high spatial and temporal variability, both
within and between seasons, and by a high north-south gradient in the region. Not only is year-to-
year variability high, but also longer dryer or wetter periods may continue over a number of years.
The summer climate is dominated by the West African monsoon system. The monsoon circulation
is forced and maintained by thermal contrast between the continent and adjacent oceanic regions,
and by latent heat released in the hydrological cycle. The continental-scale land mass and
relatively flat orography (excluding the eastern Sahel) warrant that land-surface/atmosphere
interactions play a major role in the regional climate and also make such interactions relatively
easy to detect in model simulations.

In addition, investigations revealed that the temperature has increased in the Sahel during
dry years (e.g., Schupelius, 1976). Observed temperature data, provided by the Oak Ridge
National Laboratory (Vose et al., 1992), have also shown that the summer surface temperature
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over the Sahel region was greater by 1-2°C during the summers of the 1980s compared with the
1950s.

In East Asia, a semiarid zone extends from the southern part of the Tibetan plateau to the
Inner Mongolian grasslands as indicated in Section 1.2 (Figures 2, 3). Meanwhile, the humid
monsoon climate maintains a meridionally-oriented dense vegetation zone called the “green belt”
to the east of the semiarid zone from tropical southeast Asia to sub-polar Siberia (Fu et al., 2003).
Bordered by the Tibetan Plateau to the west, the Eurasian landmass to the northwest, and the vast
Pacific Ocean to the south and east, East Asia has experienced one of the most pronounced
monsoon climates of the globe for centuries. The regional climate in East Asia is dominated by
summer and winter monsoon systems that consist of the Walker circulation going east-west and
the cross-equatorial circulation going south-north (Webster et al., 1998). Due to the massiveness
of the Eurasian continent, land-surface characteristics are also considered to play an important
role in modulating the monsoon circulation and surface hydrology (Webster, 1987).

4.2. FEEDBACK STUDIES

Because of the significant land degradation in the Sahel (Dregne, 1983; Middleton, 1999), the
feedback of land cover change has been the focus of most biophysical feedback studies on
Sahelian climate change, especially on the causes of the unprecedented long-term drought. In this
section, the results from our studies (Xue and Shukla, 1993, 1996; Xue, 1997; Clark et al., 2001)
are briefly presented. In these studies, with a coupled Center for Ocean-Land-Atmosphere study
(COLA) GCM/SSiB model, the land-surface conditions (i.e., the vegetation types) over the Sahel
were changed to assess such interactions and to understand the mechanisms involved.

Table 2: Vegetation parameters for five vegetation types.

h ith h ith
Savannah | Grasslands Shrubs wi Shrubs w Desert
ground cover bare soil

Mean surface albedo 0.20 0.23 0.20 0.28 0.32
Roughness length* (m) 0.95 0.08 0.25 0.06 0.01
LAT* 4.12 3.80 0.86 0.31 0
Greenness* 0.81 0.70 0.70 0.71 0
Mini t tal ist;

inimum stomatal resistance 282 117 1049 1049 N/A
(s/m)
Vegetation cover 0.3 0.9 0.1 0.1 0
Total depth of three soil layers 35 150 s s 0.49
(m)
H li ivity of

ydraulic conductivity o 0.2E-4 0.2E-4 0.176E-3 0.176E-3 | 0.176E-3
saturated soil (m/s)
VSMC at the wilting level** 0.13 0.13 0.05 0.04 N/A

* The numbers are for the means of June, July, and August.
** VSMC is the volumetric soil moisture content.

Two model simulations were conducted: one has normal land cover conditions and another
has degraded conditions over the Sahel. For land-surface degradation simulations, the normal
vegetation types, savannah and shrubs with ground cover, in a Sahel-specified degradation area
are changed to shrubs with bare soil that would result from land degradation (Figure 2), altering
the prescribed vegetation and soil properties (Table 2). The selections of the degradation areas are
based on the world vegetation map (UNEP, 1992).

To explore the impact of biophysical feedbacks in the Sahel, in particular land degradation,
on seasonal climate variations and land-surface water balance, the coupled model has been
integrated over several multi-year periods, using different initial atmospheric conditions. To
separate the real climate signals from GCM model internal variability, ensemble means were used
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to present the model results. Climatological sea surface temperatures (SST) were used for all

simulations as the lower atmospheric boundary conditions over the oceans. Therefore, the effects

of the ocean are excluded when we determine the difference between these simulations. The

ensemble means with climatological land-surface properties are labeled ‘C’ and those for land

degradation simulation ‘D’ in this chapter.

(a) observed JAS precipitation diff (80s — 50s) [mm/day]
T
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(b) JAS precipitation diff (D — C) [mm/day]
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(c) JAS precipitation diff (D2 - C2) [mm/day]
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Figure 5. JAS mean precipitation (mm day™). (a) Observed rainfall differences between 1980s and 1950s;
(b) ensemble D minus ensemble C; (c) ensemble D2 minus ensemble C2 (Clack et al., 2001). The areas
enclosed by the dark line are assigned desertification areas in numerical experiments.

The seasonal means of precipitation over a test area (from 9°N to 17°N and 15°W to 43°E),
which includes most of the degraded area, and July-August-September (JAS) rainfall differences
between experiments C and D are shown in Table 3 and Figure 5b, respectively. Table 3 shows
that the model produced reasonable seasonal variation in precipitation climatology, which is
crucial for credible studies of the impact of climate anomalies. Precipitation in JAS was reduced
by 39 mm month™, close to the 45 mm month™ observed reduction. The simulated spring
precipitation anomalies were too high, compared to observed data. Latest observations indicate
that the vegetation in this area starts growing in May (e.g., Gash et al., 1997), but model-specified
vegetation grows in early spring. This inconsistency may cause the discrepancy in the model’s
spring simulation.

The JAS rainfall is reduced in the degraded area, but increases slightly to the south. This
dipole pattern is consistent with the observed pattern for climate anomalies (Figure 5a). The
rainfall changes are significant at the 90% confidence level in most test areas. Charney’s
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hypothesis of biophysical feedback has been challenged because his albedo change has not been
found in the real world and the cooling caused by high surface albedo is also not supported by
observations (e.g., Ripley, 1976; Nicholson et al., 1998). The study presented here shows that the
model is still able to produce a significant biophysical feedback even with the albedo change
being about 0.1 (Table 3), which is much more in line with observed albedo change (Nicholson,
2002). Another challenge regards the changes in land degradation area. In early studies (e.g.,
Charney et al., 1977), the specified area changes were very large and arbitrary. However, if
dramatic land-cover changes in that experiment had not produced substantial biophysical
feedback in climate, any further investigations would have been in vain. In later studies (as
presented in this chapter), the land cover changes were based on the world desertification map
(UNEP, 1992). This map, however, may not accurately represent worldwide desertification
(Nicholson, 2002). Since we may never know the exact extent and degree of real land degradation
in the last fifty years, another set of tests was designed to investigate how the extent of specified
land-surface changes may affect the results. Five subregions were degraded in turn: northern
Sahel, southern Sahel, West Africa, East Africa, and the coastal area along the Gulf of Guinea
(Clark et al., 2001). The results indicate that degradation in West African Sahel or southern Sahel
alone was able to produce very significant reductions of rainfall. Figure Sc shows the results from
the West African experiment. D2 minus C2 in the figure represents the difference between the
simulations with desertification in West African and normal vegetation conditions.

The JAS surface air temperature is higher in the degraded simulation than in the control,
consistent with the observed JAS temperature difference between the 1980s and the 1950s. In the
test area, the simulated surface air temperature increases by 0.8 K, close to the observed increase
over the same area, 1.1 K. The simulated soil moisture, surface runoff, and subsurface drainage
also decrease, consistent with the reduction in rainfall.

Table 3: Seasonal mean precipitation (mm month™) over the test area.

Season JFM AMJ JAS OND
Observed climatology 4(3) 47(26) 155(143) 15(11)
Observed difference between 1980s and 1950s -1(-1) -7(-5) -45(-43) -6(-4)
Simulated precipitation in ensemble C 9 72 130 21
Difference between ensembles D and C -6 -27 -39 -8

Note: The observational data are from S. Nicholson (1993) as well as M. Hulme (1992, in parentheses).

The relationship between land-surface degradation in the semiarid Mongolian and Inner
Mongolian grasslands and the drought in East Asia has also been studied in numerical simulations
with the coupled model (Xue, 1996). The vegetation in the degraded area in the COLA GCM was
changed from grassland to bare soil (Figures 2, 6b). Six integrations over the East Asian summer
monsoon period (from June 1 through August) were conducted, using different initial atmospheric
conditions. The ensemble means with climatological land-surface properties are labeled ‘CA” and
those for land degradation simulation ‘DA’ in this chapter. The results indicate that degradation of
the grassland could have a substantial impact on the regional climate and on some important
features of the East Asian summer monsoon. In the degraded area and the region around it, a
reduction in evaporation is accompanied by reduced rainfall and increased surface temperature,
which is consistent with the observed rainfall reduction there. The studies of both regions show
that the land-atmosphere interaction due to land degradation weakens the monsoonal flow. The
area influenced by land cover change extends considerably beyond the semiarid area where
degradation was specified.



96 XUE
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Figure 6. Runoff (mm day”) (a) JAS ensemble D minus ensemble C; (b) JJA ensemble DA minus ensemble
CA. The areas enclosed by the dark line are assigned desertification areas in numerical experiments.

Land degradation has a substantial impact on runoff (Figure 6). The runoff was reduced in
degraded and nearby areas in the Sahel case, but it was increased over the desertification area in
the East Asian case. Outside the desertification area, the changes in runoff are simply in response
to the precipitation variations. The simulation length caused the different responses in
simulations. The Sahel simulations lasted for several years, and the runoff reached an equilibrium
condition. Its reduction was a response to the reduction in precipitation. The East Asian
simulations only lasted for three months, and the results show that when the soil became sandy,
water holding capacity and evaporation were reduced, which led to the increase in runoff. At this
transient stage, the surface soil and vegetation condition, not the precipitation reduction, was the
dominant factor in influencing the runoff, which also appeared in the first year’s simulation in the
Sahel case.

4.3. MECHANISMS

The simulated biophysical feedbacks discussed in the last session are caused by the specified
changes in land conditions, which affect the atmosphere mainly through modulating the
hydrological processes and energy balance at the surface (see discussions in Section 2).

Table 4 lists the major differences between the degradation and control experiments in the
test areas, which cover most degradation areas in the Sahel and East Asia. More short wave
radiation is reflected from the surface as a result of the higher albedo that exists after land
degradation, but this loss is partially diminished by the increased incoming short wave radiation
due to less cloudiness in the drier atmosphere. The net long wave radiation is reduced because the
decreased cloud cover and water vapor in the degradation simulations reduce incoming long wave
radiation at the surface and the higher surface temperature increases outgoing long wave radiation
(Table 4).
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Table 4: Differences in energy and water balance between D and C over the Sahelian test area.

Sahel East Asia

JAS Annual JIA)
Latent heat flux at surface -21 -14.5 -20
Sensible heat flux at surface 1 -10 -3
Net short wave flux at surface -9 -15.3 -10
Net long wave flux at surface -11 -9.3 -13
Cloud cover -0.08 -0.058 -0.04
Outgoing long wave flux at top 10 6.8 -3.8
Precipitation -39 -20.1 -17
Evaporation at surface -24 -15.7 -21
Moisture flux convergence -22 -5.5 -3
Runoff -5 -2.5 0.2

* The units are W m for fluxes; mm month™ for precipitation, evaporation, moisture
flux convergence, and runoff; and no unit for cloud cover fraction.

** The test area for the Sahel covers an area from 9°N to 17°N and 15°W to 43°E.

** The test area for East Asia covers an area from 39°N to 48°N and 100°E to 120°E.
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Figure 7. The JJA zonal differences averaged from 100 °E to 115 °E between ensembles DA and CA: (a) total
diabatic heating rate (K day”); (b) vertical pressure velocity (10° hPa sec™).
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Because of the lower net radiation at the surface, the total outgoing heat fluxes are also
reduced to balance the energy budget. Lower LAI and higher stomatal resistance in the
degradation simulations contribute to the substantially lower mean evaporations (Table 4). During
the summer, sensible heat flux in the Sahel case even increases slightly to balance the dramatic
reduction of latent heat flux at the surface.

Because of the large reduction in evaporation, less moisture is transferred to the atmosphere
through the boundary layer. This results in less convection and lower atmospheric latent heating
rates. Clear sky in the degradation case also contributes to the long wave radiation loss in the
atmosphere (Table 4). However, the lower convective latent heating rate is responsible for more
than 70% of the reduction in the total atmospheric diabatic heating rate in these experiments.
Figure 7a shows the changes in heating rate from the East Asian study (Xue, 1996). The reduced
total diabatic heating rate in the atmosphere is associated with relative subsidence (Figure 7b).
Moisture is transported to the north by northward monsoonal flow (Figure 8a). The sinking
motion weakens the monsoon flow (Figure 8b) and reduces moisture flux convergence. A similar
change also occurs in the Sahel simulation (Xue, 1997). The maximum precipitation band shifts to
the south and produces less rainfall in the Sahel and slightly higher precipitation to the south
(Figure 5b). These changes further reduce the evaporation, producing a positive feedback.
Changes in the radiative (due to changes in surface albedo) and other atmospheric heating rates
have only a secondary effect on changes in the diabatic heating budget and the precipitation.

(a) JUA Wind vector (700mb) o5y, (B) JJA Wind Vector (D—C) (700mb)
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Figure 8. JJA wind vector (m s™). (a) ensemble CA; (b) ensemble DA minus ensemble CA.

4.4. PARAMETER EFFECTS

In early sensitivity studies, only one parameter (for example, albedo or initial soil moisture) was
tested. Real atmosphere-biosphere interaction processes are much more complex and involve
many more parameters and their complex interactions. In later studies such as those discussed in
the last section, changes in vegetation types are used to investigate the feedbacks and interaction
processes. A vegetation type includes many parameters. It is desirable to identify most important
parameters and related processes as well as combinations of parameters in feedback and
interaction processes. The effect of a single parameter on feedback is referred to as direct or first
order, and the effect from a combination of several parameters, which includes interactions
between them, is referred to as indirect or second order. The magnitudes of the direct and the
indirect effects can be similar under certain circumstances, and often the directions of their effects
can be opposite (Niyogi et al., 1999).
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To resolve these direct and indirect effects explicitly, a Level-3 interaction analysis or a
Response Surface Methodology (L3RSM) based approach can be efficiently designed (Niyogi et
al., 1999). In this approach, a numerical model, SSiB, is used to conduct a set of experiments and
generate a matrix of results (Niyogi et al., 2002). The selected vegetation and soil variables are
altered in experiments and hence combinations of input conditions are developed. In employing
the L3RSM analysis, the observational data from HAPEX-Sahel field measurements (Goutorbe et
al., 1994) were used as forcing to drive SSiB (Niyogi et al., 2002). Six variables, soil wetness
(wet in Figure 9), surface albedo (alb), minimum stomatal resistance (Rs,,;,), vegetative cover
(veg), leaf area index (LAI), and atmospheric vapor pressure deficit (vpd), were systematically
altered to “low,” “median,” and “high” values following a matrix approach to develop 48 different
combinations. In studying the interactions and impact of the land-surface variables on
evapotranspiration, the model outcome for evapotranspiration was then analyzed using a variety
of graphical techniques to assess direct and indirect (first and second order) effects (Niyogi et al.,
1999). Figure 9 is the Pareto-plot (Niyogi et al., 2002), which shows the importance of the input
variables and their interactions in surface evapotranspiration in a decreasing order. The
interactions are represented by terms such as wet:veg (which refers to the interaction between soil
wetness and vegetation cover).

Figure 9 shows that the order of importance of direct effects in the Sahel is initial soil
wetness, LAI, stomatal resistance, vegetal cover, albedo, and vapor pressure deficit. The results
indicate that all the direct or first order effects are statistically significant. As such, direct effects
dominate the Sahel evapotranspiration, and each of the surface variables independently controls
the outcome. That is, surface components couple directly with the atmosphere via limited
modulation from vegetation/bare ground interaction processes. Figure 9 demonstrates that there
are only some significant interactions in the Sahel region, such as the triple interaction between
stomatal resistance, LAI, and vegetal cover. In comparison, the mid-latitudinal case was
dominated by second-order effects or interactive terms (Niyogi et al., 2002).

Pareto Plot for Latent Heat Flux
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Figure 9. Pareto plot for HAPEX-Sahel latent heat flux. To the right of the vertical solid line, the effect is
statistically significant. (Niyogi et al., 2002).



100 XUE

5. Two-way interactions

In the biophysical feedback studies described above, vegetation types were fixed and vegetation
parameters were specified according to types and month during the period of model integration.
For decadal to millennial scale studies, the response of land-surface conditions to environmental
changes needs to be included. Although this type of study is still in the early stage, it already
presents some interesting results.

Using a simple dynamic vegetation model, Zeng et al. (1999) showed that the interaction
between vegetation, soil, and ocean components best reproduces observed decadal precipitation
anomalies over the Sahel. In a run with soil moisture and vegetation fixed, precipitation showed
little variability compared to the observed climatology of the last 50 years. A run with soil
moisture feedback, but with the same imposed vegetation dynamics each year, improves
interannual and decadal variability of precipitation somewhat. Allowing vegetation to respond to
precipitation/soil moisture reproduced the best decadal variability of precipitation, with amplitude
of the magnitude comparable to observations.

The role of vegetation/atmosphere feedback in North African climate in the early to middle
Holocene is a focus of many paleoclimate studies, including the Paleoclimate Modeling
Intercomparison Project (PMIP, Joussaume and Taylor, 2000). The climate in the Sahara during
the early and middle Holocene was much wetter than today, as discussed in Chapter 8. GCM
studies have shown that changes in Earth’s orbital parameters enhanced the African monsoon but
are not sufficient to explain the massive northward penetration as inferred from palacorecords
(Kutzbach, 1981). Several studies first replaced the Sahara Desert with vegetation in GCMs and
found that surface modification enhanced the summer precipitation but not enough to sustain the
expanded vegetation over the entire Sahara (Kutzbach et al., 1996; Texier et al., 2000). Using
GCMs asynchronously coupled with vegetation models, several investigations studied vegetation
and climate interactions in the early to mid Holocene. The results showed northward expansion of
vegetation zones and enhanced precipitation in North Africa (Claussen and Gayler, 1997; Pollard
etal., 1998; Texier et al., 1997). In asynchronous coupling, the GCM calculates a climate implied
by a given land cover, and the vegetation model calculates the land cover implied by a given
climate. This process is repeated until a mutual climate-vegetation equilibrium is reached.
Because the asynchronous coupling technique is limited to the study of climate and vegetation
equilibriums, a synchronously coupled climate and dynamic vegetation model (Foley et al., 1996),
which explicitly models vegetation growth and competition, has also been used to explore the
feedbacks (Doherty et al., 2000). Doherty et al.’s results are in general agreement with those of
previously mentioned studies; that is, vegetation feedback substantially enhanced the northward
shift of vegetation zones, further increased the peak rain intensity, and extended the rainy period.
Nevertheless, there are also significant differences in detail among different model simulations--
for instance, the extent of spatial northward expansion and spatial distributions.

In addition, studies have been conducted on multiple equilibrium vegetation statuses in
West Africa. Claussen (1997) asynchronously coupled an equilibrium biogeography model
(Prentice et al., 1992) to a GCM for a long-term climate study. It was found that starting from
different initial conditions, the system came to multiple equilibrium states in climate/vegetation
dynamics in Northern Africa. In the control simulation, the climatological vegetation distribution,
based on the GCM and coupled vegetation model’s 30-year simulation, was used for the initial
vegetation condition. In the second simulation, the Sahara and Arabian and Indian deserts were
replaced by xerophytic shrubs and savanna. Under present-day conditions of the Earth’s orbital
parameters and SST, two stable equilibria of vegetation patterns were possible from these two
simulations. One solution from the control simulation corresponds to present-day sparse
vegetation in the Sahel and desert in the Sahara (desert equilibrium), and the second solution
yields savanna, which extends far into the western part of the Sahara (green equilibrium). Wang
and Eltahir (1999) also confirmed that different initial vegetation conditions lead to different
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equilibrium vegetation-climate patterns with a zonally symmetric 2-dimensional regional
atmospheric model synchronously coupled to a dynamic vegetation model (Foley et al., 1996).
Using this model, they found that starting with desert covering all of West Africa, the vegetation
at equilibrium varied from tall grass near the coast to short grass and desert northward. In
contrast, starting with forest all over West Africa, the equilibrium vegetation consisted mostly of
forests covering most of West Africa, with a much higher productivity and rainfall than the first
case.

6. Dust effect
6.1. RELATIONSHIP BETWEEN DUST AND LAND DEGRADATION

Arid and semiarid regions are major sources of dust in the troposphere. Evidence has indicated
that the location of the Saharan dust plume is subject to a seasonal shift following the ITCZ,
which implies that a large portion of dust seems to originate from the Sahel. The transport of
desert dust from Asia to the North Pacific atmosphere has also been well documented (e.g., Duce
et al., 1980; Murayama et al., 2001). It rises from dust storms into the mid-troposphere by cold
front and convection. The aerosol loading normally reaches a maximum each spring. In China, the
dust is mainly concentrated in the troposphere lower than 5 km. It travels a long distance and
sometimes reaches beyond the Pacific to North America.

Land degradation contributes significantly to the atmospheric dust load, as discussed in
Chapter 9. For example, the highest dust production in the U.S. in the 1930s and the 1950s,
known as the “dust bowl” was located over the areas where the soil was disrupted by cultivation
(Middleton, 1999). Furthermore, in a study using a NASA three-dimensional tracer transport
model, it was found that without the inclusion of anthro-pogenic dust sources, such as
desertification, the model was not able to reproduce the seasonal shift of the Saharan dust plume
over the Atlantic Ocean (Tegen and Fung, 1995). This model study suggested that the “disturbed”
sources resulting in desertification-overgrazing, agricultural activities, and over-exploitation of
vegetation might contribute about 30-50% of the total atmospheric dust loading.

The possible link between land degradation and dust can also be observed in the land
degradation experiments described in the previous sections, even though there was no dust in the
simulations. In the East Asian land degradation experiments, for example, the southerly wind and
westerly wind in the degradation area increased about 1 m s and 0.5 m s™', respectively. Dust
clouds are normally formed when the friction from high surface wind speed (> 5 m/s) lifts loose
dust particles into the atmospheric boundary layer (Gillette, 1978). The stronger wind in the
simulation would help to produce more dust. Meanwhile, the enhanced westerly would help in
transporting more dust to the Pacific Ocean (Figure 8b).

6.2. IMPACT OF THE ATMOSPHERIC DUST LOAD

Because the dust optical thickness can reach values of 0.6 to 1 (Rasool, 1984; Tegen and Fung,
1995), the radiative impact of desert dust can be expected to be significant in areas with high dust
loading. Karyampudi and Carlson (1988) used a regional model to study two dust outbreaks. It
was found that radiative heating by Saharan dust contributed to maintaining a warmer and deeper
Saharan air layer over the ocean, which affected the midlevel easterly jet and convective
precipitation.

Recently, another experiment has been conducted to test the climate response to soil dust
aerosols using a NASA GCM with a mixed layer ocean model (Miller and Tegen, 1998). One
case included a prescribed seasonal cycle of soil dust, and another case omitted it. The results
show that soil dust both absorbs and reflects short wave radiation. Although some shortwave
radiation is lost due to reflection, this amount is offset by upwelling long wave radiation, which is
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induced by the greenhouse effect caused by the dust particles. However, the average surface net
radiation during the Northern Hemisphere (NH) summer is reduced by roughly 10 W m™
Because dust is concentrated near the dry arid and semiarid source regions, the reduced net
radiation is mainly balanced by the reduction of surface sensible heat flux. The average upper-
tropospheric temperature over the dust cloud increases by about 0.5° K during the NH summer,
with a corresponding decrease at the surface, but this change is not uniform, as shown in Figure
10a. It is mostly located in the arid and semiarid regions in North America, the Sahara and Sahel,
the Middle East, and Siberia. The precipitation is also reduced mainly in the tropical regions or
the areas adjacent to the dust clouds (Figure 10b), such as the west coast of Africa and East Asia.
Miller and Tegen (1998) attributed this to lower evaporation in response to the net radiation loss.
Both reductions in evaporation and precipitation roughly equal one third of the reduction of net
radiation.
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Figure 10. JJA changes by dust aerosols; (a) surface temperature (K); (b) precipitation (mm day™) (Miller
and Tegen, 1998).

Miller and Tegen’s study (1998) demonstrates that dust may contribute to climate anomaly in
precipitation in the same direction as the biophysical feedback caused by land degradation, but
may lessen surface warming due to land degradation. However, this study used fixed dust
concentration and did not include biophysical feedback such as wind field change. Furthermore,
the results in precipitation anomaly are very sensitive to the ocean conditions in the model (i.e.,
whether the ocean SST is specified or predicted). In other words, it depends on the extent to
which the surface forcing is compensated by evaporation as opposed to dynamic ocean transports.
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Nevertheless, this preliminary study demonstrates another promising direction in feedback and
interaction between land and climate in arid and semiarid regions.

7. Discussion and conclusions

This chapter discusses the importance of arid and semiarid lands in land/atmosphere interactions
and presents the principles and tools for interaction studies. In addition, studies of biophysical
feedback in the Sahel and East Asia, two-way vegetation interaction in northern Africa, and dust
effects are presented.

Biophysical feedback studies show that it is very likely that the land degradation in semiarid
regions in the Sahel and Inner Mongolian and Mongolian grasslands contributes to the decadal
climate anomalies in these regions. It appears that changes in the hydrological cycle at the surface
and in the atmosphere, rather than the albedo/radiation interactions, are the major mechanisms
that dominate the feedback processes in these two regions. The changes in local water balance of
these two semiarid regions could have substantial impacts on atmospheric circulation beyond
local disturbed regions, extending to much larger scales. Meanwhile, dust from arid and semiarid
areas also has substantial effects on regional climate. It is likely to contribute to the precipitation
anomalies in the same direction as the biophysical feedback but to lessen warming effects. Studies
have identified North Africa as the region in the world where regional climate is probably most
sensitive to land-surface processes.

However, the Earth environment is a complex system. Although the studies presented in this
chapter emphasize the role of change in the hydrological cycle in regional climate anomalies, land
interaction does not always dictate that more vegetation leads to more evaporation, which leads to
more precipitation. Many factors, such as background atmospheric circulation, geographic
locations, topographic situation, and temporal and spatial scales, affect the nature and controlling
mechanisms of land/atmosphere interactions. A recent study (Xue et al., 2004b), reports that the
sensible heat flux and the ratio of latent heat to sensible heat flux plays an important role in
monsoon evolution and the formation of large-scale circulation during the early monsoon stage.
Since this subject is out of the scope of this book, interested readers can find the discussions in
the relevant literature.
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