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PREFACE

This book is derived from the proceedings of the International 
Workshop on Nanomechanics held at Asilomar Conference Grounds in 
Pacific Grove, California on July 14-17, 2004. Approximately 70 leading 
experts from academia, government and industrial sectors in 
semiconductors, computers, communication, information technology, 
defense, energy, transportation and aerospace attended the Workshop (see 
the workshop photo taken on July 16, 2004). The main objective was to 
convene leading researchers in the nanotechnology community to assess the 
current state-of-the-art and disseminate recent progress, critical issues, 
barriers to applications, and directions for future research in nanomechanics. 

Miniaturization of structural components and functional devices 
such as electronic, optical, mechanical and electric-magnetic parts has been a 
recent trend, and the pace has accelerated over the past few years. Advances 
in micromanufacturing, semiconductor processing (e.g., etching, 
lithography, grafting, etc.), sensors, actuators and microprocessors have 
opened up a revolutionary path to the development of new technologies such 
as micro-electro-mechanical systems (MEMS), nano-electro-mechanical 
systems (NEMS), micro-engines, smart structures, smart controllers, lab-on-
a-chip devices, and even bio-medical sensing devices which can detect, 
analyze, decide and activate appropriate functions in real time.  

The above-mentioned devices, structures, or systems, have one issue 
in common. In order to perform their assigned functions, they must maintain 
their structural integrity and be reliable and durable during their entire 
designed service life. Thus, strength, durability, and time-dependent 
mechanical property degradation are major concerns for design engineers 
and device manufacturers, even though the parts are designed for electronic, 
magnetic, optical or other functions. 

Nanomechanics address the mechanics of structures and materials at 
the nanometer size scale. It differs from conventional mechanics in many 
aspects. As the size of the entity shrinks, new features and phenomena 
emerge from conventional mesomechanics. For example, surface properties 
can dominate over bulk properties. As a result, physical-mechanical 
properties are known to be distinctly different for nanoscale components. 
For example, the melting point of a metal decreases with smaller sample 
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size. On the other hand, strength and yield point are often enhanced as 
sample size reduces to nanometer range. Secondly, as the volume of the 
entity reduces, line and area defects (e.g., dislocations, impurities, grain 
boundaries, etc.) are confined to smaller volumes, resulting in increased 
hardness and other mechanical properties relative to bulk sample. Third, as 
the size shrinks to atomic range, quantum effects become substantial and 
particle mechanics principles cease to operate. Conventional continuum 
mechanics approaches such as finite element methods have given way to 
atomistic modeling techniques such as molecular dynamics and Monte Carlo 
method. Finally, in the atomic size range, interaction forces usually 
negligible in traditional mechanics become important such as van der Waal 
forces and static charge forces. Those forces will affect adhesion, friction 
and bonding across nanosurfaces. 

Nanomechanics is a new emerging field that contains many sub-
fields such as contact mechanics, nanotribology, thermodynamics, kinetics 
and nanoindentation. Current research efforts are wide-spread in many 
disciplines including biology, engineering, physics, electronics, chemistry, 
materials science and surface science. The issues in each field have different 
communities working on them. This leads to barriers in communication that 
hinder exchange of ideas and research. This public forum provided a 
valuable opportunity for these communities to exchange information and 
ideas to facilitates progress. It was the objective of this workshop to invite 
leading international researchers from these communities to share common 
technical themes, discuss common issues, identify and address areas and 
problems to enable nanotechnologies. 

In addition to the oral sessions and eight poster presentations, the 
workshop also included four breakout discussion sessions that covered areas 
of phase transformations and thermodynamics; biological and polymeric 
materials; plasticity and wear; and nanostructures. The discussions were 
focused on basic theories, modeling and simulation methods, experimental 
techniques, potential applications and topic that merit future research. A 
summary of the major findings from the four breakout discussion sessions is 
documented in the following article. 

Oral presentations were organized into six sessions: (A) Research 
Overview; (B) Phase Transformations and Thermodynamics; (C) Nanotubes, 
Nanowires and Nanostructures; (D) Bio/Polymer Materials; (E) Quantum 
Dots, Thin Films and Nanostructures; (F) Plasticity and Wear. 

In the Research Overview session, K. Chong presents a snap shot of 
his mechanics and materials program at NSF. He points out that the 
transcendent technologies are the primary drivers of the new economy of the 
twenty first century and they include nanotechnology, as well as enabling 
and supporting mechanical and civil infrastructure systems and materials. 
Research opportunities in nanomechanics of structures and materials, 
including multi-scale modeling, carbon nano-tubes, coatings, and fire-

x
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resistant materials are outlined. In the session on Thermodynamics and 
Phase Transformations, X. Song et al. presents first principles approach 
based on DFT to study the mechanical behavior of the linear (A�O)n

nanorods with n spanning from 1 to 10, from which a force-strain curve is 
obtained for all nanorods. The mechanical response of the two shortest 
nanorods is like that of ductile aluminum, but longer nanorods deform like 
brittle aluminum oxide. All cases demonstrate a much higher compressive 
than tensile strength. J. Slusker et al. presents a phase field model that 
includes the stress field during non-isothermal solidification of a one-
component system. The model was applied to solidification and melting of 
confined spherical volumes.  The results identify specific boundary and 
initial conditions for which the evolution of a spherically symmetric system 
results in isothermal steady states with a time-independent distribution of 
phase. The model can be applied to simulate the process of “writing” to 
electronic media that exploits an amorphous-to-crystalline phase change for 
recording information. S. Guruzu, et al. report an experimental investigation 
of friction-induced nucleation of nanocrystals. They examine a series of 
interfacial interactions, including pressing, light sliding, and heavy sliding. 
Nucleation of crystalline features are predicted only under certain sliding 
conditions. Compressing with heavy sliding is predicted to cause either 
melting or severe wear. It is thus feasible to use a friction-stimulation 
process combined with phase transformation to generate nanostructured 
materials. 

In the session of Nanotubes and Nanowires, C. Li and T.-W. Chou 
review recent advancements in the multiscale modeling of carbon nanotubes 
and their composites. The basic tool is the molecular structural mechanics 
method developed by the authors, which has been successfully applied to 
simulate the static and dynamic properties of carbon nanotubes. Then, the 
nanotube/polymer composite is analyzed by combining the continuum finite 
element method with molecular structural mechanics. Potential application 
of molecular structural mechanics is to study thermal properties of nanotubes 
and composites. T.-J. Chuang presents a simple theory on the strength of a 
solid nanowire based on a simple derivation in mechanics principle, without 
relying on tedious ab initio molecular dynamics calculations. It shows that 
the measured tensile strength contains two terms: the material’s intrinsic 
bond breaking strength and the surface stress (or surface tension) 
contribution. It further shows that as the size of the nanowire diminishes, the 
surface stress effect is enhanced, such that a simple functional relationship 
can be established in the nanoscale regime: σ � 1/D where σ is strength and 
D is the diameter of the nanowire. Due to the fact that the values of surface 
stress are ∼ 1.0 N/m, this translates into substantial strength enhancement for 
all nanowires with diameters below 30 nm. H. Jiang, et al. presents an 
atomistic-based continuum theory for carbon nanotubes by incorporating the 

xi
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interatomic potential directly into the continuum analysis through the 
constitutive model. The theory accounts for the effect of carbon nanotube 
chirality, and is applied to study fracture nucleation in carbon nanotubes by 
modeling it as a bifurcation problem. Good agreements with the molecular 
dynamics simulations.  V.K. Tewary and D. T. Read present a method for 
multiscale modeling of a quantum dot in a semiconductor solid containing a 
free surface. The method is based on the use of lattice-statics and continuum 
Green’s functions integrated with classical molecular dynamics. The method 
can model a large crystallite containing, for example, a million atoms 
without excessive CPU effort and it connects nanoscales seamlessly to 
macroscales. An example is given to calculate the lattice distortion around a 
Ge quantum dot in Si. 

In the session of Biological and Polymer Materials, J. Aizenberg 
examines a few examples of ceramic materials in which the organic 
framework is stiffened by inorganic particles. Organisms also form a 
different type of composite in which the host is a inorganic single crystal and 
the guests are proteins deliberately occluded into the crystal.  The best-
studied examples, to date, are biogenic calcites, and in particular those 
formed by the echinoderms. In vitro experiments with calcite crystals grown 
in the presence of echinoderm intracrystalline proteins and mollusk shell 
proteins show that these macromolecules are occluded inside the crystal on 
specific planes that are oblique to the cleavage planes, and their presence 
significantly improves the mechanical properties of the crystal host. F.-G. 
Tseng describes three examples employing surface tension for fluid 
manipulation, precise dosage control, and powerless operation at the 
micro/nano scale. The first example is a fluidic network system employing 
surface tension for enzyme batch-immobilization and bio assay in parallel.  
The second system, a 3-in-1 micro/nano protein arrayer, utilizes passive 
surface tension force for protein array formation and protein assay processes. 
The third system, a powerless droplet manipulation system, employs surface 
hydrophobicity gradient for droplet manipulation.  All three examples 
demonstrate efficient and precise fluid control in micro/nano scale. E.P.S. 
Tan and C.T. Lim discuss biodegradable polymeric nanofibrous scaffolds 
used extensively for tissue engineering. The stiffness of the individual 
nanofibers in these scaffolds can determine not only the structural integrity 
of the scaffold, but also the various functions of living cells seeded on it. 
Therefore, there is a need to study the nanomechanical properties of these 
individual nanofibers. Experimental techniques to test single polymeric 
nanofibers - namely tensile, three-point bend and indentation testing at the 
nanoscale are presented. M. Buehler and H. Gao discussed fundamental 
design concepts of nanoscale structural links in biological materials and 
focus on verification of these concepts via atomistic simulations. They 
demonstrate via atomistic simulations the principle of flaw tolerance by size 
reduction. Application is made to the evolution of the bulk nanostructure of 

xii
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bone-like materials and the surface nanostructure of gecko. A.F. Bower and 
J.H. Weiner outline a series of molecular dynamics computations that reveal 
an intimate connection at the atomic scale between difference stress (which 
resists stretches) and pressure (which resists volume changes) in an idealized 
elastomer, in contrast to the classical theory of rubber elasticity. The model 
predicts behavior that is in good agreement with experimental data for the 
influence of pressure on the difference stress induced by stretching solithane.  
H.Y. Hou, et al. demonstrate the applicability of using Atomic Force 
Microscope (AFM) to measure surface property of polymeric materials. 

undergoing an oscillation at smaller amplitude (3-5 nm) by a piezoelectric 
actuator. The results show that the technique is a powerful method for 
polymer characterization with nanometer spatial resolution. W. Fang, et al.
introduce a technology platform MUMPs as the first fabrication platform for 
MEMS.  Many promising MEMS devices have been realized through the 
MUMPs platform.  Presently, other platforms such as SCREAM, SUMMIT, 
MPW, and CMOS-MEMS have been successfully explored or still under 
investigation.  Two fabrication platforms, MOSBE and BELST, are 
discussed. Finally, F.-B. Hsiao, et al. propose a new nano-patterning 
technology, namely laser assisted direct imprinting (LADI). Using silicon as 
the target material and utilizing a single KrF excimer laser pulse (248nm 
wavelength and 30ns pulse duration) as a heating source, they demonstrate 
the fabrication of a positive quartz mold within micro-level and nano-level 
trenches by combination of conventional photolithography and novel 
focused ion beam (FIB) machining. The results show that the magnitude of 
imprinting pressure and the laser characteristics can affect the thickness of 
the melted layer on the substrate surface and the morphology of the resulting 
nanostructures. 

In the session of Quantum Dots and Thin Films, H. T. Johnson, et al. 
investigate sputtering, stress evolution and surface evolution due to ion 
bombardment of silicon.  Impact due to argon ions at normal incidence with 
beam energies of 500eV and 700eV are simulated using Molecular 
Dynamics (MD).  Stresses are calculated using a force balance method and 
approach 1.7GPa and 1.3GPa in the 700eV and 500eV cases respectively 
after about 125 impacts.  Continuum descriptions of the damaged surface are 
obtained from atomistic coordinate data using a silicon probe atom method. 
R. Ruoff and M. Pugno present a theory of quantized fracture mechanics for 
a defective nanotube. Comparison of strength prediction on the defective 
nanotube with atomistic simulations and experimental data clearly shows 
that materials are sensitive to flaws at nanoscale. S. Lee derives residual 
stresses in elastic multi-layer film/elastic substrate systems and obtained 
closed-form solutions. General solutions of visco-elastic film/elastic 
substrate and elastic film/viscoelastic substrate are obtained.  

xiii

During penetration by the AFM tip, the sample surface was simultaneously 
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In the final session of Plasticity and Wear, T. Zhu, et al. study the 
nanomechanics of crack front mobility. Minimum energy paths for unit 
advancement of a crack front are determined by reaction pathway sampling, 
thus providing the reaction coordinates for the analysis of crack tip 
mechanics in ductile and brittle materials. Results are compared on 
activation energy barrier and atomic displacement distributions for a 
atomically sharp crack in Cu, where one observes the emission of a partial 
dislocation loop, and in Si, where crack front extension evolves in a kink-
like fashion. B. Shiari and R.E. Miller perform simulations of 
nanoindentation in a hexagonal aluminum single crystal using a finite 
temperature coupled atomistic/continuum discrete dislocation (CADD) 
method. The method captures, at the same time, the atomistic mechanisms 
and the long-range effects without the computational cost of full atomistic 
simulations. Y.-R. Jeng and C.-M. Tan develop a nonlinear finite element 
formulation to analyze nanoindentation using an atomistic approach, which 
is conducive to observing the deformation mechanisms associated with the 
nanoindentation cycle. The simulation results of the current modified finite 
element formulation indicate that microscopic plastic deformation of the thin 
film is caused by instabilities in the crystalline structure, and that the 
commonly used procedure for estimating the contact area in nanoindentation 
testing is invalid when the indentation size falls in the nanometer regime. W. 
Hong and Z. Suo develop a phase field model to simulate the molecular 
motion and patterning under the combined actions of dipole moments, 
intermolecular forces, entropy, and electrodes. By varying the voltages of 
the electrodes individually, it is possible to program molecular patterning, 
direct an island to move in a desired trajectory, or merge several islands into 
a larger one. P. Schall, et al. investigated dislocation dynamics in thin 
colloidal crystals. Suspensions of µm-size colloidal particles form structures 
similar to those formed by atoms (vapor, liquid, glass, crystal).  Since they 
can be observed optically in real time on the particle scale, colloids can be 
used to study the dynamics of these structures Dislocations are introduced by 
lattice mismatch at the template or by deformation (e.g., indentation). Their 
strain fields are imaged by laser diffraction microscopy (geometrically 
similar to electron microscopy) and their cores by confocal optical 
microscopy.  The critical thickness of the epitaxial crystal, the rate of 
introduction of the interfacial dislocations and their offset from the template 
can be accurately predicted by continuum dislocation theory. W.M. Mook, et
al. discuss length scales for deformed nanostructures. They point out that 
defining mesoscopic length scales for deformed nanostructures requires a 
close coupling of theory and experiment.  One approach is to mechanically 
probe single crystal nanospheres of the same size that can be evaluated 
computationally. This involves analyzing dislocation nucleation and its 
corresponding yield instability represented by either a displacement 
excursion or load drop.  This is shown both for experimentally compressed 
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silicon nanospheres and theoretically simulated nanoindentation of silver. 
Y.-F. Gao and A. F. Bower study interacting rough surfaces at mesoscale 
and nanoscale. The multiscale nature of surface roughness, the structure- and 
size-sensitive material deformation behavior, and the importance of surface 
forces and other physical interactions give rise to very complex surface 
phenomena at mesoscale and nanoscale. They present a contact mechanics 
model based on the power spectral density function of the surface roughness. 
Also presented is a new scheme of modeling rough surface adhesion by 
using the Dugdale model and the self-affine fractal surface, which leads to a 
discussion of gecko adhesion. M.-J. Caturla and T.G. Nieh employ 
molecular dynamics simulations to show significant differences in the 
deformation behavior of nanocrystalline nickel with low and high angle 
grain boundaries. At a grain size of 12 nm, a low angle boundary sample 
shows enhanced dislocation activity and reduced strength with respect to a 
high angle boundary sample. However, at a smaller grain size of 4 nm, a low 
angle boundary sample shows a higher strength, revealing a change in 
deformation behavior.  At this grain size, regardless the type of grain 
boundary, dislocation activity is negligible.  L. Keer considers the friction 
and wear of DLC films. He focuses on physical and tribochemical processes 
that occur in sliding contact between the DLC coated slider and the 
counterpart and develops a model of the process, assuming a transient short-
life high temperature field at the vicinities of contacting protuberances that 
may cause transformations of the surface. The model helps to explain how 
microscopic processes, such as the breaking and forming of interatomic 
bonds, may affect macroscopic phenomena, such as friction and wear. 
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SUMMARY OF GROUP DISCUSSIONS 

Four breakout discussion sessions were held during the Workshop.  
They are: (1) Phase Transformations and Thermodynamics; (2) Biological 
and Polymeric Materials; (3) Plasticity and Wear; and (4) Nanostructures. 
Basic theories, modeling and simulation methods, experimental techniques, 
potential applications, and the barriers which merit future research were 
discussed in each session.  This article summarizes the major findings from 
each discussion session. 

  The session on Phase Transformations and Thermodynamics was led 
by Professor Zhigang Suo of Harvard University.  Participants included Wei 
Hong (Harvard University), Hong Liang (University of Alaska), Alexander 
Roytburd (University of Maryland), Julia Slutsker (NIST), Max Yen 
(Southern Illinois University), Sidney Yip (Massachusetts Institute of 
Technology), Yunzhi Wang (Ohio State University), and Ting Zhu (Harvard 
University). 

  The group discussion on Biological and Polymeric Materials was led 
by Dr. Markus J. Buehler of Max Planck Institute and Professor Suo Hung 
Chang of National Taiwan University.  Participants included Alan Bower 
(Brown University), Fei-Bin Hsiao (National Cheng Kung University), 
Long-Sun Huang (National Taiwan University), Sanboh Lee (National Tsing 
Hua University), Ting-Kuo Lee (Academia Sinica), and Fan-Gang Tseng 
(National Tsing Hua University). 

  The session on Plasticity and Wear was led by Professor Frans 
Spaepen of Harvard University with written input from Professor Nix of 
Stanford University.  Participants included Peter M. Anderson (Ohio State 
University), Robert Cammarata (Johns Hopkins University), William 
Gerberich (University of Minnesota), Yeau-Ren Jeng (National Chung 
Cheng University), Y. Huang (University of Illinois), Leon Keer 
(Northwestern University), K.-S. Kim (Brown University), T. G. Nieh 
(Lawrence Livermore National Lab.), Behrouz Shiari (Carleton University), 
and Vinod Tewary (NIST). 

  The discussion session on Nanostructures was chaired by Dr. 
Charles Barbour of Sandia National Lab.  Participants included T.-J. Chuang 
(NIST), Wei-Leung Fang (National Tsing Hua University), Harley T. 
Johnson (University of Illinois), Chwee-Teck Lim (National Singapore 
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University), Hung-Yi Lin (ITRI), and Rodney Ruoff (Northwestern 
University). 

1.

 Several broad trends have emerged as we explore the mechanical 
behavior of nanostructures.  The studies of phase transformation, fracture 
and deformation are converging.  These phenomena appear to be distinct at 
the macroscopic scale.  At a microscopic scale, however, they are variations 
of a single theme: the collective behavior of atoms.  Also convergent are 
traditionally different disciplines such as thermodynamics, kinetics and 
mechanics.  A unifying concept is the energy landscape, which contains both 
thermodynamic and kinetic information.  External forces modify the energy 
landscape.  Another unifying concept is to view structural evolution as a 
sequence of configurational changes driven by thermodynamic forces.  In 
addition to more familiar forces of push and pull, other thermodynamic 
forces come from entropy, elasticity, electrostatics, phase separation, phase 
boundaries, van der Waals interactions, etc. 
 The presentations at the workshop sampled recent advances in the 
field.  The energy landscape is a function of a large number of coordinates.  
A construction of the full energy landscape is prohibitively time-consuming 
for most phenomena of interest.  Techniques now exist to compute the 
minimum energy path on the energy landscape, which connects one local 
minimum, via a saddle point, to another local minimum. Dislocation 
nucleation and crack extension have been studied this way.  
Thermodynamics and mechanics, in combination, have been used to study 
self-assembling nanostructures.  The phase field model can now simulate 
realistic microstructures in alloys.  Efforts are underway to link such 
microstructural simulations to thermodynamic data banks, and to the 
mechanical behavior of alloys.  First principles methods have been used to 
study the energetics of atomic clusters, the structures that are far beyond the 
reach of continuum mechanics.  Stress-induced phase transformations have 
been studied experimentally and theoretically.  Phase transformation can 
give rise to large deformation, and is a basis for active structures.  A 
continuum theory is presented to couple Stokes’s creep with Herring’s 
diffusion.  In nanostructures, surface energy and surface stress often play 
prominent roles, as the fraction of atoms on the surface is large. 
 The participants also speculated on likely progress in coming years.  
Deformation localization will be studied at the atomic scale.  First principles 
calculations will be more widely used to study electronic effects on 
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mechanical behavior.  We will see more coupled actions of mechanics and 
chemistry.  Few engineering problems are solved by computation alone.  
The pragmatic approach is to divide the labor between computation and 
measurement.  Some quantities are easier to compute, others are easier to 
measure.  A combination of computation and measurement solves problems 
economically.  Of course what is easy changes with circumstances.  As new 
tools and applications emerge, it behooves us to renegotiate a more 
economical division of labor.  This is a time of renegotiation.  Great progress 
will be made to link computations more intelligently across scales, and with 
experiments. 
 In a traditional mechanics education, thermodynamics and kinetics 
rarely play a part.  This situation will change in coming years.  The impetus 
comes from a confluence of new tools, new questions, and new applications.  
Affordable computers have opened new ways to study most phenomena.  
New instruments, such as the scanning tunneling microscope, have brought 
us to an intimate contact with individual atoms.  Like traditional mechanics, 
traditional thermodynamics studies macroscopic structures.  For 
nanostructures, we are interested in local processes.  Many thermodynamic 
properties become size and shape dependent.  Both mechanics and 
thermodynamics have long played active roles in manufacturing, such as 
metal forming, ceramic sintering, and rapid prototyping.  Together, 
mechanics and thermodynamics will play active roles in nano-
manufacturing.

2. 

2.1 Introduction 

The sessions on biological and polymeric materials covered the 
areas of fabrication, characterization and modeling. The talks covered 
questions related to fabrication methods such as imprinting approaches, 
fluidic control, organic-inorganic composites/structures at nanoscale (e.g. 
DNA-CNT complexes), mechanical properties of cells (e.g. diseases change 
properties), scale effects in biomaterials (length scale reduction for 
robustness), mechanics of single biomolecules, characterization, modeling 
(e.g. nano-indentation and fracture at nanoscale and in biomaterials), as well 
as sensing (MEMS, micro fluidics and biochip, or fluorescence microscopy 
using quantum dots). We outline some of the fields in more detail in the next 
sections.

BIO OGICA  AND PO YMERIC MATERIA S L L L L
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2.2 Specific research topics 

2.2.1  Fabrication and manufacturing 

The workshop participants reported several techniques to create 
small-scale structures. Examples included nano-imprinting; LIGA (a 
German acronym for lithography, electroforming, and molding), classical 
techniques such as electron beam lithography and focused ion beam 
lithography; and self-assembly.  Despite significant past progress in this 
area, tremendous opportunities and challenges still remain.  In particular, 
even the most advanced nanofabrication techniques cannot yet emulate the 
widespread ability of biological systems to self-assemble.  Advances in 
nanofabrication would enable a wide range of small-scale structures and 
materials to be created.  Examples include DNA-CNT complex, 
neuroprobes, bio-molecular sensors, as well as integrated of micro- and nano 
devices in a complex apparatus such as a lab-on-a-chip. 

MEMS and NEMS technologies are an important gateway to 
nanotechnology, as they may be used to combine top-down and bottom-up 
approaches.  However, there is still significant need for further research in 
techniques to fabricate micro- and nano-structures.  For example, it is still 
difficult to mass-produce many MEMS devices on scales that are routinely 
used to manufacture integrated circuits.  Another issue discussed was 
reliability of the devices, which still poses a problem, particularly in designs 
that use sliding contacts.  In the future, we envision that micron and 
submicron size MEMS / NEMS devices will play an increasing role to 
integrate nanomaterials and nanostructures for testing and applications.

2.2.2 Characterization techniques 

Techniques such as SEM, (HR)TEM, X-ray scattering and AFM, 
confocal microscopy, as well as optical tweezers still play an important role 
in characterizing micro/nano scale materials.  Other methods that were 
utilized are nano-indentation for characterization of polymers, and specially 
designed micro-channels for studying nano-/micro fluidic systems.  In the 
future, MEMS devices could take over some part of the testing by serving as 
sensors and actuators.  At the important interface of biology and materials 
science, bio-sensors based on functionalized surfaces may be the key to a 
number of promising applications.  These methods are examples where 
concepts of mechanics, physics and chemistry are combined.  Similar 
considerations apply for fluorescence microscopy using quantum dots. 
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2.2.3  Modeling and simulations 

Available methods for modeling and simulation in the area of small-
scale materials are atomistic methods (e.g. ab initio and MD), FEM/BEM 
based numerical tools, analytical continuum theory, as well as mesoscopic 
approaches.  The workshop highlighted the importance of multi-physics and 
multi-scale simulations in treating biological and MEMS problems.  An 
important goal for the future is thus the development of reliable, generally 
applicable multiscale and multi-physics simulation methods.  Coupling of 
different length and time scales, along with development of software tools, is 
a critical and timely issue.  Biology intrinsically operates on multiple scales. 

Specific topics covered at the workshop included: fracture at 
nanoscale (organic versus/and inorganic); adhesion at nanoscale; size effects 
in biomaterials, and addressing the common “design objectives” in 
biomaterials.  In this particular field, design for robustness was identified as 
a critical objective of nature’s evolution over millions of years, and it was 
found for example in bulk and surface materials.  Another important area is 
calculating material properties based on a fundamental perspective (e.g. at 
the quantum level), polymer properties based on atomistic calculations, and 
structural properties-functional relationship.  It is critical to note that nature 
does not distinguish between formal scientific disciplines and therefore, the 
numerical studies that describe biological materials usually must be multi-
disciplinary.

2.3 Summary 

The session on biological and polymeric materials brought together 
a group of researchers who work in very diverse fields, including fabrication 
methods, nanoscale testing methods, nano- and multiscale computations, and 
observations and modeling of biological systems. Studying biological 
materials is a challenging, timely research opportunity.  Investigations of 
such materials should involve a joint theory-simulation-experimental 
approach, combining scientists from various fields.  We believe that 
understanding biology, and learning from nature could change engineering 
and science in the coming decades. 

We have seen great progress in developing techniques to fabricate 
nanostructures, but this remains a rapidly evolving field, and much progress 
remains to be made before we can even begin to rival nanoscale structures 
observed in nature.  This is clearly an area that will continue to require 
significant long term investment.  Manipulating discrete elements of a 
nanosystem is a particular challenge.  Progress in this area could be 
accelerated by providing mechanisms experimentalists to obtain access to 
novel fabrication tools.  More could be done to establish shared facilities 
that can be used at low cost, and also to accelerate commercialization of 
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promising techniques.  Mechanisms to permit postdocs and students to visit 
facilities and learn techniques would also be valuable. 

Advances have also been made in developing methods to study 
material behavior at the nanoscale.  Ex-situ microscopy is highly advanced 
and widely available; in-situ testing is more difficult, but advances continue 
to be made in this area.  Quantitative measurements are very difficult, and 
other than nano-indentation, there are virtually no commercially available 
tools to measure material behavior at nanometer length scales. 

Our ability to model systems at nanoscale has improved greatly with 
advances in computer power, and with the development of widely available 
codes such as VASP, DYNAMO for ab initio and molecular dynamic 
simulations, and many commercial and free finite element codes.  Wide gaps 
remain in the length and time scales that can be resolved by ab initio, MD, 
and continuum simulations, however.  Methods to simulate nanostructures 
with atomic or meso-scale resolution for realistic time scales, without undue 
reliance on phenomenological constitutive equations, are a particular 
problem.  Even the most advanced atomic scale simulations of polymers, for 
example, can only simulate behavior of short chain molecules (500 atoms or 
so) over a few nanoseconds.  An enormous challenge in this field, which 
would have particular applications to biological systems, is to connect 
chemistry to mechanics.  Multi-scale simulations are one promising 
approach, but much more work needs to be done before this become more 
than an exploratory research tool.  In addition, there is a critical need to 
develop experimental methods that can be used to validate nanoscale 
simulations.  This means we need to develop techniques to measure atomic 
scale phenomena quantitatively.  In this regard, two interesting, and very 
different, approaches were presented in the workshop: one is K.S. Kim’s 
field projection method, which can be used to extract quantitative measures 
of stress and strain around defects from high resolution TEM images.  The 
other is F. Spaepen’s innovative use of a colloidal system to mimic the 
behavior of a hard-sphere simple liquid. 

Studies of biological systems are extremely helpful to identify 
physical phenomena that can be exploited to design materials and systems at 
nanometer length-scales; and also to identify processes that are beyond our 
current understanding.  Traditionally, biology, and also bio-mechanics, have 
aimed to provide a descriptive understanding of natural phenomena and 
living systems.  We have learned a great deal from these studies, and we 
shall undoubtedly continue to do so.  But to fully exploit the power of 
mechanics, we need to develop the ability to predict, rather than describe, 
the behavior of nano-scale systems.  In this regard, it may be advantageous 
to design experiments and simulations that enable us to study phenomena of 
interest in isolation and under controlled conditions, rather than in the 
natural state.  Four specific examples of specific phenomena that are 
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observed in nature and could be studied in this way were presented in the 
symposium: 

(i) Crystal growth mediated by organic molecules; 
(ii) Nanoscale mechanisms of adhesion; 
(iii) Deformation mechanisms in biological bone-like materials; 
(iv) Nanoscale composites based on organic molecules trapped 

in a crystal. 
We envision that international collaboration could help to address 

some of the described issues and to achieve the long-term goals of utilizing 
the concepts of biology or biomaterials itself in technological applications.  
There are already numerous funding agencies that, for instance, offer 
specific programs for funding US-Taiwan collaboration, such as NSC 
agreements with NSF, NIST and AFOSR.  The next step could be to identify 
strategies, develop key projects, and establish joint research and education 
programs.  We believe there is necessity for a greater modeling effort for 
biomechanics problems, for instance in atomistic understanding.  An 
example is the role of biomolecules trapped in single crystals (challenging 
because of time and length scale, and the interaction potential between 
different atom species).  Also, we envision that combining MEMS devices 
with bio-problems may lead to development of efficient sensors (e.g. “lab on 
a chip” technologies).  Linking simulation-experiment-theory, for example 
by joint studies carried out between different groups should also be a key 
aspect in future research, as for example in projects focusing on a 
fundamental problem such as functioning of muscles.  Today, an important 
experimental limitation is how to handle small size samples for instance in 
clamping carbon nanotubes, handling biomolecules, or dealing with 
nanofluidics.

In summary, there is lots of room to find interesting materials, 
experimental techniques, and phenomena in nature:  Nature has taken 
millions of years to develop very powerful concepts in building wonderful 
materials and eventually intriguing “machines” that we refer to as “life”.  
We believe that future research at the bio-nano interface needs to focus on 
learning the fundamental principles that are exploited by nature in the design 
of living systems, rather than simply copying or describing natural systems 
themselves.  This may eventually enable us to use them in manmade 
technology that would have similar superior features.  Biology is 
nanotechnology by nature, and nano-mechanics is the key yet to be 
understood.
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3. 

3.1 Theory

Progress in nanoscience and nanotechnology needs contributions from 
all the natural sciences: physics, chemistry, biology, and engineering.  For 
researchers in materials science and in applied mechanics, there are many 
new opportunities and they bring unique expertise to the enterprise.  These 
are some of the contributions that only they can provide:

(i) an understanding of microstructure and its relation to 
properties;

(ii) developing a phenomenological and theoretical 
understanding of the constitutive relations of mechanical 
behavior on the nanoscale; 

(iii) connecting phenomena on the nanoscale, through the 
intervening scales, up to the macroscopic scale. 

3.2   Experiment 

The strong activity in analysis (theory and simulation) needs to be 
balanced by an increase in experimental work.  Needed are experiments 
specifically designed to reveal underlying mechanics.  Mechanical testing on 
the nanoscale is a challenge.  New ways of fabricating samples (lithography, 
focused ion beam,...), new ways of loading them (AFM, optical tweezers, 
...), new and more precise ways of measuring stress and strain, and new 
ways of observing the samples (high-resolution electron microscopy,  AFM, 
atom probe, ... ) in or ex situ, should be broadly considered.  Different modes 
of deformation (tension, compression, shear, bending, wear) give 
complementary information.  There is much room for clever and innovative 
experimentation. 

There should be more testing as a function of strain rate and temperature 
to reveal underlying mechanisms.  Nanoscale testing at elevated or low 
temperature is difficult, but solution of the experimental problems is 
particularly worthwhile given the broad kinetic window offered by variation 
in temperature. 

Nanoindentation remains one of the main tools of the field.  New ways 
should be found to make direct observations or in situ measurements of the 
area of contact between indenter and sample.  Much can be learned as well 
from detailed comparison of the experimental load-displacement curves with 
the results of discrete dislocation simulations. 

P ASTICITY AND EARL W
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3.3    Modeling 

Some aspects in the modeling of plasticity in nanostructured materials 
have received insufficient attention.  An example is the modeling of 
"nonlinear" events in the kinetics of dislocation motion: formation of nodes, 
entanglement, or formation of cells.  In the interest of computational 
efficiency, such events are treated as "black boxes":  the initial and final 
states are specified, but the specific path between them is left unspecified. 
More specific rules and computational exploration of the kinetic path inside 
these "boxes" are highly desirable. 

A further example is the use of dislocation theory with continuous 
space- and time-dependent variables, such as the dislocation density tensor 
and the velocity vector. This approach represents a length scale intermediate 
between those of discrete dislocation modeling and continuum mechanics.  
The main issue in the development of continuum dislocation theory is the 
appropriate averaging of the quantities in discrete dislocation modeling. 

3.4     Surface effects 

 As sample size or microstructural length decrease, surfaces and 
interfaces become increasingly important, and they can have substantial 
effects on plasticity.  For example, how is the nucleation of dislocations 
affected by the topology (roughness, steps), energy (including orientation), 
chemistry (including contamination) and stress of the surface?  Is subsurface 
plasticity distinct from that in the bulk (e.g., is there a dislocation-free 
zone)?  Under what conditions does the formation of stacking faults or twin 
boundaries become important alternative responses to shear loading? 

3.5.   Interfacial effects 

The small volume of a sample or a grain limits the nucleation probability 
of dislocations.  For quantum structures, which need to be defect-free to 
function, understanding these probabilities in detail is essential.  In 
polycrystalline systems, nucleation of dislocations at grain boundaries, 
especially with limited area, remains largely unexplored.  The shear of an 
entire small grain by the passing of the dislocation can be usefully 
considered as a "quantum event" in a description of the overall plasticity of 
nanosize polycrystals. 
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3.6     Fabrication methods 

The fabrication of nanostructures is often a mechanical process or 
contains important mechanical steps.  Clear examples are the production of 
very small grains by comminution or abrasive wear.  The study of plasticity 
at very high strain rates can contribute to a quantitative understanding of 
these processes.  Planarization is an essential ingredient of contemporary 
microfabrication; the chemical and mechanical processes in 
nanoplanarization remain a fruitful areas of technological and scientific 
research.  There are many fascinating new areas of nanofabrication where 
the exploration of the mechanics has only just begun, such as nanowelding, 
nano-imprinting and stamping, and the many forms of adhesion on the 
nanoscale.

3.7   Plasticity in soft materials 

The study of the plasticity of soft materials is well developed for 
polymers, but is only just beginning for colloids, membranes and many 
biological materials.  It should be explored to what degree the insights from 
the more mature study of plasticity (experiments, theory, simulations) in 
metals and semiconductors can be transferred usefully to some of those soft 
materials. 

4. 

 First, the group recognized that there is a need to properly define 
what do we mean by “nanostructure” as opposed to “nanomaterial”. For 
example, is a carbon nanotube a nanostructure or nanocrystalline material?  
With the nanostructure clearly defined in our minds, there are three 
ingredients that are needed for achieving the functionality offered by those 
devices or components:  (1) Fabrication: innovative fabrication methods, 
either from the approach of top-down or bottom-up, are needed; in 
particular, the process should be reproducible and can be adapted to mass 
production in order to be economically feasible.  (2) Characterization: this 
step is essential to understanding the properties and behaviors of the 
nanostructure in question so that its functionality either in isolation or as a 
whole can be assured.  (3) Implementation: once the nanostructure is fully 
characterized in terms of its property and function, the final critical step 
would be to incorporate it into the system in such a way that it can be 
performed as it is designed for. 

NANOSTRUCTURES
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 The discussions of the group concluded with the following major 
needs in the area of nanostructures: 

(1) There is a need to establish an intimate connection between modeling 
and experiments.  In order to enhance the reliable predictive capability 
in modeling, experimental ingredient must be incorporated in the 
model.  A model without the support of experimental data is not 
sound.  The predictions coming out from the model cannot be trusted.  
For instance, to establish a valid mechanics model for nanostructures, 
fundamental data base on constitutive laws must be available.  Those 
data must come from performing well controlled strain/strain rate 
experiments. 

(2) There is a need to promote close interactions between mechanicians 
and physical scientists.  A well-defined physics-based model is 
superior to an empirical model.  Moreover, the boundary conditions 
should be sufficiently controlled and understood.  Those include 
thermal, electrical and mechanical boundary (e.g., joining, clamping to 
form building blocks).  Meanwhile, the environmental effects need be 
controlled and understood.  Those include mechanical environments 
such as floor noise, EM and acoustic perturbations; chemical 
environments such as relative humidity and surface chemistry. 

(3) There is a need to improve control in nanomanipulation.  Due to the 
size scale in nanometer range, the control and manipulations on those 
nanostructures pose a challenging task.  It is unavoidable that the 
experimentalist will face the problems of control of interaction forces 
and force transduction across boundaries of dissimilar materials.  The 
presence of adhesion forces, surface tension and van der Waals forces 
unique in nanomechanics further add to the complexity.  With the 
newly developed nanomechanics tools such as AFM and SEM, the 
degree of difficulty in control mitigate a bit.  But still, there is ample 
room for improvement in this area. 

(4) There is a need to understand appropriate structural level in building 
blocks.  For example, how does one define structural members or 
subunits for molecules?  For a complex material system, how do we 
understand the joining and integration of dissimilar materials such as a 
laminate structure of soft-hard material integration?  Eventually we 
will face unavoidably the scale-up problems, namely the need to 
integrate nanostructures up to human length scale (i.e., mm size scale 
and up). 

The group also recognized that nanostructures are very sensitive to 
imperfections such as surface defects, vacancies and impurities.  In 
particular, since most of the devices are designed to be serviced in air, 
surface defects in the form of oxides are often present inadvertently.  Thus, 
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there is a need to impose greater focus on those surface oxides.  It is 
recognized that traditional mechanics models which are centered on the bulk 
behaviors may not be applicable to nanostructures which are surface-
eccentricted.  For example, to model the strength of a nanorod, a special 
treatment incorporating the surface stress effect becomes the essential 
portion of the model.  A result, as T.-J. Chuang shows, is that the strength of 
a solid nanowire is enhanced as compared to its counterpart of the same bulk 
material.  On the other hand, we recognized that it may not make sense to 
reproduce 18th-19th century structures at the nanoscale.  What is more 
important is to find a niche by taking advantages of new functionality. 

 For potential areas of application, the group identifies the following: 

(1) It is possible to exploit the dual usage of the nanostructures.  They 
can provide structural support; meanwhile they can also be used to 
measure properties of materials.  Carbon nanotubes are good 
examples. 

(2) It is possible to take advantage of coupled behavior to achieve mult-
functionality of a nanostructure.  For example, single and double 
wall nanotubes possess superior electrical-optical and mechanical-
tribological properties that they can be used as a vital part in nano-
motors, electron microscopy and AFM devices. 

(3) It is known that nature provides biological parts with superior 
property through innovative design of nanostructures.  By taking 
advantage of the unique properties that exist only for nanostructures, 
such as high strength and force transduction, it is possible to 
manipulate atoms from bottom-up so as to achieve the functionality 
we are looking for, where it is not achievable in ordinary structures. 

(4) Finally, the control of mechanics at the nanoscale may evolve into 
advances in other fields.  For example, bonding and orientation of 
carbon nanotubes can find a way to feed into optical spectroscopy 
studies.
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1.   INTRODUCTION 

     Nanotechnology is the creation of new materials, devices and systems at 
the molecular level - phenomena associated with atomic and molecular 
interactions strongly influence macroscopic material properties [according to 
I. Aksay, Princeton]; with significantly improved mechanical, optical, 
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chemical, electrical... properties.  Nobelist Richard Feynman back in 1959 
had the foresight to indicate “there is plenty of room at the bottom”. National 
Science Foundation [NSF] Director Rita Colwell in 2002 declared 
“nanoscale technology will have an impact equal to the Industrial 
Revolution”. 
    In the education area in order to do competitive research in the 
nanotechnology areas, engineers should also be trained in quantum 
mechanics, molecular dynamics, etc. The following lists some of the key 
topics across different scales. The author has been advocating a summer 
institute to train faculty and graduate students to be knowledgeable in scales 
much less than the micrometer. A NSF Summer Institute on Nano 
Mechanics and Materials has been established training about 140 faculty 
members, post doctors and some graduate students annually. For details see: 
http://tam.northwestern.edu/summerinstitute/Home.htm

                 10-12  m QUANTUM MECHANICS [TB.DFT.HF…]* 

10-9 MOLECULAR DYN.[LJ…]; NANOMECHANICS; MOLECULAR 
BIOLOGY; BIOPHYSICS 

10-6 ELASTICITY; PLASTICITY; DISLOCATION… 

10-3 MECHANICS OF MATERIALS 

10-0 STRUCTURE ALALYSIS 

   MULTI-SCALE ANALYSES & SIMULATIONS… 

             *TB = TIGHT BINDING METHOD; DFT = DENSITY FTNAL THEORY; 
                        HF = HATREE-FOCK APPROX; LJ = LENNARD JONES POTENTIAL

    The National Science Foundation has supported basic research in 
engineering and the sciences in the United States for a half century and it is 
expected to continue this mandate through the next century.  As a 
consequence, the United States is likely to continue to dominate vital 
markets, because diligent funding of basic research does confer a preferential 
economic advantage [1].  Concurrently over this past half century, 
technologies have been the major drivers of the U. S. economy, and as well, 
NSF has been a major supporter of these technological developments.  
According to the former NSF Director for Engineering, Eugene Wong, there 
are three transcendental technologies: 
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• Microelectronics – Moore’s Law: doubling the capabilities every two 
years for the last 30 years; unlimited scalability; nanotechnology is essential 
to continue the miniaturization process and efficiency. 
• Information Technology [IT] – NSF and DARPA started the Internet 
revolution about three decades ago; the confluence of computing and 
communications. 
• Biotechnology – unlocking the molecular secrets of life with advanced 
computational tools as well as advances in biological engineering, biology, 
chemistry, physics, and engineering including mechanics and materials. 
    Efficient civil infrastructure systems as well as high performance 
materials are essential for these technologies. By promoting research and 
development at critical points where these technological areas intersect, NSF 
can foster major developments in engineering. The solid mechanics and 
materials engineering (M&M) communities will be well served if some 
specific linkages or alignments are made toward these technologies. Some 
thoughtful examples for the M&M and other engineering communities are:  

• Bio-mechanics/materials • Multi-scale Simulations/modeling 
• Thin-film mechanics/materials • Micro-electro-mechanical systems  
• Wave Propagation/NDT • Smart materials/structures 
• Nano-mechanics/materials 
• Nano-electro-mech’cal (NEMS) 

• Designer materials 
• Fire Retardant Materials and Structures 

    MEMs can be used as platforms for NEMS. Another product of the 
nanotechnology is carbon nano-tubes (CNT) which are self-assembled in 
deposition from C-rich vapors, consisted of honeycomb lattices of carbon 
rolled into cylinders; nm in diameter, micron in length. CNT have amazing 
properties: 
• 1/6 the weight of steel; 5 times its Young’s modulus; 100 times its 

tensile strength; 6 orders of magnitude higher in electrical conductivity 
than copper; CNT strains up to 15% without breaking 

• 10 times smaller than the smallest silicon tips in Scanning Tunnel 
Microscope - STM [CNT is the world’s smallest manipulator] 

• CNT may have more impact than transistors 
• ideal material for flat-screen TV [~2003] 
• similar diameter as DNA 
• bridge different scales in mesoscale - useful as bldg. blocks ~ e.g. 

nanocomposites; gases storage 
• metallic or semiconducting 
• as single-electron transistor; logic gate 
• as RAM - on/off do not affect memory storage - no booting needed 
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Sources:[2-5]
CARBON NANOTUBES -THE FIRST 10 YEARS, NATURE, 2001. 
MECHANICAL ENGINEERING, ASME, NOV. 2000 
TECHNOLOGY REVIEW, MIT, MAR. 2002 

    Considerable NSF resources and funding will be available to support 
basic research related to nano science and engineering technologies. These 
opportunities will be available for the individual investigator, teams, small 
groups and larger interdisciplinary groups of investigators. Nevertheless, 
most of the funding at NSF will continue to support unsolicited proposals 
from individual investigator on innovative “blue sky” ideas in all areas 
including nano science and engineering technologies. 

2.  NANOTECHNOLOGY 

2.1  Nanomechanics Workshop 

    Initiated by the author, with the organization and help of researchers from 
Brown [K. S. Kim, et al], Stanford, Princeton and other universities, a NSF 
Workshop on Nano- and Micro-Mechanics of Solids for Emerging Science 
and Technology was held at Stanford in October 1999.  The following is 
extracted from the Workshop Executive Summary.  Recent developments in 
science have advanced capabilities to fabricate and control material systems 
on the scale of nanometers, bringing problems of material behavior on the 
nanometer scale into the domain of engineering.  Immediate applications of 
nanostructures and nano-devices include quantum electronic devices, bio-
surgical instruments, micro-electrical sensors, functionally graded materials, 
and many others with great promise for commercialization. Recognizing that 
this area of nanotechnology is in its infancy, substantial basic research is 
needed to establish an engineering science base. Such a commitment to 
nano- and micro-mechanics will lead to a strong foundation of understanding 
and confidence underlying this technology based on capabilities in modeling 
and experiment embodying a high degree of rigor.  The instruments and 
techniques available for multiple scales in experimental micro- and nano-
mechanics are depicted in Fig. 1, courtesy of K. S. Kim of Brown 
University.   
   One of the key instruments in nanotechnology is the atomic force 

microscope [AFM]. However one of the limitation is:  AFM SCAN SPEED 
~1 HZ [TAKES ~10 MIN. FOR A SMALL IMAGE OF 1 MEGA- 
PIXELS] To improve the speed and performance of the atomic force 
microscope, more optimal control of the cantilever and more robust software 
to acquire and process the data as well as other improvements are needed.  
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IBM has also developed a portable AFM recently.  
    The potential of various concepts in nanotechnology will be enhanced, in 
particular, by exploring the nano- and micro-mechanics of coupled 
phenomena and of multi-scale phenomena.  Examples of coupled 
phenomena discussed in this workshop include modification of quantum 
states of materials caused by mechanical strains, ferroelectric 
transformations induced by electric field and mechanical stresses, chemical 
reaction processes biased by mechanical stresses, and changes of bio-
molecular conformality of proteins caused by environmental mechanical 
strain rates.  Multi-scale phenomena arise in situations where properties of 
materials to be exploited in applications at a certain size scale are controlled 
by physical processes occurring on a size scale that is orders of magnitude 
smaller.  Important problems of this kind arise, for example, in thermo-
mechanical behavior of thin-film nanostructures, evolution of surface and 
bulk nanostructures caused by various material defects, nanoindentation, 
nanotribological responses of solids, and failure processes of MEMS 
structures. Details of this workshop report can be found by visiting 
http://en732c.engin.brown.edu/nsfreport.html.   

Figure 1. Instruments and techniques for experimental micro and nano mechanics [courtesy 
of K. S. Kim of Brown University], where HRTEM High Resolution Transmission 
Electron Microscopy; SRES Surface Roughness Evolution Spectroscopy; CFTM 
Computational Fourier Transform Moire; FGLM  Fine Grating Laser Moiré;  AFM 
Atomic Force Microscopy; LSI  Laser Speckle Interferometry; SEM Scanning 
Electron Microscopy; DIC Digital Image Correlation ; LDLM Large Deformation 
Laser Moire.  
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2.2 Nanoscale Science and Engineering Initiatives 

    Coordinated by M. Roco [6], NSF recently announced a multi-year 
program [7] on collaborative research in the area of nanoscale science and 
engineering (NSE).  This program is aimed at supporting high risk/high 
reward, long-term nanoscale science and engineering research leading to 
potential breakthroughs in areas such as materials and manufacturing, 
nanoelectronics, medicine and healthcare, environment and energy, chemical 
and pharmaceutical industries, biotechnology and agriculture, computation 
and information technology, improving human performance, and national 
security.  It also addresses the development of a skilled workforce in this 
area as well as the ethical, legal and social implications of future 
nanotechnology.  It is part of the interagency National Nanotechnology 
Initiative (NNI).  Details of the NNI and the NSE initiative are available on 
the web at  http://nano.gov. 
    The NSE competition will support Nanoscale Interdisciplinary Research 
Teams (NIRT), Nanoscale Exploratory Research (NER), Nanoscale Science 
and Engineering Centers (NSEC), Nano Undergraduate Education (NUE) 
and others.  In addition, individual investigator research in nanoscale science 
and engineering will continue to be supported in the relevant NSF Programs 
and Divisions outside of this initiative.  This NSE initiative focuses on seven 
high risk/high reward research areas, where special opportunities exist for 
fundamental studies in synthesis, processing, and utilization of nanoscale 
science and engineering.  The seven areas are: 

♦ Biosystems at the nanoscale 
♦ Nanoscale structures, novel phenomena, and quantum control 
♦ Device and system architecture 
♦ Nanoscale processes in the environment 
♦ Multi-scale, multi-phenomena theory, modeling and simulation at the nanoscale 
♦ Manufacturing processes at the nanoscale 
♦ Societal and educational implications of scientific and technological advances on the 

nanoscale 

    The National Nanotechnology Initiative started in 2000 ensures that 
investments in this area are made in a coordinated and timely manner 
(including participating federal agencies – NSF, DOD, DOE, DOC 
[including NIST], NIH, DOS, DOT, NASA, EPA and others) and will 
accelerate the pace of revolutionary discoveries now occurring. Current 
request of Federal agencies on NNI is about $710 million.  The NSF share of 
the budget is around $220 million [on NSE, part of NNI].  
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3.  CHALLENGES 

    The challenge to the mechanics and materials research communities is:  
How can we contribute to these broad-bases and diverse research agendas?  
Although the mainstay of research funding will support the traditional 
programs for the foreseeable future, considerable research funding will be 
directed toward addressing these research initiatives of national focus.  At 
the request of the author, a NSF research workshop has been organized by F. 
Moon of Cornell University to look into the research needs and challenges 
facing the mechanics communities.  A report with recommendations of 
research needs and challenges has been published in Mechanics [8], in 
August 2003. 
    Mechanics and materials engineering are really two sides of a coin, 
closely integrated and related.  For the last decade this cooperative effort of 
the M&M Program has resulted in better understanding and design of 
materials and structures across all physical scales, even though the seamless 
and realistic modeling of different scales from the nano-level to the system 
integration-level (Fig. 2) is not yet attainable.  The major challenges are the 
several orders of magnitude in time and space scales from the nano level 
to micro and to meso levels. The following list summarizes some of the 
major methods in bridging the scales, top down or bottom up, and their 
limitations.  

• FIRST PRINCIPLE CALCULATIONS - TO SOLVE SCHRODINGER’S EQ.  
AB INITIO, e.g. HATREE- FOCK APPROX., DENSITY FUNCTIONAL 
THEORY,…

 - COMPUTIONAL INTENSIVE, O (N4) – N is the number of orbitals.
          - UP TO ~ 3000 ATOMS 

• MOLECULAR DYNAMICS [MD] pico sec. range - DETERMINISTIC, e.g. W/ 
LENNARD JONES POTENTIAL 

 - MILLIONS TIMESTEPS OF INTEGRATION; TEDIOUS 
 - UP TO ~ BILLION ATOMS FOR NANO-SECONDS

• COMBINED MD & CONTINUUM MECHANICS [CM], e.g. 
MAAD[Northwestern U.]; LSU; BRIDGING SCALE; … 

 - PROMISING, but bridging time and space scales is the constraint... 

• INTERATOMIC POTENTIAL/CM – HUANG [U. of Illinois – UC]: 
EFFICIENT; MD STILL NEEDED IN TEMPERATURE, STRUCTURAL 
CHANGES, DISLOCATIONS… 

In the past, engineers and material scientists have been involved 
extensively with the characterization of given materials.  With the 
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availability of advanced computing and new developments in material 
science, researchers can now characterize processes and design and 
manufacture materials with desirable performance and properties.  One of 
the challenges is to model short-term nano/micro-scale material behavior, 
through meso-scale and macro-scale behavior into long-term structural 
systems performance, Figure 2.  Accelerated tests to simulate various 
environmental forces and impacts are needed [9].  Supercomputers and/or 
workstations used in parallel are useful tools to solve this scaling problem by 
taking into account the large number of variables and unknowns to project 
micro-behavior into infrastructure systems performance, and to model or 
extrapolate short term test results into long term life-cycle behavior [9, 10].  
Twenty-four awards were made totaling $7 million.  A grantees' workshop 
was held recently in Berkeley and a book of proceedings has been published 
[11].  

MATERIALS STRUCTURES INFRASTRUCTURE

nano-level   micro-level     meso-level     macro-level     systems-level 
(10 -9) (10 -6) (10 -3) (10 +0) (10 +3) m

Molecular Scale Microns Meters Up to Km Scale

*nano-mechanics *micro-mechanics    *meso-mechanics *beams *bridges

*self-assembly *micro-structures *interfacial-structures *columns * lifelines 
*nanofabrication *smart materials *composites *plates *airplanes

Figure 2. Physical scales in materials and structural systems [12] 

Researchers at NIST and other places have been building nano-clay filled 
polymers with natural clay form platelet [less than 1 nm in thickness] and 1 
to 5% by volume. These nano-clay filled polymers can dramatically improve 
fire resistance as well as mechanical properties. Metal oxide nanoparticles 
have also been used in coatings for protection of UV light, self-disinfecting 
surfaces, solar cells, indoor air cleaners, etc.  Tremendous progress is also 
being made in micro and nano sensors. Researchers at UC–Berkeley have 
been working on “smart dust” sensors – with a target of a size of a cube 
1mm on each side, capable of sensing [e.g. cracks in materials] and 
transmitting wirelessly the data collected. Using cantilevers coated with 
polymer layers and based on changes in surface tension, researchers at IBM 
– Zurich and Basel have developed the “artificial nose” to detect minute 
analytes [including wine] and air quality in the air [Fig. 3]. 
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Figure 3. Micro cantilever detection mechanism  [IBM – Zurich] 
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Abstract: A first principles approach based on DFT was used to study the mechanical 
behavior of the linear (A�-O)n nanorods with n spanned 1 to 10. The 
minimum-energy configurations for the nanostructures are first found by fully 
relaxing the coordinates of the atoms. Virtual tension and compression tests 
were then conducted by applying a series of tensile/compressive deformations 
to the relaxed structures and calculating the corresponding forces required to 
maintain the equilibrium of the deformed nanorods. Hence, A force-strain 
curve is obtained for all the nanorods. The mechanical response of the two 
shortest nanorods is like that of the ductile aluminum, but the other longer 
nanorods deform like the brittle aluminum oxide. All the nanorods 
demonstrate a much higher compressive strength than tensile strength. 

Key words: first principles, mechanical property, alumina nanorods 

1. INTRODUCTION 

The distinct anisotropic morphology and high aspect ratio of the 
nanorods make them one of the most important building blocks to develop 
nanodevices for electronic, mechanical, or other functional materials 
applications [1-3]. Their one dimensional morphology and large surface 
areas are advantageous in the alignment and functionalization procedures to 
assemble nanoparticles into new micro electrical-mechanical system 
(MEMS) or nano electrical-mechanical system (NEMS) devices. 
Considering the importance of the aluminum oxide in electronics, optics, 
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biomedical, and mechanical engineering applications, there has been an 
emerging interest to fabricate this material in the form of nanorods [4-8]. 
Alumina nanorod arrays have been successfully synthesized by etching a 
porous anodic alumina (PAA) membrane with straight nanochannels. In 
order to explore the industry applications of the alumina nanorods, it is very 
important to investigate the mechanical properties of this new strongly 
anisotropic nanomaterial. 

In the present study, a systematic study of the linear (AlO)n structures 
with n in the range of 1-10 is performed using the density functional theory 
(DFT) based first principles approach. The linear (A�O)n structures are the 
thinnest alumina nanorods containing only one atom in the cross section.  
The simplicity of the linear structure allows an unambiguous definition of 
the uniaxial deformation, and thus a virtual tension/compression test to 
investigate the mechanical behavior of these nanoparticles. It is a 
challenging task to measure the mechanical response of the small 
nanoparticles experimentally, although the atomic force microscope may 
provide some information. The empirical methods, such as molecular 
dynamics simulation, could also be non-applicable since the potential energy 
functions developed for the bulk materials are likely to fail in correctly 
describing the interatomic interactions in the nanoparticles, which have 
different structures from the bulk material. The first principles approach 
used in this study makes it possible to have an accurate and quantitative 
understanding in the mechanical properties of the small nanoparticles. We 
note that the linear structures studied here are not the most stable structures 
of aluminum oxide with the same compositions. However, they are 
metastable and could be prepared under controlled conditions. This simple 
system offers a good opportunity for studying the effect of particle size on 
their stability and mechanical properties.  

The paper is organized as follows. Section 2 describes the computational 
method used in this work. The results of the virtual tension and compression 
tests are presented in Sec. 3, and the conclusions are then summarized in 
Sec. 4. 

2. METHOD 

Ten straight (A�O)n nanorods investigated in this work have a linear 
structure as shown in Fig. 1. Ten structures with n increased from 1 to 10 
were systematically studied. The nanorods were placed in a periodically 
repeated supercell, with the nearest distance between replicas larger than 10 
Å. The calculations were performed using the Vienna Ab-initio Simulation 
Package (VASP) [9], which is based on DFT with a plane wave basis set. 
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The projector augmented wave (PAW) method [10] was adopted to describe 
the electron-ion interactions in electronic structure, total energy, and force 
calculations. The exchange and correlation energies were calculated using 
the Perdew-Wang 91 form of the generalized gradient approximation [11]. A 
plane wave cutoff energy of 500 eV was used in our calculations. 

The minimum-energy configurations of the nanorods are first found by 
fully relaxing the coordinates of the atoms. The stability of these linear 
(AlO)n nanorods is examined by calculating their formation energies. The 
reaction to form the (AlO)n nanorod from the aluminum ( Al ) and oxygen 
( O ) atoms is shown in Equation (1): 

nAlOOnAln )(→+ (1) 

The total energy of one aluminum atom ( AlE ) was calculated to be 
-0.177 eV, and that of one oxygen atom ( OE ) -1.901 eV. Thereby, the total 
formation energy of the nanorod (in eV) is calculated by 

nAlOOAlf EEEnE )()( −+×= (2) 

where 
nAlOE )( represents the total energy of the nanorod. The formation 

energy per AlO unit ( fE ) is defined as: 

nEE ff /= (3) 

According to the definition, the systems with positive formation energy 

( 0>fE ) are stable, and the larger value of formation energy indicates 

higher stability. All the nanorods studied here are found to be energetically 
stable. 

Fig. 1. The linear structure of the nanorods

Virtual uniaxial tension and compression experiments were then 
conducted to investigate the mechanical behavior of these fully relaxed 
nanorods. In the tests, displacements ( d± ) are applied to a fully relaxed 
nanorod with an original length of l , and the amount of the strain (ε ) in the 
nanorod is equal to ld / . The two atoms at both ends of the nanorod are 
fixed to maintain the deformed length of dl ± . Next the minimum-energy 

Al  O Al O Al O

-An Ab Initio Study of  Mechanical Behavior for (A�O)  Nanorods 
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configuration in the presence of constraints is found by allowing the 
remaining atoms to move until the total energy attains a minimum value, and 
the external forces applied to maintain the equilibrium of the deformed 
nanorods can be evaluated using the well known Hellmann-Feynman force 
theorem [12, 13]. The force-strain relations are used to characterize the 
mechanical property of the nanorods. The force, instead of stress is used in 
this study because of the following two reasons: 1) at the nanoscale, the 
definition of the stress is ambiguous due to a lack of accurate definition of 
the cross sectional area. 2) It is justified to assume that the nanorods 
investigated in this study have similar cross sections, which contain only one 
atom. Furthermore, the breaking mechanisms of the nanorods under tension 
and compression are also investigated by monitoring the change of the bond 
lengths during the loading procedure. 

3. RESULTS 

With formation energies larger than zero, all the ten nanorods studied 
here are energetically stable with reference to the single aluminum and 
oxygen atoms. Their lengths are in the range of 0.16 – 3.26 nm. The size 
effects on the formation energy ( fE ) of the nanorods are presented in Fig. 

2. The formation energy, thereby the stability of the nanorods, is found to 
increase when the size of the rods increases. 
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Fig. 2. The formation energies of the nanorods as a function of the number of (A�O)n  units. 
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The results of the virtual tension tests are presented in Fig. 3 and Fig. 4. 
The forces are plotted as a function of the tensile strain applied to the 
nanorods. The two shortest nanorods, (AlO)1 and (AlO)2, have a force-strain  
curve typical of ductile material like aluminum. From the curves we can 
identify three different ways in which the material behaves, depending on 
the amount of strain induced in the material. The first portion of the curves is 
linear, and this might represents an elastic behavior. With a further load 
applied, the curves rise continuously, but become flatter until a maximum 
force is reached. The rise in the curves in this manner is usually called strain 
hardening. Then the force-strain diagrams tend to curve downward, and it 
often indicates a decrease in the cross-sectional area, called necking in the 
macroscopic mechanical test. When n is in the range of 3–10, the nanorods 
are more like the brittle material, exhibiting little or no yielding before 
failure. Interesting odd-even effect is also observed in the virtual tension 
tests for these brittle nanorods. As shown in Fig. 3, when n is an odd 
number, the maximum force sustainable by the nanorod decreases with the 
increase of the rod length until n reaches 7, and the tensile response of 
(AlO)9 has little difference with that of (AlO)7. However, Fig. 4 shows that 
the nanorods containing even number of AlO units, namely 4, 6, 8, and 10, 
have almost the same force-strain diagram under the tensile load. It is also 
noted that (AlO)3, (AlO)5, (AlO)7 and (AlO)9 are capable to support larger 
tensile load than (AlO)2, (AlO)4, (AlO)6, and (AlO)8.  
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Fig. 3. The results of virtual tension tests for the (AlO)n nanorods, 
 where n is an odd number. 
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 where n is an even number.

In order to investigate the breaking mechanisms of the ductile and brittle 
nanorods under tension, the change of the bond lengths with the increase of 
the strain is studied. Here we use (AlO)2 and (AlO)4 as two examples to 
show the different failure mechanisms in ductile and brittle nanorods. Fig. 5 
and Fig. 6 display the tensile force and lengths of the bonds as a function of 
the strain for the ductile (AlO)2 and brittle (AlO)4, respectively. For (AlO)2, 
when the strain is less than 0.04, the lengths of all the three bonds increase 
with similar rate, and this corresponds to the linear portion of the force-strain 
curve. When the strain increases from 0.04 to 0.13, the length of the first 
bond increases more sharply while the increase in the lengths of the other 
two bonds slows down. In this phase, strain hardening might occur and the 
force-strain curve rises with a decreasing slope. The maximum force is 
reached at the strain of 0.13. After that, the first bond continues to elongate 
at a large rate, but the lengths of the other two bonds decrease steadily. This 
phenomenon indicates that the first bond will break and lead to the failure of 
the (AlO)2 nanorod eventually. As shown in Fig. 6, the bonds in the brittle 
(AlO)4 respond to the tensile force differently. Before the nanorod fails, a 
long linear portion, with the strain spanned 0 to 0.05, is observed in all the 
bond length-strain curves, and thereby force-strain curve. When the strain 
increases from 0.05 to 0.07, the slope of the force-strain curve decreases a 
little, and it can be attributed to an accelerated elongation of the fourth bond. 
When the strain changes from 0.07 to 0.08, the force applied to the nanorod 
decreases suddenly, and indicates the failure of the nanorod. At the same 
time, the length of the fourth bond increases sharply, jumping from 1.98Å to 
2.60 Å, while the lengths of all the other bonds decrease. This shows that the 
(AlO)4 nanorod is broken into two (AlO)2 rods.
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The compression test results are shown in Fig. 7. All the nanorods are 
found to behave similarly under the compressive load. The forces increase 
with the strain linearly when the compressive strain is small, but the slope of 
the curves increases with the further increase of the strain, indicating the 
strengthening of the material under compression. The change of bond 
lengths for (AlO)4 under compression is shown in Fig. 8 to demonstrate the 
breaking mechanism of the nanorods subject to compressive force. It is 
observed that all the bonds shorten steadily and the difference in the bond 
lengths become negligible eventually. Therefore, it might be appropriate to 
predict that the nanorods will collapse under compression due to the 
simultaneous failure in all the bonds. 
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4. CONCLUSIONS 

We have investigated the stability and mechanical properties of ten linear 
(AlO)n nanorods with n spanned 1 to 10. The DFT calculations have shown 
that these nanorods are energetically stable with reference to the aluminum 
and oxygen atoms. Our investigation has revealed the size dependence of the 
stability and properties for the nanorods. The stability of the nanorods 
increases with the rod length. The results of the virtual tension and 
compression tests show that the two shortest nanorods are ductile materials 
while the other longer nanorods are brittle. Like the bulk Al2O3 material, the 
compressive strength of the nanorods is much higher than the tensile 
strength. The breaking mechanisms of the nanorods are investigated by 
tracking the change of the bond lengths during the loading procedure. Under 
the tension load, one of the Al-O bonds elongate with the accelerated rate 
while the lengths of the other bonds increase a little, or even decrease. The 
breakage of the highly elongated bond will result in the failure of the 
nanorods. However, when subject to the compressive force, all the bond 
distances decrease monotonously and the difference in the bond lengths 
become negligible eventually. Hence it might be appropriate to predict that 

n-An Ab Initio Study of  Mechanical Behavior for (A�O)  Nanorods 
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the collapse of the nanorods under compression will be caused by the 
simultaneous failure in all the bonds. 
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Abstract:  A phase field model that includes the stress field during non-isothermal 
solidification of a one-component system has been developed.  The model has 
been applied to solidification and melting of confined spherical volumes.  It 
has been shown that at some boundary and initial conditions the evolution of a 
spherically symmetric system results in isothermal steady states with a time-
independent distribution of phase. The temperature interval of two-phase 
stability decreases with the sphere radius. The presented model can be applied 

amorphous-to-crystalline phase change for recording information.  

Key words: phase field modeling, solidification, nano-volumes, phase change recording  

1. INTRODUCTION 

  Melting and solidification into either a crystalline or amorphous state in 
nano-volumes are basic mechanisms of modern phase change recording.  
This process exploits an amorphous-to-crystalline phase change to record 
information onto electronic media such as DVDs. Due to the density 
difference between phases, transformations in confined volumes are 
accompanied by internal stresses. Thus, it is necessary to take into account 
the effect of internal stress during phase change recording. In this 
proceedings we propose to model this “writing” process by considering 
melting and solidification in a confined volume. 
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to simulate the process of “writing” to electronic media that exploit an 
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  To simulate melting/solidification we employ a phase field model, 
which is an effective approach for the analysis and prediction of the 
evolution of complex microstructures during phase transformations. This 
approach has been particularly successful when it has been applied to 
solidification problems (see e.g. [1-3]). For single-component system the 
phase field method requires solving two equations: the time dependent 
Ginsburg-Landau phase field equation and the equation of heat transfer.  

  Another area where the phase field method has been successfully 
applied is solid/solid phase transformations. In this case, isothermal 
conditions are usually considered, and the problem is reduced to solving the 
phase field equation together with equations of elasticity for strain and stress 
fields. Most of the published works in this area consider a homogeneous 
solid, neglecting the difference between the elastic properties of the phases 
(e.g. [4-6]). Including elastic inhomogeneity in a phase field model presents 
a separate challenge. In [7] this has been done for systems with an elastic 
inhomogeneity that does not evolve with time. 

The main goal of this work is to develop a phase field model that 
accounts for the stresses that develop during non-isothermal solidification of 
a one-component system. These stresses can be external or internal, i.e. they 
can arise as a result of boundary conditions at the external surface or they 
can be a result of elastic interactions between phases. Thus, the phase field 
model should take into account the simultaneous evolution of three fields: a 
phase field, a temperature field and a stress/strain field. 

2. GENERAL DEVELOPMENT OF THE PHASE        
FIELD MODEL 

In this paper we present a phase field model of non-isothermal first order 
transformation in one-component system in the presence of stress. The phase 
transformation is characterized by an order parameter, η(xi, t), a  function of 
position and time. The free energy of the two-phase system is 

dVtxtxetxtxTtxfF
V

iijkiii� ��

�
��

� +∇+= )),(),,(()),((
2

)),(),,(( 2 ηεηβη (1)

where f(η,T) is the free energy density. It characterizes the transformation 
from an initial phase characterized by with the order parameter η0

(1) to the 
product phase with order parameter η0

(2) . The temperature corresponding to 
thermodynamic equilibrium between the bulk phases is T0 (Fig.1).
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Figure 1. Free energy characterizing the transformation from the initial phase, η0
1 to the 

product phase η0
2 and its dependence on temperature.  

),( Tf η is a double well function where the difference in energy between 

the two minima, ∆f, depends on temperature. The second term in Eq.(1) is a 
gradient energy contribution associated with interfaces, where β is a gradient 
energy coefficient. The third term is an elastic energy density of the two-
phase system, depending on the strain field εjk( xi,t).  Thus, the free energy 
of the two-phase system depends on three time-dependent fields: the order 
parameter, η, the temperature, T and the strain field, εjk.

The order parameter satisfies the time dependent Ginsburg-Landau 
equation

                                      
δη
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 where Mη is a kinetic coefficient. The temperature field  satisfies the 
equation of heat conduction with a source term [1] 
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where D is the thermal diffusivity, q is the latent heat, and  c is the heat 
capacity. 

Assuming that elastic equilibrium is attained faster than the local 
equilibration of the order parameter, we neglect inertial effects for the elastic 
field. Then the displacement field is determined by the equations of a 
mechanical equilibrium:  
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where ui are the components of the displacement field, and the total strain 
tensor εik is given by:  

                                               )(
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=ε                                    (5) 

The stress, σik, according to Hook’s law is: 

                           ))()(( 0 ηεεησ ikikiklmik C −=                                       (6) 

where Ciklm(η) is the elastic modulus tensor, which generally depends on the 
order parameter, η, and therefore can be different in each phase. εik

0 (η) is a 
stress-free or self-strain tensor accompanying the phase transition, and εik-
εik

0(η) is an elastic strain tensor.  The elastic energy density at fixed order 
parameter can be expressed in terms of these strains by 

         ))()(())(( ηεεηηεε 00

2

1
lmlmiklmikikel Ce −−=                      (7)  

In the isotropic case the elastic energy depends on the bulk modulus, K, and 
shear modulus, µ:
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Solving the equations (2), (3) and (4) with appropriate boundary and initial 
conditions, one can find the evolution of order parameter, temperature and 
stress/strain during the transformation.  

For our description of a solid- liquid transformation we will use a 
double well function, f(η) with two symmetric minima at η0 

(1)=0 and 
η0 

(2)=1, corresponding to the liquid and solid phases, respectively.  
Specifically, 
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where f0 characterizes the height of the energy barrier between liquid and 
solid. The interpolation function, p(η), ensures that the value of the order 
parameter at the minima of f(η) are fixed for all temperatures [1]. 

To treat liquid-solid transitions in the framework of the theory of 
coherent two-phase systems we assume that the shear modulus of the liquid, 
µ, is equal to zero, i.e. µ(η)=p(η) µ0 [8,9]*). For simplicity we assume the 

*) The dependence of shear modulus µ=µ0p(η) is chosen instead of µ=µ0η, for the same 
reasons that the temperature dependence of free energy density is chosen as ∆fp(η) instead of 
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bulk moduli, K, of both the liquid and solid phases are equal. To take into 
account a volume change due to the transformation the self-strain is 
introduced as a pure dilatation:

                                                  ikik δηεηε )()( 00 = .                        (10) 

where ε0(η) =(1-p(η))ε0, i.e. ε0=ε0 in the liquid and ε0=0 in the solid. 

3. A PHASE FIELD MODEL OF THE MELTING  
AND SOLIDIFICATION OF A CONFINED SPHERE 

In this problem, spherical symmetry is assumed and thus the 
displacement has only a radial component.  The equations of equilibrium, 
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, in spherical coordinates is written
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Using the relationships: 
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and the constitutive law for stress in the isotropic case:  
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)(3)( 00 ηεηε =ll , the equation of equilibrium (11) can be rewritten in terms 

of the displacement*):
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The displacement field u(r) can be found as a solution of Eq.(14).  The 
elastic energy of the solid-liquid system (Eq.(7)) can be expressed through 
the displacement using the relations, Eq.(12): 

∆f η. The function p(η) ensures that the minima η=0 and η=1 stay in place for all stresses as 
well as temperatures.   
*) This equation coincides with equilibrium equation used in [14], where the 
ordering in radially stressed sphere has been considered only for the case where 
shear modulus does not depend on order parameter. 
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Inserting the elastic energy into Eq.(1), the free energy for the spherical 
solid/liquid system including the elastic energy can be written as 
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       The order parameter, η should satisfy the time dependent Ginsburg-
Landau evolution equation Eq.(2): 
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while the temperature field should satisfy the equation of heat conduction 
(Eq.(3)) which in spherical coordinates becomes: 
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To perform simulations we introduce the following dimensionless 

parameters:  
2

0 R

D
tRuu

R

r
r

T

T
T ==== τ;/~;~;
~

; 0/
~

fff = ;
2

0

R

fDM
M

η= ;

0f

q
Q = ,

0cT

q
Q =  and 

0
2 fR

ββ =~
. The dimensionless parameter, M,

describes how fast the order parameter approaches equilibrium relative to the 
thermal field, i.e. it can be considered as a relaxation time parameter.  

Using the postulated dependence of shear modulus on order 
parameter,µ(η)=µ0p(η), where µ0=µs/K (µs is the shear modulus of the 
solid), and the dependence of self-strain on order parameter: εjk

0(η)=ε0(1-
p(η))δjk, the equilibrium equation (15) becomes: 
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In the next section we present numerical solutions of equations (17), (18) 
and (19) for the problems of solidification and melting of a confined sphere 
from the outer surface.  
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4. SIMULATION RESULTS  

       We consider a sphere of radius R, with prescribed zero displacement at 
the surface (r=R). To initiate melting and/or solidification of the sphere from 
the surface we fix the temperature, Ts, and the order parameter, η, at the 
surface. Fixing the order parameter at the surface allows one to sidestep the 
problem of nucleation. The calculations have been done for a sphere using 
mesh of 1000 evenly spaced points 0.01 apart, yielding a sphere of radius 

R=10. The dimensionless gradient coefficient is β~ =0.002,  and  the 
following elastic properties were selected: dimensionless bulk modulus, 
Kε0

2/f0=0.22, Poisson ratio, ν=1/3, i.e. µ0=µs/K=0.375; latent heat: q/f0=2.5, 
q/cT0=0.3. The simulations have been performed with a time step ∆τ=10-6,
and relaxation time parameter M=0.01. 

Our first set of simulations examined the melting of a solid from the 
surface. The boundary conditions imposed at the surface are η=0 and T = 
Ts>T0. The initial temperature of the bulk sphere is Tinit<T0. We analyze the 
process of melting for different surface temperatures Ts. At each 
temperature, the numerical solutions of Eqs.(19)-(21) describe the time 
evolution of the order parameter and temperature at each point of the sphere. 
The location of the solid/liquid interface is taken to be η=1/2.
      Two examples of the evolution of the order parameter for the melting of 
sphere at initial temperature of the sphere Tinit/T0=0.7 are shown in Figs. 2 
and 3.  For Ts/T0=1.3, melting results in the establishment of a two-phase 
coexistence of solid and liquid. At Ts/T0=1.75, the final state is solely liquid.   
For these parameters, two-phase steady states exist up to the temperature 
Ts/T0=1.65. 

Figure 2.    Evolution of the order parameter, η, and temperature, T/T0 during the melting of a 
sphere. The temperature at the surface is fixed, Ts/T0=1.3. The initial temperature 
of the sphere is Tinit/T0=0.7. At steady state (solid black lines), the temperature  
reaches the surface value everywhere, Ts/T0, and solid and liquid phases coexist. 
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Figure 3. Evolution of the order parameter, η and temperature, T/T0 during the melting of a 
sphere.  The temperature at the surface is fixed atTs/T0=1.75. The initial temperature 
of the sphere is Tinit/T0=0.7. At steady state (solid black lines), the temperature  
reaches the surface value everywhere, Ts/T0, but only the liquid phase is present . 

       The liquid volume fraction, α, increases from 0 to 0.84 as the  
temperature rises until Ts/T0=1.65, when α jumps to 1 (Fig.4). Because the 
displacement at the surface is zero, the liquid is stressed.

Figure 4.  The dependence of an equilibrium fraction of liquid on temperature following from 
steady state results (equilibrium) of phase field simulation. Solid line: melting of 
solid sphere from the surface. Dotted line: solidification of liquid sphere from the 
surface. 

       We next consider solidification from the surface, i.e. the order parameter 
at the surface is prescribed to be η=1. In Figs.5 and 6 the solidification of the 
sphere is shown at an initial temperature of the sphere, Tinit/T0=1.8 and at 
two different surface temperatures (Ts/T0= 1.5, 1.2, respectively).  At Ts/T0=
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1.5, the final state is a solid/liquid mixture (Fig.5). At Ts/T0 =1.2 the sphere 
is solidified completely (Fig.6).   

Figure 5. Evolution of order parameter, η and temperature, T/T0 during the solidification of  
a sphere. The temperature at the surface is fixed, Ts/T0=1.5. The initial 
temperature of the sphere is Tinit/T0=1.8.  At steady state (solid black lines), the 
temperature  reaches the surface value everywhere, Ts/T0, and both phases 
coexist. 

Figure 6. Evolution of order parameter, η, temperature, T/T0 during the solidification of 
sphere. The temperature at the surface is fixed, Ts/T0=1.2. The initial temperature of 
the sphere is Tinit/T0=1.8. At steady state (solid black lines), the temperature  
reaches the surface value everywhere, Ts/T0, but only one phase is present . 

Two-phase states occur at temperatures lower than Ts/T0=1.7, as the liquid 
volume fraction, α, decreases from 1 to 0.1 as the temperature decreases to 
Ts/T0=1.25. At this temperature the liquid phase disappears and the sphere 
becomes completely solid (Fig.4). 
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       To demonstrate that the steady states represent equilibria, we have 
performed simulations of melting and solidification at uniform temperatures 
by solving Eqs. (19) and (21) with assumption that the thermal conductivity 
is infinitely large. These simulations lead to the same steady states, but are 
only determined by the temperature and the order parameter values at the 
surface and do not depend on the initial temperature. 
       The variation of  two-phase stability with changing sphere radius is 
presented in Figure 7.  The interval of two-phase stability decreases with the 
radius of the sphere.   

Figure 7. The dependence of equilibrium liquid fraction, α, on temperature at different sphere 
radii.

5.  CONCLUSIONS  

       The following conclusions can be made from the results of the phase 
field modeling: 

1. There is a temperature interval where two-phase equilibrium states persist   
during solidification and melting of confined sphere. Existence of the two 
phase state shows that “writing” requires overheating, of a magnitude that    
depends on the sphere radius. 
2. Melting and solidification from the surface lead to different equilibrium 
states at the same temperature. 
3. At some temperatures during melting and solidification the two-phase 
states lose stability at finite phase fractions. The stability interval decreases 
with sphere radius. 
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FRICTION-INDUCED NUCLEATION OF 
NANOCRYSTALS

S. Guruzu, G. Xu, and H. Liang 
Department of Mechanical Engineering, Texas A&M University, College Station, TX 77843-
3123

Abstract: Experimental investigation of friction induced nucleation of nanocrystals was 
conducted. A series of interfacial interactions were experimentally examined, 
including pressing, light sliding, and heavy sliding. Results showed that only 
under a certain sliding conditions, nucleation of crystalline features were 
formed. Compressing along with heavy sliding caused either melting or severe 
wear. This preliminary research demonstrated the feasibility of using a 
friction-stimulation process combined with phase transformation to generate 
nanostructured materials. The possible nucleation mechanisms are frictional 
energy induced melting and strain-related nucleation. It leads to the future 
study of nucleation theory. 

Key words: wear, nanocrystals, phase transformation, asperity, nucleation. 

1.   INTRODUCTION   

The development in microelectro mechanical systems (MEMS), the 
atomically ordered nanostructures such as Nano-MOSFETs, and tiny fluid 
power devices for bio-applications, etc., have challenged manufacturing 
precision products such as micro-pumps, micro-engines, and micro-robots 
[1-14]. There are existing methods, such as surface coatings, lithographic 
techniques, self-assembly, etc., developed to fabricate small devices. Yet, the 
synthesis of precisely defined artificial molecular architectures beyond 25 
nm in length is often unattainable, due to solubility, material throughput, and 
characterization constraints [15-20]. Generating nanoscaled phases with 
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desired size, shape, and crystal structure is critically important for 
nanotechnology development. 

The motivation of this research is to investigate the doping/nucleation 
mechanisms of low-temperature systems through friction triggered atomic 
doping and nucleation. This paper reports our findings from experiments. 

It has been widely accepted that friction activates the surface reaction 
sites by bond stretching, bond breaking, and reformation [21-30]. Using an 
AFM, experimental evidence supports the mechanism involving mechanical 
stimulation-enhanced mass transport of ions to nucleation sites [31-32].  Due 
to friction, spontaneous, heterogeneous nucleation produces nanodeposits on 
brushite surfaces.

In this research, effects of friction on interactions of Ga and Si are 
investigated. Doping Ga into Si, the surface and phase changes under the 
friction stimulation are studied. Due to the small nature of asperity contact, 
small features are expected to form that are potentially useful for nanoscale 
study. The doping takes place when Ga is rubbing against a Si substrate in 
ambient conditions. The Ga has a low melting point (29.78 oC) and Si has a 
high one (1410 oC). This material pair undergoes eutectic phase 
transformation at temperatures around 29 oC. Due to the low equilibrium 
concentration of Si, the eutectic phase formed during cooling will remain 
small in size.  The numerical analysis method is used to understand the 
growth mechanisms of crystalline features. 

2.   EXPERIMENTAL PROCEDURE 

2.1.  Materials 

Gallium is a soft metal with a low melting temperature (29.78oC). With a 
boiling point of 2070oC, Ga forms an equilibrium eutectic structure below 
30oC with low silicon concentration. A typical example is the gallium (Ga) 
and silicon (Si) system, as illustrated in Figure1 with a Ga-Si phase 
diagram[33]. Gallium forms a eutectic with small quantities of 5x108 atom% 
Si at 29.8 oC and exists as a perfectly mixed liquid over a broad temperature 
and composition range. The eutectic phase contains only about 10 gallium 
atoms per million silicon atoms. Nanorods and nanowires have been 
obtained using a low-temperature vapor-liquid-solid synthesis method [34-
41].   
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Figure1. Phase diagram of Silicon and Gallium

2.2  Experiments 

Ga doping was conducted using basically two approaches: liquid Ga 
droplets on silicon substrates and solid Ga pin slides against Si disk Figure 2. 

Figure 2. Ga is relative to Si. Left, 2a, A droplet of solid Ga sets on Si then pressed. Right, 

2b, solid Ga pin slides against Si.

Figure 2a illustrates the pressing motion. A Ga particle is pressed by an 
AFM cantilever. Figure 2b is the sliding motion. A pin-on-disc tribometer is 
used in this setup. The pin is made of Ga and the disk is of single crystal Si. 

Friction-Induced Nucleation of Nanocrystals 
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The pin travels at a reciprocal motion within a length of 6 mm in one 
direction. The applied load is 200mN. The pin has a diameter of 4 mm. 
Experiments are conducted out at room temperature in dry conditions. Two 
tests were conducted at speeds of 700 and 1000 revolutions per minute. 

Pressed particles and wear track were observed first using an optical 
microscope and an AFM. Surface analysis was conducted using an surface 
imaging software to obtain the physical dimension.  

3.   RESULTS AND DISCUSSIONS 

Figure 3 shows the AFM imagine of a Si surface was pressed with Ga 
particles using an AFM cantilever. The total area of this image is 5 �m. 
Light colored particles are Ga particles. Their edges are rounded due to 
melting.

Figure 3. AFM image of Ga pressed into Si. 

Sliding experiments were conduced. Figure 4 shows the Si surface after 
sliding by a Ga pin. At a speed of 140 mm/sec, there are crystal-like features 
(two bright triangle like) formed on the Si surface. A surface profile shows 
the height is around 250 nm and wide at indicated location is around 100 nm. 
A sliding experiment at higher speed, 200 mm/sec, was conducted. Figure 5 
shows the AFM results. Here there are more features like those in Figure 4. 
In Figure 5, their sizes vary significantly.  
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Figure 5. AFM analysis of Si surface after sliding with a Ga pin. Variation of sizes indicate 

the continuous nucleation and growth of crystals sliding at 200 mm/sec

Friction-Induced Nucleation of Nanocrystals 
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These crystalline features are detected using a high resolution 
transmission electron microscope combined with X-ray, as shown in Figure 
6. In this figure, the connection of the small feature to Si substrate is seen 
(circled area). Chemical analysis shows the composition is mostly Si. The 
physical separation between Si substrate and Ga is not clearly identified. 
Further down, there is no severe subsurface damage existing. The surface is 
roughened in a few nanometers that are within the physical range of islands 
observed on the top surface. It is concluded that islands are formed due to 
friction. According to the equilibrium phase diagram, Ga and Si form a low 
temperature eutectic structure (below 30 oC). It is likely that friction induced 
heating melt the Ga-Si system so that a certain number of nucleates appear. 
Without friction, such melting can only take place when temperature reaches 
the eutectic temperature in area where the Ga and Si are in contact. 

Figure 6. HR TEM analysis shows cross section (top) and many Ga over the bright area 

(bottom)

Si surface is shown in Figure 7. In this figure, the worn surface is clearly 
seen. Under this condition, the surface wear takes instead of nucleation of 
crystals. 

Figure 7. Sliding under sever sliding condition – wear appeared

Elé Atomic %
C.K 9.3
O.K 16.6
Si.K 68.5
Ga.K 5.6
Si/Ga =      12.23

Eléments Atomic %
C.K 9.3
O.K 16.6
Si.K 68.5
Ga.K 5.6
Si/Ga =      12.23

Continued sliding experiments with a much higher load were conducted. 
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Experiments have shown nucleation of nanometer length scale crystals 
form under a certain sliding conditions. No sliding or sliding with heavy 
load, no nucleation was observed. Table 1 is the summary of results. 

Table 1. Summary of Statistical Measurement of Crystalline Features

Conditions Speed (mm/sec) Height/Diameter ratio 
AFM pressing - 0.01-0.11 
Pin on disc sliding 140 0.24-0.31 
Pin on disc sliding 200 0.08-1.58 

The number of asperities, average area of each asperity, and the average 
gray scale of each asperity were obtained using the surface imaging 
software. The average gray scale value represents the average height of each 
asperity. The results of this analysis are shown in Table 2. 

Table 2. Table showing values of average number of asperity, average height, average area, 
normal load and frictional load for 700 and 1000 rpm 

Speed RPM average number of 
asperities per 1000 
�m2

Average
height (�m)

Average area 
(�m2)

Normal load 
per asperity 
(�N)

Tangential
force (�N)

700 35.65 0.273 0.479 9.468 6.628 

1000 35.24 0.432 1.36 7.0348 4.924 

Using the friction (tangential) force measured, the frictional energy over 
area of Ga/Si contact calculated was around 1.7 mJ, which was higher than 
the energy of a eutectic reaction between Ga-Si. The nucleation of 
crystalline phases of Ga-Si is thermodynamically possible.  The nucleation 

associated with the elastic strain energy through friction stimulation. This is 
similar to elastic train energy effects on nucleation in solids, proposed by 
Eshelby in 1951[40]. Future investigation is underway 

4.   SUMMARY 

Experiments provide evidence of nucleation of crystalline features of Si 
due to friction stimulation. The formation of nanocrystals is due to frictional 
energy and reformation. Future study will focus on the strained crystal lattice 
and their effects on nucleation mechanisms. 

Friction-Induced Nucleation of Nanocrystals 

under the conditions presented here, demonstrated, in experiments, is 
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MODELING OF CARBON NANOTUBES AND 
THEIR COMPOSITES 

Chunyu Li and Tsu-Wei Chou 
Department of Mechanical Engineering, University of Delaware, Newark, Delaware 19716, 
USA. Telephone: 302-831-1550; email: chou@me.udel.edu  

Abstract: This paper reviews recent advancements in the multiscale modeling of carbon 
nanotubes and their composites. The basic modeling tool is the molecular 
structural mechanics method developed by the authors, which has been 
successfully applied to simulate the static and dynamics properties of carbon 
nanotubes. Then, the nanotube/polymer composite is analyzed by combining 
the continuum finite element method and the molecular structural mechanics 
approach. Finally, the potential application of molecular structural mechanics 
for studying the thermal properties of nanotubes and composites is introduced.  

Key words: Carbon nanotube, Molecular structural mechanics, Nanocomposite, Atomistic 
modeling, Multiscale modeling, Nanomechanics. 

1. INTRODUCTION 

 It has been theoretically and experimentally confirmed that carbon 
nanotubes possess exceptional high stiffness and strength. These properties 
as well as their high aspect ratio and low density suggest that carbon 
nanotubes may hold promise as reinforcements for nanocomposites [1]. The 
improvements in stiffness and strength due to the addition of carbon 
nanotubes in polymeric matrix materials have been demonstrated [2-4]. For 

have been made in improving their dispersion and alignment in the 
composites. Polymeric matrix composites with well-dispersed and well-
aligned nanotubes are now feasible [5-9]. Meanwhile, some efforts have also 
been devoted to the study of the load transfer between nanotubes and the 
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the effective utilization of nanotubes as reinforcements, various attempts 
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matrix [3, 4]. Lordi and Yao [10] used force-field-based molecular 
mechanics to model the interactions between nanotubes and several different 
kind of polymers. Wise and Hinkley [11] used molecular dynamics 
simulation for addressing the local changes in the interface of a single-
walled nanotube surrounded by polyethylene molecules. Odegard et al. [12] 
studied the effect of chemical functionalization on the mechanical properties 
of nanotube/polymer composites by using an equivalent-continuum 
modeling technique. However, due to the difficulty in modeling nanotube 
reinforced composites, studies on the load transfer between the matrix and 
nanotubes are still very limited.  

 In this paper, we introduce our multiscale modeling technique for 
simulating carbon nanotubes and their composites. This multiscale modeling 
technique is a combination of the atomistic molecular structural mechanics 
approach [13] and the continuum finite element method [14].   

2. MOLECULAR STRUCTURAL MECHANICS 
APPROACH

 The mechanical and physical properties of carbon nanotubes are highly 
size/structure dependent, and thus modeling of nanotubes at the atomistic 
scale is necessary. We developed the molecular structural mechanics 
approach [13] for modeling carbon nanotubes. The main concept of this 
approach is briefly outlined below. 

In the molecular structural mechanics approach, a single-walled carbon 
nanotube is simulated as a space frame structure, with the covalent bonds 
and carbon atoms as connecting beams and joint nodes, respectively. If the 
beam elements simulating the covalent bonds are assumed to be of round 
section, then only three stiffness parameters, i.e., the tensile resistance EA, 
the flexural rigidity EI and the torsional stiffness GJ, need to be determined 
for deformation analysis. Based on the energy equivalence between local 
potential energies in computational chemistry and elemental strain energies 
in structural mechanics, a direct relationship between the structural 
mechanics parameters and the molecular mechanics force field constants can 
be established [13], i.e., 

τθ k
L

GJ
k

L

EI
k

L

EA
r === ,, .                                        (1) 

where L denotes the bond length, and θkkr ,  and τk are the force field 
constants in molecular mechanics. The force field constants in our studies 



Modeling of Carbon Nanotubes and Their Composites 57

are chosen as 4692/ =rk kcal mol-1 Å-2, 632/ =θk  kcal mol-1 rad-2, and 
202/ =τk  kcal mol-1 rad-2. 

 For simulations of van der Waals interactions between nested nanotube 
layers, a truss rod model was introduced [15]. This model is based on the 
Lennard-Jones “6-12” potential and the van der Waals force between two 
atoms in the nearest neighboring tube layers can be written as 
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where, r is the interatomic distance, ε  and σ  are the Lennard-Jones 
parameters. The activation of a truss rod is determined by the distance 
between the two atoms in the neighboring tube layers. If the distance is less 
than 2.5�, a truss rod is assumed to be activated. 

3. STATIC PROPERTIES OF CARBON NANOTUBES 

Using the molecular structural mechanics method, we can readily 
examine the elastic properties of carbon nanotubes. The basic elastic 
properties considered include axial Young’s modulus, radial Young’s 
modulus, circumferential Young’s modulus and shear modulus [13,14,19]. 
In the calculations of these elastic moduli, different loading conditions, such 
as tension, torsion and hydrostatic pressure, are applied. The wall thickness 
is usually taken as the interlayer separation of graphite, 0.34 nm. The 
number of atoms involved in the calculations is in the range of 240~3500, 
depending on the nanotube diameter. 

 Figures 1 and 2 give examples of simulation results of elastic moduli of 
carbon nanotubes by using the molecular structural mechanics approach. 
These results indicate that the elastic moduli of carbon nanotubes are highly 
dependent on the tube diameter but the effects of tube chirality are relatively 
small. 
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Figure 1  Young’s moduli of single-walled carbon nanotubes [13] 
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Figure 2  Radial moduli of single- and double-walled carbon nanotubes [14] 

4. DYNAMIC PROPERTIES OF CARBON 
NANOTUBES

 Although there are some studies in the literature regarding the use of 
carbon nanotubes as resonators [17] and oscillators [18], the vibrational 
properties of nanotubes are not well understood. There have been no reports 
on theoretical modeling of the dynamic properties of carbon nanotubes by 
molecular dynamics. Also, the continuum mechanics approach can not be 
readily applied for predicting the dynamic properties of carbon nanotubes 
because of the difficulty in distinguishing nanotube chirality and the 
uncertainty in defining the nanotube wall-thickness.  

 We studied dynamic properties of carbon nanotubes by employing the 
molecular structural mechanics approach [19, 20]. For determining the 
fundamental frequencies and vibrational modes of a carbon nanotube, we 
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simulate the nested tube layers by equivalent space frame structures and 
intertube van der Waals interactions by truss rods. According to the theory of 
structural dynamics, the equation of motion for the free vibration of an 
undamped structure is  

}0{}]{[}]{[ =+ yKyM �� ,                                       (3) 

where ][M  and ][K  are, respectively, the global mass and stiffness matrices, 
and }{y  and }{y��  are, respectively, the nodal displacement vector and 
acceleration vector.  

 The global stiffness matrix ][K  is assembled following the same 
procedure as that in simulating static properties. The global mass matrix ][M

can be assembled from the elemental mass matrix. By considering the 
atomistic feature of a carbon nanotube, the masses of electrons are neglected 
and the masses of carbon nuclei ( 26109943.1 −×=cm  kilogram) are assumed 
to be concentrated at the centers of atoms, i.e., the joints of beam members. 
Due to the extremely small radius ( 51075.2 −×=cr Å) of the carbon atomic 
nucleus, the coefficients in the mass matrix corresponding to flexural 

rotation and torsional rotation, 2
3

2
cc rm , are assumed to be zero. Only the 

coefficients corresponding to translatory displacements are kept. Thus, the 

elemental mass matrix eM ][  is given by  

[ ]0003/3/3/][ ccc
e mmmdiagM = ,               (4) 

The factor 1/3 in the elements of the elemental mass matrix is introduced 
because the three bonds of a carbon atom connects with the three nearest 
neighboring atoms and it ensures that the nodal mass has the value of a 
single atom in the assembled global mass matrix ][M . 

 The orders of the global stiffness matrix and mass matrix are reduced by 
the static condensation method for more efficient computations. Then, the 
natural frequencies f and mode shapes are obtained from the solution of the 
eigenproblem  

0}){][]([ s
2

s =− pyMK ω ,                             (5)   

where s][K , s][M  are the condensed stiffness matrix and condensed mass 
matrix, respectively, }{ py  is the displacement vector corresponding to the 

primary coordinates, i.e., the translatory displacements of carbon atoms, and 
fπω 2=  is the angular frequency. 

 The fundamental frequencies of carbon nanotubes depend on the tube 
diameter and length, as well as constraints on the nanotube ends. In our 
study, two forms of constraints, i.e., cantilevered and bridged, were analyzed 
[19]. The computational results of fundamental frequencies of single-walled 
carbon nanotubes are displayed in Fig. 3.  
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Figure 3  Fundamental frequencies of single-walled carbon nanotubes [19] 

 It is obvious from Fig. 3 that nanotubes possess very high fundamental 
frequencies. For nanotubes with diameters of 0.4~0.8 nm and 
length/diameter ratios of 6~20, the fundamental frequencies are in the ranges 
of 10~300 GHz and 100~1500 GHz, respectively, for cantilevered and 
bridged nanotubes. For the same aspect ratio, nanotubes with a smaller 
diameter have a higher fundamental frequency. Nanotube chirality does not 
have a significant effect on the fundamental frequency.   

 Our simulations also indicated that the fundamental frequency of a 
double-walled carbon nanotube is about 10% lower than that of a single-
walled carbon nanotube with the same outer diameter and the same length 
[24]. The vibration modes associated with the fundamental frequencies are 
almost coaxial, and noncoaxial vibrations are excited at higher frequencies. 
Our simulations identify that the noncoaxial vibration initiates at the third 
resonant frequency, which is usually much higher than the first two lowest 
frequencies.  

 It can be concluded that the fundamental frequencies of both single-
walled and double-walled carbon nanotubes are very high and are in the 
order of hundreds gigahertzs for the range of nanotube length studied. This 
level of fundamental frequency is much higher than the highest frequency 
nanomechanical resonator (~1.029 GHz) so far fabricated from SiC using 
optical and electron-beam lithography [21]. Thus, the high potential of using 
carbon nanotubes as nanomechanical resonators is unmistakable. Such high 
frequency mechanical nanodevices would facilitate the development of the 
fastest scanning probe microscopes, magnetic resonant force microscope and 
even mechanical supercomputers. 
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5. MULTISCALE MODELING OF CARBON 
NANOTUBE/POLYMER COMPOSITES 

By combining the molecular structural mechanics approach with the 
finite element method, we proposed a multiscale modeling method for 
simulating deformation behavior of carbon nanotube/polymer composites 
[22]. In the method, the nanotube was modeled at the atomistic scale by the 
molecular structural mechanics method, and the matrix deformation was 
analyzed at the macroscopic scale by the continuum finite element method.  

We have considered nanocomposites reinforced by single-walled carbon 
nanotubes. Two cylindrical unit cells were chosen as computational models. 
One is the discontinuous reinforcement model where the nanotube is entirely 
embedded in the matrix. Another is the continuous reinforcement model, 
where the length of the nanotube is assumed to be the same as the length of 
the surrounding polymer matrix. The first model is used for revealing the 
stress distribution around the interface, while the second is used in 
computing the effective modulus of nanotube/polymer composites. 

Because the nanotube is modeled at the atomistic scale and the polymeric 
matrix is treated as a continuum, the modeling of the nanotube/polymer 
interface is rather difficult. We considered two limiting cases in interfacial 
load transfer capability. The case of low interfacial load transfer is 
approximated by the van der Waals interface. The case of high interfacial 
load transfer is simulated by a perfect interface, which may exist in 
covalently bonded nanotube/matrix interface. 

For simulations of van der Waals interactions at the interface, the truss 
rod model is adopted, which was first developed for simulating the van der 
Waals forces between neighboring atomic layers of a multi-walled carbon 
nanotube (Fig.4a). At the nanotube/matrix interface, the activation of a truss  
rod is determined by the distance between an atom in the nanotube and a 
node in the finite element. For convenience in computation, we only 
consider the van der Waals interactions between the nanotube and the 
surface of the polymeric matrix immediately adjacent to the nanotube. This 
assumption may tend to underestimate the load transfer capability of the 
nanotube/polymer interface. For perfectly bonded interface, it is assumed 
that the outer surface of the nanotube coincides with the inner surface of the 
polymer matrix. But for matching the atoms in the nanotube and the nodes in 
the finite elements, the center of an atom in the nanotube is assumed to be 
located on the outer surface, not in the center of the tube wall (Fig.4b).    
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The Young's modulus and Poisson’s ratio of the polymer matrix are 
taken as 2.41 GPa and 0.35, respectively, for simulating an epoxy polymer.  
The nanotube is assumed to be zigzag type. The effective Young's moduli of 
nanotube/polymer composites are analyzed using the long-tube 
computational model. The nanotube/polymer interfacial bonding in this case 
is assumed to be van der Waals interaction. Our computational results 
indicate that the effective axial Young's modulus of nanotube/polymer 
composite follows the rule-of-mixtures. 

Figure 5 displays the distributions of normalized shear stress in one 
quarter of the matrix material for perfect interface and van der Waals 
interface. It is observed that the maximum shear stresses occur at the vicinity 
of nanotube ends. The shapes of shear stress contours for the perfect 
interface and van der Waals interface cases are similar, but the maximum 
normalized shear stress in the former case is roughly twice as much as that 
of the latter case. Figure 6 shows the axial normal stress distributions in the 
polymeric matrix under isostrain and isostress loading conditions. It is 
observed that there are stress concentrations in the vicinity of the nanotube 
ends in both figures 5 and 6. The nature of stress concentrations in 
nanotube/polymer composites is similar to that in short fiber composites. 

Figure 4  Nanotube/polymer interface treatment 

(a) van der Waals interface and (b) perfect interface
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Figure 6  Axial stress distribution in polymer matrix [22] 
(a) perfect bonding, isostrain, (b) van der Waals bonding, isostrain



64 Chunyu Li and Tsu-Wei Chou

6. THERMAL PROPERTIES OF CARBON 
NANOTUBES

 The molecular structural mechanics approach has been extended to the 
study of thermal properties of carbon nanotubes. The vibrational modes of 
the nanotube are quantized according to the theory of quantum mechanics. 
The partition function is directly expressed by the vibrational frequencies of 
carbon atoms. Then, based on the theory of statistical thermodynamics, we 
have calculated the specific heat and the coefficients of thermal expansion of 
single-walled carbon nanotubes. Our computational predictions are in fair 
agreement with available experimental as well as theoretical results. 

7. CONCLUSIONS 

 The molecular structural mechanics approach is an effective atomistic 
modeling technique for simulating carbon nanotubes. It has been used for the 
studies of static and dynamics properties of single- and multi-walled carbon 
nanotubes. It also has the potential of simulating thermal properties of 
carbon nanotubes as well as analyzing other nanomaterials. Its combination 
with the finite element method provides us with a unified capability of a 
multiscale modeling of carbon nanotube-reinforced composites.  
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ON THE TENSILE STRENGTH OF A SOLID 
NANOWIRE
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Abstract: The present paper is concerned with the mechanical characterization of the 

measured tensile strength of a solid nanowire. As miniaturization is a general 

trend in nanotechnology, a variety of nanowires have been successfully 

fabricated/synthesized, including but not limited to Si, C, polymer DNA, 

MoSe, Au, Cu, TiC, Fe, Mo , NiAl and W. Mechanical strength is essential to 

maintaining the structural integrity in the multi-functional performance of 

those nanowires. A simple derivation in mechanics principle, without relying 

on tedious ab initio molecular dynamics calculations, is given which shows 

that the measured tensile strength contains two terms: the material’s intrinsic 

bond breaking strength and the surface stress (or surface tension) contribution. 

It further shows that as the size of the nanowire diminishes, the surface stress 

effect is enhanced, such that a simple functional relationship can be 

established in the nanscale regime:  1/D where  is strength and D is the 

diameter of the nanowire. Generally speaking, depending on the ratio of 

surface stress to the intrinsic strength, the apparent tensile strength can be 

enhanced up to one order of magnitude in the nanometer size range. In 

addition to the mechanical strength, the surface tension plays a role in: 

tension/compression asymmetry; helical shapes of a nanobelt if surface stress 

is anisotropic; reduced melting point; stress-induced phase transformation 

under free external loading conditions. These phenomena will be discussed as 

direct evidence of the existence of the surface stress.  

Key words: Mechanical strength; Nanowires; Size effect; Surface stress; 

Tension/compression asymmetry. 
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1. INTRODUCTION 

The present paper is concerned with the tensile strength of a solid 

nanowire. Nanowires and other one-dimensional systems (e.g., nanotubes) 

have recently been the focus of considerable research interest because they 

have great potential in a variety of applications like molecular electronics, 

diagnostic biosensors, and novel scanning microscopy probes [1-3]. A broad 

range of multicomponent nanowires has been successfully synthesized via 

chemical routes such as laser-assisted catalytic growth [4].The mechanical 

strength of the nanowires plays an important role in maintaining the 

structural integrity of the structures, devices or systems made from the 

nanowires even when they are primarily designed for performing other non-

structural functions (such as electronic, photonic, magnetic, biological etc.). 

Theoretically, the ideal strength of a solid nanowire can be investigated 

by using ab initio electronic structure methods based on the density 

functional theory [5]. Both un-relaxed and relaxed dimensions were 

considered in the calculations. However, this approach has a drawback in 

that it is material specific and tedious; thus, its complexity must rely on 

adequate computational power being available. It is therefore desirable to 

develop an alternative simple approach that does not rely on computers. The 

main objective of the current paper is to present a simple means to 

characterize the mechanical strength of a solid nanowire. 

It is well-known that when the dimensions of a solid are comparable to 

atomic sizes, such that the surface to bulk ratio is enhanced, the 

contributions of the surface effects to the overall properties can no longer be 

neglected. Consequently, in evaluation of the mechanical strength of a solid 

nanowire, the role of surface stress must be taken into consideration. Hence, 

prior to the main derivations, we discuss briefly the origin of the surface 

stress in Section 2 from the standpoint of physics, thermodynamics and 

mechanics where we draw the distinction between surface energy/forces and 

surface stress/tension. With the knowledge of surface stress discussed in 

Section 2, we present a simple derivation in Section 3 on the measured 

tensile strength as a function of nanowire diameter, using simple mechanics 

principles. We find, as expected, that higher strengths are predicted with 

smaller sizes of nanowire for a given material and geometry. A functional 

relationship between the strength and the size is firmly established.  In 

addition to the size effect on the mechanical strength, other interesting 

implications which are unique only in the nanometer size range are discussed 

including asymmetry in tension/compression behavior, and phase 

transformation under free standing conditions. These issues will be 

addressed in Section 4.
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2. THE ROLE OF SURFACE STRESS 

It is known that surface stresses exist at free surfaces of both solid and 

liquid phases. From a physical viewpoint, atoms outside the bulk are 

removed to form the surface. As a result, atoms on and near the surface must 

re-adjust from a non-relaxed to relaxed configuration. Surface stresses are 

then generated in order to maintain the relaxed configuration in equilibrium. 

From the standpoint of thermodynamics, surface free energy  (unit in J  m-2)

is required to create a unit area of new free surface. Thus,  is sensitive to 

atomic bonding forces or surface forces normal to the surface and adhesion 

forces. On the other hand, the surface stress tensor,  ( , =1,2) is related 

to deforming or stretching an element area of existing surface, dA. Its 

direction is in-plane or parallel to the surface tangent. To derive the 

relationship between  and consider the energy balance before, ( dA), 

and after deformation, ( dA) + ( dA). We have ( dA) = ( )dA, 

where the repeated index denotes summation. Now, since 

( dA) = dA + dA, and dA = dA, where is the Kronecker 

delta tensor, we obtain the well-known Shuttleworth equation [6]:  

                                            (1) 

This equation illustrates that in the case of a fluid, surface stress state 

must be in hydrostatic tension and no shear stresses are allowed, because 

/ =0. This can be explained in physical terms, namely, deforming an 

existing liquid surface versus creating a new surface will yield the same 

atomic state on the surface, because the underneath atoms can move freely to 

fill-up the surface “hole” when the surface is stretching to expand, resulting 

in the identical surface state or surface density. Thus, , which is the only 

parameter characterizing the surface state, is totally independent of the 

surface strains, i.e., / = 0. Moreover, the magnitude of the surface 

tension (unit in force per unit length) is identical in numerical value to the 

surface free energy  (unit in energy per unit area). In the case of a general 

solid, on the other hand, the situations are more complicated. The surface 

stress state in a solid, in general, consists of in-plane normal as well as in-
plane shear stress components. Furthermore, the normal stress component 

can either be in tension (positive sign) or even in compression (negative 

sign). Also, the second term can dominate, and its magnitude can be up to 

three times as high as the first term. A literature survey indicates that    is on 

the order of 1 J/m2, whereas can vary from 1 N/m to 10 N/m depending 

on material and crystal orientation [7-9]. Other important consequences as 

derived from the virtual work principles in surface mechanics include [10]: 
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jiji nn                                         (2) 

mT                                                      (3) 

where T  is the in-plane traction vector, m  denotes the in-plane outward 

normal vector to the edge of the surface element, ij denotes the bulk stress 

tensor (i,j=1,2,3), ni is the out-of-plane normal vector to the surface, and  

is the surface curvature tensor. Equation (3) in particular is quite useful in 

the derivation of the strength enhancement to be addressed in the following 

section.

3. EFFECT OF SURFACE STRESS ON THE 
STRENGTH OF A NANOWIRE 

Consider an element of a straight solid nanowire with a cross-section area 

A, a total length L of the periphery enclosing A, which is subjected to a 

remote mechanical loading P loaded along the axial direction such that the 

apparent stress is P/A (Figure 1).

P

th • A

• L

P Lth

Figure 1. Free body diagram of a solid nanowire loaded by a remote force P. Here, A is cross-

sectional area, L is periphery length, th is bulk strength, and  < > is the averaged surface 

force per unit length. 

When the load increases to its peak value where the nanowire breaks, P/A 

represents the measured tensile strength. In addition to the external load P 
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applied to the wire, the body also is subjected to the surface stresses applied 

around the periphery L in an amount in the axial direction: 

2

0 0
),(

L

n ddsmmdssT

where Tn is the magnitude of the traction vector in the axial direction, Tn = 

m  m  ,  is the orientation, defined as a polar angle, and ds is the 

element of arc length along the periphery of the cross-section. In deriving the 

above expression, Equation (3) has been used. The equilibrium conditions on 

the nanowire then demand that the external load must be equal to the sum of 

the surface force term plus the bulk term given by the bulk stresses in the 

interior of the nanowire (see Figure 1), namely, 

where th is the theoretical strength or bond breaking force of the bulk. We 

will have some more to say about this term in the Section 4. For the sake of 

discussion, we will further assume that the cross-section is a principal plane 

so that there are no shear stresses present along the periphery L. (Note: If 

shear stresses exist, bending moment will arise leading to a crooked rod as 

discussed in Section 4.). In this case, Tz (s, ) = zz(s, ) = (s, ), and we 

have: dssAP th ),(   or 

11 DA
P

thth

                    (4) 

where < > is the averaged surface forces per unit length around L, < > · L= 

 ds, and the shape factor  = D, where =L/A, D is the nanowire’s 

characteristic size or diameter. In case of a non-circular rod, D is defined as 

the length of a straight edge. Note that  is a dimensionless scalar; that 

cannot be zero. Table 1 lists the values of a number of shape factor  for 

various cross-sectional shapes. 

 The left-hand side of Equation (4) is the normalized measured strength 

against the bulk strength, signifying the strength enhancement factor. If < >

= 0, then this factor equals unity and P/A = th, so that there is no strength 

enhancement. To assess the relative strength enhancement, we plot, in Figure 

2

0 0
),(

L

thnth ddsmmAdssTAP
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2, Equation (4) on a graph of (P/A/ th) versus D for two typical cases: square 

cross-section and triangular cross-section, assuming < > = 1 N/m and 

th = 1 GPa. It can be seen from Figure 2 that since  for the triangular case 

is higher than the square case, the strength enhancement for the triangular 

cross-section is predicted to be higher than the square cross-section. For 

example, for a nanowire of diameter 5 nm, the square nanowire’s strength is 

enhanced to 2 GPa, whereas the triangular nanowire is to 2.5 GPa, assuming 

the material’s intrinsic strength is 1 GPa. 

Table 1. -shape factors for a variety of shapes of nanowire cross-sections. 

Note:         (1)  = aspect ratio (a/b) 1

(2)  = Shape Factor 
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Figure 2. Plots of strength enhancement as a function of D for 

square and triangular rod with / th = 1 nm. It is seen that for a given 

D, the triangular cross-section is predicted to have higher strength. 
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As discussed earlier, the magnitude of surface stress in a solid can be 

different from its surface free energy in value. Further, they can vary from 

one crystal orientation to the other. Also, the sign could be positive in 

tension or negative in compression. The values of surface stress of a given 

solid can be as high as three times the value of its surface free energy [7,9]. 

Take pure gold as an example, the surface energy on the plane {110} is 0.95 

J/m2; but the surface stress in the ‹001› direction is 2.85 N/m, and 1.60 N/m 

in the ‹110› direction [11]. In general, the values of surface free energy of  

crystalline materials can vary from 0.5 to 3.0 J/m2 , whereas the surface 

stress can vary from 1 to 10 N/m [7-9].  The typical bulk strength of metals 

or metal alloys is about 0.5 GPa to 1.0 GPa, whereas it is from 1 GPa to 10 

GPa for ceramics and glasses. A more detailed discussion of the bulk 

strength will be addressed later. Thus, the ratio of the surface stress to the 

intrinsic bulk strength for most material is in the range from 0.1 nm to 20 

nm. Figure 3 plots the normalized strength of a square rod as a function of D 

for three different ratios of < >/ th = 0.1 nm, 1 nm and 10 nm from Equation 

(4). It is shown that the strength increases with decreasing sizes proportional 

to the inverse of D. Of course, high surface stress yields higher measured 

strength. Since most materials possess values of < >/ th between 1 nm and 

10 nm, it is predicted that noticeable strength enhancements will be realized 

for nanowires whose size is less than 30 nm in diameter  

After obtaining the theoretical predictions for the size dependence of the 

tensile strength, it would be desirable to make a sensible comparison 

Figure 3. Plots of strength enhancement factor as a function of nanowire size in square cross-

section for a trio of / th = 0.1 nm, 1 nm and 10 nm. For a material with / th = 10 nm, the 

strength can increase 10 times when the size D reduces to 5 nm in diameter. Nanowire sizes 

for most materials fall between 1nm and 10 nm.
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between the current work and existing experimental data. Unfortunately, to 

the best knowledge of the author, no direct size-dependent strength data are 

yet available, although nanowire specimens with differing diameters have 

been successfully synthesized. Existing data are available, however, which 

indirectly infer a size-dependent strength from nanohardness measurements 

by nanoindentions on multi-layer thin films of metal alloys [11]. Figure 4 

shows thickness dependent strength data, interpreted as measured hardness 

divided by 3, for three metal alloys in the range of layer thickness from 1 nm 

to 100 nm. It is seen that as the size of the layer thickness decreases, the 

strength does increase, in particular within the range between 1 nm to 50 nm, 

in qualitative agreement with the theoretical predictions. According to 

Figure 4, the critical size separation seems to be located at 50 nm. Above 50 

nm the conventional models will apply, whereas below this level new 

concepts in nanomechanics are needed. These preliminary results only 

indicate that the general trend is consistent with the present simplistic 

theoretical predictions. A more rigorous empirical validation must await 

future experimental results carried out by direct uniaxial tensile loading of a 

well- prepared batch of nanowire specimens with systematically varying 

sizes.

Figure 4. Strength (estimated as hardness divided by 3) vs. the layer thickness of three Cu-

based multilayers. Note that significant increase in strength is observed as compared to 

strength of pure metals (estimated at 10 m grain size to be 0.5 GPa). After Ref. [11]. 



On the Strength of a Solid Nanowire 75

4. DISCUSSION 

We have presented a simplistic theory of the enhanced strength of a solid 

nanowire in the nanometer size scale range that does not use complicated ab 
initio atomic simulations. Based on the fact that typical values of surface 

stresses are in the range of 1 N/m to 10 N/m, and the materials bulk atomic 

bond-breaking strengths are on the order of 0.2 GPa to 10 GPa, The theory 

predicts that the nanowire strength can be as high as 10 times its bulk 

strength, depending on its cross-sectional geometry as well as materials 

properties such as crystal orientation, and ratio of surface stress to intrinsic 

strength. It should be noted that the bulk strength in the nano size range may 

already be higher than that in micrometer size or macro size scale. In 

conventional theory, the bulk strength is normally controlled by the size and 

density of defects such as cracks or dislocation core size. As the dimensions 

of the solid are reduced, the size and density of the defects must also be 

reduced, resulting in the enhanced bulk strength.  More discussions on the 

bulk strength can be found in the literature such as Ref. [12]. 

In fact, property enhancement at the nanoscale is not limited to the 

mechanical strength. It is well known, for example, that the melting point is 

different in nano crystallites or nano particles as compared to the 

macroscopic size of the same material. Gold nano particles or clusters are 

observed to have their melting point reduced from 1000 C to 800 C when 

the particle size is reduced to 10 nm [13-14]. This is because the presence of 

the surface stress on the external surface exerts an internal pressure inside 

the interior of the particle according to Equation (2). Based on 

thermodynamic principles, the enhanced pressure leads to reduced melting 

temperature [13-14].

Another interesting phenomenon caused by the surface stress is the phase 

transformation induced in a solid nanowire under free external loading 

conditions. Figure 5 is the picture of a free standing Au nanowire showing 

the evolution of the phase transformation at (0.5, 10, 20, 30, 40 and 46) ps. 

[15]. It is seen that under the action of the surface stress as a driving force, 

the molecule dynamic simulations on the 1.83 nm x 1.83 nm wire at 100 K 

show that the phase transformation from face-centered-cubic (f.c.c) lattice to 

body-centered-tetragonal (b.c.t) lattice starts at the ends and propagates 

toward the center at a speed of 347 m/s. Examination of the free body of the 

nanowire shows that, since there is no external applied load, the only loading 

comes from the surface stresses. The bulk interior of the wire must then 

withstand compressive stresses in order to fulfill the equilibrium conditions. 

The magnitude of the residual compression in the bulk is high enough 

(estimated at about 1.6 GPa [15]) to trigger phase transformation. If the wire 
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length is long enough, this compression can also buckle the nanowire to 

form a crooked shape.  

Figure 5. The dynamic progression of the phase transformation in a 1.83 nm x 1.83 nm 

nanowire at 100 K.  Frames shown are configurations of the wire at (0.5, 10, 

20, 30, 40 and 46) ps. (Courtesy K. Gall [15]) 

Further evidence for the existence of  surface stress is the helical shape, 

similar to that of a telephone cord, demonstrated by nanobelts. Figure 6 

shows SEM photos of as-synthesized ZnO nanobelts [16]. The authors 

suggested that the resulting helical shapes were due to the effect of surface 

electric charges. However, surface stresses on both surfaces of the nanobelt 

may play a role. Cahn and Hanneman [17] investigated surface tension 

effects on thin crystals. They concluded that if the surface stresses are 

unequal between the top and bottom surfaces, spontaneous bending will 

occur, leading to a curved shape. Similar conclusion may apply to the case of 

a nanobelt: if the surface stress tensor is anisotropic such that top and bottom 

surfaces possess unequal values of the surface stress, a bending moment will 

be established which leads to a helical shape. 

Finally, it is worth mentioning that the presence of the surface stress in a 

solid nanowire will result in an asymmetry of the tensile/compressive 

strength.  For the sake of discussion, let us suppose that the surface stress is 

tensile (positive sign), and the conventional tensile strength is identical to 

compressive strength in value, although the signs are different. In this case, 

as discussed earlier, under free external loading, the bulk is pre-stressed in 
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compression. Accordingly, the tensile strength must be the bulk strength plus 

this pre-stressed amount. On the other hand, the compressive strength will be 

the bulk strength less the pre-stressed amount. Therefore, the magnitude of 

the tensile strength will be twice of this pre-stressed amount more than the 

compressive strength, leading to the asymmetry of tensile/compressive 

strength. By the same token, it can be shown that compressive surface stress 

will also lead to asymmetry of tensile/compressive strength. 

Figure 6. SEM images of as-synthesized ZnO nanobelts, showing helical nanostructure. The 

typical width of the nanobelt is about 30 nm, and the pitch distance is quite uniform. 

(Courtesy Z.L. Wang [16]) 
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FRACTURE NUCLEATION IN SINGLE-WALL 
CARBON NANOTUBES:  
The Effect of Nanotube Chirality 
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Abstract: We develop an atomistic-based continuum theory for carbon nanotubes by 
incorporating the interatomic potential directly into the continuum analysis 
through the constitutive model. The theory accounts for the effect of carbon 
nanotube chirality, and is applied to study fracture nucleation in carbon 
nanotubes by modeling it as a bifurcation problem. The results agree well with 
the molecular dynamics simulations.   

Key words: Carbon nanotube, continuum analysis, interatomic potential, fracture 
nucleation, nanotube radius. 

1. INTRODUCTION  

 There has been extensive research on carbon nanotubes (CNTs) since 
their first discovery [1] because of their superior materials properties [2-5]. 
Atomistic studies, such as molecular dynamics, have been used extensively 
to study the CNT properties. Molecular dynamics, however, is limited on 
both the length scale (~1µm) and time scale (~10-9 s). The purpose of the 
present study is to establish a continuum theory of CNTs based on the 
interatomic potential for carbon [6] in order to overcome these limits. We 
apply this atomistic-based continuum theory to study the effect of carbon 
nanotube chirality on fracture nucleation in CNTs. 
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2. A CONTINUUM THEORY 

2.1 The Interatomic Potential for Carbon 

 Brenner [6] suggested a multi-body interatomic potential for a carbon 
bond as 

( ) ( ) ( ),ijAijijRij rVBrVrV −=             (1) 

where i and j denote the two carbon atoms of the bond, ijr  is the bond 
length; RV  and AV  are the repulsive and attractive interactions pair terms, 

ijB  is a multi-body coupling term which results from the interaction 
between atoms i, j and their local environment. The detailed expressions of 

RV , AV  and ijB  can be can be found in Brenner’s [6] paper. 

2.2 Single-Wall Carbon Nanotube Prior to Deformation

 Jiang et al. [7] developed a method to take into accout the effect of CNT 
chirality in the continuum analysis. Such a method is briefly summarized 
here. Figure 1a shows a schematic diagram of a CNT with the diameter td .

Unlike a planar graphene sheet, a carbon atom and its three nearest-neighbor 
atoms on the CNT are not on a plane but form a tetrahedron because of the 
curvature effect. Since a CNT can be considered as a rolled graphene sheet, 
we map the CNT shown in Fig. 1a to a two-dimensional, planar sheet shown 
in Fig. 1b. The distance between each pair of carbon atoms in the “unrolled” 

   

Figure 1. A carbon nanotube (CNT) prior to deformation. (a) a CNT; (b) a planar, “unrolled” 
CNT; (c) a representative atom (A) and its three nearest-neighbor atoms (B, C, and D).
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plane (Fig. 1b) is identical to the corresponding arc length on the CNT (Fig. 
1a). It is important to point out that Fig. 1b is different from a graphene sheet 
since the bond lengths may not equal and the bond angles deviate from 

�120 .
 Figure 1c shows a representative atom A in the “unrolled” plane along 

with its three nearest-neighbor atoms B, C, and D. These four atoms A, B, C,
and D characterize the positions of all atoms on the planar sheet in Fig. 1b 
since all atoms essentially result from the in-plane translation of these four 
atoms due to periodicity in the atomic structure of the CNT. Therefore, the 
lengths and angles between these four atoms completely characterize the 
planar structure in Fig. 1b. Let 1a  and 2a  denote the vectors BC  and DC
in Fig. 1c, respectively, and 1a  and 2a  be the corresponding lengths. The 
length of BD is denoted by 3a , and the lengths of AB and AC are denoted by 

4a  and 5a , respectively (Fig. 1c). With these five lengths ( )5,,2,1 �=iai ,
all other lengths and angles in the “unrolled” plane can be completely 
determined. 

 In order to characterize the cylindrical structure of the CNT shown in 
Fig. 1a, it is necessary to prescribe the CNT diameter td  and helicity 
together with these five lengthes ( )5,,2,1 �=iai . The CNT diameter td
and angle θ  (Fig. 1) are related to the chirality ( )mn,  of the CNT. 
Following the standard notation for CNTs, the chiral vector hC , whose 
length equals the circumference of the CNT, can always be expressed in 
terms of the base vectors 1a  and 2a  as (Fig. 1c) ,21 aaC mnh +=  where n
and m are integers, 0≥≥ mn , and the pair ( )mn,  is called the chirality of 
the CNT; ( )0,n  and ( )nn,  are called the zigzag and armchair CNTs, 
respectively. It can be found that the CNT diameter td  and angle θ as well 
as the spatial coordinates of atoms A, B, C, and D can all be given in terms 
of these five lengths ( )5,,2,1 �=iai . With these five lengths, the 
configuration of single-wall CNTs prior to deformation can be completerly 
characterized. 

 Once all bond lengths and angles are known (in terms of these five 
lengths ( )5,,2,1 �=iai ), the energy stored in a bond can be obtained from 
the interatomic potential for carbon (1). The energy associated with the 
representative atom A is ( )ADACAB VVV ++⋅2/1 , which also depends on 
these five lengths ( )5,,2,1 �=iai , where the factor 21  results from the 
equal partition of the bond energy between the pair of atoms in each bond, 

ABV , ACV  and ADV  are the energies stored in bonds AB, AC, and AD,
respectively. These five lengths ( )5,,2,1 �=iai  are determined by 
minimizing the energy in the representative atom A, i.e., 

[ ] .5,,2,1,0 �==∂++∂ iaVVV iADACAB

Fracture Nucleation in Single-Wall Carbon Nanotubes 
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2.3  Deformed Single-Wall Carbon Nanotubes
 The continuum deformation measures of deformed CNTs can be related 

to the motion of many atoms via the Cauchy-Born rule [8], which equates 
the strain energy at the continuum level to the energy stored in atomic bonds. 
It also states that the atoms subject to a homogeneous deformation move 
according to a single mapping from the undeformed to deformed 
configurations. From the continuum level, this mapping is the deformation 
gradient XxF ∂∂= , where X and x denote the positions of a material 
point in the undeformed and deformed configurations, respectively. A bond 
between a pair of atoms i and j in the undeformed configuration is described 
by a vector ( ) ( ) ( )000

ijijij r nr = , where ( )0
ijr  is the bond length and ( )0

ijn  is unit 
vector of the bond direction. Upon deformation, the bond is described by 

( ).0
ijij rFr ⋅=                (2) 

 Its length becomes ( ) ( ) ( ) ,21 000
ijijijijijij rr nEnrr ⋅⋅+=⋅=  where

( )IFFE −⋅= T

2
1

 is the Green strain tensor and I is the second-order

identity tensor. For a centrosymmetric lattice structure that has pair of bonds 
in the opposite directions (r and -r) around each atom, the Cauchy-Born rule 
ensures the equilibrium of atoms because forces in the opposite, 
centrosymmetric bonds are always equal and opposite for arbitrarily imposed 
homogeneous deformation. 

  For CNTs, however, the Cauchy-Born rule cannot be applied because 
CNTs do not have a centrosymmetric lattice structure. Zhang et al. [9] 
modified the Cauchy-Born rule in order to ensure the equilibrium of atoms. 
Their method is extended in the following to account for the effect of CNT 
chirality. Figure 2 shows the plane “unrolled” from a deformed CNT. The 
hexagonal lattice can be decomposed into two triangular sub-lattices, marked 
by open circles and solid circles, respectively. Both the open-circle, and the 
solid-circle triangular sub-lattices in Fig. 2 possess centrosymmetry such that 

Figure 2. The decomposition of a hexagonal lattice, “unrolled” from a deformed carbon 
nanotube, to two triangular sub-lattices. There is a shift vector ζζζζ between two sub-

lattices to ensure the equilibrium of atoms. 
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the atoms in these sub-lattices follow the Cauchy-Born rule. However, the 
solid-circle sub-lattice may undergo a shift with respect to the open-circle 
sub-lattice in order to ensure the equilibrium of atoms. This shift vector ζζζζ
affects the lengths between atoms from two sub-lattices. For example, the 
vector ABr  in Fig. 2 is the sum of ( )0

ABrF ⋅  (Cauchy-Born rule) and the shift 
vector ζζζζ,

( ) ( )( ),00 ξξξξζζζζ +⋅=+⋅= ABABAB rFrFr                 (3) 

where we write ξξξξζζζζ ⋅= F , and ξξξξ is an internal degree of freedom to be 
determined by the equilibrium of atoms. The length ABr  is then given by 

( )( ) ( ) ( )( )ξξξξξξξξ +⋅+⋅+=⋅= 00 2
ABABABABAB

r rEIrrr . Similar to Section 2.2, the 
bond lengths in the cylindrical configuration of a deformed CNT can also be 
obtained in terms of E and ξξξξ.

2.4 Strain Energy Density  

  Once the bond lengths and angles are known for the cylindrical 
configuration of the deformed CNT, the energy stored in each bond can be 
obtained from Brenner’s [6] multi-body interatomic potential. The energy 
for each representative atom A (Fig. 2) is given by 

( ) ( ) ( )[ ]ADACAB rVrVrV ++2
1 . The strain energy density W on the continuum  

level is the energy per unit area of the CNT surface, and is related to the 
interatomic potential by 

( ) ( ) ( ) ( )
,

2
,

εΩ
++= ADACAB rVrVrV

W ξξξξE       (4) 

where εΩ  is the undeformed CNT surface area per atom. 
 The equilibrium of atoms is equivalent to the state of minimal energy. 

The internal degree of freedom ξξξξ is determined by minimizing the strain 
energy density ( )ξξξξ,EW  with respect to ξξξξ, i.e.,

.0=
∂
∂

ξξξξ
W

                   (5) 

This gives ξξξξ in terms of the Green strain E, i.e., ( )Eξξξξξξξξ = . The strain 
energy density is then written as ( )[ ]., EE ξξξξWW =

Fracture Nucleation in Single-Wall Carbon Nanotubes 
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2.5 Stress and Incremental Modulus 

  The second Piola-Kirchhoff stress T is the work conjugate of the Green 
strain E, and T is obtained from the derivative of the strain energy density W
with respect to E,

.
EEEE

T
∂
∂=

∂
∂⋅

∂
∂+

∂
∂== WWW

d

dW ξ
ξ

         (6)

 The incremental modulus tensor C is obtained by taking the total 
derivative of the second Piola-Kirchhoff stress T with respect to E as 

.
21222

EEEEE
T

C
∂∂

∂⋅��
�

�
��
�

�

∂∂
∂⋅

∂∂
∂−
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∂==

−

ξξξξξξξξξξξξξξξξ
WWWW

d

d
    (7) 

2.6 Equilibrium Equations for Single-Wall Carbon 
Nanotubes 

The equilibrium equation for a single-wall CNT has been established by 
Zhang et al. [9], and is given by 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ,0
1

,0
11

,0
11

=⋅
∂
∂+⋅

∂
∂

=⋅
∂
∂+⋅

∂
∂+⋅

=⋅
∂
∂+⋅−⋅

∂
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ZZZ

ZR

RZR

ZR

ZRR

ZRR

TFTF

TFTFTF

TFTFTF

θ

θθθθ

θθθ

θ

θ

θ
        (8) 

where ( )ZR ,,θ  denotes the cylindrical coordinates in the undeformed 
configuration. 

3. FRACTURE NUCLEATION IN SINGLE-WALL 
CARBON NANOTUBES 

  Zhang et al. [10] studied fracture nucleation in single-wall CNTs. We 
follow the same approach but focus on the effect of CNT chirality on the 
fracture nucleation strains. Since the CNT undergoes uniform deformation 
prior to the first bond breaking in Yakobson et al.’s [11] MD simulations, 
and nonuniform deformation only steps in after the bond breaking, fracture 
nucleation in CNTs under tension is modeled as a bifurcation [10]. 
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  The deformation in armchair and zigzag CNTs under tension is uniform 
and axisymmetric prior to bifurcation, and is characterized by the non-
vanishing components θθF  and ZZF  of the deformation gradient. The non-
zero components of the Green strain are θθE  and ZZE . The internal degree of 
freedom ( )

ZZEE ,θθξξξξξξξξ =  and the second Piola-Kirchhoff stress T are 
determined from Eqs. (5) and (6), respectively. We impose 0=θθT  for 
uniaxial tension, which gives an implicit equation to determine θθE  in terms 
of ZZE . The non-zero components of the incremental modulus θθθθC , ZZZZC ,

θθθθ ZZZZ CC =  are obtained from Eq. (7) 

  Let U denote the displacement, which is related to the deformation 
gradient F by ∇∇∇∇UIF += . At the onset of bifurcation, the increment of 
deformation is not uniform anymore. The non-uniform increment of 
deformation gradient F� , Green strain increment E� , and stress increment 
T�  can be expressed with respect to the displacement increment U� . Then 
the incremental form of the equilibrium equation can be written as (Zhang et 
al. [10]) 
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(9)

The CNT is subjected to the axial displacement and vanishing shear stress 
tractions at the ends. Therefore, at the onset of bifurcation, the increments of 
the axial displacement and shear stress tractions vanish at both ends, which 
gives the incremental boundary conditions as 

0=
∂

∂=
∂

∂=
Z

U

Z

U
U R

Z
θ
��

�  at 0=Z  and LZ = ,      (10) 

where L is the length of the CNT. 
  The homogeneous governing equations (9) and boundary conditions (10) 

constitute an Eigenvalue problem for the displacement increment U� . The 
Eigenvalue is the axial strain ZZE . In other words, Eqs. (9) and (10) have 
only the trivial solution 0=U�  until the axial strain ZZE  reaches a critical 
value ( )criticalZZE  for bifurcation. 

Fracture Nucleation in Single-Wall Carbon Nanotubes 



86 H. Jiang et al.

  We first study the axisymmetric bifurcation, ( )ZUU RR
�� = , 0=θU� , and 

( )ZUU ZZ
�� = . The solution, satisfying the equilibrium equations (9) and 

homogeneous boundary condition (10), takes the form 

[ ] ( ) ( ) ,sin,cos, 00

��

	

�

�=
L

Zm
U

L

Zm
UUU ZmRmZR

ππ
����          (11) 

where �,3,2,1=m  is the Eigen mode number, ( ) ( )[ ]00 , ZmRm UU ��  is the 
corresponding eigenvector, and the superscript (0) denotes the axisymmetric 
bifurcation. This gives two homogeneous, linear algebraic equations for 

( )0
RmU�  and ( )0

ZmU� . The critical condition for bifurcation is then given by 
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 The corresponding axial strain at bifurcation is denoted by ( )criticalZZE .

  For non-axisymmetric bifurcation, the displacement increment takes the 
form 

[ ] ( )( ) ( )( ) ( )( )[ ],cos,sin,cos,, θθθ θθ nZUnZUnZUUUU n
Z

nn
RZR

������ =     (13) 

where �,3,2,1=n  is the wave number in the circumferential direction, 
( )n

R
U� , ( )nUθ

� , and ( )n

Z
U�  are functions of Z to be determined. The general solution 

of ( )n

R
U� , ( )nUθ

� , and ( )n

Z
U� , satisfying the homogeneous boundary condition (10), 

takes the form 
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where �,3,2,1=m  is the Eigen mode number in the axial direction, and 
( ) ( ) ( )[ ]n

Zm
n
m

n
Rm UUU ��� ,, θ  is the corresponding eigenvector. The bifurcation condition 

is obtained as 
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where ( )0f  is the function in (12) defined for axisymmetric bifurcation 
0=n . The critical bifurcation strain ( )

criticalZZE  at the onset of bifurcation is 
determined from (15). 

3.1 Bifurcation strain 

  The bifurcation strain is the minimal value of ( )
criticalZZE  among all wave 

numbers �,2,1,0=n . Table 1 shows the bifurcation strain for several 
armchair [(n,n)] and zigzag [(n,0)] CNTs. The length of CNTs is nmL 10= ,
while the diameter ranges from 0.7 to 4 nm. For armchair CNTs, the 
bifurcation strain is a constant 0.42, and is independent of CNT diameter. 
For zigzag CNTs, the bifurcation strain is not a constant anymore, but its 
variation is small (from 0.35 to 0.37). These bifurcation strains are all within 
the range of the breaking strains reported by Yakobson et al.’s [11] MD 
simulations for the same tube aspect ratio. Therefore, the bifurcation strain 
has essentially no dependence on the CNT diameter, and has a rather weak 
dependence on the CNT chirality. 

Table 1. Bifurcation strain for armchair and zigzag carbon nanotubes under tension. The 
nanotube length is 10nm.  

  We have proposed an atomistic-based continuum theory for carbon 
nanotubes (CNTs) from the interatomic potential. We have applied this 
theory to model fracture nucleation in single-wall CNTs under tension as a 
bifurcation problem. It is shown that the bifurcation strain has essentially no 

Armchair Carbon Nanotubes Zigzag Carbon Nanotubes 

(n,n)
Diameter
(nm) 

( )
criticalZZE  (n,0)

Diameter
(nm) 

( )
criticalZZE

(5,5) 0.698 0.42 (9,0) 0.729   0.35 

(10,10)
1.39 0.42    (18,0) 1.44    0.36 

(20,20)
2.77 0.42    (36,0) 2.88    0.37 

(30,30)
4.16 0.42    (50,0) 4.00    0.37 

4 .   C ONCLUDING REMARKS  

Fracture Nucleation in Single-Wall Carbon Nanotubes 



88 H. Jiang et al.

dependence on the CNT diameter, and has a rather weak dependence on the 
CNT chirality. The results agree reasonably well with MD simulations 
without any parameter fitting. 
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MULTISCALE MODELING OF A GERMANIUM 
QUANTUM DOT IN SILICON1

V.K. Tewary and D.T. Read 
National Institute of Standards and Technology, Boulder, CO 80305, USA 
Phone:303-545-4415; Fax: 303-545-4413; Email: tewary@boulder.nist.gov

Abstract: A method is described for multiscale modeling of a quantum dot in a 
semiconductor solid containing a free surface. The method is based upon the 
use of lattice-statics and continuum Green’s functions integrated with classical 
molecular dynamics. It fully accounts for the nonlinear discrete lattice effects 
inside and close to the quantum dot, discrete lattice structure of the host solid 
near the quantum dot and reduces asymptotically to the macroscopic 
continuum model near the free surface. Our method can model a large 
crystallite containing, for example, a million atoms without excessive CPU 
effort and it connects nanoscales seamlessly to macroscales. The method 
relates the physical processes such as lattice distortion at the atomistic level to 
measurable macroscopic parameters such as strains at a free surface in the 
solid. The method is applied to calculate the lattice distortion around a Ge 
quantum dot in Si. Preliminary numerical results are reported. 

Key words: germanium in silicon; lattice Green’s functions; molecular dynamics; 
multiscale modeling; quantum dots. 

1. INTRODUCTION  

Quantum dots in semiconductors have potential applications in powerful 
new devices such as a new generation of high output lasers, huge memories, 
and quantum computers. Currently there is a strong interest in elastic 

1 Contribution of National Institute of Standards & Technology, an agency of the US 
Government. Not subject to copyright in the USA. 

89

T. J. Chuang et al. (eds.), Nanomechanics of Materials and Structures, 89–98. 

© 2006 Springer. Printed in the Netherlands.



90 V.K. Tewary and D.T. Read

properties of quantum dots because the growth of quantum dots and their 
arrays are largely determined by the elastic strains [1] of the quantum dots. 
Free surfaces in the host solids play a relatively large role in nanostructures 
as compared to their role in ordinary solids. It is therefore necessary that a 
mathematical model for quantum dots accounts for the presence of free 
surfaces as well as the discrete atomistic configuration of the quantum dots.  
The atomistic structure of a solid needs to be modeled at sub nanometer 
scale whereas the surfaces can be modeled at the macroscopic scale. 

We have developed a multiscale model that uses discrete-lattice theory to 
model the atomistic arrangements inside and around a quantum dot and 
continuum theory to model a free surface in the host solid in an integrated 
formalism. The quantum dot and its interfaces with the host solid are 
modeled by using the discrete-lattice theory and molecular dynamics. The 
near-field region of the host solid where nonlinear effects are negligible is 
modeled using lattice statics Green’s function. Finally the free surface in the 
solid, assumed to be far away from the quantum dot, is modeled using the 
continuum theory by exploiting the property that the lattice statics Green’s 
function reduces asymptotically to the continuum Greens function.  Thus, 
our model bridges the length scales from sub-nano (inside the nanostructure) 
to nano scales (around the nanostructure) to macro scales near the free 
surface of the host solid by using the correspondence between the continuum 
and the lattice Green’s functions. The model directly relates the lattice 
distortion to the measurable continuum parameters and will be referred to as 
the integrated Green’s function molecular dynamics (GFMD) model. 

Our GFMD model is generally applicable to nanomaterials but our main 
interest is in quantum dots and nanoislands. In particular, we consider 
homopolar semiconductors Ge and Si. This paper gives a brief review of our 
work on multiscale modeling of quantum nanostructures at NIST. More 
details will be published elsewhere. 

2. INTEGRATED GREEN’S FUNCTION 
MOLECULAR DYNAMICS (GFMD) METHOD 
FOR MULTISCALE MODELING 

Many papers have been published separately on lattice theory (see, for 
example, [2,3]) as well as continuum theory of defects [4]. For a review and 
other references, see [5]. The existing work on multiscale modeling of 
nanostructures is based upon purely numerical techniques using the finite-
element method or molecular dynamics using computer simulation of the 
lattice structure (see, for example, [6-8], for a review and other references, 
see [9]).  These techniques are accurate but CPU intensive. They require 
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massive computations for modeling a crystallite of a reasonable size for 
computer simulation and a fine enough mesh for the finite-element method. 
Hence they are not very convenient for quick parametric-design studies. 

A semi-analytical method for calculating lattice distortions at the 
atomistic scale is the lattice statics Green’s function (LSGF) method [2,3]. 
The advantage of the LSGF method is that it is computationally efficient. It 
can model a large crystallite without excessive CPU requirements. For 
example, calculation of LSGF in a million-atom model requires only a few 
seconds of CPU time on a 3 GHz desktop computer. One major limitation of 
the LSGF method is that it cannot be applied to the core of the strong defects 
or structural defects. This is because the LSGF method depends upon the use 
of the harmonic approximation and can not model large atomic 
displacements and their rearrangements in a lattice. These effects can be 
included in standard molecular dynamics (MD). This type of MD has been 
developed over the last 40 years, and has provided many original insights 
into the behavior of conventional solid materials.  

The problem with MD is that it tries to simulate the whole crystallite on a 
computer. Unless special techniques [6] are used, it is limited to small 
crystallites (usually a few hundred to a few thousand atoms) due to CPU 
constraints. This is a serious limitation because too small a crystallite can 
introduce spurious size effects which will overshadow the genuine size 
effects associated with the nanostructures.  

In an earlier paper, we presented [10] a multiscale Green’s function 
(MSGF) method that integrates the LSGF method with the continuum model 
in the macroscopic limit and applied it to model point defects and extended 
defects in metals. The MSGF is based upon the well known fact [2,10] that 
the LSGF for a perfect lattice reduces asymptotically to the continuum 
Green’s function (CGF). However, when the lattice has defects, its response 
is given by the defect-lattice Green’s function that is a solution of the Dyson 
equation and does not reduce exactly to the CGF. In the MSGF method, we 
write the response of the defect lattice as a product of the perfect-lattice 
Green’s function and an effective force called the Kanzaki force. The 
Kanzaki forces contain all the discrete-lattice effects and are localized near 
the defect. This relation is exact within the standard assumptions of the 
Green’s-function method. We then use the asymptotic relationship between 
the perfect LSGF and the CGF to model the extended defects while retaining 
the atomistic effects exactly in the effective-force term.  

In our new GFMD model the MSGF method is integrated with MD in the 
core of a nanostructure at the sub-nano scale. This integration makes our 
model truly multiscale by seamlessly linking length scales ranging from sub-
nano to macro. By incorporating MD, our model accounts for the non-linear 
effects in the core of the nanostructure and provides a fast algorithm for 
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modeling a large crystallite. We are presently developing a billion-atom 
model crystallite containing a quantum nanostructure which would require 
less than about 60 minutes of CPU time on a standard desktop computer.   

2.1 Theory 

We consider a monatomic Bravais lattice with a quantum dot with its 
center at the origin. We assume a Cartesian frame of reference. We denote 
the lattice sites by vector indices l, l’ etc. A vector index l has 3 components, 
denoted by l1, l2, and l3. The three-dimensional (3D) force-constant matrix 
between atoms at l and l’ is denoted by φφφφ∗∗∗∗( l, l’). . . . The force on atom l and its 
displacement from equilibrium position will be denoted, respectively, by 
F(l) and u(l), which are 3D column vectors. The displacement vectors u(l) at 
each lattice site give the relaxation of the lattice or the lattice distortion 
caused by the defect. 

The force-constant matrix for each pair of atoms is 3 × 3. It is obtained 
from the potential energy of the lattice as follows: 

[φφφφ∗∗∗∗( l, l’)]ij =  =  =  = ∂2W/ ∂x(l)i ∂x(l’)j, (1) 

where W is the potential energy of all  atoms in the lattice, and x(l) is the 
radius vector of the atom l. Similarly, the force at the atom l due to the atom 
at the origin at a distance x is given by 

[F(l)]i = – ∂W/ ∂x(l)i. (2) 

The derivatives in Eqns. (1) and (2) are evaluated at the equilibrium lattice 
sites of the corresponding perfect lattice. Following the method given in 
[2,3], we obtain 

u(l)  = Σ  G*( l, l’)    F(l’),   (3) 

where G* is the defect lattice Green’s function defined by 

 G*  = [φφφφ∗∗∗∗]−1−1−1−1.                       (4)    

The sum in Eqn. (3) is over all lattice sites and Cartesian coordinates, which 
have not been shown explicitly for notational brevity. 

In the representation of lattice sites, G* and φφφφ∗∗∗∗ are 3N × 3Ν  matrices, 
where N is the total number of lattice sites in the Born-von Karman 
supercell. For an infinite perfect lattice in equilibrium without defects, F(l) is 
0 for all l and the force constant and the Green’s function matrices have 
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translation symmetry. We denote these matrices by φφφφ and G respectively. 
When a defect is introduced in the lattice, F(l) becomes, in general, non-zero 
and the force constant matrix changes.  So  

 φ φ φ φ∗∗∗∗ =  φ − ∆ φ =  φ − ∆ φ =  φ − ∆ φ =  φ − ∆ φ,               (5)

where ∆φ ∆φ ∆φ ∆φ  denotes the local change in the force constant matrix φ. φ. φ. φ. From eqs. 
(4) and (5), we obtain the following Dyson equation 

G* = G + G ∆φ ∆φ ∆φ ∆φ G*,                   (6)

where

G  = [φφφφ]−1−1−1−1                                                                                            (7)

is the perfect lattice Green’s function. In the same representation, we can 
write Eqn.(3) in the following matrix notation: 

      u = G* F. (8) 

Using Eqn.(6), we rewrite Eqn.(8) as 

 u = G F*,           (9)

where

 F* = F + ∆φ ∆φ ∆φ ∆φ u.          (10)

Equation (9) gives the displacement in terms of the perfect-lattice 
Green’s function and an effective force denoted by F*, the so called Kanzaki 
force [2]. From Eqn.(10), we can identify it as the force due to the defect on 
relaxed lattice sites, in contrast to F, which denotes the force at the 
unrelaxed original lattice site. Equation (9) is applicable to any point defect 
such as a vacancy, an interstitial, a substitutional impurity, or an aggregate 
of defects such as a quantum dot. 

For the perfect lattice, G(l,l’) has translation symmetry and therefore can 
be labeled by a single index l-l’.  It is calculated by use of the Fourier 
representation 

G(l) = (1/N) Σq G(q) exp[ �q.x(l)],              (11) 

where � = √-1, N is the total number of atoms, 
G(q)  =  [φφφφ(q)]−1,                       (12)

Multiscale Modeling of a Germanium Quantum Dot in Silicon  
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φφφφ(q) is the Fourier transform of the force-constant matrix, and q is a vector 
in the reciprocal space of the lattice. For brevity of notation, we shall use the 
same symbol for a function and its Fourier transform, the distinguishing 
feature being the argument of the function. Since G(q) and φφφφ(q)  are 3 × 3 
matrices, Eqns. (11) and (12) can be used to calculate the perfect-lattice 
Green’s function G(l,l’).

We define the defect space as the vector space generated by l,l’ for which  
∆φ∆φ∆φ∆φ is non-vanishing. We solve the Dyson equation for the defect Green’s 
function by using the matrix partitioning technique [2]. The reduced Dyson 
equation in defect space is given by 

g* = g + g ∆φ ∆φ ∆φ ∆φ g*,                    (13)

where g, g* are components of G and G* in defect space. The matrices in 
Eqn.(13) are 3n × 3n matrices, where n is the number of atoms in the defect 
space. For point defects, n is small so Eqn.(13) can be solved by direct 
matrix inversion as given below: 

g* = (I - g ∆φ)∆φ)∆φ)∆φ)−1g.                    (14) 

By definition, the force matrix defined by Eqn.(2) is nonvanishing only in 
the defect space. Using eqs. (8) and (13), we obtain for all atoms in the 
defect space 

u  = g* F.            (15)

In the GFMD method, we treat the whole defect space by using 
molecular dynamics and calculate u directly for atoms in defect space by 
iteration. In the first iteration, we keep the outer atoms of the defect space 
fixed at their original lattice sites and calculate the new equilibrium positions 
of the core atoms. This results into finite forces on the outer atoms. We then 
calculate the relaxed positions of the atoms by using LSGF. In the second 
iteration we keep the outer atoms fixed at the new relaxed positions and run 
molecular dynamics again to calculate the new equilibrium positions of the 
core atoms and the forces on the outer atoms. We find that the results 
converge to within 1% in 2-3 iterations.  

After calculating u for all atoms in the defect space, we calculate the 
Kanzaki force in the defect space by using Eqn.(10). Then the displacement 
of all atoms in the solid is given in terms of the perfect-lattice Green’s 
function by use of Eqn. (9). The Kanzaki force contains the full contribution 
of the discrete lattice structure in the defect space. 
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The perfect-lattice Green’s function reduces [2] asymptotically to the 
continuum Green’s function. For this purpose, we make x(l) and q
continuous variables and replace the summation in Eqn. (11) by integration 
over the reciprocal space. In conformity with the continuum model notation, 
we replace x(l) by a continuous variable x for large x(l). In the limit x → ∞,

 
G(x)  = (1/2π)3 � Gc(q) exp (�q.x) dq,            (16) 

where, keeping terms up to q2 in φφφφ(q),

Gc(q) = Limq→0 G(q) = Limq→0 [φφφφ(q)]−1 =  [Λ(Λ(Λ(Λ(q))))]−1.       (17) 
 

In Eqn.(17), ΛΛΛΛ is the Christoffel matrix, defined as follows: 

Λ ij (q) = cikjl qk ql,                    (18) 

where i,j,k,l, etc. are Cartesian indices that assume the values 1-3, and c is 
the elastic constant tensor. Summation over repeated indices is implied. 

Equation (9) is our master equation for multscale modeling. At large 
distances from the point defect, we replace G by the continuum Green’s 
function defined by Eqn.(17) but use the lattice value of F* as defined in 
terms of the lattice Green’s function by Eqns. (8) and (9). Thus the 
displacement field in our model at the position vector x is given by 

u(x)  = Σ Gc ((((x-l’) ) ) ) F*(l’).                    (19)  

If the distance between the lattice sites in the defect space over which F* is
distributed is much less than x, Gc(x-l’) can be calculated in terms of the 
derivatives of the continuum Green’s function. 

We incorporate the effect of extended defects in Gc by imposing 
appropriate boundary conditions using the standard techniques of the 
continuum model. As an example, we consider a semi-infinite solid with a 
free surface. We choose a frame of reference in which the origin and the X- 
and Y- axes are on the free surface and the positive Z-axis points into the 
solid. The zero-traction boundary condition at the free surface, which is 
taken to be the plane at x3=0, is given by 

τi3(x) = ci3jk ejk(x) =  0 (x3=0),               (20)

where
ejk   = ∂uj(x)/ ∂xk.                    (21) 

Multiscale Modeling of a Germanium Quantum Dot in Silicon  
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The tensor e defined by Eqn.(21) has to be symmetrized to represent the 
conventional strain tensor. 

Various computationally efficient representations of the continuum 
Green’s function for anisotropic semi-infinite solids are available in the 
literature [4,11-13]. We use the delta-function representation for the 
continuum Green’s function [13] that satisfies the boundary condition given 
by Eqn. (21).  We add a virtual force term [13] to Eqn.(19), which is a 
solution of the homogeneous Christoffel equation as follows: 

u(x)  = Σ Gc ((((x-l’) ) ) ) F*(l’)  + � Gh (x,xs) ) ) ) f(xs) dxs,           (22)  

where xs is confined to the free surface of the solid, fs is the virtual force, and 
Gh is the homogeneous Green’s function, that is, a solution of the 
homogeneous Christoffel’s equation.  We determine the virtual force by 
imposing the boundary condition. The resulting Green’s function thus 
includes the effect of the free surface as represented by the continuum 
model. The displacements are then calculated by using Eqn. (22) and the 
strains are calculated from Eqn. (21).  A pure continuum model calculation 
of strain field due to quantum dots has been described in [14] which gives 
other references.

2.2 Results 

In an earlier paper we have reported an application of the above method 

progress. Here we report some preliminary results on our calculations of 
lattice distortion due to a Ge quantum dot in Si. We modeled a Ge quantum 

relaxed configurations on (100) and (110) planes which show the lattice 
distortion are given, respectively,  in Fig. (1) and Fig. (2). In these 
calculations we have used the modified embedded atom potential [15] which 
reproduces the physical parameters of silicon reasonably well. The results 
given in Figs. (1) and (2) do not yet include the effect of a large lattice and 
the contribution of the free surface which will be included in a later paper. 
We see from Figs. 1 and 2 that, as physically expected, the lattice distortion 
is anisotropic, is large near the interface between the quantum dot and the 
host lattice, and decreases with distance from the quantum dot. We are 
currently working on a million-atom model crystallite with a free surface. 
These results will be published elsewhere. 

to a Au nanoisland in fcc Cu. Our work on Ge quantum dots in Si is in 

dot consisting of 95 atoms and the host solid containing 14725 atoms. The 
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Figure 1. Equilibrium position of the atoms in and around Ge quantum dot in Si on the (0,0,1)            
plane. The empty circles denote the original lattice sites. Size of the circles is 
chosenarbitrarily for visualization. Ge atoms as marked, Si atoms unmarked. 

Figure 2. Same as in Fig. 1 on (110) plane. 

Multiscale Modeling of a Germanium Quantum Dot in Silicon  
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3. CONCLUSIONS 

An integrated Green’s function molecular dynamics (GFMD) method has 
been described for calculating lattice distortion and strains due to a quantum 
dot in a semiconductor solid. The method accounts for nonlinear effects and 
discrete lattice effects in and close to the quantum dot, and the effect of a 
free surface. The method relates the discrete lattice distortion to macroscale 
continuum variables such as displacement fields and strains.  
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NANOMECHANICS OF BIOLOGICAL SINGLE 
CRYSTALS
The Role of Intracrystalline Proteins 
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Abstract: Examples of ceramic materials in which the organic framework is stiffened by 
inorganic particles, are well known in nature and are produced synthetically by 
man. Organisms also form a different type of composite in which the host is a 
inorganic single crystal and the guests are proteins deliberately occluded into 
the crystal.  The best-studied examples, to date, are biogenic calcites, and in 
particular those formed by the echinoderms. In vitro experiments with calcite 
crystals grown in the presence of echinoderm intracrystalline proteins and 
mollusk shell proteins show that these macromolecules are occluded inside the 
crystal on specific planes that are oblique to the cleavage planes, and their 
presence significantly improves the mechanical properties of the crystal host. 
Furthermore, the proteins also influence the crystal textural properties: the 
coherence length is reduced in directions perpendicular to the planes on which 
the proteins adsorb.  This textural anisotropy is generally consistent with the 
gross morphology of the single crystal elements, suggesting that these proteins 
may also function in determining the shape of the crystal during growth. These 
novel single crystal-protein composites may be just one example of strategies 
used in nature for producing materials with special properties. 

Key words: biomineralization, calcite, protein/crystal composite, crystal texture. 

1. INTRODUCTION 

Mineral formation by organisms is termed biomineralization.  This is a 
diverse and widespread phenomenon involving various living creatures, 
from microorganisms to vertebrates [1].  Biominerals are usually different 
from the inorganic counterparts in their morphologies, mechanical 
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properties, compositions and stabilities.  This is a consequence of the 
differences in the environment of precipitation and, in particular, of the 
presence of an array of biological macromolecules [2].   

The majority of mineralized tissues are constructed from crystalline 
materials.  Inorganic crystals are used by organisms to fulfill different 
functions, the most common of which is to provide stiffness to their skeletal 
parts [3].  Although a wide variety of mineral types are used, most skeletons 
manufactured by organisms are made of the stable polymorphs of calcium 
carbonate - calcite and/or aragonite [1].  Calcite crystallizes in the trigonal 
centrosymmetric space group R-3c.  The crystals of inorganic calcite 
develop in a typical rhombohedral morphology, expressing six {104} faces 
[4].  Cleavage readily occurs along these planes.  This is a distinct 
disadvantage when using calcite as a structural material.  Nevertheless many 
different organisms build their skeletons from calcite, and surprisingly, these 
possess remarkable strength and toughness [5].   

Two main strategies are used by organisms for designing their calcitic 
skeletons.  In the first strategy, crystals are used as stiffening agents in a 
preformed organic matrix.  As a result, a composite material, such as 
mollusk shells, is formed (Fig. 1).  This type of ceramic structure is widely 
employed by man in manufacturing synthetic composite materials [6].   

Figure 1. Natural ceramic material of a mollusk shell. a) Photograph of an entire mollusk 
shell; b) Scanning electron micrograph (SEM) of the interface between nacreous (top) and 
prismatic (bottom) layers of the shell.  Insert shows higher magnification view of the prisms 
embedded in an organic envelope (top) and a demineralized organic envelope (bottom).  
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Many groups of organisms utilize a different strategy and produce a 
largely unknown composite structure – a unique fiber-reinforced composite 
material [7-13].  This tactic is used by organisms that build their skeletons 
out of large single crystals, e.g. echinoderms, calcareous sponges, 
foraminifera, etc. [1].  The basic concept of combining a stiff component 
with a pliant one still applies, but the roles are reversed.  In these peculiar 
composites, the host is a single crystal and the guests are macromolecules, 
deliberately occluded into the single crystal along specific crystal planes.  
This type of composite is not (yet) exploited in synthetic materials.   

In both cases, exceptional mineralized tissues that are adapted for 
specific mechanical functions are produced.  Hence, there must be strong 
biological control over the calcite formation and the modification of its 
inherently poor mechanical properties.  In this paper we outline the structural 
and nanomechanical features of such composite materials. 

2. ECHINODERM SKELETON 

The best known and possibly the most striking examples of skeletal 
elements composed of single crystals are found among the echinoderms, a 
class of organisms including sea urchins, brittle stars and sea stars (Fig. 2a).  
It has long been known, initially from polarized light experiments and 
subsequently from X-ray diffraction studies and epitaxial overgrowth 
experiments, that the tests, plates, ossicles and spines of these animals are 
built of discrete, sometimes huge, convoluted single crystals of calcite (Fig. 
2b-d) [1, 14, 15].  Mechanical tests confirmed that they are much more 
resistant to fracture than synthetic calcite.  Furthermore, they fracture like 
amorphous materials, revealing the curved glassy surfaces typical of the so-
called conchoidal fracture, unlike the sharp fracture steps composed of the 
{104} cleavage planes of pure synthetic calcite crystals (Fig. 2e,f) [16, 17]. 

It was suspected decades ago that besides the extraneous control 
macromolecules, an additional protein fraction that is totally enclosed within 
the mineral phase, might be present.  This was confirmed by the observation 
that some macromolecules are not extractable without prior 
demineralization, or are protected from destruction by oxidizing agents [1].  
Since then the presence of intramineral proteins has been extensively 
documented, especially in biogenic single calcite crystals [1, 7-13, 18].  It 
has been shown, that many macromolecules involved in mineral formation in 
diverse and heterogeneous processes have one common chemical property – 
the ability to interact with the mineral ions in solution or with the surfaces of 
the solid phase [8].  This results from the presence of different charged 
groups, such as carboxylate, phosphate and/or sulfate [1].  Much less 
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information is available with regard to the precise disposition of these 
proteins in the biocrystals and their function.  Some investigators suggested 
that these macromolecules are non-specifically trapped in the mineral during 
crystal growth, while others observed continuous sheaths of organic material 
inside biogenic crystals [1].  The low amounts of macromolecules in 
biogenic calcite crystals – only up to 0.1 wt. % – makes it difficult to 
characterize their position by direct techniques; but the location of these 
molecules itself indicates that they are in intimate contact with the mineral 
phase, and therefore are expected to influence the growth and properties of 
the biocrystals.      

Figure 2. Biogenic and synthetic calcite crystals.  a) Photograph of a sea urchin; b) SEM of a 
sea urchin spine – the entire spine is a single calcite crystal elongated in the c-axis direction; 
c) Typical synthetic calcite crystal – a rhombohedron faceted by the {104} cleavage planes of 
calcite; d) Echinoderm skeletal element epitaxially overgrown by synthetic calcite crystals 
from solution [15].  Note that newly formed rhombohedra are all co-aligned showing that the 
biological substrate is a single crystal; e) Fracture surface of a synthetic calcite crystal; f) 
Conchoidal fracture of a biogenic calcite crystal.     
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3. IN VITRO CRYSTAL GROWTH ASSAYS  

One possible way to investigate macromolecule control over the 
formation of biogenic minerals is by simulating macromolecule-mineral 
interactions in synthetic precipitates.  In vitro crystallization in the presence 
of additives in solution, such as macromolecules extracted from within 
biominerals, makes it possible to observe the effect they have on growing 
crystals [7-13, 15, 19-21].  The mechanism of such interactions is 
schematically illustrated in Fig. 3.  The exposed crystal surfaces have 
different chemical and physical characteristics.  The additives, when 
interacting with a synthetic crystal, recognize certain matching 
crystallographic planes and bind to them.  Once adsorbed to the surface, they 
are overgrown and are consequently occluded within the crystal.  Such 
specific adsorption poisons the recognized planes and slows down the 
growth of the crystal in the perpendicular direction.  The resulting altered 
morphology of the synthetic crystal is an expression of different growth rates 
in the various crystallographic directions, modulated by the adsorbed 
additives.  Thus, the interacting faces might be more pronounced or newly-
developed, and molecular details of the surfaces that are recognized by the 
additives can be studied.   

Figure 3.  Mechanism of the crystal shape modulation by specific growth inhibitors.  a) 
Equilibrium crystal shape. Crystal growth rates, r, in the directions [A] and [B] are indicated; 
b) Crystal morphology modified by the addition of an additive specific to the crystal plane 
{B}.  Growth rate in the [B] direction is reduced, resulting in the formation of a differently 
shaped crystal with the newly developed {B} faces that were absent in a pure crystal. 

We grew synthetic calcite in the presence of macromolecules extracted 
from different biogenic calcite crystals and monitored the induced 
morphological changes (Fig. 4) [12, 13].  Organic macromolecules extracted 
from sea urchin spines altered the morphology of the regular {104} calcite 
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rhombohedra (Fig. 4a) and produced crystals elongated in the c-axis 
direction (Fig. 4b).  From these morphological changes we can infer that the 
proteins specifically interacted with the {hk0} calcitic planes, which are 
roughly parallel to the c-axis. This orientation is consistent with the 
elongation direction of the “mother” biocrystal (see Fig. 2b).   

Organic molecules extracted from mollusk shells were fractionated and 
the major protein fraction was used in crystal growth assays [12]. Crystals 
grown in its presence were flattened in the c-axis direction (Fig. 4c).  This 
morphological change suggested that the proteins were specifically adsorbed 
onto the {001} plane of calcite.  This direction of intercalation is consistent 
with the so-called “growth lines” in mollusk prisms that are generally 
oriented perpendicular to the c-axis direction and correspond to the etched 
organic material.   

Figure 4.  Morphologies of synthetic calcite crystals. The orientation of the c crystallographic 
axis is indicated. a) Pure calcite crystal; b) Elongated crystal grown in the presence of 
macromolecules extracted from sea urchin spines; c) Flattened crystal grown in the presence 
of mollusk shell proteins. 

The significance of morphological changes in synthetic crystals in terms 
of reconstructing events that occurred during biological crystal formation 
should not be, however, overestimated, as the relevance of observations in
vitro to processes that take place in vivo needs always to be demonstrated.   

4. COHERENCE LENGTH MEASUREMENTS OF 
CRYSTAL PERFECTION 

It has not been possible to date to directly image the macromolecules 
within the skeletons.  However, it is possible to indirectly study the positions 
occupied by the macromolecules within the mineral, by monitoring the 
parameters of crystal perfection [10-11, 13].  This approach is based on the 
fact that the intracrystalline macromolecules are orders of magnitude larger 
than a unit cell of calcite.  They cannot therefore be incorporated inside the 
perfectly coherent lattice in the form of a solid solution.  They must reside at 
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the boundaries between domains of perfect structure, stabilizing existing 
imperfections or creating new ones.  This means that they reduce the degree 
of perfection of the material, i.e. affect crystal texture.  The defect 
distribution caused by protein intercalation inside the crystal can be 
characterized by means of diffraction behavior of the crystals [22].  Calcite 
crystals, including those with occluded proteins, are extremely well ordered 
crystals, and hence it is necessary to study their texture using highly 
collimated synchrotron X-ray radiation. The coherence length can be 
evaluated from the width of the diffraction peak in the ω/2θ mode by 
applying the Scherrer formula or modifications thereof.  Synchrotron studies 
of biogenic and synthetic crystal/macromolecule composites demonstrate a 
direct crystallographic correlation between morphological changes induced 
by anisotropic occlusion of proteins and crystal texture (Fig. 5) [10-11, 13].   

Figure 5.  Textural parameters of synthetic calcite crystals.  Top: Coherence lengths (CL) 
measured in 3 perpendicular directions: [001], [100] and [110].  Bottom: Schematic 
presentation of the crystal viewed as a combination of corresponding “perfect” domains.  
Macromolecule are indicated by bold wiggly lines.  a) Pure calcite crystal; b) Elongated 
crystal grown in the presence of macromolecules extracted from sea urchin spines; c) 
Flattened crystal grown in the presence of mollusk shell proteins. 

Pure calcite crystals showed highly isotropic texture with the coherence 
lengths of the perfect domains in the micron range (Fig. 5a).  The crystals 
grown in the presence of sea urchin spine proteins showed a marked (~50%) 
reduction in coherence length in the a,b-plane, relative to the c direction 
(Fig. 5b). Therefore, intercalation of sea urchin spine macromolecules inside 
synthetic crystals is very selective on planes parallel to the c axis, in 
agreement with the observed morphological changes.  Acidic proteins from 
the mollusk shells selectively reduced the coherence lengths of the perfect 
domains in the c-axis direction by ~50%.  This type of textural anisotropy 

{110}{001} {100} {110}

CL, nm

1000

500

CL, nm

1000

500

CL, nm

1000

500

{001} {100} {110} {001} {100}

a b c



106 Joanna Aizenberg

suggests that selective protein adsorption occurs on the {001} planes of 
calcite (Fig. 5c). 

A similar textural anisotropy was detected in their “parent” biological 
crystals [10, 11]. It was found that the domain lengths of sea urchin spines 
were reduced in the direction perpendicular to the c crystallographic axis, as 
would be expected from the in vitro observations of crystal-protein 
interactions.  An exactly opposite anisotropic effect was detected in single 
calcitic prisms from a mollusk: the coherence lengths were decreased in the 
c-axis direction.  

These results showed that single calcite crystals in the presence of 
specialized macromolecules form a unique composite tissue, in which 
macromolecules are selectively occluded in an orderly fashion within a 
crystal host. 

5. MECHANICAL PROPERTIES OF PROTEIN-
REINFORCED SINGLE CRYSTALS   

The presence of the occluded polymers does not destroy the integrity of 
the crystal, but can change the material properties of the mineral. In this 
way, nature has overcome, at least in part, the problem of using 
commonplace materials that do not possess optimal mechanical properties, 
for constructing mineralized hard parts.  Differently aligned crystal domains 
encountered by the crack propagation front cause the crack to deviate from 
the original cleavage planes.  Hence, the organisms may control mechanical 
properties of their skeletal elements by lowering the degree of crystal 
perfection, i.e. by affecting crystal texture [7, 9, 16-18, 23].   

 Synthetic calcite crystals, grown in the presence of proteins extracted 
from within sea urchin spines and tests, also cleaved with conchoidal 
fracture, characteristic of biogenic calcites (Fig.2f), which is very different 
from the typical flat surfaces of cleaved pure crystals (Fig. 2e).  Mechanical 
tests performed by microindentation produced stress-strain curves indicative 
of increased plasticity and reduced brittleness of the crystals with occluded 
protein, relative to those of pure calcite [23].  The estimated material 
toughness of the crystals with intercalated proteins was one order of 
magnitude higher than that of pure calcite.   

It is clear that macromolecules occluded inside the biogenic and synthetic 
calcite crystals are responsible for the improved mechanical properties. The 
molecular mechanism of this specific reinforcement is, however, not as 
obvious. We proposed that the proteins, introduced along planes that are 
oblique to the cleavage planes of calcite (note that the {001} and the {hk0} 
planes, at which proteins adsorption is detected, form an angle of ~45° with 
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the {104} cleavage planes of calcite) strengthen the material against failure 
by both absorbing and deviating the advancing cracks (Fig. 6).  One or more 
of the mechanisms well known in materials science may be involved, 
namely plastic yield of the material remote from the crack tip, plastic 
deformation at the crack tip, increase in area of the fracture surface and 
dissipation of energy by deformation of the polymer itself [4].  

Figure 6.  Schematic presentation of crack propagation in pure calcite (a) and the crack-
arresting function of specific intracrystalline macromolecules positioned oblique to the 
cleavage planes (b).   

The cases that we have investigated all involve calcite as a crystalline 
matrix, although we suspect that the same novel strategy may be used for 
different crystals.  The mere fact that organisms from many completely 
different taxonomic groups control the distribution of organic matter and 
dislocations in the crystal is an indication in itself that they must derive 
important benefits.  One benefit certainly relates to the improvement of 
mechanical properties – a feature that to our knowledge has not been utilized 
in the production of improved synthetic crystal containing materials.  
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Abstract: This paper introduces three examples employing surface tension in micro/nano 
scale for fluid manipulation, precise dosage control, and powerless operation.  
Surface tension force, a line force, in micro scale is equally important as 
surface forces, such as friction or drag force.  However, it becomes dominant 
in nanoscale when compared to surface or volume forces owing to scale effect.   
Therefore, the employment of surface tension would be effective and powerful 
in micro/nano fluidic systems.  The first example will be a fluidic network 
system employing surface tension for enzyme batch-immobilization and bio 
assay in parallel.  The second system, a 3-in-1 micro/nano protein arrayer, 
utilizes passive surface tension force for protein array formation and protein 
assay processes.   The third system, a powerless droplet manipulation system, 
employs surface hydrophobicity gradient for droplet manipulation.  All three 
examples demonstrate efficient and precise fluid control results in micro/nano 
scale. 

Key words: Surface tension, Lab on A Chip, Micro Total Analysis System, micro/nano 
fluidics, micro array. 

1. INRODUCTION 

When forces with different power relationship of length (L) are compared 
in various length scales, we can find three important intersections among 
line forces (~L1, such as surface tension force), surface forces (~L2, such as 
friction or drag force), and volume forces (~L3, such as inertia force).  They 
would be roughly in meter scale for volume forces and surface forces, mm 
scale for volume forces and line forces, and µm scale for surface forces and 
line force.  That is, volume forces would be dominant when length scale 
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larger than meter size, surface forces would be the most significant in the 
scale between µm and mm rage, and line forces would be the most resound 
in  nanoscale.  As a result, the employment of surface tension force (a line 
force) would be effective and efficient when compared to others in 
micro/nano scale.  This paper introduces three examples employing surface 
tension in micro/nano scale for fluid manipulation, precise dosage control, 
and powerless operation, including a fluidic network system employing 
surface tension for enzyme batch-immobilization and bio assay in parallel; a 
3-in-1 micro/nano protein arrayer, utilize passive surface tension force for 
protein array formation and protein assay processes; and a powerless droplet 
manipulation system, employs surface hydrophobicity gradient for droplet 
manipulation.  Following sections detail the operation principles, fabrication 
processes, and characterization of the three surface tension driven 
micro/nano fluidic systems.  

Figure 1. Fluid flow into each vertical channel by surface tension. 



Nano/Micro Fluidic Systems 111

2. HAND HELD FLUIDIC NETWORK SYSTEMS 

2.1 Introduction 

The development and application of microchip system for the monitoring 
of multiple blood contents have become an important trend in modern blood 
analysis [1].  Chip system provides the major advantages of fewer amounts 
of regents, fast sensing response, automation, high throughput and 
portability [2].  Among different blood sensing methods, enzyme based 
systems have been widely employed for their high selectivity to specific 
targets and reliable characteristics [3-5].  The reactions for various enzymes 
were commonly carried out either by in-situ mixing of blood and reagents in 
micro fluidic system [2] or by manual application of enzyme layer on the 
electrode arrays [4].  However, those techniques either greatly reducing the 
ability of high throughput fabrication and analysis, limiting the accuracy of 
enzyme amount, posing cross contamination issue, or increasing the 
complexity and system size of the detection system.   Thus, a surface tension 
driven fluidic system is introduced in this paper to solve the aforementioned 
issues for batch enzyme immobilization and multiple blood contents sensing. 

2.2 Enzyme batch Immobilization

The design of the fluid network for enzyme immobilization is shown in 
Fig. 1.  H-shaped micro channel was employed for enzyme immobilization 
with precise position and volume definition.  When enzyme solutions 
touched one end of the top open trench (trenches has been treated with PEI 
and GA for enzyme boning), surface tension force drove the solution into 
each of the channel with precise volume control by the channel geometry.  
The channel width, designed following W1=W3>W2, allow the solution 
fully filled into each vertical branch without touch the bottom channel [6].   

To quickly verify the functionality of the fluid network system, DI water 
was dropped onto one corner of the H-shaped channel, and the result 
demonstrated the feasibility for liquid precisely fill into each vertical 
channel.  The extra liquid was drawn out by sponge to leave liquid appear 
only in the vertical channels.  The visualized flow image is shown in Fig. 2.  
The deposition uniformity in each channel has been verified by fluorescence 
detection from Cy3 labeled protein immobilized on the electrode of each 
channel, and the deviation is within 10%. 
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3. 3-IN-1 MICRO/NANO PROTEIN ARRAYER 

3.1 Introduction 

The development and application of protein arrays have become an 
important trend in modern biomedical diagnoses because of micro-array's 
ability of massive parallel process [7].  Protein micro arrays have become 
powerful tools in biochemistry and molecular biology. Array-based 
technology involves two principal processes: transferring hundreds of 
biosamples onto substrates, and immobilizing the biosamples on the 
substrates.  “Micro contact printing” [7-10] is one of the microarray 
technology to simultaneously and rapidly imprint a vast number of bio-
reagents in a short time. The conventional way to produce micro arrays 
utilized a needle array and computerized robot system to select and spot 
numerous bio reagents [9].  This arraying system has the drawbacks of high 

Fig. 2 Successive visualized pictures illustrated the process for 
liquid fill into each vertical channel 
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Fig. 3 integration of chip system 

cost, large size variation, and serial and long spotting process, which may 
malfunction proteins from dry-out.  As a result, “Micro contact printing” [7-
10] has been becoming an emerging technology to simultaneously and 
rapidly imprint a vast number of bio-reagents in a short time.  Among 
various micro printing schemes, a new type microarrayer has been proposed 
by us recently [11] by employing micro stamping method to simultaneously 
immobilize hundreds of proteins in parallel.  However, because of the short 
distance among stamping heads, it becomes necessary to employ a filler chip 
[12] for protein fill-in in batch instead of fill in individually.  The 
combination of the batch fill-in and batch arraying process enable a rapid 
and high throughput formation of protein array to prevent proteins from de-
naturization during the array process. 

By employing the three-in-one chip system as mentioned above, parallel 
protein array formation and detection process can be realized, as shown in 
Fig. 3.  Proteins can be loaded and preserved as a library in each fill-in 
reservoir in the micro filling chip before real application.  When protein 
diagnosis/screen desired, the micro array stamper can be filled in proteins in 
parallel from the filling chip by piercing the needle array on the top of the 

be formed simultaneously by the gentle contact between the stamper and bio 
reaction chip.  The formed protein array is now ready for parallel bio 
reaction.  Micro optical detection system is setup on the bottom of the 
bioreaction chip for parallel protein detection.  Thus high throughput protein 
diagnosis/screen process can be finished in hours including bioreaction 
process for hundreds to thousands of proteins at one time.   

stamper into the membrane of the filling chip at once.  Protein array can then 
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3.2 Biochip System Design 

3.2.1 Micro Filling Chip 

The operational concept of protein filler chip to perform batch fill-in 
process for micro arrayer is shown in Fig. 4.   After we dispensing different 
proteins in the filler chip, parallel protein fill-in process can be carried out by 
directly contact the filler chip with the arrayer chip, thus tens to hundreds of 
proteins can be transferred by capillary force from the filler into the arrayer 
chip in seconds.  This process can be repeated to fill another arrayer chip 
until the empty of the filler chip. The Filler chip is not only employed for 
protein filling purpose, but also applied to preserve the stored protein library 
permanently by sealing the top and bottom surface with PDMS thin film 
until the need for arrayer feeding. 

 The filler chip contains mili-reservoirs on the chip top for protein sample 
dispensing, micro reservoirs on the bottom for holding protein solutions, and 
micro channels connecting each mili-reservoir to the corresponding micro 
reservoir.  Protein samples can be filled-in by capillary force from individual 
mili-reservoir to the corresponding micro-reservoir automatically without 
external power.  To fill in protein solutions vertically and allow proteins 
arranged on a two-dimensional array, three-dimensional fluidic structures are 
desired.

Fig. 4  Micro filler chip and filling test  
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3.2.2 Micro Stamper Chip 

As shown in Fig. 5, the stamper chip can be used to spot different kinds of 
biosamples simultaneously and expanded to stamp hundreds of different 
biosamples.    The micro stamper comprises micro-needles,  micro-stamp 
array, and a microchannel array connecting the reservoirs and micro-stamp 
array.  Different proteins could be dispensed into different channels and 
driven by capillary force to the tips of the micro stamps through the micro 
channels.  The protein-filled micro stamper was then brought into contact 
with the bio-assay chip to generate sample arrays for further bio processing.  
Elastomeric polydimethylsiloxane (PDMS) is used to fabricate the micro 
stamps, so conformal contact can be achieved on rough surfaces. The 
uniform fluoresent spot of stamping result and the picture of the PDMS 
stamper was shown in the Fig. 5. 

3.3 Droplet size versus wettability 

The surface properties of bioreaction chip greatly affect the stamped 
droplet size.  Thus, surfaces with different wetting properties were prepared 
by glass slide, APTS (aminopropyltrimethoxysilane) and BS3 (bis-sulfo-
succinimidyl suberate) on silde, APTS and DSC (N,  N’-disuccinimidyl 
carbonate) on slide, and Su8 photo resist (MicroChem) coating on slide. The 

of the elastic stamper, which is made of PDMS, can make a conformal 
contacting with the substrate. The effect of surface roughness to the stamped  
feature size can be ignored.   The hydrophilic properties of those surfaces 
have been characterized ranging from 18° to 78°, respectively on different 
surface coating. PBS buffer with 30% glycerol and 1% Cy3 dye is used as 
the stamping fluid in experiment.  Both fluorescent and optical microscope 
images are used to measure the stamping feature size. 

Fig. 5   Fluoresent stamp result and uniform      
            PDMS micro stamper array 

surface peak roughness is ranged from 73.8nm to 148nm. The deformation 
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The stamped spot size varies with the different substrate wettability as 
shown in the Fig. 6. On the Su8 coating substrate, the printed spot size is 47 
�m, which is much smaller than that on the glass substrate of 123 �m. 

4. POWERLESS VAPOR-CONDENSATION AND 
DROPLET-COLLECTION/REMOVAL DEVICE 

4.1 Introduction 

Recently, �DMFC has attracted considerable attentions due to its 
potential to be a portable high energy power source [13]. However, different 
from macrosized fuel cells, micro fuel cell does not generate great enough 
energy for external pump or active valve system to support the operations 
such as fuel/air supply and waste removal.  As a result, self-contained and 
powerless operation becomes important design strategy in micro fuel cell 
system. In this paper, a powerless waste management system for µDMFC is 
developed to separate gas/vapor, condensate droplet, collect small droplets 
into large ones, and remove large droplets into waste tank spontaneously and 
powerlessly, by simply employing condensation, surface tension/temperature 
gradient, and capillary force naturally without external energy.   

Figure 6. Drop features on different substrate observed from optical microscope and 

fluorescent image (a)Su8 photo resist (b) APTS+DSC (c) APTS+BS3 (d) Glass 
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4.2 Design and Experimental 

The design of this waste management device is schematically shown 
in Fig. 7, consisting of a semicircle zone with wettability gradient in 
radial direction, polymer capillary guide channels, and gas exhaust 
holes.  When vapor /gas mixtures arrives the vicinity of the hydrophobic 
gas-exhaust holes, vapor condensates as small droplets and gas (such as 
CO2) exhausts from the micro holes [14]. When droplets accumulated 
large enough to generate enough surface tension gradient across the 
droplet toward the radial direction, droplets can then move 
automatically into micro channels, and are taken away into the waste 
tank. The fabrication process features DRIE etched exhaust holes, SU-8 
resist structured micro channels, and, Diffusion-controlled silanization 

2 surface [15] to produce wetability 
gradient with hydrophobic center and hydrophilic border on the 
semicircle region.  

4.3 Characterization of droplet movement 

The moving velocity of various sized droplets have been tested and 
simulated on this device, and experiments show that the average velocity is 
in the order of 1.5-2 cm/sec. Larger droplets move slightly faster, however, 
droplets stop moving when size smaller than 0.3µL. Vapor condensation and 
droplet collection/removal testing is demonstrated as shown in Figure 8. In 
this experiment, droplets do not move (Fig. 8a) until the condensed size 
larger than 500 µm in diameter (Fig. 8b). The moving droplets will coalesce 
with droplets in front of them and forming even larger droplets thus 
gradually increasing the moving speed (Fig. 8c) until touching the micro 

Fig. 7 Conceptual schematic of the chip 

of octadecyltrichlorosilane on SiO



118 Fan-Gang Tseng

channels.  The micro channels then suck in all the large droplets (Fig. 8d-f), 
deliver them into waste tank (not shown in this paper), and dry out the 
semicircle surface for the next droplet condensation/collection/removal 
process. This device can effectively remove liquid in a speed of 5.8 µL/s, 
fast enough to manage waste solution generated from micro fuel cell process 
(~0.65�L /s). 

5. CONCLUSIONS 

This paper presents three micro/nano fluidic systems employed only 
surface tension force for fluid manipulation, precise dosage, and powerless 
operation in high efficiency and precision.  The designs, characterizations 
and applications are reviewed in detail and the three systems demonstrated 
their applicability to biomedical assays and micro fuel cells. 
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Fig. 8 Powerless droplet movement sequence 
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Abstract: Biodegradable polymeric nanofibrous scaffolds have been used extensively for 
tissue engineering. The stiffness of the individual nanofibers in these scaffolds 
can determine not only the structural integrity of the scaffold, but also the 
various functions of the living cells seeded on it. Therefore, there is a need to 
study the nanomechanical properties of these individual nanofibers. However, 
mechanical testing of these fibers individually at the nanoscale can pose great 
challenges and difficulties.  Here, we present experimental techniques to test 
single polymeric nanofibers - namely tensile test, three-point bend test and 
indentation test at the nanoscale.   For demonstration of the nano tensile test, 
we proposed the use of a nano tensile tester to perform pull test of a single 
nanofiber.  For three-point bend test, a nanofiber is suspended across a 
microsized groove etched on a silicon wafer.   An AFM tip is then used to 
apply a point load on the mid-span of the suspended nanofiber.   For 
nanoindentation test, a nanofiber is deposited on a mica substrate and an AFM 
tip is used to indent the nanofiber.   Mechanical properties such as Young’s 
modulus, stress and strain at break of a single ultrafine fiber can then be 
obtained from these tests.  

Key words: Nanomechanical characterization, polymer nanofibers, tensile test, three-point 
bend test, nanoindentation. 
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1. INTRODUCTION 

Biodegradable polymeric nanofibrous scaffolds have been widely used 
for engineering artificial tissues such as nerve [1], cardiac [2] and blood 
vessel [3] tissues. Although factors such as biocompatibility, suitable 
porosity and sufficient surface area for cell attachment [4] are vital for the 
survival and growth of cells seeded within or on the scaffold, mechanical 
properties of the scaffold are just as important. 

 Studies have shown that the stiffness of the scaffold can affect various 
cellular functions at the micro level such as cell growth, differentiation and 
motility [5-7]. The scaffold should also have the structural integrity and 
mechanical strength to maintain the desired shape before the new tissue is 
fully regenerated [4]. Therefore, there is a need to study the nanomechanical 
properties of individual nanofibers that make up the entire scaffold.  

The difficulty in isolating and handling single ultrafine fibers is one of 
the main challenges experienced in the mechanical testing of single 
nanofibers. Devices that are able to measure the minute forces and 
deformations involved in the mechanical tests are also required. These issues 
are now addressed by the nanomechanical characterization techniques of 
single nanofibers proposed here - namely tensile test, three-point bend test 
and indentation test performed at the nanoscale. Mechanical properties such 
as Young’s modulus, stress and strain at break of a single ultrafine fiber can 
then be obtained from these tests.  

2. TENSILE TEST 

We have previously performed tensile tests of a single nanofiber using 
three approaches.  The first approach involves the innovative use of a 
nanoindenter to perform pull test of a single ultrafine fiber [8].  The second 
approach requires one end of the nanofiber to be attached to a piezo-resistive 
atomic force microscope (AFM) cantilever tip and the other end to a 
movable optical microscope stage [9].  The AFM tip acts a force sensor 
while the microscope stage is used to stretch the nanofiber.  The third 
approach which will be presented here uses a nano tensile tester [10].   

Due to the difficulty in manipulating and gripping single nanofibers, the 
most feasible way of conducting tensile tests of such samples is to collect the 
as-fabricated fibers on a jig or frame that can be directly mounted on a 
tensile tester. Here, aligned electrospun microsized polycaprolactone (PCL) 
fibers are used to demonstrate the tensile test using nano tensile tester.  
These fibers are first produced by collecting the fibers on two parallel, 
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conductive strips [11]. A commercial nano tensile testing system (Nano 
Bionix System, MTS, TN, USA) is used to conduct the tensile test. 

2.1      Methodology 

2.1.1     Collection of aligned fibers 

The fibers are first fabricated using an electrospinning apparatus as shown 
in Fig. 1 from 7.5 wt% PCL (Mn 80,000) (Aldrich, MO, USA) polymer 
solution with chloroform and methanol in the ratio of 3:1 (w/w) as the 
solvent. A flow rate of 0.5 ml/h and potential difference of 9–10 kV between 
the spinneret and the grounded collector are used to electrospin the fibers for 
a few seconds to obtain several strands of fiber deposited across the frame. 
An aluminum frame with parallel strips is placed 60° to the horizontal 
grounded collector. A cardboard frame with 10 mm gap between the parallel 
strips is attached onto the aluminum frame for fiber collection. Double-sided 
tape is placed on this cardboard frame to attach the as-collected fibers to the 
frame. Individual fibers are partitioned with cardboard strips as shown in 
Fig. 2. The isolated portions are cut along the discontinuous lines to prepare 

Figure 1. Illustration of the electrospinning apparatus. 

single fibers for tensile test. 
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grips cut along 
discontinuous 
line

Figure 2. Cardboard frame being partitioned for the isolation of single nanofibers for 

tensile test [10]. 

2.1.2 Tensile test of a single ultrafine fiber 

The diameters of individual ultrafine fibers are measured from the optical 
images taken using an inverted microscope (Leica DM IRB, Germany). 
Fiber alignment is also checked under the microscope. The gauge length is 
determined by the gap between the parallel strips of the cardboard frame (10 
mm). The samples are mounted on the nano tensile tester as shown in Fig. 3. 
The cardboard partitions are cut along the discontinuous lines (Fig. 3) before 
stretching the fiber. Ten samples are stretched to failure at a strain rate of 
1%/s at room temperature.  

Figure 3. Sample mounted on the nano tensile tester (NanoBionix, MTS, USA) [10]. 
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2.1.3  Results and Discussion 

The stress-strain curves for PCL fibers at various fiber diameters is 
shown in Fig. 4. Electrospun PCL fibers are found to exhibit a tensile 
modulus of 120 ± 30 MPa, tensile strength of 40 ± 10MPa, strain at break of 
200 ± 100% strain, yield stress of 13 ± 7MPa and yield strain of 20 ± 10% 
strain. The mechanical properties were found to vary with fiber diameter as 
shown in Fig. 4. Both tensile strength and yield stress decrease with increase 
in fiber diameter. The strain at break is found to increase with increase in 
fiber diameter whereas yield strain is found to decrease with an increase in 
fiber diameter. There is no apparent correlation between Young’s modulus 
(E) and fiber diameter. The variation of the mechanical properties with fiber 
diameter is only significant for tensile strength and yield stress at a level of 
significance of 0.05. 

Figure 4. Plot of stress vs. strain for electrospun PCL fibers at various fiber diameters [10]. 

The electrospun PCL fibers exhibited low strength and stiffness but high 
ductility. This behavior is typical of polymers with glass transition 
temperature (Tg) below room temperature, which is the case for PCL [12]. 
At room temperature, the molecular chains have high mobility, thus enabling 
the chains to disentangle or slip past each other easily when a small force is 
applied. 

The variation of mechanical properties with fiber diameter observed in 
this study is similar to the effect of cold drawing observed in gravity and 
melt spun fibers. As the polymer jet travels from the capillary to the 
grounded frame during the electrospinning process, the bending instability 
caused the jet to become narrower. The narrowing of the jet during its travel 
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is similar to the drawing process of gravity and melt spun fibers. The process 
of drawing reduces fiber diameter and provides a higher molecular chain 
orientation along the fiber axis. In support of this view, molecular chain and 
crystallite orientation with respect to the fiber axis has been observed in 
nonwoven electrospun PCL scaffold [13]. Certain portions of the polymer jet 
could have traveled a longer distance before reaching the grounded frame 
since the bending instability is not a static process. The ‘draw ratio’ 
increases as a result of this longer distance traveled. The process of drawing 
usually results in higher strength and stiffness but lower ductility as shown 
in Fig. 4. The smaller fibers exhibited higher strength and lower ductility, 
indicating that a higher ‘draw ratio’ is applied. The Young’s modulus 
however, is observed not to be affected by the drawing process for the range 
of diameters studied here. 

3. THREE-POINT BEND TEST 

In order to perform three-point bend test of single nanofibers, individual 
fibers have to be suspended over a hole/groove and both fiber ends have to 
be fixed. As such a configuration is required, most suspended nanofibers are 
produced by microfabrication process [14-18] or electropolymerization 
process [19,20]. Polymeric biomaterials have been prepared from a 
suspension of the material in water and placing a drop of the liquid to a 
substrate [21]. For this test method to be applicable for polymeric 
nanofibers, the nanofibers have to be fabricated in the form of a two-
dimensional mesh. Poly(L-lactic acid) (PLLA) nanofibers produced by the 
phase separation method is used to demonstrate this method [22]. 

3.1         Methodology 

3.1.1        Sample preparation 

PLLA with Mw~100,000 (Polysciences, Inc.) was dissolved in 
tetrahydrofuran (THF) to form a dilute polymer solution (0.5%wt/v). The 
solution was heated to 60 °C and stirred continuously with a magnetic stirrer 
until a homogeneous solution is obtained. A drop of the polymer solution is 
deposited on a mica slide placed in a glass petri-dish, which is prefrozen at -
30 °C for 1 h. Liquid-liquid phase separation occurred when the drop of 
polymer solution is quenched as it comes into contact with the mica slide, 
thus forming a two dimensional gel. The mica slide with the gel is then 
placed back in the freezer for 2 h. THF is extracted from the gel by 
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immersing it in de-ionized water at 4 °C for one day. The water is changed 
three times within the day to remove all traces of THF, leaving behind a two-
dimensional network of PLLA nanofibers. A silicon wafer with 4 µm wide 
and 2.5 µm deep grooves is placed in the glass petri dish with the PLLA film 
floating on the water surface. The water from the petri dish is removed using 
a pipette. This resulted in the deposition of the film on the silicon wafer. The 
film is then freeze dried under vacuum for one day. Nanofibers produced by 
this method have diameters in the range of 50–500 nm and lengths of several 
micrometers. 

3.1.2     Three-point bend test of a single nanofiber 

The elastic modulus of the PLLA nanofiber is obtained by performing a 
nanoscale three-point bend test on a single nanofiber suspended over the 
etched groove in a silicon wafer using atomic force microscopy (AFM) 
(Dimension 3100, Digital Instruments).  An AFM cantilever tip is used to 
apply a small deflection at the midway along its suspended length using the 
force mode. The scanning electron microscope (SEM) (JEOL JSM-5500) 
image, AFM image and schematic diagram of the suspended nanofiber are 
shown in fig. 5.

Figure 5. Nanofibers suspended over etched grooves of silicon wafer [22]. a) Electron 

micrograph of PLLA nanofibers deposited onto the silicon wafer, b) AFM contact mode 

image of a single nanofiber (400nm diameter) suspended over an etched groove, c) Schematic 

diagram of a nanofiber with mid-span deflected by an AFM tip.
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The nanofiber is assumed to be a prismatic elastic beam with both ends 
fixed but undergoing pure bending as the force is applied (negligible shear 
deformation). The adhesion between the fiber and the silicon substrate was 
found to satisfy the assumption that both ends of the nanofibers are fixed as 
the fiber ends are found to remain in place even after the test is conducted. 
The AFM is used to apply a maximum load of 15 nN at the midspan of the 
nanofiber with a loading rate of 1.8 µm/s. The cantilever used in this 
experiment has a nominal spring constant of 0.15 N/m. The elastic modulus 
is found from beam bending theory [23] for a three-point bending of a beam 
with two ends fixed as  

(1) 

where P is the maximum force applied, L is the suspended length, ν is the 
deflection of the beam at mid-span, and I is the second moment of area of 
the beam (where I = πD4/64 and D is the beam diameter). An example of the 
force plot and the method of obtaining the deflection at mid-span of the fiber 
(ν) are shown in fig.6. A reference curve is first obtained by measuring the 
cantilever deflection over the Z-piezo displacement on a silicon wafer. The 
loading and unloading curves are obtained by using the AFM tip to deflect 
the mid-span of the nanofiber. The deflection of the fiber, v, is the difference 
between the loading and the reference curve. 

Figure 6. Force curve of suspended PLLA nanofiber. Plot of cantilever deflection (D) vs 

vertical displacement of the z-piezo (Z) [22].

The force curves of loading and unloading cycles coincide perfectly for 
the tests performed here thus indicating that the deformation of the nanofiber 
is purely elastic. In order for the elastic beam theory to be valid, the slope of 

v
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the deflection curve of the beam should be less than 5º for small deflection. 

deflection curve is only 0.5°. 

3.2    Results and Discussion 

The elastic modulus of the PLLA nanofiber is found to be 1.0 ± 0.2 GPa 
for fibers with diameter less than 350nm. The elastic modulus appears to 
decrease as diameter of the nanofiber increases beyond 350nm (Fig. 7). This 
is due to the significance of shear deformation as L/D ratio decreases The 
value of elastic modulus obtained is in the lower range of reported values of 
between 1 to 10 GPa for bulk PLLA [24]. This is possibly due to the 
difference in the processing methods and molecular weight of the polymer 
used.    

Figure 7. Variation of elastic modulus with fiber diameter [22]. 

Although consistent modulus values have been obtained for fibers with 

calculating the elastic modulus. The simplifying assumption that the 
nanofiber is a prismatic beam is not true as the nanofiber diameter varies 
along the length. However, as the variation of diameter is small, the average 
nanofiber diameter as measured on the portions lying on the silicon wafer is 
taken to be the representative diameter. Another concern is the possibility of 
an indentation being made on the nanofiber by the AFM tip during the 
deflection. Force curves obtained on portions of the fiber lying on the 
substrate show that the maximum force applied in the bend test is not 
sufficient to cause an indent, i.e. the loading and reference force curves 
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This has been satisfied at the maximum load as the maximum slope of 

small diameter, there is a need to examine the assumptions used when 
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coincide. Thus it can be safely assumed that the force applied to deflect the 
nanofiber did not cause any indentation. 

4. NANOINDENTATION 

Of all the nanomechanical characterization techniques mentioned, 
nanoindentation is perhaps the most convenient to perform as the sample can 
be prepared for testing simply by depositing the nanofibers on a hard and flat 
substrate, with sufficient adhesion between the substrate and fibers. Unlike 
the previous two methods, nanoindentation involves localized deformation. 
Thus the analysis of mechanical properties obtained is not as straight 
forward. In the present work, elastic nanoindentation of PLLA nanofibers 
produced by the phase separation method as mentioned above is performed 
using the AFM to obtain the elastic modulus.   

4.1         Methodology 

4.1.1      Issues concerning nanoindentation of nanofibers

Although the AFM is the most suitable device for probing mechanical 
properties of soft polymeric nanofibers, there are a number of issues that 
have to be considered. 

Effect of Underlying Substrate. The elastic modulus values obtained 
using the Hertzian model are often overestimated when the samples probed 
are relatively thin (<200nm) [25, 26].  

Ambiguous Tip Shape and Cantilever Spring Constant. Nominal tip 
radius and cantilever spring constants have often been used for the 
calculation of elastic modulus for convenience. However, the actual values 
usually deviate from the nominal values. This introduces some error in the 
calculation of elastic modulus, which is dependent on these two factors. 

Fiber Surface Roughness. All real surfaces have a certain roughness. The 
asperities act like a compliant layer on the surface of the body, such that 
contact is extended over a larger area than it would be if the surfaces were 
smooth. As a result, the contact pressure for a given load will be reduced 
[27].

Curvature of Fiber Surface. Unlike most nanoindentation studies 
whereby the surface of the sample is flat, the curved surface of the fiber has 
to be taken into account of when using Hertz theory of elastic contact. 

Non-Perpendicular Loading. The AFM tip is not perpendicular to the 
sample surface, thereby causing slip and friction between the AFM tip and 
the sample surface during indentation [28]. The angle the cantilever makes 
with respect to the horizontal is approximately 10° [29] and the correction 
factor for the load applied is cos10°, which is almost equal to 1. Thus the 
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non-perpendicular load factor is not significant. The slippage of AFM tip can 
be detected by non-coincidence of the loading and unloading force curves 
for elastic indents.  

Adhesion Force. In a high humidity atmosphere (>70% relative 
humidity), the effects of adhesion due to the capillary effect of water 
condensation between tip and sample becomes significant [30]. Such 
adhesion force have to be accounted for as shown in a study by Park et al 
[31]. 

4.1.2      Sample Preparation 

PLLA nanofibers are prepared as mentioned in section 3.1.1, except that 
the fibers are now deposited on freshly cleaved mica instead of silicon wafer. 

4.1.3      Nanoindentation of a single nanofiber 

Nanoindentation of PLLA nanofibers are carried out with the above 
factors in mind. A dehumidifier is used to keep the relative humidity of the 
environment to <60% to minimize the effect of adhesion forces. Nominal 
spring constants of the cantilevers are used for the calculation of the force 
applied. Cantilevers with nominal spring constants of 0.7-8N/m are used to 
produce indents shallow enough to prevent plastic deformation. The 
maximum force applied is in the range of 40-110nN to produce indents of 3-
7nm deep at a loading rate of 0.5-1.8µm/s. The tip shape of the AFM probes 
are characterized by scanning a test grating (TGT1, Nano Technology 
Instruments) with an array of sharp tips (<10nm tip curvature radius) and 
analyzing the scanned image using the tip characterization option of the 
Scanning Probe Image Processor software (SPIP) (Image Metrology). Tip 
radii vary in the range of 20-60nm.  

Hertz theory of normal contact of elastic solids is used to analyze the 
force-indentation data [32]. The nanofiber is modeled as a cylinder and the 
AFM tip is modeled as a sphere. The relative elastic modulus, Er is given by 

(2) 

where P is the force applied, δ is the indentation depth, and Re is the 
equivalent radius for a spherical indenter in contact with an infinitely long 
cylinder. Re is given by 
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Where Rt is the AFM tip radius and Rf is the radius of the nanofiber. The 
elastic modulus of the nanofiber, Ef is related to the relative elastic modulus 
Er by the following relation 

(4) 

where νf is the Poisson ratio of  the nanofiber and the value is taken to be 
0.33 as the properties of PLLA are similar to polystyrene [33]. Ten force 
curves are obtained from each sample along the length of the fiber. An 
example of the force plot and the method of obtaining the indentation depth 
(δ) are shown in Fig. 8.  

The absence of indentation marks upon observation of indentation area 
after force measurements and the coincidence of the force curves of loading 
and unloading cycles indicated that the deformation of the nanofiber by the 
AFM tip is elastic.  

Figure 8. Plot of cantilever deflection (D) vs vertical displacement of the Z-piezo (Z).  A 

reference curve is obtained by measuring the cantilever deflection over the Z-piezo 

displacement on a silicon wafer. The loading and unloading curves are obtained by using the 

AFM tip to indent the nanofiber. Indentation depth, δ, is the difference between the 

loading/unloading and reference curve. 

The roughness of the nanofiber surface is taken from an area of 
50x50nm, which is slightly larger than the largest contact area obtained in 
the experiment (largest contact diameter is 30nm). Ten fibers are used for 
roughness calculations and five readings are taken from each fiber. The 
RMS roughness (Rq) is used to determine the correction required (due to 
surface roughness) for the calculated modulus values. Rq, the standard 
distribution of the height values within a given area [27], is found to be 1.1 ± 
0.6 nm. 
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4.2      Results and Discussion 

The elastic modulus is found to vary with fiber diameter as shown in Fig. 
9. The higher values obtained for small diameter fibers is likely due to the 
influence of the hard substrate on the deformation behavior of the fiber as 
shown in other studies on thin polymeric films [25, 26]. The elastic modulus 
values appear to level off for fibers with diameter > 250nm, indicating that 
the substrate effect is not significant beyond a certain fiber diameter. The 
elastic modulus of PLLA nanofiber was found to be 0.7 ± 0.2GPa, excluding 
fibers with diameter < 250nm. As the nanoindentation depth is of the same 
order as the surface roughness, the variation in modulus values obtained for 
each fiber is larger than that of the three-point bend test [22]. 

Figure 9. Variation of elastic modulus with fiber diameter for nanoindentation of PLLA 

nanofiber 

As mentioned earlier, the presence of asperities on the fiber surface 
results in the increase in contact area and reduction of contact pressure for a 
given load. This results in an underestimation of the elastic modulus values. 
In order to determine if the effect of surface roughness is significant, a non-
dimensional parameter, α, has to be determined: 

(5) 

where σs is the RMS roughness obtained experimentally. The Hertz theory 
for smooth surfaces can be used with only a few percent error provided the 
parameter α is less than 0.05 [27]. The α for this study is calculated to be 
0.28, thus correction has to be made for the elastic modulus values obtained. 
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A second non-dimensional parameter, µ, defined by Greenwood and 
Tripp [34] is given by: 

    (6) 

where ηs is the asperity density and κs is the mean curvature of the summits 
of the asperities. Both parameters are very sensitive to the sampling interval 
when the topography of the surface is mapped. Thus an absolute value for µ
cannot be obtained. However, Greenwood and Tripp obtained two values of 
µ which bracket a wide range of practical rough surfaces. The two 
parameters, α and µ are then used to determine the correction required. The 
ratio of effective contact radius (experimental), a* to the Hertz radius 
(theoretical), a0 are influenced by the surface roughness as shown in Fig. 10. 
For α = 0.28 and µ within the range of 4 to 17, the ratio of a*/a0 is between 
1.14 to1.18 (as indicated by the arrows). Since E is proportional to 1/a3, the 
elastic modulus value after roughness correction (experimental value is 
0.7GPa) is approximately 1GPa.  This result after roughness correction 
agrees well with that obtained from the three-point bend test. 

Figure 10. Influence of the surface roughness on the effective contact radius a* compared 

with the Hertz radius a0 [27]. 
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5.      CONCLUSIONS 

In summary, the methods to characterize polymeric nanofibers by tensile 
test, three-point bend test and indentation test at the nanoscale have been 
presented. Tensile test is the most convenient test to perform and provides 
the most information about the mechanical properties of the polymer in 
question. This is possible provided that the fibers are continuous and direct 
deposition of fibers on a frame can be made. For shorter fibers of a few 
microns in length, the latter two methods are more feasible. However, only 
the elastic modulus value can be obtained. The mechanical properties 
obtained for individual nanofibers are useful in the design of tissue 
engineered scaffolds. Processing or fabrication parameters can be optimized 
to obtain nanofibers with mechanical properties that match closely to the 
natural tissues.  
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Abstract: This paper discusses fundamental design concepts of nanoscale structural links 
in biological materials and focuses on verification of these concepts via 
atomistic simulations. Bone-like biological materials have achieved superior 
mechanical properties through hierarchical composite structures of mineral 
and protein, with the most basic structural units designed at a characteristic 
nanoscale. Gecko and many insects have developed hierarchical surface 
structures to achieve extraordinary adhesion capabilities through evolution, 
with basic structural units also at nanoscale. We argue that choosing a 
characteristic nanometer scale for the structural links in these materials plays a 
critical role in allowing the biological systems to achieve their superior 
properties. In both systems, restricting the characteristic dimension of the 
basic structure components to nanometer scale prevents crack-like flaws from 
propagating to break the desired structural link. We demonstrate via atomistic 
simulations the principle of flaw tolerance by size reduction which may have 
had a governing influence on the evolution of the bulk nanostructure of bone-
like materials and the surface nanostructure of gecko. The present study is part 
of an on-going effort in our research group on learning how nature designs 
materials and structures at nanoscale. Biology is nanotechnology by nature, 
and nanomechanics plays a key role in understanding the basic engineering 
principles used in nature.

Key words: Flaw-tolerance, structural link, continuum, atomistic, fracture, adhesion. 
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1. INTRODUCTION 

In this article, we discuss fundamental design concepts of structural links 
in biological bulk and surface materials and focus on verification of these 
concepts using atomistic simulation. Once characteristic materials length 
scales are reduced to nanoscale, mechanical properties often change 
dramatically. Nanomechanics is a subfield of nanoscience that deals with the 
mechanical behavior of materials and structures with characteristic length 
scales between 1 nm and 100 nm. What distinguishes nanomechanics from 
large-scale mechanics? Materials in nanoscale confinement often display 
novel mechanisms with substantially different behavior. One prominent 
example is that the weak van der Waals (vdW) interactions, which usually 
play a minor role in classical, “macroscopic” engineering, may become 
crucial in engineering of nanoscale-scale devices.  

Nature is the unrivaled master in building and using nanodevices to 
perform different tasks from energy transport to assembling machines via 
complex control systems far beyond what human beings have ever been able 
to create. Therefore, biology could substantially lead the development of 
engineering at small scales. An important aspect in this area is controlling 
mechanical behaviors of nanoscale materials and devices. In this paper, we 
discuss how nature creates tough materials and efficient adhesion systems. 
We illustrate that by studying nature’s design principles, it is possible to 
extract novel engineering concepts.  

In studies of microstructures of bone-like materials, it has been 
discovered that these materials exhibit a generic nanostructure characterized 
by staggered mineral platelets embedded in a soft matrix material consisting 
of proteins (see Figure 1, left); see e.g., [1-4]. Although the matrix material 
is as soft as human skin, and the mineral platelets are as brittle as classroom 
chalk, the nanostructural combination of hard inclusions and soft matrix 
obviously leads to superior mechanical properties of the composite far better 
than the constituents. Might the nanometer length scale be the secret for such 
superior properties? 

In related studies, it was established [5-10] that nature can produce very 
strong adhesion systems based on relatively weak van der Waals 
interactions. Using the same contact area as a human hand, geckos can stick 
strongly to a variety of chemically and mechanically different surfaces. 
Researchers discovered that in these systems, the size of the terminal 
adhesion elements is restricted to nanometer length scale. For instance, in 
geckos, the spatula has a typical diameter on the order of 200 nanometers [7-
10]. Is restricting the length scale of adhesion elements to nanometer the key 
to explain such superior adhesion properties? 
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In recent studies [1-4], we have hypothesized that the design of nanoscale 
structural links is the key to understanding the properties of bulk and surface 
(e.g., adhesion systems) biological materials. In bulk materials, the critical 
structural links are the mineral platelets of the protein-mineral composite 
(Figure 1, left; for further details on the load transfer path, see discussions in 
[1-4]). In surface systems, the critical structural links are, for example, the 
spatulae of Gecko (Figure 1, right) [5-10]. Previously, we have used 
continuum mechanics concepts to establish the principle of flaw tolerance by 
size reduction of critical structural links. In the present paper we verify this 
principle by a series of atomistic simulations.  

Figure 1. Left: Microstructure of bone-like biological materials. Such materials typically 
consist of brittle mineral platelets embedded in a protein matrix as soft as human skin. The 

combination of the hard inclusions and soft matrix results in superior materials properties. In 
our studies we focus on the fracture properties of mineral platelets. A schematic blowup 
shows the geometry and dimensions of a cracked platelet used in our study. Right: The 

schematic of our study of small scale adhesion. The model represents a cylindrical Gecko 
spatula attached to a rigid surface (inlay shows experimental picture by S. Gorb, MPI-MF). A 
circumferential crack represents adhesion flaws such as those due to surface roughness, which 

is depicted schematically in the inlay. 

This paper is divided into two parts. We start with a discussion on the 
flaw tolerant property of nanoscale mineral platelets, where we consider a 
crack embedded in a brittle plate. We illustrate via atomistic simulations that 
if the width of the platelet is larger than the critical scale for flaw tolerant 
design, failure of the material is governed by the Griffith condition [11]. In 
contrast, if the width of the plate is below a critical size, the solid can sustain 
loads up to the theoretical strength, irregardless of the crack [12]. In the 
second part, we discuss robust design of biological contact elements. 
Considering a cylinder with radius R in contact with a rigid substrate, we 
show that for large radii R, the fracture condition can well be approximated 
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by the Griffith argument. However, when the radius of the cylinder 
approaches a critical length scale, the adhesion strength approaches the 
theoretical limit of the interface [1-3, 9, 13].  

2. FLAW TOLERANCE OF A NANOSCALE 
BRITTLE MATERIAL 

From classical fracture mechanics, the critical stress for crack nucleation 
is given by the Griffith condition γ2=G , where γ  is the fracture surface 
energy and G  is the energy release rate [11]. For the geometry shown in 
Figure 1 (left) with strip width h , the energy release rate can be expressed 
as  

E
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where E  is Young’s modulus, ν  Poisson’s ratio, and σ  the stress 
associated with an applied strain. At the critical point of onset of crack 
motion, the energy released must equal the energy necessary to create new 
surfaces. Using the Griffith condition, equation (1) can be solved for the 
critical applied stress (stress far ahead of the crack tip) 
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for onset of failure. For decreasing layer width h , equation (2) predicts an 
increasing stress for crack initiation, approaching infinity as h  goes to zero. 
This can not be accepted since stresses can not exceed the theoretical 
strength of the material, denoted by thσ . Equating the Griffith prediction of 
eq. (2) to thσ  immediately yields a critical layer width crh  below which 
fracture is no longer governed by the Griffith condition, but by the 
theoretical strength of the material. This critical length can be easily 
calculated as  
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2.1      Atomistic modeling 

To demonstrate the concept of flaw tolerance at a critical length scale, we 
use atomistic simulations with system sizes from several thousand atoms to 
several million atoms for the largest systems. We employ the ITAP-IMD 
code modified to model the problem of a cracked solid [14, 15]. The 
geometry is depicted in Figure 1 (left). Atoms in the red region are displaced 
according to a prescribed displacement field, and are otherwise rigid. The 
initial crack extends through the half of the slab. The slab size in the x
direction is a few times larger than in the other direction. We model an FCC 
crystal oriented in the cubical orientation with ]100[=x , ]010[=y  and 

]001[=z , and the crystal is periodic in the z -direction. We use an energy 
minimization scheme to relax the crystal after each increment of loading. 
Loading is increased in very small increments of strain 001.0=∆ε  every 
3,000 integration steps. We make sure that the results do not depend on the 
loading rate so the crystal approaches equilibrium before the next loading 
increment is applied. To model a perfectly brittle solid, we assume harmonic 
interactions in the bulk, and introduce a weak fracture layer with Lennard-
Jones interactions. This constrains crack propagation along the weak layer 
and yields a perfectly brittle solid. With spring constant 0k   and 
normalization constant 0a , the harmonic interactions are defined as  

,)()( 2
000 rrkar −+=φ (4) 

and the 12:6 Lennard-Jones (LJ) potential is given by  
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with 1== σε . The nearest neighbor distance 6/1
0 2=r  is fitted to the 

spacing given in the LJ potential. Atoms in the bulk only interact with their 
nearest neighbors, and interactions across the weak fracture layer are cut off 
at a critical distance 5.2=cutr . In this model, E  can be varied 
independently from the other variables in equation (3), allowing tuning crh
to within a range easily accessible to the MD simulations and to check the 
scaling law suggested in equation (3). All quantities are given in reduced 
units. Energies are scaled by the depth of the LJ potential ε  and length 
scales are given in reduced units of σ . The shear modulus can be shown to 
be [15] 
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0
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The Young’s modulus for the crystal orientation considered is given 
by 3/8µ=E , and Poisson’s ratio is 3/1=ν . The fracture surface energy 
can be expressed as 

φργ ∆= AbN (7) 

where bN  is the bonds of each atom across the surface, Aρ  is the density of 
surface atoms and φ∆  is the potential energy stored in each bond. For the 

)010(  fracture surface, the density of surface atoms is 794.0/1 2
0 ≈= rAρ , 

and 4=bN . The potential energy difference per bond is given by 1≈∆φ . 
Further details on the procedure are published elsewhere [4, 15]. 

2.2    Simulation results 

Figure 2a plots the critical stress normalized by the theoretical strength 
for initiation of failure. The plot reveals that for thick layers crhh > , the 
Griffith condition is the governing measure for initiation of failure. In 
contrast, for small thicknesses crhh < , the stress magnification in the 
material vanishes, and failure occurs when the applied stress equals the 
theoretical strength. We observe that the transition from the Griffith-
behavior to the flaw-tolerant behavior occurs smoothly, unlike the prediction 
by the linear elastic continuum mechanics theory [2]. Similar observation 
was made in the nonlinear VIB calculations of the problem [12], and the 
deviation can be attributed to the nonlinear character of the potential across 
the interface. 

Figure 2b plots the distribution of the stress field a slight distance ahead 
of the crack just before failure of the material occurs. As the width of the 
strip is decreased, the stress distribution becomes more and more 
homogeneous. If the layer width is well below the critical length scale given 
by equation (3), the stress distribution ahead of the crack is homogeneous 
and does not depend on the choice of h  any more. These results are in 
agreement with the predictions by the continuum modeling [1]. 

We have performed similar calculations with a material where the atomic 
interactions are defined by LJ in the whole slab. Similar behavior as reported 
for the model featuring the weak layer is observed. However, for the LJ 
potential, the critical length scale is on the order of a few atomic spacings, 
which makes it difficult to observe the saturation in strength. To prove the 
concept of flaw tolerant design, the weak layer approach allowing 
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independent variation of the elastic properties of the bulk provides a 
reasonable way to show the concept of flaw tolerant material design. The 
atomic values of the stress are averaged over space to approach the 
continuum limit of the virial stress (see e.g., [4, 15]).  

Figure 2. As the structural size reduces, a brittle material becomes flaw tolerant. This is 
identified by both a change in failure mechanism (subplot (a)) from Griffith failure to failure 

at the theoretical strength, and by the observation that the stress distribution ahead of the 
crack becomes increasingly homogeneous as the dimensions shrink (subplot (b)). 
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3. FLAW TOLERANT OF A NANOSCALE 
ADHESIVE JOINT 

Here we perform atomistic simulations to investigate adhesion of a 
nanoscale spatula on a rigid substrate, similar to the studies reported in 
[4,9,12] based on continuum mechanics analyses. We consider a single 
spatula attached to a rigid substrate (Fig. 1, right). The spatula is modeled as 
a cylinder with radius R . Perfect contact between the substrate and the 
spatula is assumed only for Rr α< , and no contact is assumed for 

RrR <<α , mimicking the existence of flaws. In our atomistic calculations 
we assume 7.0=α  (corresponding to the case when the actual contact area 
is about 50 % of the total area available for contact). The outer region 
represents a flaw or regions with poor adhesion. For this particular 
geometry, according to the predictions by theory [4,9,12], the saturation in 
strength should occur at a critical radius crR  similar to the length scale 
obtained for fracture of a nanoscale material. The main objective of the 
present study is to use atomistic simulations to show that (i) the stress 
distribution becomes more homogeneous as the radius of the spatula 
approaches the critical radius crR , and (ii) that the maximum strength of the 
interface is governed by the Griffith condition for crRR > , and approaches 
the theoretical strength for crRR < .  

3.1    Atomistic modeling

Consider the geometry as depicted in Figure 1 (right). The spatula is in 
contact with a rigid substrate [10, 13]. Atoms in the red region are displaced 
according to a prescribed displacement field. As in the previous case, we 
assume an FCC crystal oriented in the cubical orientation, that is ]100[=x , 

]010[=y  and ]001[=z . The height in the z  direction is several times the 
radius. Different choices of the height are used and no major difference in 
the behavior is observed. We use an energy minimization scheme to relax 
the structure after each increment of loading. Similarly as in Section 2.1, we 
select the loading rate slow enough such that elastic equilibrium is reached 
before the next loading increment is applied. As described above, we assume 
harmonic interactions (equation (4)) in the bulk, and introduce LJ 
interactions (equation (5)) to model adhesion between the spatula and the 
rigid substrate. The LJ potential serves as a model for weak vdW interaction 
across the interfaces, as suggested by recent experimental results of the 
interactions of spatula-substrate in Geckos [5-9]. As in the previous case, the 
Young’s modulus of the spatula is adjusted such that the relevant length 
scales are accessible to MD simulations.  



Flaw Tolerant Nanoscale Structural Links in Biological Materials 147

3.2    Simulation results 

Figure 3 (a) plots the strength of the interface normalized by the 
theoretical interface strength over the inverse of the square root of the 
spatula radius. The plot reveals that for large radii crRR > , the Griffith 
condition is the governing measure for initiation of failure. In contrast, for 
small radii crRR < , the critical stress to initiate failure along the interface 
approaches the theoretical strength. We observe that the transition from the 
Griffith-behavior to the flaw-tolerant behavior occurs more smoothly than in 
the previous case (compare the curves in Fig. 2a).  

Figure 3. As the structural size reduces, the adhesive contact becomes more and more flaw 
tolerant. This is identified by both a change in failure mechanism (subplot (a)) from Griffith 
failure to failure at the theoretical adhesion strength, and by the observation that the contact 

stress distribution becomes increasingly homogeneous as the dimensions shrink (subplot (b)). 
Notably, the stress distribution is independent of the size of the contact element if the 

dimension is below the critical length scale. 
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Figure 3b plots the distribution of the contact stress zzσ  (virial average 
across a thin strip) in the cylinder. The radial direction is normalized by the 
radius associated with the contact area. As the radius is decreased, the stress 
distribution becomes more and more homogeneous. This observation is 
consistent with our expectations from a theoretical point of view [4, 10, 12].  
The most important result of the analysis is that as the radius of the cylinder 
approaches the critical length scale, the contact stress distribution becomes 
more and more homogeneous. As a consequence, the strength of the 
interface increases and approaches a constant value independent of size. 

4. DISCUSSION 

We have been using continuum [1, 4, 9, 12, 13] and atomistic concepts 
[4, 15] to investigate the principle of flaw tolerance of nanoscale structural 
links in biological materials. The atomistic simulations reveal a smooth 
transition between Griffith mode of failure via crack propagation to uniform 
bond rupture at theoretical strength below a nanometer critical length, as 
shown in Figs. 2a and 3a. Below the critical length for flaw tolerance, the 
stress distribution becomes uniform near the crack tip, as clearly shown in 
Fig. 2b and 3b. The atomistic simulations thus fully support the previous 
hypothesis that materials become insensitive to flaws below a critical 
nanometer length scale [1, 10, 11].  

At the beginning of this article, we asked if there is a common design 
principle for structural links in biological materials. The present studies 
show that the answer is very likely to be positive. The common design 
principle can be summarized in one sentence:  

Nature selects nano-substructures to achieve robust, flaw-tolerance 
structural links

This principle is found in different systems, including bulk and surface 
biological materials, and our investigations suggest not only “the smaller the 
stronger”, but also a critical length scale to gauge the robustness of a 
structural link. This is underlined by the fact that such “robust design” has 
been developed in genetically independent species. The concept of 
robustness is found in completely different areas of biology as well: For 
instance, slight variations in genetic expressions do usually not lead to 
catastrophic consequences but rather help to improve the properties of its 
species. The adaptability of organisms to different environments is another 
example for successful, robust design of organisms. Robustness obviously 
has vast advantages for organisms to survive and thrive. 
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Finally, we remark that nature does not distinguish between different 
scientific disciplines, for instance materials and structures. It seems that 
mechanics (structure) and chemistry (material) are used by nature with equal 
importance to achieve optimized materials properties. Research on 
nanomechanics of biological systems such as that reported in this paper may 
help engineers design superior materials and structures in the future. 
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Abstract: Technology platform is the key issue to accelerate the progress of 

N/MEMS.  MUMPs is recognized as the first fabrication platform for 

MEMS.  Many promising MEMS devices have been realized through the 

MUMPs platform.  According the variety of MEMS devices, unique 

fabrication platform is unable to fulfill the requirements. Presently, other 

platforms such as SCREAM, SUMMIT, MPW, and CMOS-MEMS have been 

successfully explored or still under investigation.  This presentation intends to 

introduce two fabrication platforms, named MOSBE and BELST, established 

in the Micro Devices laboratory of National Tsing Hua University.  Moreover, 

various applications fabricated using these two platforms will also be 

presented. 

Key words: Fabrication platform, MUMPs process, MOSBE process, BELST process. 

1. INTRODUCTION

Technology platform is the key reason to accelerate the progress of 

MEMS.  For instance, the MUMPs platform [1] enables the fast evolution of 

optical MEMS at late 90’.  Due to the variety of MEMS devices, sole 

platform technology is not enough to fulfill the requirements.  Presently, 

there are many platforms such as Sandia’s SUMMIT [2], SensNor’s MPW 

[3], and Cornell’s SCREAM [4] have been developed. In addition, the well-

known CMOS process has also been exploited to fabricate MEMS devices 

[5]. 
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  In this study, I would like to present two fabrication platforms, named 

MOSBE [6] and BELST [7] processes, established in micro devices 

laboratory, National Tsing Hua University. The former platform is mainly 

used to fabricate thin film structures and devices. On the other hand, the later 

is employed to fabricate HARM (high aspect ratio micromachining) devices. 

Various MEMS devices are available in this study to demonstrate the 

potential applications of these two platforms.

2. MOSBE PLATFORM 

The concept behind MOSBE process is shown in Fig. 1. Firstly, the 

DRIE is used to etch a depth around ~10 µm. Secondly, the standard surface 

micromachining process is exploited to fabricate structures around ~1µm

thick. Finally, the bulk silicon etching is employed to provide a large free 

space under the structure. 

Figure 1. The schematic of MOSBE platform 

According to MOSBE processes we can change the shape as well as the 

moment of inertia of the structure.  Thus the stiffness of the microstructure 

can be significantly increased. However, the thickness of the structure 

remains the same. As shown in Fig. 2a, the measured tip deflection of the 

MOSBE beam was significantly reduced from 8 µm to less than 1 µm [8]. 

The MOSBE process can also be exploited to increase the flatness of the 

micro mirror [9]. As shown in Fig. 2b, the boundary of the mirror is changed 

from free to clamed condition after adding the reinforced frame. Therefore, 

the stiffness of the mirror is increased.  The bending deformation of the 

mirror due to the static residual stress and the dynamic inertia force can be 

reduced.
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Figure 2. Passive MOSBE components, (a) rib reinforced cantilever, and (b) flat mirror. 

In addition to the passive components, various actuators are also 

developed using the MOSBE process. Figure 3a shows an electrostatic 

actuator, named META engine [10]. When the electrostatic force applied 

through the electrode, the plate will rotate about the torsional spring.  The 

MOSBE process provide a large cavity under the plate, thus the angular 

motion of the plate is increased.  However, the space between the electrodes 

is still the same, so that the driving voltage remains unchanged. Figure 3b 

shows another electrostatic actuator, named EDLA Engine [11].  The EDLA 

engine is consisted of a parallel electrode and a lever. During operation, the 

electrode will be pull down by the electrostatic force, and the output 

displacement is significantly magnified by the lever.  A large area gap-

closing electrode is used to decrease the driving voltage to merely less than 

25 volts. According to the lever mechanism, the output displacement can be 

greater than 15 µm.

Figure 3. Active MOSBE components, (a) META engine, and (b) EDLA engine
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After integrating the actuator and the passive components, various devices 

have been constructed.  For instance, the scanner shown in Fig. 4 is 

consisted of a flat mirror, two couplers, and four EDLA engines [12-13]. 

According to the measurement results, it can reach a 17.7 kHz scanning rate. 

Figure 4 also shows the light spot scanning by the scanner. Other 

applications such as optical switch, and variable optical attenuator (VOA) 

are also available in Fig. 5 [6]. 

Figure 5. Applications of the MOSBE devices, (a) Optical switch, and (b) VOA

3. BELST PLATFORM 

The devices fabricated through MOSBE are thin film structures.  In some 

cases, the thick or HARM  structures are required to increase the stiffness, 

output force, or sensing signal.  To meet these requirements, the second 

fabrication platform, named BELST processes, has also been established [7]. 

The concept behind BELST process is illustrated in Fig. 6. In BELST 

process, the DRIE is used to etch (111) silicon substrate. Then, the boron 

doped layer is used to form the electrode and the protection layer for etching. 
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After that the DRIE is used to define the gap between the moving structure 

and the substrate. 

Finally, bulk Si etching is used to release the moving structure. 

Figure 6. Concept of the BELST platform 

There are many passive HARM components have been fabricated using 

the BELST platform, for instance, the rotor, spring, and beam shown in Fig. 

7. As indicated on the SEM photo, the thickness of these components is near 

50 µm. Active HARM components are also available.  Figure 8a shows a 

liner actuator driven by the electrostatic force which came from the comb 

electrodes. Moreover, the electrostatic angular actuator is also available 

using the BELST process, as shown in Fig. 8b. This angular actuator is also 

driven by the comb electrodes. Both of the actuators in Fig. 8 are performing 

in-plane motion only. 

Figure 7. Passive components fabricated by MOSBE process
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Figure 8. Actiive components fabricated by MOSBE process, (a) linear, 

and (b) angular in-plane motion actuators 

The out-of-plane motion is crucial for various optical applications, for 

instance, the scanner and the switch. However, the devices fabricated using 

the BELST process have uniform thickness, and are difficult to perform out-

of-plane motion. Accordingly, the BELST II process which containing more 

DRIE and film deposition than BELST is developed [14].  The BELST II  

process allows the HARM structures to have different thickness.  Thus the 

vertical comb actuator (VCA) shown in Fig. 9a became available [15]. Three 

advantages for this VCA can be observed. Firstly, through some exquisite 

designs the fabrication process has no critical alignment and bonding 

problems. Secondly, the relative vertical position between the moving and 

the stationary fingers can be adjusted freely to optimize the performance of 

the VCA. Thirdly, both the large mirror structure and the trimmed torsional 

spring shown in Fig. 9b are available through this process. Thus improved 

performance regarding enlarged traveling distance with reduced driving 

voltage can be obtained. The angular motion actuator shown in Fig. 8b can 

be exploited as a gyroscope. Other potential applications of the BELST 

platform, including the optical scanner [15] and the VOA [16], are shown in 

Fig. 10. 

               

Figure 9. BELST structures with different thickness (a) vertical comb actuator, and (b) 

trimmed torsional suspension 
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Figure 10. Applications of the BELST devices (a) optical scanner, and (b) VOA 

4. DISCUSSION AND CONCLUSION  

The fabrication processes of MEMS devices originated from the planar 

technology. Consequently, it is important to establish the fabrication 

platform to enhance the applications of MEMS. MUMPs has been 

demonstrated as a promising fabrication platform for MEMS.  Many MEMS 

devices have been realized through the MUMPs platform. On the other hand, 

the mechanical behaviors are primary considerations while designing MEMS 

devices. The variety of the MEMS structures and devices are much larger 

than that of the IC. Thus, unique fabrication platform is unable to fulfill the 

requirements of MEMS devices. This study presents two fabrication 

platforms, named MOSBE and BELST, established in the Micro Devices 

laboratory of National Tsing Hua University.  Moreover, various 

applications fabricated using these two platforms will also be presented. 

The existing fabrication platform cannot meet with the requirements of 

all MEMS devices. It is possible to partially modify the fabrication processes 

to enhance the capability of the existing platform. For instance, based on the 

MUMPs platform, this study has established an improved fabrication process 

(MUMPs-like process) [17]. Through this process, the improved stress-

induced self-assembly supporting mechanism has been realized. This 

supporting mechanism has been employed to lift up and assemble the 3-D 

optical switch shown in Fig. 11 [17]. According to the result of reliability 

test, stress relaxation is significantly reduced using the dielectric film instead 

of the metal film. Furthermore, a novel VOA as shown in Fig. 12 is also 

demonstrated using this MUMPs-like platform. In summary, with the 

improved stress-induced beam and stronger locking component, the robust 

and reliable stress-induced self-assembly supporting mechanism for optical 

devices becomes available. 
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ATOMIC SCALE MECHANISMS OF STRESS 
PRODUCTION IN ELASTOMERS  
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Abstract: We outline a series of molecular dynamics computations that reveal an 
intimate connection at the atomic scale between difference stress (which 
resists stretches) and pressure (which resists volume changes) in an idealized 
elastomer, in contrast to the classical theory of rubber elasticity. Our model 
predicts behavior that is in good agreement with experimental data of D.L. 
Quested, K.D. Pae, J.L. Sheinbein and B.A. Newman, J. Appl. Phys, 52, (10), 
5977 (1981) for the influence of pressure on the difference stress induced by 
stretching solithane.  Further studies along these lines offer opportunities to 
elucidate the atomic scale mechanisms that control the constitutive behavior of 
polymers, with the long-term goal of atomic scale materials design. 

Key words: Rubber elasticity, molecular dynamics 

1. INTRODUCTION 

The mechanical response of polymers is a concern in many practical 
applications, including design of structural materials and composites; 
materials used for microelectronic packaging and dielectrics; and biological 
materials.  By modifying their molecular structures, it is possible to design 
polymers with a wide range of mechanical properties.  It is therefore of great 
interest to develop a fundamental understanding of the atomic scale 
processes that determine the elastic and visco-elastic properties of an 
elastomer or polymer melt.  In this paper, we shall outline recent progress 
towards this goal, and suggest opportunities for further study.  For brevity, 
we shall focus exclusively on a particular issue involving only one class of 
polymers.   Specifically, our goal is to elucidate the atomic scale processes 
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responsible for generating stress in rubbers, by means of simple molecular 
dynamic simulations. 

It is well known that rubbers have several unique mechanical properties.  
They strongly resist volume changes, and have a shear modulus comparable 
to metals or covalently bonded solids.  In contrast, they are highly compliant 
in shear, and typically have a shear modulus that is several orders of 
magnitude less than metals.  The shear response is strongly dependent on 
temperature: at appropriate temperatures (above the glass transition) the 
shear modulus increases linearly with temperature, in sharp contrast to 
nearly all other materials.  Finally, when rubber is stretched, it gives off heat. 

This behavior is, of course, explained by the classical theory of rubber 
elasticity. In the classical theory, the response of rubber to volume changes 
and to volume-preserving (shear) deformations is treated separately.  The 
volumetric response is attributed to liquid-like excluded volume interactions 
between mers on each chain, while the deviatoric (shear) response is 
attributed to the long chain molecules acting as entropic springs. In this 
picture, excluded volume interactions between mers play no role in 
generating deviatoric stress. 

One example of a simple, and widely used, atomic scale theory of the 
deviatoric response of rubbers is the so called  `affine network’ model. In its 
simplest form, this model idealizes the solid as a set of long chain molecules, 
on which the mers interact through rigid bonds that permit rotation, but 
constrain the distance between neighboring mers.  The end-to-end vectors of 
each chain are assumed to undergo the same affine deformation that 
characterizes the macroscopic deformation. In this model, the ends of each 
chain are intended to model junctions in a cross-linked polymer network. 
Therefore, junction fluctuations due to thermal motion are omitted from the 
model, as are any excluded volume interactions or entanglements.  For the 
case of uniaxial, constant volume extension λ  in the 1x  direction, the model 

predicts, for sufficiently small λ , the difference stress 

( )2 1
11 22

cN kT
t t

v
λ λ−− = −                                (1) 

where ijt  denote the components of the Cauchy stress tensor, cN  is the 

number of identical chains in volume v, k is the Boltzmann constant, and T is 
temperature. 

The classical models of rubber elasticity are widely accepted and predict 
shear response that is in good qualitative and quantitative agreement with 
experimental measurements under ambient pressure.  Nevertheless, there is 
experimental evidence that suggests that the classical theory is, at best, 
incomplete.  For example, the entropic spring model cannot account for the 
strong influence of pressure on uniaxial stress-v-stretch response observed 
experimentally by Pae and co-workers [1].  In this paper, we shall use simple 
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molecular dynamic simulations to show that, in contrast to the classical 
theory of rubber elasticity, pressure or mean stress (which resist volume 
changes) and deviatoric stress (which resists constant-volume shape 
changes) are intimately connected.  

2. ATOMIC SCALE MODEL 

Our simulations use the simplest model that captures the essential 
features of a rubbery material at the atomic scale. The solid is idealized as a 
collection of atoms which interact with two types of potentials: a bonding 
potential bu , which models the covalent bonds that are responsible for the 

chains; and a potential nbu  that models the interaction between all 

nonbonded atoms; interchain and intrachain.  The covalent bonds ( bu ) are 

idealized as stiff linear springs, while nonbonded interactions ( nbu ) are 
approximated using a truncated Lennard-Jones potential 
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where cR  denotes a convenient cutoff (equal to half the simulation cell size 

in our computations).  A model rubber system with 40cN =  chains and with 

19bN =  bonds per chain is formed by specifying those atoms of the system 

that interact pairwise through bu .  The system is illustrated schematically in 

Fig. 1.  In all our simulations, the bond length a and the radius of the 
Lennard-Jones potential LJσ  are taken to be equal. Values for remaining 
parameters in our computations are given in ref. [2].  

i

j

k

Stretch directionθb

_
θnb

Figure 1. A schematic diagram illustrating the idealized model of the atomic structure of 
rubber used in molecular dynamic simulations. 
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The chain network is idealized using a simple extension of the classical 
‘affine network’ model: it consists of a similar set of chains, which interact 
through both covalent and non-bonded interactions. All of the atoms are free 
to undergo thermal motion, but the end atoms on each chain are constrained 
to maintain a constant end-to-end vector as the chains move through the 
system.  When the simulation cell is deformed, the chain vectors, as well as 
the boundaries of the simulation cell, are subjected to the same affine 
deformation.

A typical simulation begins by generating a cubic unit cell, with side 

length L, volume 3v L= , which contains cN  identical chains, each with bN

bonds. Periodic boundary conditions are imposed on all sides of the cell. The 
set of initial chain vectors 0 ( )nR  with 1,2,3 cn N= �  are generated by 
means of a random walk along each chain, and therefore have an 
approximately uniform orientation distribution and Gaussian distribution of 
lengths.  The cell is then deformed (at constant temperature) by transforming 
the shape of the basic cell, and imposing the same affine deformation 

0 ( ) ( )n nR R�  on all chain vectors.  As a particular example, we focus on 
the response of the system to a volume-preserving uniaxial stretch λ  parallel 
to the 1x  axis. The system is then annealed until it reaches equilibrium, and 

the time average of the Cauchy stress tensor is computed by means of the 
virial stress formula 

ij ij i jvt vkT f rα α

α
ρ δ= − +�                               (3) 

3/N Lρ =  is the number of atoms per unit volume, jrα  are the 

components of the vector αr  connecting the α th pair of atoms, and 

if
α  is the bond force.  The sum over α  is taken over all atom pairs in 

the system, and the brackets denote long-time averages. 
  This procedure is repeated for an ensemble of 250 basic unit cells, and 

the ensemble average of the stress is determined.  The normalized mean 
stress / 3kkvt kTΠ =  (which does work through volume changes) and 

difference stress 11 22( ) /v t t kTσ = −  (which does work through volume-
preserving deformations) are of particular interest.  In particular, we shall 
compute these stress components as a function of stretch λ , temperature, 
and reduced density 

* 3 3/LJN Lρ σ=                                            (4) 

where ( 1)b cN N N= +  denotes the number of atoms in the unit cell, and 

LJσ  denotes the radius of the Lennard-Jones potential.   
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3. RESULTS AND DISCUSSION 

Fig 2(a) shows the normalized difference stress as a function of stretch λ  for 
the system, while Fig. 2(b) shows the mean stress predicted by our numerical 
simulations as a function of reduced density *ρ  for several values of 
normalized temperature. For comparison, the chain line in Fig 2(a) shows the 
results of a simulation in which the nonbonded interactions were not 
included.  As a partial check on the accuracy of our simulations, the 
predictions of this computation may be compared to the analytical solution 
for ideal Gaussian chains, Eqn. 1, which is shown as a dashed line.  The 
response predicted by molecular dynamic simulations is broadly in 
agreement with the classical theory; we do observe, however, an influence of 
reduced density on difference stress that is not predicted directly by classical 
models.  
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Figure 2. (a) Normalized difference stress as a function of stretch, for temperature 
/ 3.5LJkT ∈ = ; (b) Mean stress as a function of reduced density, for stretch 1.6λ = .

 The variation of difference stress with temperature, shown in Fig. 3, also 
shows a marked departure from the classical theory.  Results are shown for 
two different stretches and for several values of reduced density.  For 

* 0.8ρ =  the stresses vary linearly with temperature over the full range 
covered in our simulations, as predicted by the entropic spring model.  For 
higher values of reduced density, this linear variation is observed only at 
high temperatures.  For low temperatures, the stress begins to rise as 
temperature is reduced, and this effect becomes more pronounced as *ρ  is 
increased.  We have some preliminary evidence [2] that the rise in stress at 
low temperatures and high reduced density is associated with a glass 
transition, but further study is required to fully elucidate the behavior of the 
system in this regime. 



A.F. Bower and J.H. Weiner166

Normalized temperature kT/εLJ

N
or

m
al

iz
ed

di
ff

er
en

ce
st

re
ss

σ
kT

/ε
L

J

0 1 2 3 4
0

100

200

300

400

ρ*=1.3

ρ*=1.25

ρ*=1.2

ρ*=1.1

ρ*=1.0

ρ*=0.8

Figure 3. The variation of difference stress with temperature and reduced density, for 
1.6λ = .  The stress has been re-normalized to show temperature dependence clearly. 

We turn next to examine in more detail the atomic-scale processes that 
give rise to the macroscopic stress-stretch behavior.    In both the classical 
theory, as well as in our molecular dynamic simulations, the difference stress 
is closely related to deformation-induced anisotropy in the orientation of the 
covalent bonds.  One may define a scalar measure of bond anisotropy as 

2
2 ( ) (3cos 1) / 2bP αθ θ= − , where αθ  is the angle between a 

representative covalent bond and the 1x  direction, (Fig. 1), and the double 

carats denote averages over all bonds, over all members of the ensemble, and 
over time.  In the affine network model,  bond anisotropy is related to stretch 

by the well known Kuhn and Grun relation 2 1
2( ) ( ) / 5b bP Nθ λ λ−= − .  We 

observe a similar relation of the form 2 1
2( ) ( )( ) / 5b bP F Nθ ρ λ λ−= −  in 

our simulations, but ( )F ρ exceeds unity and varies slightly with reduced 
density, as illustrated in Fig. 4(a). 

  Evidence for the role of bond anisotropy in generating difference 
stresses is provided by a relationship between the difference stress and the 
bond orientation measure of the form 2 ( )bC Pσ θ=  where C  is related to 

the stress-optical coefficient, and 3 */ /LJN vσ σ σ σ ρ= =  is the contribution 
to the stress from one atom in the simulation cell.  The value of C is plotted 
in Fig 4(b) as a function of stretch for several values of *ρ .
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Figure 4. (a) Normalized bond anisotropy as a function of stretch, for / 3.5LJkT ∈ = ; (b) The 
ratio C of difference per atom to a bond anisotropy as a function of stretch, for / 3.5LJkT ∈ = .

We obtain further insight into the atomic-scale nature of stress by 
examining the relative contributions to the deviatoric stress and pressure 
from covalent bonds and from nonbonded interactions.  To this end, we 

rearrange the virial stress formula (Eqn. 4) as ( )k b nba nbr
ij ij ij ij ijvt v t t t t= + + + ,

where k
ij ijt vkTρ δ= −  is the kinetic contribution to the stress, while 

b nba nbr
ij i j ij i j ij i j

b nba nbr

t f r t f r t f r
α α α∈ ∈ ∈

= = =� � �           (5) 

denote, respectively, (i) the contribution to the stress from the covalent 
bonds (with sum bα ∈ taken over covalent bonds), (ii) the contribution to 
the stress from attractive nonbonded interactions (with sum nbaα ∈ taken
over tensile noncovalent interactions) and (iii) the contribution to the stress 
from repulsive nonbonded interactions (with sum nbrα ∈  taken over 
compressive noncovalent interactions.  We then compute the contribution to 
the normalized difference stress and mean stress from covalent bonds as 

11 22[ ]/b b
b v t t kTσ = − , / 3b

b kkvt kTΠ = , respectively, with similar definitions 
for stresses generated by attractive and repulsive nonbonded interactions. Fig 
5 shows these various contributions to the difference stress and mean stress. 
Results are shown for a stretch of 1.6λ = , and several values of temperature. 
    Several features of this result are worthy of comment.  Firstly, the 
dominant contribution to the total difference stress is nbrσ , arising from 
repulsive nonbonded interactions.  The attractive portion of the Lennard-
Jones potential contributes a negligible fraction of the difference stress, 

particularly at high values of *ρ .  The covalent bonds provide a negative

contribution to the difference stress, except at low values of *ρ  and high 
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temperatures.  Secondly, both nbrσ  and bσ  are strongly dependent on 

reduced density.  The relative insensitivity of the total stress to *ρ  that is 

observed in the entropic regime arises because nbrσ  and bσ  have opposite 
signs, and their sum is only weakly dependent on reduced density.  The 
dominant contribution to the mean stress arises from the repulsive portion of 
the Lennard-Jones interactions, which is balanced by the long-range 
attractive forces.  This situation resembles the van-der-Waals picture of a 
liquid.

Reduced density ρ*

N
or

m
al

iz
ed

di
ff

er
en

ce
st

re
ss

σ

0.8 0.9 1 1.1 1.2 1.3
-200

-100

0

100

200

300

σ

σnbr

σb

σnba

kT/εLJ=2.5
kT/εLJ=3.3
kT/εLJ=4.0

Reduced density ρ*

N
or

m
al

iz
ed

m
ea

n
st

re
ss

Π

0.8 0.9 1 1.1 1.2 1.3

-12000

-10000

-8000

-6000

-4000

-2000

0

2000

Πnbr

Πnba

kT/εLJ=2.5
kT/εLJ=3.3
kT/εLJ=4.0

Π Πb

(a)                                                              (b) 

Figure 5. Contributions to the stress from: covalent bonds (b), repulsive (nbr) and attractive 
(nba) nonbonded interactions, for 1.6λ = . (a) Difference stress; (b) Mean stress 

    We proceed to examine the connections between mean stress and  
difference stress in more detail.  We focus first on the nonbonded 
interactions.  In light of the connection between difference stress and bond 
anisotropy, one might expect to observe a correlation between the 
nonbonded contribution to stress and the anisotropy of nonbonded
interactions.  An appropriate measure of this anisotropy is 

2
2 ( ) (3cos 1) / 2nbP αθ θ= − , where αθ  is the angle between a 

representative interaction and the 1x  direction, (Fig. 1), and the double carats 

denote averages over repulsive nonbonded interactions, over all members of 
the ensemble, and over time.  A detailed analysis of the nonbonded 
contribution to stress in a hard-sphere model is given in ref [2].   The details 
are too lengthy to reproduce here, but the result is simple, and shows that  

2 ( )nbr nbr nbA Pσ θ= Π  where 3A = . We find a similar result in our 

simulations.  This relationship is illustrated in Fig. 6(a), which shows the 
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ratio ( )2/nb nbr nbPσ θΠ  as a function of stretch for several values of 

reduced density.  For * 1.2ρ ≈ , our simulations show 3.5A = .
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Figure 6. (a) The relationship between nonbonded stress and anisotropy of nonbonded 
interactions; (b) The relationship between orientation of bonds and nonbonded interactions. 

We showed earlier that the total difference stress is proportional to the 
anisotropy of covalent bonds (characterized by 2 ( )bP θ ). The stress due to 

excluded volume interactions is proportional to the anisotropy of nonbonded
interactions. It is natural, therefore, to look for a relationship between the 
anisotropy of covalent bonds to that of nonbonded interactions.  Fig. 6(b) 
shows the ratio 2 2( ) / ( )nb bP Pθ θ  as a function of stretch, for several 

values of reduced density.   The anisotropy of nonbonded interactions and 
covalent bonds are evidently closely related – physically, this occurs because 
covalent bonds tend to align along the stretch direction, which forces 
nonbonded interactions to orient transverse to the stretch direction. 

Finally, analytical calculations [2] show a similar connection between the 
contribution to mean stress and difference stress from covalent bonds.  In 
this case, analytical considerations suggest 2 ( )b b bD Pσ θ= Π , where the 

coefficient 3D = . Our simulations confirm that this expression provides a 
reasonable approximation to the bonded contribution to difference stress. To 

demonstrate this, we have plotted the ratio 2/ ( )b b bPσ θΠ  as a function of 

stretch for several *ρ  in Fig 7(a).  Using 2.5D ≈  appears to give a good fit 

to the numerical simulations for * 1.1ρ > .
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Figure 7. (a) The relationship between stress due to covalent bonds and bond anisotropy; (b) 
comparison of the analytical expression for difference stress in Eqn. 6 with simulation data. 

4. CONCLUSIONS  

Combining our results gives a simple, approximate relationship between 
pressure (or mean stress) and difference stress 

( ) 2 1( ) / 5b nbr b nbr bF D AB Nσ σ σ λ λ−≈ + = Π − Π −             (6) 

For realistic values of reduced density ( * 1.2ρ ≈ ) we find that 3.5A ≈  and 

0.3B ≈ , 2.5D ≈ , and 1.3F ≈ . Fig. 7(b) compares the predictions of  Eqn. 6 
with our simulations. We conclude that difference stress and mean stress are 
intimately related at the atomic scale, in contrast to the classical viewpoint.
   There are several promising directions for further study, including (i) 
modeling the dilatation of rubber during stretching; (ii) Detailed study of the 
glass transition; (iii) It appears that bΠ  and nbΠ must be related, since the 
difference stress predicted by Eqn. 6 must have the entropic character 
observed in simulations – this requires further study; (iv) More detailed 
studies of the role of cross links, junctions and entanglements, and finally (v) 
studies of stress relaxation mechanisms under transient loading conditions.

REFERENCES

1. D.L. Quested, K.D. Pae, J.L. Sheinbein and B.A. Newman, “Viscoplastic behavior of a 
glass at high pressures”, J. Appl. Phys, 52, pp.5977-5982, 1981. 

2. A.F. Bower and J.H. Weiner, “The role of pressure in rubber elasticity”, J. Chem. Phys.
120, pp. 11948-11964, 2004.  



DYNAMIC INDENTATION OF POLYMERS 

USING THE ATOMIC FORCE MICROSCOPE  

H. Y. Hou1, N. K. Chang1, S. H. Chang1,2,*

1Department of Mechanical Engineering, National Taiwan University, Taipei, Taiwan
2National Taiwan University Nano-Electro-Mechanical-Systems Research Center

*Email: shchang@ntu.edu.tw 

Abstract: The applications of Atomic Force Microscope (AFM) on study of surface 

property of polymeric materials have been demonstrated. The surface 

microstructure of the material was characterized by the so called dynamic 

indentation technique. Being penetrated by the AFM tip, the sample surface 

was simultaneously undergoing an oscillation at smaller amplitude (3-5 nm) 

by a piezoelectric actuator. The merit of the developed dynamic indentation 

technique is to characterize the material’s modulus as a function of indentation 

depth using one cycle of the depth sensing indentation force data. The results 

have shown that the technique is a powerful method for polymer 

characterization with nanometer spatial resolution. The obtained photo-

detector signals from AFM were numerically processed by Fourier series to 

analyze the storage modulus of the sample. The PDMS polymer materials 

were tested and results were compared with MTS Nano Indenter data. It is 

believed that the technique can be readily applied for indentation study of thin 

film, coating materials and nano-structures.

Key words:  Nanoindentation, AFM, polymer, dynamic indentation. 

1. INTRODUCTION  

Nanoindentation technique with depth sensing has been popularly used 

for measurement of mechanical properties of materials for thin films, 
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coating, magnetic recording medium and nano-structures [1]. The instrument 

with indentation tip of radius on the order of 200 nm and force of up to mN 

is able to penetrate material surface and characterize the mechanical 

properties, such as hardness, modulus, fatigue, visco-elasticity, etc. 

However, the soft modulus of polymeric materials creates difficulty for 

accurate measurement using indentation testing. This difficulty is due to the 

force resolution, typically on the order of 100 nN [2].  

Atomic force microscopy (AFM) has been used to study polymeric 

materials with nanometer spatial resolution [3]. The AFM uses a sharp tip 

with radius on the order of 20 nm to penetrate the material surface. The 

sharp tip is located at one end of the cantilever. Therefore, the bending mode 

of the cantilever was applied for indentation. The indentation force depends 

on the stiffness of the AFM cantilever and can be varied from nN to micron 

N. The indentation depth can be in nanometer spatial resolution. The 

recorded indentation force and depth curve can be used using Oliver and 

Pharr theory [4] to calculate the mechanical properties, such as hardness and 

storage modulus, etc. 

Due to the specific demand of nanoindentation measurement, 

commercial nano-indentation systems were developed as special instrument 

to achieve the continuous stiffness measurement [5]. It is capable to obtain a 

series of modulus data with increasing the depth into the surface within one 

set of measurement. However, the indentation using AFM system is limited 

for solving single modulus in one set of test. 

In this paper, we describe the design of a dynamic indentation 

mechanism to achieve the continuous stiffness measurement. We superpose 

the oscillation of the sample on the depth sensing indentation of AFM tip. 

The sample oscillates at a smaller amplitude compared with the indentation 

depth is provided by an additional piezoelectric actuator. With the process of 

Fourier series to analyze the recorded depth-force curve, polymer material 

PDMS was tested for demonstration of the technique. 

2.  DESIGN 

In indentation test, the modulus of material is solved by measuring the 

value of contact stiffness S, through Canonical Sneddon stiffness eqn. [4]: 

            AES rπ
β 2=               (1) 

 Where Er is the reduced modulus that accounts for the fact that elastic 

deformation occurs in both the sample and the indenter. Parameter β  is a 

constant that depends on the geometry of the indenter, for example β =1.034 

for Berkovich indenter. A is the projected contact area.
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In this paper, the proposed dynamic indentation technique with its set 

up is shown in Fig. 1. The dynamic indentation is achieved using a 

piezoelectric actuator in combination with an AFM. Under the AFM probe 

tip, a piezoelectric actuator (PZT) is installed to hold the sample and 

provides the oscillation during the AFM indentation process.  

In the indentation process, the AFM probe tip was controlled to move 

and penetrate into the surface of the sample at the specified force, 

displacement and speed. The sharp tip normally with the radius of 20-30 nm 

was fabricated at one end of the AFM cantilever beam. Here, we refer it the 

dc displacement of the AFM tip which is compared to the sample’s 

oscillation at a higher frequency and smaller amplitude. While the AFM tip 

penetrates the sample surface, the PZT actuator was controlled to oscillate at 

a specified frequency and is referred as the ac displacement. With respect to 

the dc displacement of the AFM probe tip, the ac displacement of several nm 

was provided by the electrical controlled piezoelectric actuator. The bending 

of the AFM cantilever beam during the indentation process was measured by 

the laser and photo-detector. The quantities of both cantilever bending and 

indentation depth were simultaneously recorded by the laser signals and 

AFM scanner. 

The dynamic indentation technique provides the ac indentation during 

the quasi-static dc indentation process and is illustrated in Fig. 2. It shows an 

ordinary smooth loading curve superposed by a relative smaller amplitude, 

higher frequency oscillation signals which can be written as load F(t)=F0 eiωt

or displacement z(t)=z0 eiωt, where ω is the controlled frequency and F0 is the 

maximal oscillatory force and z0 is the maximal oscillatory displacement. 

Figure 1.  Experimental set-up for dynamic 

indentation. 
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The typical recorded force-depth curve in Fig. 2 can be resolved for the 

depth dependent storage modulus. The merit of the technique is that the 

storage modulus as a function of the indentation depth can be found from one 

cycle of the indentation experiment, instead of numerous indentation experiments.  

Figure 2. Illustration of dynamic indentation technique. 

In this case, the dynamic system can be simplified as a lump mass-

spring model as shown in Fig.3. The model includes two springs in series, 

i.e., the stiffness of the AFM cantilever and the stiffness of the contact 

between the AFM tip and the tested sample, with the boundary condition of 

the oscillating contact point. The material’s modulus, such as the storage 

modulus E' and the Loss modulus, E'' [5] can be found as following: 

A

S
E

2

⋅=′ π            (2) 

A

C
E s

2

ωπ ⋅=′′            (3) 

where Cs is the damping parameter. 

 The simplified model in Fig. 3 includes quantity Z as the oscillation 

displacement of PZT. Kc is the spring constant of AFM cantilever and S is 

the contact stiffness. The maximum amplitude of the displacement of the 

sample, Z0, can be adjusted by the PZT controller. The deformation of AFM 

tip, Zc, is detected by the AFM photo-detector. Thus the penetration depth, 

Zs caused by AFM tip is: 
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               cos ZZZ −=                  (4) 

 Due to the serial structure, the relation between displacement and 

spring constant appear inversely proportional. The contact stiffness is: 

               c

s

c K
Z

Z
S ⋅=                   (5) 

               

Figure 3. The simplified model of dynamic indentation mechanism. 

3. EXPERIMENTS AND RESULTS 

The performance of the PZT actuator was evaluated first. A function 

generator was used to supply electrical voltage at specified frequency to 

drive the PZT and a Laser interferometer with sub-nanometer displacement 

resolution was used to measure the displacement responses. The relationship 

of the displacement sensitivity of the PZT as function of the electric voltage 

was measured. A typical PZT displacement measurement in response to the 

electrical excitation is shown in Fig. 4. The displacement of +3.5 nm to -3.5 

nm in response of 300 mV electrical excitation is found. The signal noise of 

less than 1 nm is acceptable in this study. The various oscillation frequencies 

were tested for best dynamic indentation experiments. 
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Figure 4. Square wave displacement of the PZT actuator in response to an electrical input 

of 300mV. 

The bulk PDMS (poly-dimethyl-siloxane) samples made by the Down 

Corning Corporation were used in this study. Its Si-O backbone structure 

offers high elasticity and mobility of the macro molecular structure of 

PDMS. In addition, its property of homogeneous visco-elastic material and 

low storage modulus is suitable for AFM indentation with low stiffness. The 

average roughness of the surface of this specimen measured by AFM is 15 

nm. Therefore, the effect of roughness upon the results of the nano-

indentation can be neglected in this case for the indentation depth is several 

hundred times of the roughness.  

A typical measured cantilever bending versus indentation depth curve 

is shown in Fig. 5. The small oscillation displacement can be barely 

observed in the figure. The x axis denotes the displacement of AFM tip 

along the penetration direction detected by the AFM PZT scanner. The y 

axis represents the deformation of AFM cantilever detected by the AFM 

photo-detector with units of nano ampere. It can then be converted into 

displacement quantity in nm. In this case, the experiment was carried out at 

the indentation rate, oscillation frequency of PZT, driving voltage, of 0.05 

µm/s, 500 mHz and 500 mV, respectively. 
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Figure 5. The typical recorded indentation curve using AFM probe to indent PDMS. 

The contact area usually is too complex to accurately find and was 

evaluated here for calculation of the modulus. The contact area of the AFM 

probe tip as a function of the indentation depth was calibrated using the 

PMMA materials. The indentation experiments were carried out using both 

MTS indenter and the AFM probe. The calibration polynomial formula was 

derived. While the AFM tip is approaching the sample surface, it will be 

pulled toward the sample surface when the attractive force between the tip 

and sample exceeds the cantilever stiffness. Hence the starting contact point 

can be defined from the force-depth curve. The penetration depth and 

loading force during the indentation process can then be calculated from any 

arbitrary point in the force-depth curve by taking account of the oscillation 

of PZT and the bending of the cantilever.  

Figure 6. The result of indentation curve and the least square for numerical processing. 
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Next, the harmonic amplitude of the small signals on the force-depth 

curve will be calculated. The least square line fitting the force-depth curve as 

shown in Fig. 6 is used to filter the harmonic signals. At this stage, the 

numerical process of Fourier series was applied to decompose the frequency 

contents. We omit the detail procedure of the numerical process here. Finally 

the contact stiffness for each period of the oscillation signal in the 

indentation cycle was calculated using equ. (5).  

Both data obtained from the AFM indentation and MTS Nano-indenter is 

plotted in Fig. 7. The AFM was operated at 0.05 µm/s and PZT actuator was 

operated at 0.5 Hz and 500 mV, respectively. The AFM data indicated that 

the modulus decreases as the depth increases. The modulus is also smaller 

compared with MTS data. It’s possibly due to the complexity of the AFM tip 

shape and the contact area calculation. 
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Figure 7: The storage modulus of PDMS measured by AFM dynamic indentation technique 

and MTS Nano Indenter. 

Further comparison of the AFM indentation data, at various loading 

condition with results obtained using commercial instruments, MTS Nano 

Indenter XP and Rheometrics Solids Analyzer (RSA) II was shown in Fig. 8. 

The other two measurements were conducted at the NIST, Gaithersburg, 

MD, USA and details will be described else where. The operating condition 

in Nano Indenter XP, such as strain rate and oscillated frequency were at 

0.01 1/s and 20 Hz, respectively. Due to limitation of each instrument, it is 

not possible to conduct experiments at the same operation range. As shown 

in the figure, the results of the AFM technique were found relatively close to 

that obtained by RSA.  
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data

 of Nano Indenter and RSA. It is due to the limitation of operated 

frequency in AFM system. Theoretically AFM results should be closer to 

results of MTS Nano Indenter due to similar indentation mechanism. 
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Figure  8: Comparison of the different measurement results. 

With regard to the numerical deviation of data, the error source 

mainly comes from the contact area in the AFM indentation. Here, it is 

presumed AFM has a perfect pyramid tip. The size of the predicted contact 

area will be larger than real size of the contact area and leads to smaller 

modulus. The lateral force in AFM cantilever may also lead to numerical 

deviations during penetration process. However, the dynamic indentation of 

using AFM probe tip is demonstrated and results of same order of magnitude 

compared with other techniques were found. 

4. SUMMARY 

Using PDMS polymer materials, we demonstrate a dynamic nano-

indentation technique using the AFM probe tip with an additional 

piezoelectric actuator. The advantage of the dynamic indentation provides 

the depth dependent modulus information obtained from one cycle of the 

experiment. The further purpose of using AFM probe tip is to take advantage 

of the indenter with radius on the order of 20 nm which is much favorable 

the
 

AFM
 data does not span over the wide frequency range, compared with 

 Operating at 0.01 mm/s and 0.05 mm/s indentation speed, 
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compared with the micron size of the indenter in the commercial 

instruments. The bending mode of the AFM cantilever causes complexity of 

the data processing. The technique can be readily applied to the indentation 

study of the thin flim, nano-structures and nano-wires. 
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Abstract: In this paper a newly proposed nano-patterning technology, namely laser 
assisted direct imprinting (LADI), is adopted with fabrication and numerical 
simulation for nano-scaled structures. We focused on the target material as 
silicon and utilized a single KrF excimer laser pulse (248nm wavelength and 
30ns pulse duration) as heating source. We also demonstrated the fabrication 
of a positive quartz mold within micro-level and nano-level trenches by 
combination of conventional photolithography and novel focused ion beam 
(FIB) system. The influence of laser fluence and imprinting pressure on 
resulting nanostructure is evaluated by varying the laser fluence (0.6~1.2 
J/cm2) and imprint pressure (370~1120 MPa). The results show that the 
magnitude of imprinting pressure and the laser characteristics can affect the 
thickness of the melted layer on the substrate surface and the morphology of 
the resulting nanostructures. In the other aspect, an analytical modeling of 
laser induced melting and solidification during LADI process was also 
established for the comparison between experimental results and numerical 
simulation. The transient temperature profiles inside the substrate, melt depth 
and melting duration after the irradiation of a laser pulse were evaluated by 
various fabrication parameters; such as materials of the substrate (silicon and 
copper were investigated) and the characteristics of the laser pulse (including 
wavelength, fluence and pulsed duration). Generally speaking, the 
nanostructures fabricated by LADI are quite consistent with the results of 
numerical simulation. 

Key words: LADI, Excimer Laser, Nanostructures, FIB, Nanoimprinting 
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1. INTRODUCTION 

Nano-imprinting lithography (NIL) has been developed over a decade [1-
5] and is now a promising method for nano-patterning and nano-fabrication.  
Figure 1 illustrates the basic concepts of conventional nano-imprinting, 
which includes a mold, an etching resist layer and a sample substrate.  The 
mold has some nano-scale features on the surface fabricated by either E-
beam lithography (EBL) or focus ion bean (FIB) techniques.  The resist layer 
is usually thermo-plastic polymer such as poly-methylmethacrylate 
(PMMA).  By heating up the resist layer above its glass transition 
temperature (Tg), the mold can imprint into the resist layer and form a 
pattern.  Following by reaction ion etching (RIE or ICP), the nano-pattern is 
transformed to the resist layer and the substrate.  It is then followed by 
standard lithography processes to achieve nano-structures on the substrate 
surface.  However, the heating mechanism of conventional nanoimprinting is 
slow and usually causes misalignment due to the different thermal expansion 
between the mold and substrate.  Recently, laser assisted direct imprinting 
(LADI) method was proposed by Chou et. al. [6].  This new imprinting 
method shares some similar concepts of the NIL but with a much more 
straightforward approach for nano-pattern transformation.  As depicted 
schematically in Figure 2, LADI process utilizes a laser pulse to radiate on 
the sample surface which is in contact with and is pre-loaded by a mold 
(fused quartz) with pre-fabricated nano-scale features on its contact side.  
Upon radiating the laser pulse on the sample surface, the near-surface 
materials melt and a laser-induced molten layer is formed, which allows the 
mold to imprint into the sample directly.  Subsequent cooling and 
solidification of the molten layer will then complete the transformation of 
the nano-patterns from the mold to the sample.  This LADI method has 
several obvious advantages over the nano-imprinting technique in terms of 
simplicity and efficiency, and therefore shows a great potential for future 
nano-patterning and fabrication of nano-structures.  However, this newly 
proposed method raises a number of issues such as the basic mechanism 
underlies the LADI processing, the key parameters and variables for a 
successful LADI processing, the influence of material properties, etc. To 
investigate these crucial and fundamental problem, we initiate a three-year 
national project, “A Theoretical and Experimental Study on Laser Assisted 
Direct Nano-Imprinting Technology”, funded by National Science Council 
in Tainan. This project includes three parts: I Theoretical Analysis and 
Numerical Modeling of LADI; II Experimental Setup and Parameters 
Testing of LADI; III Characterization of LADI Induced Variation in 
Microstructure and Material Properties. In this study, a platform of LADI 
processing and its preliminary results of experimental tests have been 
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established to evaluate the effects of laser fluence (J/cm2) and imprinting 
pressure (MPa) on the resulting patterns and the thickness of molten layer. In 
addition, an analytical modeling of laser induced melting and solidification 
during LADI processing is performed to predict the melting of silicon 
substrate.  

Figure 2. Laser Assisted Direct Imprinting (LADI) processing

2. EXPERIMENTAL SETUP 

As in the reference [6] by S. Y. Chou, the LADI processing is 
performed by a single XeCl excimer laser pulse (308 nm wavelength and 
20ns pulse duration) with laser fluence, 1.6 J/cm2. They found that there is a 
range of laser fluence between 0.8 ~ 2.0 J/cm2 in order to melt the silicon 
surface and to avoid laser ablation of silicon, but without any additional 
illustration. Also, the other important parameter, imprinting pressure, is 
derived in an indirect way, thus, the actual pre-load pressure acting on the 
substrate still unclear. In the present study, for a quantitative examination of 
these two processing parameters, laser fluence and imprinting pressure, a 
novel design for LADI is shown in Figure 3(a) and 3(b), including a optical 
system and a loading mechanism. The laser source of optical system is a 
KrF excimer laser (248 nm wavelength and 30ns pulse duration) and the 
laser fluence can be controlled by using an attenuator. The sample holder 
integrated with a loading fixture and pressure measurement device is shown 
in Figure 3(b). To be able to fit in the laser laminate area, the size of the 
mold is dicied as 2x2 mm2, which will be the entire imprinting area. 
Another fused quartz blank plate on top of the mold will press the mold 
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against the substrate when the linear actuator is activated. A load cell will 
then output the total force and thus the pressure by divined by contact 
surface area. The mold, sample, load cell, and linear actuator should be 
aligned along the central line of the fixture to avoid sample tilting and 
measurement errors.  

The experimental details are described as follow. First, the mold is made 
of fused quartz 3 mm thick and has 5�m linewidth trench-type array on the 
quartz surface that is fabricated by photolithography and CF4 reactive ion 
etching. A series of tests is performed to investigate the dependence of laser 
fluence and imprinting pressure on LADI processing. The laser fluence and 
imprinting pressure are varied from 0.6 to 1.2 J/cm2 and from 370 to 1120 
MPa, respectively, as Table 1. 

Figure 3(b) The sample holder and loading mechanism for LADI processing

Table 1. The experimental parameters for LADI processing 

Fluence (J/cm2) Pressure (MPa) 

0.6 370 

0.8 620 

1.0 870 

1.2 1120 
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3. THEORETICAL MODELING 

Laser-material interaction between a pulse laser and a solid substrate is 
the key element for laser-assisted nanoimprinting.  During the heating 
process of the substrate by the pulsed laser, one-dimensional transient heat-
diffusion equation can be employed herein. The source term of heat-
generation originating from the energy absorption of a laser pulse can be 
described as: )() exp()1(),( tIxRtxS ββ −−= , where x and t are the spatial 
variable and time, respectively.  R is the reflectance, β is the optical 
absorption coefficient and I(t) is the power density function of the incident 
laser pulse (power per unit area). According to the concept of the super 
position procedure, the medium which is heated by the heat-generation 
sources, ),( txS , the time-dependent temperature profile is solved 
analytically and expressed as: 
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where iTtxTtx −= ),(),(θ  is the excess temperature relative to the initial 
(far-field) temperature of the domain ( iT ).  pt  is the irradiating time of a 
laser pulse.  Thus, the temperature inside the substrate is rewritten as 
following:  

[ ] i

t
Tdd

t

x

tC

S
txT

p +�
�

�
�
�

�

−
−−

−
= � �

∞

∞0 -

2

2
1

  
)(4

)(
exp

)(2

),(
),( τξ

τα
ξ

τπαρ
τξ

  

for 0≥x , 0≥t  (2) 
The calculated domain has been extended to an infinite medium; hence, 

the virtual heat sources have to impose in the negative region of the medium 
to conserve the total energy absorbed in the substrate.  The source term 
S(ξ,τ) should be written as: 

)() exp()1(),( τξββτξ IRS −−=        for ∞<<∞− ξ         (3) 

 When the surface temperature of the substrate reaches the melting point 

mT , the boundary between the solid and liquid phase begins to move from 
the surface into the depth of the substrate.  The equilibrium model (i.e. the 
isothermal one-dimensional Stefan problem [7]) is considered in this work.  
The temperature at the solid/liquid interface ( )(thx = ) is constant and equal 
to the melting temperature mT .  However, the moving boundary can be 
treated as a moving heat sink inside the substrate [8].  The temperature 
induced by the heat sink is approximated as a constant value of CqTq = , 
where q  is the latent heat of fusion.  Therefore, the resultant temperature in 
the substrate can be superposed after the onset of melting: 
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The analytical solutions of the temperature distribution above can be 
integrated using Gauss-Legendre quadrature.  The calculation of the melt 
depth and melting duration can be performed by tracking the position of the 
moving boundary numerically.  It should be notice that non-equilibrium 
between electrons and phonons is not speculated due to that the time scale of 
pulses investigated herein is nanosecond that is still much longer than the 
time scale (i.e. picosecond) in which the non-equilibrium occurs.  Moreover, 
the non-equilibrium process of amorphization [9-11] is not taken into 
consideration in this study.  Meanwhile, the vaporization of the substrate is 
not considered herein. 

4. RESULTS AND DISCUSSION 

The molten depth of the silicon substrate with time under 30ns pulse 
durations of a KrF pulsed laser (248 nm) is analytically evaluated and shown 
in Figure 4.  The molten depth increases during the laser heating, after the 
heating of a laser pulse, the molten depth decreases to zero due to 
solidification of the substrate.  When the laser fluence is larger, the absorbed 
energy increases and the molten zone enlarges.  By using other pulse 
duration parameter, the time of starting to melt is postponed while the 
duration is longer under the same laser fluence.  The energy deposited in the 
substrate under longer duration becomes slower and the energy dissipates 
gradually, therefore, the molten depth decreases. These results of other time 
durations are not shown in present paper.  

From the experimental results, the SEM pictures of samples imprinted by 
differ pressure under the same laser fluence, 1.2 J/cm2, are show in Figure 5. 
It is found that the imprinted depth depends on applied pressure, which 
cannot be explained by simple theory of mechanics as proposed in earlier 
studies. Instead, a more sophisticated theory based on elastic deformation 
and wave dynamics is needed to quantitatively reveal the underlying 
mechanism between the applied pressure and the imprinted results of LADI, 
but the theoretical analysis will be demonstrated in later paper not here. On 
the other aspect, the results of the samples radiated by differ laser fluences 
under the same pressure are shown in Figure 6. It is obviously that the 
imprinted depth is deeper for a larger laser fluence, which means the 
thickness of molten layer on the silicon surface is thicker while the laser 
fluence is larger. This trend is similar with the results of numerical 
simulation. In addition, the actual depth of molten layer can be verified by 
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SEM cross-sectional picture due to the laser-induced oxidation layer on the 

Figure 4. 

Figure 4.  The molten depth of the silicon substrate with 30 ns pulse durations of a 
KrF pulsed laser (248 nm). 

Figure 5. The SEM pictures of silicon substrates imprinted by 5µm linewidth trench-type 

mold with differ imprinting pressure under the same laser fluence, 1.2 J/cm2 : (a) Pressure = 

620 MPa; (b) Pressure = 870 MPa; (c) Pressure = 1120 MPa

surface and its results also consistent with the simulation results shown in the 
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Figure 6. The SEM pictures of silicon substrates imprinted by 5µm linewidth trench-type 

mold with differ laser fluence under the same imprinting pressure, 870 MPa: (a) Fluence = 1.2 

J/cm2; (b) Fluence = 1.0 J/cm2; (c) Fluence = 0.8 J/cm2; (d) Fluence = 0.6 J/cm2

5. CONCLUSION 

A theoretical model for simulation of LADI processing is established, 
and it could predict the melting depth and temperature history for silicon 
material. From the experimental results, imprinted area on silicon is as large 
as the laser-radiated area, which means LADI is potentially as a large-area 
patterning technology depending on the spot size of laser. The transferred 
patterns are affected by laser fluence and imprinting pressure. The 
phenomenon of fluid can be obviously discovered in the SEM pictures, 
which is approved the three steps in LADI, melting, compressing and 
solidification. This laser assisted direct imprinting method has several 
obvious advantages over the nano-imprinting technique in terms of 
simplicity and efficiency, and therefore shows a great potential for future 
nano-patterning and fabrication of nano-structures. 
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Abstract: Sputtering, stress evolution and surface evolution due to ion bombardment of 
silicon are studied in this work.  Impacts due to argon ions at normal incidence 
with beam energies of 500eV and 700eV are simulated using Molecular 
Dynamics (MD).  Impacts on (001) silicon surface are simulated on a silicon 
crystal that is initially undamaged and is 5.43nm x 5.43nm x 5.43nm in 
dimension.  The (001) silicon surface is tiled in order to impose periodic 
boundary conditions during the MD simulation.  Converged statistical 
description of observables is obtained by performing multiple randomized 
simulations, with each randomized simulation involving more than 100 ion 
impacts.  A planar radial distribution function and a structure factor-like 
crystallinity measure are used to study the structure and damage evolution.  
Stresses are calculated using a force balance method and approach 1.7GPa and 
1.3GPa in the 700eV and 500eV cases respectively after about 125 impacts.  
Continuum descriptions of the damaged surface are obtained from atomistic 
coordinate data using a silicon probe atom method.  

Key words: Molecular dynamics calculations, Ion sputtering, Structure, Stress evolution, 
Surfaces
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1. INTRODUCTION 

Ion bombardment at beam energies in the range of 500eV to 700eV is 
used to fabricate surface nanostructures [1 - 2] and in chemically neutral ion 
beam machining of silicon [3].  Comprehending different aspects of material 
rearrangement and stress evolution is critical to understanding the evolution 
of surface nanostructures and the changes in curvature due to ion 
bombardment in free standing thin film microelectromechanical systems 
(MEMS).  This study uses MD simulations to study sputtering, stress and 
structure evolution due to argon ion bombardment.  Stillinger-Weber [4] and 
Molière potentials [5 - 6] are used to model silicon-silicon interactions and 
argon-silicon or argon-argon interactions respectively.  Simulations are 
performed on a 5.43nm × 5.43nm × 5.43nm initially undamaged silicon 
crystal.  Lateral periodic boundary conditions are applied to the (001) target 
surface.  The effects of the periodic boundary conditions are indiscernible 
with the transverse box size chosen in this work.  The velocity-Verlet 
algorithm [7 - 8] used in the MD simulation uses a time step of 0.25fs for 
most parts of the simulation and 0.1fs during the initial stages of ion impact.  
Details of the MD simulation are reported by the authors in [9].  At least five 
simulations of more than 100 ions impacts are performed at both 500eV and 
700eV ion energies. 

2. RESULTS AND DISCUSSION 

2.1 Sputtering and structure analysis 

Bombardment by argon atoms leads to sputtering of some near-surface 
atoms. Fig. 1 shows the sputtering and implantation data for ion fluences up 
to 4.0x1014ions/cm2 for both 500eV and 700eV cases.  It is observed that for 
the 500eV case 80% of the incident argon is implanted in to the target 
material.  The rate of implantation is slightly higher in the 700eV case than 
in the 500eV case.  The sputter yields, defined as the number of silicon or 
argon atoms sputtered per impact, for the 500eV and 700eV cases are 0.49 
and 0.67 respectively.  Sputter yields during the initial transient period, when 
ion bombardment occurs on a predominantly crystalline surface, are up to 
20% higher than the steady state values observed.  
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Figure 1. Sputtering rates of silicon and argon averaged over 8 randomized cases for 500eV 
incident energy and 5 randomized cases for 700eV incident energy. 

Structural and damage evolution is quantified using a planar radial 
distribution function and a structure factor-like measure of crystallinity [9].  
The crystallinity measure is a dimensionless quantity defined such that it 
varies between zero and one, with the upper limit corresponding to a 
perfectly crystalline, undamaged material and the lower limit corresponding 
to an amorphous material. Fig. 2 shows the plot of variation of degree of 
crystallinity for the 500eV case and the damaged region is seen to extend to 
2.2nm into the material after about 61 impacts (2.07x1014ions/cm2 fluence).  
An almost amorphous near-surface layer is observed at fluences as small as 
1.0x1014ions/cm2.  The 500eV damage evolution pattern is similar to the 
700eV case except for the depth of damage from the surface, which is deeper 
(about 3nm instead of 2.2nm) in the 700eV case.  The material is, for the 
most part, crystalline and damage-free below these depths. 
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Figure 2. Plot of variation of crystallinity with depth and fluence for the 500eV ion energy 
case. Data presented here is averaged over 8 randomized cases. 

2.2 Stress analysis 

Traction after every impact is computed using the interplanar mechanical 
stress method described in [10].  Fig. 3 shows the variation of stress after 
each impact for the 500eV and 700eV cases.  The ion incidence directions 
and the reference axes are shown in the inset in Fig. 3.  The stress 
component xxσ  is calculated using the two body and three body forces 
acting across a planar area.  Tractions in the simulation cell are averaged by 
calculating tractions in smaller local regions.  For the data presented here the 
local regions are located at seven planar areas aligned parallel to the y-z
plane, at ten different depths in the ion incidence direction at each plane of 
interest.  Stresses are seen to approach a value of 1.3GPa and 1.7GPa for the 
500eV and 700eV cases respectively after a fluence of 4x1014ions/cm2. 
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Figure 3. Stress evolution during ion bombardment at 500eV and 700eV ion energies.  Data 
presented here is averaged over 7 randomized cases until the 100th ion and 3 randomized 
cases beyond the 100th ion for 500eV ion energy.   Stress data is averaged over 5 randomized 
cases until the 78th ion, three randomized cases from 79th ion to 114th ion and only one 
randomized case is presented beyond 114th ion for 700eV ion energy.  Inset shows the 
reference coordinate axes.  

2.3 Mapping atomic positions to surface equations 

In an ion bombardment process used to fabricate nanostructures, the 
surface changes shape due to two processes that occur at disparate length 
and time scales.  The first process is the rearrangement of atoms due to the 
effects of incident ions.  The spatial surface roughness changes due to slope 
and position dependent sputtering due to ion bombardment.  The second 
process involves rearrangement of atoms at the surface in order to minimize 
the surface free energy and is believed to cause atoms to diffuse from 
regions of high chemical potential to low chemical potential.  The 
combination of surface diffusion and the effects of the incident ions on 
sputtering and mass rearrangement lead to the development of 
nanostructures like semiconductor quantum dots, under certain conditions, 
with linear length scales in the range 1nm - 10nm.  An atomistic simulation 
of such dimensions could involve tens of thousands of atoms and a fully 
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atomistic simulation of such systems is not feasible for more than 
nanosecond time scales.  One strategy is to treat the short timescale ion 
effects separately from the large timescale chemical potential effects.  
Continuum description of ion bombarded surface is required to perform such 
analyses of the growth of nanostructures.  A silicon probe atom method is 
used here to map the atomic positions calculated during the MD simulation 
to a continuum surface description in terms of surface height coordinates and 
equations.  In this method, a silicon atom is brought far away from the 
material at a particular ),( yx  position along a line parallel to the z-axis.  
Then as the probe atom approaches the surface, the z -position at which the 
potential energy, calculated using Stillinger-Weber or Molière potential, 
attains a minimum is used to define the surface coordinates.  Piecewise 
bicubic interpolation of surface coordinate data yields surface equations of 
the form ),( yxfz = .  Fig. 4 shows the atomic positions near the surface 
after 100 impacts (3.39x1014ions/cm2 fluence) for the 500eV case and Fig. 5 
shows the corresponding surface obtained using the probe atom method. 

Figure 4. Positions of silicon and argon atoms near the surface after 100 impacts at 500eV ion 
energy.  Color indicates height measured from the highest point of undamaged crystal - with 
white color indicating 0.2nm above the reference height and black color indicating 0.4nm 
below the reference height. 
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Figure 5. Surface calculated using the silicon probe atom method.  Surface coordinates and 
surface equations mapped from discrete atomic positions using the probe atom method.  Color 
indicates height measured from the highest point of undamaged crystal - with white color 
indicating 0.2nm above the reference height and black color indicating 0.4nm below the 
reference height.  The black dots represent (x,y) points at which silicon probe atom method is 
used to calculate height. Data between points represented by blue dots is calculated by bicubic 
interpolation. 
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Abstract:      Quantized  fracture mechanics  is  applied for  studying  the   mechanics of
   nanostructures. An application for predicting the strength of defective 

nanotubes, compared with atomistic simulations and experiments, clearly
 shows that materials are sensitive to flaws (also) at nanoscale.  
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1.          INTRODUCTION 

       The energy release rate is defined as 2
/
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2 1
III

III K
EE
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E

K
G

ν+++= , where

IIIIIIK ,,  are the stress-intensity factors for modes I, II, III of crack 

propagation, with EE / =  (for plane stress) or ( )2/ 1 ν−= EE  (for plane 
strain), where E is the Young’s modulus and ν  is the Poisson’s ratio of the 
material. According to classical Fracture Mechanics the crack propagation 
will arise for [1]: 

CGAWG =−≡ dd  or IIICIIIIIIIII KK ,,,, =                                                 (1)  

199

T. J. Chuang et al. (eds.), Nanomechanics of Materials and Structures, 199–203. 

© 2006 Springer. Printed in the Netherlands.



                                                                                R. Ruoff and N. Pugno 200

where W is the total potential energy and the subscript C denotes a critical 
condition for the crack propagation ( CG  and IIICIIIK ,,  are the fracture 

energy and toughness of the material). On the other hand, according to 
Quantized Fracture Mechanics (QFM) the crack propagation will arise for 
[2]:  

CGAWG =∆∆−≡*  or IIICIII

AA

AIIIIIIIIIIII KKK ,,
2

,,
*

,, =≡
∆+

                 (2) 

where �
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≡⋅
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A
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A
A

A
d

1
. QFM assumes “dissipation energy” in quanta 

AGC∆  where A∆  is the fracture quantum. Values for the stress intensity 

factors IIIIIIK ,,  are available for the most interesting cases [3]; thus QFM 

can be applied in a very simple way. In contrast to classical fracture 
mechanics, that can treat only “large” (with respect to the fracture quantum) 
and sharp (vanishing tip radius) cracks, QFM has not restriction in treating 
defects with any size and shape. Thus, QFM can be applied also at 
nanoscale, where classical fracture mechanics does not work [4]. 

2. MATERIALS ARE SENSITIVE TO FLAWS AT 
NANOSCALE

Consider a linear elastic infinite plate in tension, of uniform thickness t,
with a blunt crack of length 2l and tip radius ρ orthogonal to the applied far 
field σ  (crack opening mode I). The material is described by the fracture 

toughness ICK  and by the fracture quantum at the considered size-scale 

atA =∆ . Applying QFM the failure strength is predicted as:

( ) ( ) al
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Kl CICf 21

21

2

21
,

+
+=
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+= ρσ

π
ρρσ                                            (3) 

where Cσ  is the strength of the plain structure; accordingly the fracture 

quantum is estimated as ( )222 CICKa πσ≈ . Eq. (3) shows that for al <<
(“short” cracks) the structure becomes insensitive to flaws, whereas for 

al >>  (and 0=ρ ) QFM recovers classical fracture mechanics, that is not 
able to predict such “short crack behaviour”. Thus materials with a large 
value of a present a significant zone in which they become insensitive to 
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flaws (e.g., bio-nanocomposites [4]). On the other hand at nanoscale such 
parameter can be also as smaller as the interatomic spacing, as observed for 
nanotubes (see next section). Thus, in contrast to what reported in the title of 
ref. [4], “materials become insensitive to flaws at nanoscale” is in general 
not correct, as demonstrated in the next section.  

2.1        The example of carbon nanotubes 

         A pioneer experimental work on strength and fracture of nanotubes is 
reported in [5]. The tensile strengths of individual multiwalled carbon 
nanotubes (MWCNTs) were measured with a nanostressing stage composed 
of two opposing atomic force microscope (AFM) tips, Fig. 1a,b, and located 
within a scanning electron microscope (SEM). The tensile experiment was 
prepared and observed entirely within the microscope and was recorded on 
video until fracture. The sum of the fragment lengths, Fig. 1c, far exceeded 
the original nanotube length. This apparent discrepancy was explained by a 
sword-in-sheath type fracture mechanism, similar to that observed in carbon 
fibers, i.e., the MWCNTs broke in the outermost layer. The tensile and 
fracture strength of this layer ranged from 11 to 63 GPa for the set of 19 
MWCNTs that were loaded (in particular, values of 63, 43, 39, 37, 37, 35, 
34, 28, 26, 24, 24, 21, 20, 20, 19, 18, 18, 12, 11 GPa were measured). 
Analysis of the stress-strain curves for individual MWCNTs indicated that 
the Young’s modulus E of the outermost layer varied from 270 to 950 GPa. 
Transmission electron microscopic (TEM) examination of the broken 
nanotube fragments revealed a variety of structures, such as a nanotube 
ribbon, a wave pattern, and partial radial collapse, Fig. 1d,e. 

Figure 1. Experiments on fracture strength of nanotubes [5]. 
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        The experimental results on nanotubes [5] show distinct clusters about a 
series of decreasing values of strength, with the maximum 63GPa, and the 
other values “quantized” at 43, 36-37, 25-26, 19-20 and 11-12GPa. The 
measured strength of 63GPa is not in agreement with the ideal tensile 
strength of nanotubes (around 100GPa). The observed strength quantization 
could be related to the quantization in the size of the defects. We apply QFM 
assuming the fracture quantum identical to the distance between two 

adjacent broken chemical bonds, i.e., 03ra ≈ , with 
�

A42.10 ≈r
interatomic length. For example, consider defects like n adjacent vacancies 

nal =2  in eq. (3). This case was treated by molecular mechanics (MM) 
atomistic simulations in [6]. The comparison between these MM simulations 
and the predictions of eq. (3) (we thus neglect here boundary effects) is 
summarized in Table 1; the MM-calculated strengths clearly follow the 

( ) 211 −+ n  dependence predicted by QFM with a fit of 

11121 =+ aC ρσ GPa. For the value of the ideal strength calculated in 

[6], GPa5.93=Cσ , it gives the reasonable value of 
�

A0.28.0 ≈≈ aρ . In 

Table 1 between brackets are reported the measured strengths. The first three 
values are well fitted assuming nano-flaws having length of n=2,4,8 (in units 
of fracture quanta). Thus, it is clear that nano-flaws affect the strength of 
nanotubes. For a more detailed investigations, including also nano-hole 
defects, see the QFM paper [2].  

Table 1. MM [6] and QFM [2] comparison on fracture strength of nanotubes with n adjacent 
vacancies  (the graph reports the example of n=2, the applied load is vertical). 

In brackets the observed strengths [5]. 

3.         CONCLUSIONS 

The analysis clearly demonstrates that, in contrast to [4], materials are (in 
general) sensitive to flaws (also) at nanoscale. 
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  Abstract: Residual stresses in elastic multi-layer film/elastic substrate systems were 
derived in closed-form solutions. There are always three unknowns to be 
solved and three equilibrium conditions to be satisfied. The special case of an 
elastic single nano-film deposited on an elastic substrate was demonstrated to 
analyze the viscoelastic stress relaxation. Two models of Maxwell and Kelvin 
were described the viscoelastic body. Two cases of viscoelastic film/elastic 
substrate and elastic film/viscoelastic substrate are considered. The stress in 
the elastic body in the space coordinates has the same form as the stress in the 
viscoelastic body in the Laplace transform coordinates. According to this 
analogy, we solve the residual stress in nano-film/substrate system. For the 
case of viscous flow in the film, both models show that the stress relaxation 
rate increases with decreasing film thickness. However, both models for the 
case of viscous flow in the substrate exhibit the opposite trend to those for the 
case of viscous flow in the film. The Maxwell model has full stress relaxation, 
but the Kelvin has not. 

Key words: Film, substrate, Kelvin, Maxwell, bending 

1. INTRODUCTION 

Thin film deposition on a substrate has been applied to many fields, such 
as semi-conductor, optical electronics and structural devices, etc. During the 
deposition process, residual stresses are built up because of thermal 
mismatch, lattice mismatch, phase transformation and other factors etc. 
Residual stresses influences not only on the mechanical properties but also 
on the electric and optical properties. The residual stresses are often 

205

T. J. Chuang et al. (eds.), Nanomechanics of Materials and Structures, 205–215. 

© 2006 Springer. Printed in the Netherlands.



206 Sanboh Lee

analyzed by using the linear elasticity [1]. At temperature near glass 
transition point of polymeric materials or above one-third of melting point of 
inorganic materials, viscoelastic flow must be considered. The 
viscoelasticity was described by both Maxwell and Kelvin models [2]. The 
governing equations of elasticity in the space coordinate system have a 
similar form to those of viscoelasticity in Laplace transform coordinate 
system [3]. The purpose of this study is to develop an analytical model to 
analyze the elastic multi-layer film/substrate systems and viscoelastic single-
layer film/substrate systems. 

2. ELASTIC SOLUTION 

Consider n layers of films with individual thickness it  deposited on a 
substrate with st  at high temperatures as shown in Fig. 1(a). The subscript i
denotes the layer number for the film from 1 to n. The coordinate system is 
also shown in Fig. 1(a). The relation between ih  and it  is written as 

                       

=

=
i

j
i th

1

( i =1 to n ) (1)

The system is cooled to room temperature. The stresses in the system solved 
as followings. First, the system experiences unconstrained differential 
strains, sε∆  and iε∆  (see Fig. 1(b)), existing in the substrate and film 
layers, respectively. These differential strains arise from the thermal 
expansion mismatch, lattice expansion mismatch, phase transformation, etc. 
Second, a uniform strain c  in the multi-layer is applied and total force on 
the system remains zero (Fig. 1(c)). Third, bending occurs to behave balance 
the bending moment induced by asymmetric stresses in the system (Fig. 
1(d)).

The total strain in the system is decomposed into a uniform strain and a 
bending component, 

                       rtzc b )( −+=ε   (2) 

where r  is the radius of curvature and bt  is the location of bending axis. 

j
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Figure 1. Schematics showing bending of a multi-layer films deposited on a substrate. (a) 
stress-free condition, (b) unconstrained strain due to residual strain, (c) constrained strain to 

maintain displacement compatibility and (d) bending induced by asymmetric stresses. 

The strain-stress relation in the system is  

                      ( )sss B εεσ ∆−=       for 0≤≤− zts
(3a)
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                      ( )iii B εεσ ∆−=        for ni ≤≤0 (3b)

where sB  and iB  are the biaxial moduli of substrate and layer i  of film. 
Three parameters c , r  and bt  can be determined from the following three 
equilibrium conditions. First, the resultant force due to uniform strain is 
zero. Second, the resultant force due to the bending strain is zero. Third, the 
bending moment is zero. The solutions are 
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where 1=i , 01 hhi =−  is defined as zero in Eq. 4(b) and Eq. 4(c). The 
position of bending axis is independent of residual strain and both c  and 

r1  are linearly proportional to the residual strain. 
Now consider n=1, i.e. one layer of film deposited on a substrate. 

Assuming that 0=∆ sε  and εε ∆=∆ 1 , Eqs. (4) are reduced to 

         )( 1111 ss hBhBhBc +∆= ε (5a)
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When film thickness is nano-size, the film stress is obtained from Eqs. 3(b), 
(2) and (5), and the first-order approximation is  
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                       )4( 1111 ssss hBhBhBB +∆−= εσ (6)

When a zero-order approximation is considered, Eq. (6) is reduced to  

                       εσ ∆−= 11 B (7)

Eq. (7) corresponds to the well-known Stoney’s equation with different sign 
because of the different conventions to define curvature. 

3. ELASTIC SOLUTION 

While the stress in the elastic body is time independence, the stress in a 
viscous material is a function of time. Two types of Kelvin and Maxwell 
models are popular to describe the rheological behavior of material. It was 
proved that the governing equation of elasticity and the Laplace transform 
with respect to time of the viscoelastic governing equation are analogous in 
form. It was found that the biaxial moduli in the elastic medium have the 
following transforms in formulating the Laplace transform of stress in the 
corresponding viscoelastic system. 

                       [ ]sGsGKsKGB ηηη 4)(318 ++→ (8)

for Maxwell model and 

                       [ ])(43)(18 sGKsGKB ηη +++→ (9)

for Kelvin model. K  and G  are the bulk modulus and shear modulus, 
respectively, and η  is the Newtonian shear viscosity. 

Maxwell model  

Two cases of viscoelastic film/elastic substrate and elastic 
film/viscoelastic substrate systems are studied. The residual differential 
strain occurs at the initial time, 0ε∆  for both cases. 

Viscoelastic film/elastic substrate 

Replacing 1B , in Eq. (6) by Eq. (8) and Laplace transform of 0ε∆ , we 
get the viscoelastic stress in the film in the Laplace transform coordinate. 
Then inversing the Laplace transform yields 

3.1

3.1.1
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The effect of viscous flow in the film on the relaxation of film is studied 
using Eq. (10). The film stress, 1σ , is normalized by its initial stress 1σ (t=0),
and plotted as a function of normalized time, 11 /ηtB . Using sBB /1 =0.5, the 
stress relaxation is shown in Fig.2 for different relative thicknesses. The rate 
of stress relaxation decreases with increasing relative thickness. The stress 
relaxes completely for all relative thicknesses. The stress relaxation in the 
film is accompanied by stress relaxation in the substrate. Because no force is 
applied in the system, the stresses in the film and substrate satisfy the 
equilibrium condition: 

                       011 =+ sshh σσ (11)

Because 1h  is nano-size, which is very small compared with sh , stress in the 
film is expected to be uniform. Here, the average stress in the substrate sσ
becomes relaxation as film relaxes. 

Figure 2. Film stress as a function of time at different relative thicknesses for viscoelastic 
film/elastic substrate system using Maxwell model.
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Elastic film/viscoelastic substrate 

Replacing sB  in Eq. (6) by Eq. (8) and Laplace transform of 0ε∆ , we
get the viscoelastic stress in the film in the Laplace transform coordinate.  
Then inversing the Laplace transform yields 
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Using sBB /1 =0.8 and Eq. (12), the stress relaxation is shown in Fig.3 for 
different relative thicknesses. The rate of stress relaxation increases with 
increasing relative thickness. When shh /1 =0, the stress in the film can not 
be relaxed at all. Compare to Fig.2, Fig.3 reveals slower stress relaxation. 

       

Figure 3. Film stress as a function of time at different relative thicknesses for elastic 
film/viscoelastic substrate system using Maxwell model. 

3.1.2
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3.2 Kelvin model  

Two cases of viscoelastic film/elastic substrate and elastic 
film/viscoelastic substrate systems are investigated. The residual differential 
strain is assumed to maintain constant at all times, 0)( εε ∆=∆ t

3.2.1 Viscoelastic film/elastic substrate 

Replacing 1B  in Eq. (6) by Eq. (9) and changing 0ε∆  by s/0ε∆
where s  is the Laplace transform coordinate, we get the stress in the 
viscoelastic film in the Laplace transform coordinate. Then inversing the 
Laplace transform yields 
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The effect of viscous flow in the film on the stress relaxation is investigated 
using Eq. (13). Assuming that sBB /1 =0.5, the stress in the viscoelastic film 
normalized by 1σ (t=0) is plotted as a function of normalized time 11 /ηtB
with different relative thicknesses where 1ν =0.3. Note that the stresses at the 
initial time and infinite time are  
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respectively. It can be seen from Fig.4 that the stress decreases 
monotonically with increasing time until it reaches steady state. The stress 
relaxation rate is faster for a smaller relative thickness, which is similar to 
that of Maxwell model. 



Residual Stresses in Nano-Film/Substrate Systems 213

Figure 4. Film stress as a function of time at different relative thicknesses for viscoelastic 
film/elastic substrate system using Kelvin model. 

3.2.2 Elastic film/viscoelastic substrate 

Replacing sB  in Eq. (6) by Eq. (9) and changing ε∆  by s/ε∆  where s
is the Laplace transform coordinate, we get the stress in the nano-film in the 
Laplace transform coordinate. Then inversing the Laplace transform yields 
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Using Eq. (16) and sBB /1 =0.8, the stress in the elastic film as function of 
normalized time stB η/1  is shown in Fig.5 where sν =0.3. The stress in the 
elastic film at the initial time and infinite time are 
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It can be seen from Fig.5 that the stress relaxation rate increases with 
increasing relative thickness, which is the same as that of Maxwell model. 
Eq. (18) is equal to the stress in the elastic film at the initial time for 
Maxwell model. 

Figure 5. Film stress as a function of time at different relative thicknesses for elastic 
film/viscoelastic substrate system using Kelvin model.

4. SUMMARY 

1. Bending axis is utilized to solve the bending problem and its position is 
independent of residual stresses. 

2. For a multi-layer system, there are always three unknown and three 
equilibrium conditions to be solved. 

3. For the case of viscous flow in the film, the stress relaxation rate in 
nano-film decreases with increasing relative thickness for both Maxwell 
and Kelvin models. 

4. The stress relaxation rate in nano-film for the case of viscous flow in the 
substrate has the opposite trend to that for the case of viscous flow in 
nano-film for both viscoelastic models. 

5. The nano-film stress at the infinite time for Kelvin model is the same as 
that at initial time for Maxwell model. 

6. The Maxwell model has full stress relaxation, but Kelvin model has not. 
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Abstract: Minimum energy paths for unit advancement of a crack front are determined 
by reaction pathway sampling, thus providing the reaction coordinates for the 
analysis of crack tip mechanics in ductile and brittle materials. We compare 
results on activation energy barrier and atomic displacement distributions for a 
atomically sharp crack in Cu, where one observes the emission of a partial 
dislocation loop, and in Si, where crack front extension evolves in a kink-like 
fashion. 

Key words: Minimum energy path, crack front, dislocation loop nucleation, double kink 
formation and migration, atomic displacement. 

1. INTRODUCTION 

Is it possible to study how a sharp crack evolves in a crystal lattice 
without actually driving the system to the point of instability?  By this we 
mean determining the pathways of crack front motion while the lattice 
resistance against such displacement is still finite. Despite a large number of 
molecular dynamics (MD) simulations on crack tip propagation (e.g., see 
[1]), this particular issue has not been examined.  Most studies to-date have 
been carried out in an essentially 2D setting, with periodic boundary 
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condition imposed along the direction of the crack front (see Fig. 1).  In such 
simulations the crack tip is sufficiently constrained that the natural response 
of the crack front cannot be investigated.  Besides the size constraint on the 
crack front, there is also the problem that in direct MD simulation one 
frequently drives the system to instability, resulting in abrupt crack-tip 
displacements which make it very difficult to characterize the deformation. 

We have developed an approach capable of probing crack front evolution 
without subjecting the system to critical loading.  This involves using 
reaction pathway sampling to probe the minimum-energy path (MEP) [2] for 
the crack front to advance by one atomic lattice spacing, while the imposed 
load on the system is below the critical threshold.  We have applied this 
method to characterize the atomistic configurations and energetics of crack 
extension in a metal (Cu) [3] and a semiconductor (Si) [4].  In this report we 
will compare the results of these two studies to show how ductility or 
brittleness of the crystal lattice can manifest in the mechanics of crack-front 
deformation at the nanoscale.  
  Consider a 3D atomically sharp crack front which is initially straight, as 
shown in Fig. 1(a).  Suppose we begin to apply a mode-I load in incremental 
steps.  Initially the crack would not move spontaneously because the driving 
force is not sufficient to overcome the intrinsic lattice resistance.  What does 
this mean? Imagine a final configuration, a replica of the initial 
configuration with the crack front translated by an atomic lattice spacing in 
the direction of crack advancement. At low loads, e.g. K'I as shown in 
Fig.1(b), the initial configuration (open circle) has a lower energy than the 
final configuration (closed circle). They are separated by an energy barrier 
which represents the intrinsic resistance of the lattice. As the loading 
increases, the crack will be driven toward the final configuration, one can 
regard the overall energy landscape as being tilted toward the final 
configuration with a corresponding reduction in the activation barrier, see 
Fig. 1(b).  As the load increases further the biasing becomes stronger.  So 
long as the barrier remains finite the crack will not move out of its initial 
configuration without additional activation, such as from thermal 
fluctuations.  When the loading reaches the point where the lattice-resistance 
barrier disappears altogether, the crack is then unstable at the initial 
configuration; it will move without any thermal activation. This is the 
athermal load threshold, denoted by KIath in Fig. 1(b).  In our simulation, we 
study the situation where the applied load is below this threshold, thereby 
avoiding the problem of a fast moving crack that is usually over-driven.  
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Figure 1.(a) Schematics of a 3D atomically sharp crack front under a mode-I load KI ; (b) 
energy landscape of the crack system at different loads ( K'I <KIG < K"I < KIath). Open circle 
represents the initial state of a straight crack front under an applied load KI, closed circle is 

the final state after the crack front uniformly advances by one atomic spacing (under the same 
load KI as the initial state), and shaded circle corresponds to the saddle-point state in between. 

2.
CU AND SI 

The cracks in Cu and Si that we will compare are both semi-infinite 
cracks in a single crystal, with the crack front lying on a (111) plane and 
running along the ]011[  direction.  The simulation cells consist of a cracked 
cylinder cut from the crack tip, with a radius of 80Å.  The atoms located 
within 5Å of the outer surface are fixed according to a prescribed boundary 
condition, while all the remaining atoms are free to move. To probe the 
detailed deformation of the crack front, the simulation cell along the cylinder 
is taken to be as long as computationally feasible, 24 (Cu) and 20 (Si) unit 
cells.  Periodic boundary condition is imposed along this direction.  For 
interatomic potentials we use a many-body potential of the embedded atom 
method type for Cu [5], and a well-known three-body potential model 
proposed by Stillinger and Weber (SW) for Si [6]. 

Next, we compare studies of Cu [3] and Si [4] in terms of MEP profiles 
and atomic displacement distributions. Fig. 2(a) shows the MEP for the 
nucleation of a dislocation loop from the crack front in Cu, loaded at KI = 
0.87KIath.  Notice that at this loading the final state is strongly favored over 
the initial state.  Fig. 2(a) shows clearly the presence of a lattice-resistance 
barrier at this particular loading.  To visualize the atomic configurations 

PATHWAYS OF CRACK FRONT MOTION FOR 
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along the MEP, we turn to displacement distributions along the crack front. 
Fig. 3(a) is a contour plot of the shear displacement distribution.  One can 
see clearly the shape of a dislocation loop bowing out.  It is evident that the 
distribution represents the development of an embryonic dislocation loop; 
the profile of b/2 shear displacement is a reasonable representation of the 
locus of dislocation core. Also this is an indication that the enclosed portion 
of the crack front has been swept by a fully formed dislocation.  Besides 
shear displacement, normal, or opening displacement, in the direction along 
x3, ]111[ , is also of interest.  The corresponding distribution is shown in 
Fig. 3(b).  One sees that large displacements are not at the center of the crack 
front.  In Figs. 3(a) and 3(b) we have a detailed visualization of the crack 
front evolution in three dimensions. The largest displacements are indeed 
along the crack front but they are not of the same character; the atoms move 
in a shear mode in the central region and in an opening mode on the two 
sides. 

Figure 2.(a) MEP of dislocation loop emission in Cu at a load of KI = 0.87KIath [3]; (b) 

MEP of crack extension in Si at the Griffith load KIG [4].

Figure 3. Contour of (a) shear displacement (normalized by b=1.476A) and (b) opening 

displacement (normalized by the  interplanar-spacing h=2.087A) across the slip plane at the 

saddle-point state [3].

Turning to Si, We find that the most energetically favored pathway for 
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the front to advance by one atomic spacing is the breaking of the 20 bonds 
sequentially.  At a load equal to the Griffith value KIG = 0.646MPa m , the 
MEP we obtain is shown in Fig. 2(b).  A slightly different reaction 
coordinate is used in this case, with integer s labeling a locally equilibrated 
state with s broken bonds on the crack front.  One sees the energy variation 
is a series of barrier, each one corresponding to the rupture of a bond along 
the crack front.  The reason Figs. 2(a) and (b) have distinctly different 
appearance is that the two MEP correspond to different deformation modes, 
bond rupture in Fig. 2(a) and bond shearing/switching in Fig. 2(b).  

Figure 4 shows the opening displacement distribution in Si at the Griffith 
load KIG. We see a new feature in the outline of displacements of 
intermediate magnitude (dark-gray line). In the region ahead of the crack 
front the distribution of these displacements has the shape of a rectangular 
wedge protruding in the direction of crack front advancement.  The presence 
of a wedge shape suggests a kink mechanism of crack advancement, namely, 
nucleation of a local kink distortion followed by spreading across the entire 
crack front.  It is significant that this behavior is not seen in Fig. 3(b).  
Taking Cu to be a prototypical ductile material, we see that while the crack 
opening still occurs at the front, the large normal displacements lie outside 
the central region enclosed by the emerging dislocation loop. We attribute 
this feature to a mode-switching, or shear-tension coupling, process. The 
initially large opening displacements in the region swept by the emerging 
loop are relaxed by giving way to large shear displacements, which are then 
carried away by the emitted dislocation loop.  

Figure 4. Contour of opening displacement distribution (normalized by the interplanar 
spacing h=2.35 Å) at the Griffith load KIG [4].

It is relevant to interpret the behavior of atomic displacements at the 
transition state in Cu and Si on the basis of the nature of interatomic bonding 
in these two materials.  One expects that the crack front response in Cu 
should reflect delocalized metallic bonding while that in Si should 
correspond to directional, localized covalent bonding.  In terms of 
characteristic features of the energy landscape along the reaction path, we 
see in Cu a rather smooth MEP with a single major nucleation barrier, 
indicating that crack advancement involves a concerted motion of atoms to 



222 T. Zhu et al.

overcome this barrier by thermal activation.  In contrast MEP in Si reveals 
the existence of significant secondary barrier (cusps in Fig. 2(b)) which 
should be a general feature of covalently bonded crystals. In this case crack 
extension proceeds via individual bond breakings, a series of thermally 
activated events of kink-pair formation and lateral kink migration along the 
front. It is of interest to point out the crack front mobility is not only 
controlled by kinks at the atomic scale as demonstrated in this work, acoustic 
emission and fractographic measurements have indicated the crack 
advancement at the mesoscopic scale is also governed by the kink 
mechanism which involves a process of unzipping along the crack front (W. 
W. Gerberich, private communication; [7]). 

The fact that kink mechanism appears to play a central role in crack front 
mobility raises an interesting question of the implications of structural 
similarity between the crack front, acting as the core of a sharp crack, and 
the core of a dislocation, both being “line defects” in a crystal lattice.  It is 
rather well known that dislocation mobility in a directionally bonded crystal 
like Si is governed by thermal activation of nucleation and migration of kink 
pairs [8].  The present results showing that a similar mechanism also 
operates in crack front advancement reinforces the notion that mobility 
fundamentally depends on crystal structure and chemical bonding.  From this 
perspective the appearance of kink-like structure in Fig. 4 is perhaps to be 
expected.  Since dislocation mobility and crack-tip extension are both active 
topics for modeling and simulation, recognition of their underlying 
connections could lead to a broader appreciation of the role of structure and 
bonding [9] in controlling both phenomena.    
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Abstract: Simulations of nanoindentation in a hexagonal aluminum single crystal are 
performed using a finite temperature coupled atomistic/continuum discrete 
dislocation (CADD) method. The method captures, at the same time, the 
atomistic mechanisms and the long-range effects without the computational 
cost of full atomistic simulations. The effects of several process variables are 
investigated, including system temperature. We discuss the results and the 
deformation mechanisms that occur during a series of indentation simulations.   

Key words: Multiscale modeling, discrete dislocations, nanoindentation, finite 
temperature. 

1. INTRODUCTION 

The vast applications of thin film structures and the miniaturization of 
devices and components are challenging the existing micro-scale approaches 
of measuring elastic and plastic properties. Among the apparatus developed 
for this purpose, nanoindentation stands out as a capable technique for 
probing the mechanical properties of small volumes of materials. From the 
load-displacement data, many mechanical properties such as hardness and 
elastic modulus can be determined without imaging the indentations. 
However, nanoindentation experiments are difficult to interpret at a 
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fundamental level because of the involvement of multiple length scales. The 
classical theory of plasticity is not an appropriate approach to be used in the 
analysis of nanoindentation tests because the inelastic processes under the 
indenter involve a small number of dislocations, which form a population 
too small to obey the rules of continuum theory. Under these conditions, the 
effect of dislocation nucleation on the load-displacement curve becomes 
dominant [1]. Attempts to more accurately model this situation have 
involved atomistic simulations of the indentation process [2-4]. Molecular 
dynamics (MD) simulations can successfully handle the early stages of the 
indentation process and reveal dislocation nucleation events. Although 
dislocation nucleation continues at the later times during indentation, the 
mechanism that controls the process becomes dislocation interaction. For 
these mainly elastic interactions, the discrete nature of dislocations becomes 
more important [5]. Due to computing power limitations, most of MD 
simulations have been restricted to small volumes and have been performed 
at strain rates many orders of magnitude higher than those used in actual 
tests. Thus, multiscale methods are excellent techniques to model the 
nanoindentaion process because of the length scales involved. There are 
many examples in the literature of numerical modeling techniques whereby 
an atomistic region is directly coupled to a continuum region by finite 
elements [6-9]. A recent review [10] has discussed, in detail, many of their 
challenges and advantages.  Of specific interest here is multiscale modeling 
of nanoindention in single crystals, where the primary deformation mode 
will be the nucleation and long-range motion of discrete dislocations. The 
coupled atomistics and discrete dislocation (CADD) method described in 
[11-13] is one such method. 

In this work, we employ the CADD model to investigate the mechanisms 
of homogeneous (subsurface) and heterogeneous (surface) defect nucleation 
in an initially defected-free single aluminum crystal with an atomically 
smooth surface which is subjected to normal nanoindentation by a rigid 
cylindrical tip. Despite limitations arising from its two-dimensional 
geometry, this model enables the demonstration of different atomic-level 
dislocation processes that cannot be easily observed otherwise by either 
experiment or pure 3D MD simulations. This multiscale model is found to be 
an effective system for both visualization and quantification of dislocation 
nucleation and motion beneath the indenter, including the evolution of 
surface deformation resulting from defect nucleation. The results reported 
here provide direct and fundamental mechanistic insights into the processes 
associated with contact deformation and quantitative predictions about 
discrete plasticity events that are consistent with experimental observations 
of nanoindentaion in single crystals [14]. An important extension of the 
CADD model made here is the use of a finite temperature, dynamic 
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formulation, in contrast to the original zero temperature approach. One of the 
main objectives of this publication is to examine the significance of the 
temperature on the deformation response in light of previously published 
zero temperature single-cycle nanoindention results. 

2. MODEL SYSTEM AND SIMULATION METHOD 

      The details of the CADD approach have been published previously 
[11-13]. Thus, in this paper we provide only a brief description of the main 
ideas and some new improvements of the method for finite temperature 
application. The CADD method contains three main elements: a scheme to 
mechanically couple an atomistic region with a continuum region containing 
discrete dislocations, an algorithm to detect dislocations near the 
atomistic/continuum interface, and an algorithm to pass dislocations from 
the atomistic region to the continuum region, or vice versa.  In the CADD 
method, a distinction is made between regions of the model experiencing a 
slowly varying deformation on the atomic scale and those subject to 
deformation with highly varying deformation. Atomic resolution is required 
only in regions of high gradients, while in all other regions, a continuum 
treatment is a good approximation and there is no need to consider all 
degrees of freedom of the real solid. This observation allows for a significant 
reduction in the size of the problem. In regions of high gradients, all atoms 
are retained in the model and all forces upon them are computed considering 
their whole neighborhood, as in regular MD simulations. The remaining 
regions are discretized in finite elements. A lumped-mass scheme is applied 
for dynamic simulations of the finite element region.  

  The material properties of the model are determined from the 
underlying atomistic model employed. Here we use the ‘‘embedded atom 
method’’ (EAM) [15] interatomic potentials, although any model providing 
atomic forces can be used. The atomistic region is thus a fully nonlinear, 
non-local atomistic model that reduces exactly to molecular dynamics when 
no continuum region is appended. The continuum region requires the 
anisotropic elastic moduli, computed a priori from the atomistic model for an 
appropriately oriented crystal of the material. The fields in the continuum 
region can be treated using the standard discrete dislocation (DD) method 
[5]. The continuum region is divided into two complementary problems. 
First, a problem consists of dislocations in an infinite elastic continuum and 
is solved by superposition of the analytical elastic fields due to individual 
dislocations at known positions, yielding a total field denoted as the ~ field. 
The tractions and displacements due to these fields along a physical 
boundary of the model are also found. A second problem consists of a linear 
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elastic continuum with no dislocations but subjected to corrective tractions 
and displacements along the physical boundary of the model. These fields, 
denoted as ^ fields, are smooth and obtained numerically by the finite 
element method. The total fields in the continuum are superposition of the 
fields from first and second problem. 

To assure that real atoms at and near the interface are properly 
coordinated, we use a pad of atoms (as shown in Fig. 1) as an intermediary 
between the local continuum and the non-local, discrete atomistics, 
essentially overlapping the continuum and atomistic regions along the 
interface.  

Once the fields in the dislocated solid are known, the second ingredient is 
to determine the instantaneous change of the dislocation structure. The 
important point to note first is that the key quantity involved in constitutive 
rules for dislocation evolution is the so-called Peach-Koehler force. It can be 
shown that in the approach outlined above, the component of the Peach-
Koehler force on dislocation k in the slip plane can be expressed as [5]: 
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where )(k
in  is the slip plane normal and the Burgers vector k

ib of dislocation 
k .  ijσ̂ is the stress arising from the corrective solution, and ijσ~ is the stress 
due to another dislocation, l .  The expression highlights the long-range 
contribution of all other dislocations, through the second term in 
parentheses. 

For two-dimensional simulations, involving only edge dislocations, the 
glide component of the Peach-Koehler force reduces to 

)()()( kkk bf τ= where, )(kτ  is the resolved shear stress on the slip plane. 
Glide of a dislocation is accompanied by drag forces due to interactions with 
electrons and phonons. The simplest models of this lead to drag forces that 
can be expressed as )(kBv  where B is the drag coefficient. Thus, we assume 
that, the magnitude of the glide velocity )(kv  of dislocation k  is linearly 
related to the Peach-Koehler force through [16]: 

)()( kk Bvf = (2) 

A straightforward discretization of this expression in the time domain 
yields,  

tBftuttu kkk ∆∆ )()()( )()( ++++====++++ (3) 
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where )(ku  is the displacement in the glide direction of dislocation k . 
      Detection and moving dislocation between different regions, is a unique 
feature of the CADD method. Dislocations nucleated in atomistic region 
during the loading period may experience driving forces to move from the 
atomistic region into the continuum region, or to move from continuum 
region to the atomistic region during the unloading process.  Detection of 
these defects and the passing of them between the region is an automatic 
feature built into the CADD methodology, and has been described in detail 
in [11-13]. 

The model of the indentation problem along with the boundary 
conditions and the mesh used in the computations are shown in Fig. 1. A 
rigid cylindrical indenter is driven into a block of hexagonal aluminum with 
c-axis normal to the in-plane deformation. The region close to the 
indentation site is simulated with atomic resolution, while the remaining 
regions are simulated in a continuum sense, by finite elements. This allows 
for consideration of a large specimen without significant increase in the size 
of the problem. Hence, the boundary of the model can be remote enough 
from the process region (indentation site) such that the boundary conditions 
do not influence the results and at the same time support long-range effects. 
The application of the CADD technique for modeling the given sample 
shown in Fig. 1, permits the modeling of more than 100,000 atoms using 
only 2800 atoms and 200 nodes. Periodic boundary conditions are used in 
the out-of-plane direction. The rigid indenter is modeled as a repulsive 
potential of the form: 
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Where /10 eVC = Å2 is chosen empirically and 100=R Å is chosen in 
this study as the indenter radius. This form is adequate to repel the atoms and 
force them to remain outside the 100 Å radius of the indenter. Further, the 
indenter remains circular and frictionless throughout the simulation. This can 
be approximately achieved in experiments by an indenter tip which is coated 
with passivating layer.   

The indented material studied is hexagonal aluminum which is unstable 
in out-of-plane shear, but such deformation is not permitted in the 2D 
calculations performed here. The hexagonal crystal provides a simplified 
model, but one with sufficient slip systems that some qualitative comparison 
to real crystals can be made. Specifically, the hexagonal crystal will contain 
only edge dislocations on the three slip systems at �� 60,0  and �60− . The 
dislocation cores do not split into partials and can readily dissociated from 
one system onto the other two, a 2D analog of 3D cross-slip. 
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Figure 1. (a) Model geometries for the nanoindentation simulations  (b) Close-up of the 
atomistic/continuum interface. 

The equations of motion are integrated using the Velocity-Verlet 
algorithm for atoms and nodes with time step of sec001.0 p . We find it 
efficient to move the atoms and nodes for 1000 time steps while holding the 
dislocations fixed in the crystal. The dislocations are then moved once, using 
Eqn. 3, with sec1.0 p . We determine the effective temperature of the system 
from kinetic energy of atoms inside the atomistic region. The atoms inside 
the atomistic region are thermostated with the Nose-Hoover thermostat in 
order to dissipate any heat produced by the indentation process. Many 
authors [17-18] have noted the challenges of spurious wave reflections from 
the atomistic/continuum interface. We have found that for our purpose, the 
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Nose-Hoover thermostat, as implemented, adequately dissipates the reflected 
waves. Whether or not this approach is adequate for more severe loading 
situations is a subject of continued study. 

3. RESULTS AND DISCUSSION 

In this section, we present some results of the nonoindentaion simulations 
at finite temperature. We performed a series of nanoindentaion simulations 
for temperatures ranging from K�10  to K�400 . The indentation and 
unloading rates were sec/05.0 pA� . Three typical loading curves are plotted 
in Fig. 2. The load acting on the rigid indenter is obtained by summing the 
resultant forces contributed by the surrounding aluminum atoms on the 
indentation direction. The thermal noise was suppressed by averaging the 
force over a period of sec5.0 p . As is seen in the figure, the onset of 
plasticity or dislocation nucleation is affected by the temperature. Increasing 
temperature makes the nucleation of dislocation happen earlier. This 
phenomenon was recently pointed out by Dupuy et al. [19] using the finite 
temperature quasicontinuum method. 

Figure 2. Load-displacement curves for three different temperatures. 
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The load-displacement curve is essentially reversible as long as the 
indentation depth is less than the critical value (corresponding to the first 
dislocation nucleation) that is indicated in Fig. 2. The variation of this 
critical value versus temperature is plotted in Fig. 3. The simulations at finite 
temperature show the same dislocation nucleation processes that has been 
observed at zero temperature by Miller et al. [12]. The only difference is the 
first homogeneous nucleation event does not occur along the loading axis at 
the depth which is reported in [12] at finite temperature above K�100 . Fig. 4 
shows the load-displacement curve for one complete loading/unloading 
cycle at two different finite temperatures. As the figure shows, there is less 
plastic recovery at higher temperature.  Fig. 4 also indicates, for the 
maximum depth of indentation, the load of indentation decreases as the 
temperature increases. In other words, the sample material softens at higher 
temperature. The state of deformation at the peak load ( �A40  indentation at 

K�100 ) and after unloading are shown in Fig. 5(a) and Fig. 5(b). The 
discrete dislocations are plotted as circles. The figures show that a number of 
dislocations have moved out of the bottom of the atomistic region into 
continuum region. Upon unloading from the peak load, the continuum 
dislocations glide back toward the indenter. Configurations of the atomistic 
region at maximum load and after full unloading are presented in Fig. 5(b) 
and Fig. 5(d). After unloading, there is clearly a permanent deformation and 
flow of material. As Fig. 5(d) shows, slip steps are formed on the indented 
surface because of migration of internally nucleated dipole pairs [16] to the 
free surface and their reflection back after hitting the surface. Simulations at 
different temperatures show that as the temperature increases, there is greater 
debris pile-up along the dimple fringe [4]. 

Figure 3. Variation of critical depth for dislocation nucleation with increasing temperature. 
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Figure 5. Configuration of positions of the discrete dislocations and the atomic 
region at maximum load ((a), (b)) and after unloading ((c), (d)).   
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Abstract: This paper develops a nonlinear finite element formulation to analyze 
nanoindentation using an atomistic approach, which is conducive to observing 
the deformation mechanisms associated with the nanoindentation cycle. The 
simulation results of the current modified finite element formulation indicate 
that the microscopic plastic deformations of the thin film are caused by 
instabilities of the crystalline structure, and that the commonly used procedure 
for estimating the contact area in nanoindentation testing is invalid when the 
indentation size falls in the nanometer regime. 

Key words: Nanoindentation, Finite Element Formulation, deformation mechanism, 
Hardness. 

1. INTRODUCTION 

Nanoindentation has evolved into a valuable means of determining the 
mechanical properties of thin films and surfaces in nanometer regimes [1-4].  
In conventional hardness tests, “hardness” is defined as the maximum load 
divided by the area of the residual impression. The prevailing definition of 
“nanohardness” during nanoindentation is the maximum load divided by the 
contact area at that load, which is calculated from an analysis of the load-
depth curve based on Hertzian continuum mechanics contact theory. 
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Previous studies mainly adopted a Molecular Dynamics approach to 
investigate the dislocation activities induced by the incipient plasticity of 
single perfect crystals during nanoindentation. However, MD simulation is 
very time-consuming since it involves time resolutions of a pico-second or 
less. Furthermore, nanoindentation experiments are performed under quasi-
static conditions in order to avoid dynamic effects such as heating and creep 
and to provide a clearer view of the deformation mechanisms of the 
substrate. However, MD simulation of quasi-static conditions incurs 
significant computational costs.  

 Hence, this present study utilizes an alternative approach which 
resembles FEM methodology and is referred to hereafter as the modified 
FEM approach [5-6]. Since atoms oscillate thermodynamically around their 
minimum-energy positions, the proposed approach simply calculates the 
incremental changes in the minimum-energy positions during the indentation 
process. In this way, the indentation process becomes quasi-static, thereby 
reducing the computational task. This study employs the modified FEM 
approach to simulate elastic-plastic deformations in a copper substrate 
during a complete nanoindentation cycle. Furthermore, the relative 
influences of indenter geometry and indentation depth upon the 
nanohardness are explored and discussed. 

2.

As shown in Figures 1(a) and 1(b), the simulated system configurations 
include a perfect three-dimensional crystalline slab of copper atoms with a 
(001) surface, and two indenters of different geometries The first indenter is 
in the form of a sphere whose outer surface atoms form many facets due to a 
crystalline structure. Meanwhile, the second indenter has a triangular 
pyramidal form. In the simulation, it is assumed that the hardness of the 
indenter’s diamond tip far exceeds that of the thin copper film, and hence 
indenter deformation may be neglected during the indentation process. The 
simulation assumes boundary conditions in which the atoms located at the 
four sides and base of the simulated film are fully constrained.  

The interatomic potential of the copper substrate is modeled using the 
Sutton-Chen potential [7], which has the same functional form as an EAM 
potential, i.e.:        


=
i

iUU
                                                                       (1) 
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where �i is an electron density-like term for atom i, which is defined as: 
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Figure 1.  Atomistic model used in nanoindentation simulations. (Units: angstrom). 
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where ri j is the distance between atoms i and j. The copper constants �, a, 
c, m, and n have values of 1.238x10-2, 3.6, 39.432, 6, and 9, respectively. 
The potential between the carbon and copper atoms is simulated using the 
Born-Mayer potential [8], which produces an impulsive force only. This 
potential has the following form: 

])(2[exp)( 0rrAr ijij −−= αφ                                   (4) 

where rij is the distance between carbon atom i and copper atom j, and the 
carbon/copper constants A, a, and ro have values of 0.3579, 0.9545, and 2.5, 
respectively.  

Taking any two arbitrary atoms i and j as two nodes, and their potential 
as one element, this study develops a computationally efficient approach 
based on the nonlinear finite element formulation. Interested readers are 
invited to refer to the detailed derivation of this approach presented 
previously by the current authors [5-6]. 

3. RESULTS AND DISCUSSIONS 

Figure 2(a) presents the variation in load (i.e. force experienced by the 
indenter) with indentation depth for spherical indenter nanoindentation 
cycles performed to maximum indentation depths of 0.4 nm, 0.7 nm, and 1 
nm. Meanwhile, Figure 2(b) shows the equivalent load-depth curves for 
pyramidal indenter nanoindentation cycles. It is clear that each of the 
indentation cycles in Figure 2 represents a hysteretic loop, which indicates 
that plastic deformations take place during the loading process. In the 
present study, the stability of a crystalline structure is correlated to, and can 
be monitored by, the positiveness of the modified FEM tangent stiffness 
matrix. The irreversible plastic deformations observed in the simulation can 
be attributed to changes of the crystalline structure caused by instabilities 
induced by high localized stress. This perspective of the plastic deformation 
mechanism bears witness in the work of Li et al.[10], but the precise 
prediction of the onset of incipient plasticity falls beyond the scope of the 
present study. Figure 2 reveals that compared to pyramidal indentation, 
spherical indentation leads to an enhanced yielding phenomenon, which 
resembles that observed in the uniaxial compression testing of ductile 
metals. Comparing the hysteresis loops of Figures 2(a) and 2(b), it is clear 
that the enclosed areas are greater in the case of spherical indenter 
indentation. This indicates that more plastic work is dissipated in indentation 
cycles performed with this particular indenter geometry. 
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Figure 2. Load-depth curves for maximum indentation depths of 0.4 nm, 0.7 nm, and 1 

nm: (a) spherical indenter, and (b) pyramidal indenter.

The high stresses induced as the indenter impresses the substrate cause 
structural instability of the crystal, which causes some of the atoms to slip. 
Therefore, a correlation must exist between the stresses at the atomic sites 
and the atom slippage. The stress tensor is calculated at each atomic site of 
the copper crystal for indentation to a depth of 0.4 nm using the spherical 
indenter. Figures 3 (a)~(b) show the distributions of von Mises shear stress 

Figures 3 (c)~(d) present the distributions of the norm of the slip vector in 
the [111], [001] directions, respectively. A comparison of the subplots in the 
upper and lower rows of Figure 3 indicates that the von Mises shear stress is 
a qualitatively good indicator of the plastic deformation induced in the 
simulated nanoindentation.  

The principal goal of nanoindentation testing is to determine the elastic 
modulus and nanohardness of the specimen material from experimental 
measurements of indenter load and penetration depth. These readings 
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provide an indirect measure of the contact area at full load, from which the 
mean contact pressure, and hence the hardness, may then be estimated.  

(d)

Figure 3. von Mises shear stress and slip vector distributions for indentation to a depth of 4 Å
using a spherical indenter. Figures 3 (a)~(b): distributions of von Mises shear stress 
viewed in the [111] and [001] directions, respectively.  Figures 3 (c)~(d): 
distributions of the norm of the slip vector viewed in the [111] and [001] directions, 
respectively. 

Therefore, the validity of the nanohardness and elastic modulus results 
depends largely upon the analytical procedure employed to process the raw 
data. The present simulations utilize the hydrostatic stress to identify the true 
contact area at full load. Figures 4(a) and 4(b) present flooded contour 
diagrams of the contact pressure distributions on the copper surface for 
spherical and pyramidal indentations, respectively. The bold contour lines 
represent the boundaries of the contact areas at which the contact pressure 
vanishes. Once the true contact area has been determined, the nanohardness 
can be computed by dividing the load by the projected area of contact at that 
load. Table 1 presents the nanohardness magnitudes calculated using this 
method for spherical and pyramidal indentations with maximum indentation 
depths of 0.4 nm, 0.7 nm, and 1 nm. 
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Figure 4 Flooded contour diagrams of contact pressure distributions on the copper surface. 
Figure 4(a): spherical indenter. Figure 4(b): pyramidal indenter. The two bold 

contour lines represent the boundaries of the contact areas where contact pressure 
vanishes. (Stress units: GPa).

In nanoindentation tests, analysis of the load-depth curve based on 
continuum mechanics contact theory gives an indirect measure of the contact 
area. The contact depth (hc) is estimated from the total indentation depth (ht) 
via: 

maxmax / SPhh tc ε−=                                               (5) 

where�=0.72 for the pyramidal indenter, �=0.75 for the spherical indenter, 
and Smax is the stiffness, which is equal to the slope of the unloading curve 
(dp/dh) at the maximum load (Pmax).  

The projected contact area is obtained by the projected contact area-to-
contact depth relationship for the indenter geometry. The nanohardness is 
then determined by dividing the maximum load by the projected contact 
area. Table 1 presents the results when this procedure is applied to the 
simulated load-depth curves to determine the corresponding nanohardness 
values.  

     Table 1 shows that the nanohardness values calculated using Equation 
(5) are far higher than those calculated using the true contact area identified 
by the contact pressure. Hence, Equation (5) significantly underestimates the 
contact depth in all of the simulation cases. The results also reveal that the 
nanohardness varies with the indentation depth and the indenter geometry. 
Therefore, it can be concluded that the indentation size effect is significant 
in the nanoscale indentations simulated in this present study. 

     It can also be seen that the nanohardness obtained using the pyramidal 
indenter is higher than that obtained using the spherical indenter when the 
contact area is measured via the contact pressure. In contrast, if the contact 
area is obtained from Equation (5), the pyramidal indenter indentation yields 
a higher nanohardness. Figure 2 has demonstrated that the spherical indenter 
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Table 1.  Nanohardness values calculated using two methods for two different indenter 
geometries and three indentation depths.

Geometry of 
indenter 

Indentation 
depth ht (

o

A ) 

Nano-hardness calculated  
using the true contact area 
(GPa) 

Nano-hardness calculated 
using equation (5) (GPa)  

pyramidal 4 5.1 15.7 

pyramidal 7 4.9 11.8 

pyramidal 10 4.7 9.5 

spherical 4 7.6 8.1 

spherical 7 6.2 7.3 

spherical 10 6.3 7.8 

indentation consumes greater plastic work. This observation is consistent 
with the result that the nanohardness calculated by direct measurement of the 
contact area is higher. Therefore, it can be concluded that the commonly 
used procedure for estimating the contact area in nanoindentation testing is 
invalid when the indentation size falls in the nanometer regime. 

4.  CONCLUSION 

In conclusion, this paper has presented a more efficient approach than 
conventional MD simulation for the investigation of the elastic-plastic 
deformations which occur during nanoscale indentations of a thin film. The 
proposed approach utilizes the minimum energy principle via nonlinear 
finite element formulation to reduce the indentation process to a quasi-static 
problem. The simulation results of the current modified finite element 
formulation indicate that the microscopic plastic deformations of the thin 
film are caused by instabilities of the crystalline structure. It has been shown 
that the analytical procedure commonly adopted in nanoindentation testing 
significantly overestimates the nanohardness. The simulation results have 
confirmed that both the indentation depth and the indenter geometry 
influence the nanohardness results. 
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Abstract: Adsorbed on a solid surface, a molecule can migrate and carry an electric 
dipole moment. A nonuniform electric field can direct the motion of the 
molecule. A collection of the same molecules may aggregate into a monolayer 
island on the solid surface. Place such molecules on a dielectric substrate 
surface, beneath which an array of electrodes is buried. By varying the 
voltages of the electrodes individually, it is possible to program molecular 
patterning, direct an island to move in a desired trajectory, or merge several 
islands into a larger one. This article develops a phase field model to simulate 
the molecular motion and patterning under the combined actions of dipole 
moments, intermolecular forces, entropy, and electrodes. 

Key words: self-assembly,  diffusion,  adsorbate,  electric dipole 

1. INTRODUCTION 

When a molecule from liquid or vacuum attaches to a solid surface, the 
total energy of the system reduces by an amount. Provided the energy 
reduction is much larger than the thermal fluctuation, the molecule will stay 
adsorbed on the surface. In the absent of external interference, the molecule 
adsorbed performs a random walk. Such motion is thermally activated, its 
rate depending on the ratio of the migration barrier energy to the thermal 
energy [1]. 

Most asymmetric molecules intrinsically carry electric dipole moments. 
Even if the molecule is symmetric and nonpolar when isolated, the 
adsorption breaks the symmetry. The resulting asymmetric in charge 
distribution gives rise to a dipole moment. It is also possible to increase the 
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dipole moment greatly by implanting a specific functional group [2]. The 
competition between the dipole-dipole repulsion and the intermolecular 
attraction aggregates the adsorbates into islands or stripes [3]. As the solid 
surface is isotropic, the pattern formed is randomly distributed and lack of 
long range order. Surface curvature could help to form better arranged 
pattern [4], but it’s still far from the non-periodic pattern needed for micro-
fabrication.

The motion of the adsorbates can be directed by a non-uniform electric 
field. Such motion has been demonstrated experimentally for cesium atoms 
on a doped GaAs substrate [5]. Other experiments of electric field directed 
motion are adatoms on metal surfaces [6] and lipids on air/water interface 
[7]. The scanning tunneling microscope tip servers as a strong tool in 
searching for better adsorbate-substrate pairs and studying the migration 
processes, but the lack of parallel ability and versatility limits its practical 
usage. A mask with topographic profile could guide a more complex pattern 
[8], but the pattern could never be changed once formed, and the alignment 
of the mask within a small distance to the substrate has technical difficulties. 
An array of electrodes, on which voltage could be set individually, forms a 
perfect candidate for the guide of the molecular assembly.  

Fig. 1 shows the design. This design requires electrodes in nano-scale. 
Integrated circuits today contain feature size below 100 nm. Methods to 
fabricate complex structures of nanometer sizes are under intensive 
development. This article assumes that the technique for nano-scale 
electrode array will be available, simulates the use of such electrodes to 
guide the molecular motion, and discusses the potential of reconfigurable 
patterns and molecular cars. 

Dielectric substrate

electrodes adsorbates

Figure 1. A dielectric substrate, with adsorbates migrating on its surface, and electrodes 
buried beneath the surface.  The adsorbates carry electric dipole moments.  Vary the voltage 
of the electrodes individually, one can program the motion and assembly of the adsorbates. 
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2. MODELING 

The space above the substrate can be vacuum or a dielectric fluid. We 
will refer to the top space as fluid, and the dielectric substrate as solid. Let 
(x1, x2, x3) be the spatial coordinates, and the plane (x3 = 0) be the solid 
surface on which molecules are adsorbed. Let C be the adsorbate coverage, 
restricted in the interval 0 < C < 1. Represent the adsorbate distribution by 
the time-dependent field C(x1, x2, t). During the time of interest, we assume 
that the solid surface no longer exchange molecules with the environment, so 
that the average coverage, C0, is invariant. 

The adsorbates may form a single phase or separate into two phases, 
depending on the magnitude of the inter-adsorbate attraction relative to the 
thermal energy. We describe the binary mixture of the occupied and the 
vacant surface sites as a regular solution. The free energy of mixing per unit 
surface area is 

( ) ( ) ( ) ( )[ ]CCCCCCTkCg B −Ω+−−+Λ= 11ln1ln , (1) 

where Λ is the number of surface sites per unit area, kB Boltzmann’s 
constant, T the absolute temperature, and Ω the dimensionless parameter that 
measures the interadsorbate attraction relative to the thermal energy. The 
first two terms in the bracket come from the entropy of mixing, and the third 
term from the enthalpy of mixing. When Ω < 2, the thermal energy prevails, 
the function g(C) has a single well, and the binary mixture forms a solution.  
When  Ω > 2, the inter-adsorbate attraction prevails, the function g(C) has 
double wells, and the binary mixture separates into two phases. While the 
regular solution model is one of many that can be invoked, it does have the 
ingredients essential to the phenomenon. 

To incorporate the dipole-dipole and dipole-electrode interactions, we 
need to solve the electric field in both the fluid and the solid. The adsorbate 
mobility is low compared to the charge mobility in the electrodes. At a 
certain time, given a distribution of the adsorbates, the electric field is 
governed by electrostatic equations. Let Ψ(x1, x2, x3, t) be the electric 
potential field. Assuming that no excess charge exists inside the dielectric 
fluid and solid, Ψ obeys the Laplace equation. The electrode array 
underneath the dielectric, at a depth H, forms a boundary condition. A pre-
programmed electric potential field is applied: 

( ) ( )txxUstHxx ,,,,, 2121 =−Ψ , (2) 

where U represents the voltage magnitude, and s the time-dependent 
electrode voltage pattern, taking to be a spatially continuous function. 

Patterning Assembly of Molecules on a Solid Surfacee 
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The electric dipoles of the adsorbates cause a change in the surface 
potential, which can be measured experimentally using the Kelvin method 
[7]. We assume that the surface potential is linear in the adsorbate coverage.  
That is, at the fluid/solid interface, x3 = 0, there’s a potential jump: 

( ) ( ) ( )txxCtxxtxx ,,,0,,,0,, 212121 ζ=Ψ−Ψ −+ . (3) 

The slope ζ  is a material constant. This boundary condition couples the 
electrostatic field to the adsorbate distribution. Assuming the adsorbates to 
be electrically neutral, the electric displacement component normal to the 
interface, D3, is continuous across the interface: 

3
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−+ ==
εε , (4) 

where εf and εs are the permittivity of the fluid and the solid. The Laplace 
equation, together with the boundary conditions, determines the electric 
potential field. 

The driving force on an adsorbate, f, is the reduction of the free energy of 
the system associated with the adsorbate moving a unit distance.  Following 
the procedure in [8], we obtain that 
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The first term comes from the free energy of mixing, which accounts 
for the thermal energy and the inter-adsorbate interaction. The second 
term represents the Cahn-Hilliard gradient energy [10], where h is a 
constant. The third term accounts for the dipole-dipole and dipole-
electrode interactions. Assume that the adsorbate flux is linearly 
proportional to the driving force, J = Mf, where M is the adsorbate 
mobility. The conservation of the adsorbates requires that 

J⋅−∇=∂∂Λ tC / .  These considerations, together with Eqn. 5, lead to 
the diffusion equation: 
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The third term in the bracket couples the evolution of the adsorbate 
distribution to the electrostatic field. 
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3. SIMULATION 

A comparison between the first two terms the parenthesis of Eqn. 6 
defines a length scale: 

2/1




�

�
		
�

�

Λ
=

Tk

h
b

B
, (7) 

which scales the width of the phase boundary. To resolve events occurring 
over this length scale, we introduce a time scale, τ = b2 / D, where D is the 
diffusivity, scaling as D ~ MkBT / Λ. Disregarding a dimensionless factor, we 
have the time scale 

( )2TkM

h

B

=τ . (8) 

In calculation, we normalize the spatial coordinates by b and time by τ. A 
dimensionless number, representing the relative magnitude of the dipole 
moment to the intermolecular attraction, appears in the normalized equation: 

Tkh
W

B

f

Λ
=

2ζε
. (9) 

W determines the equilibrium island size. 
To evolve Eqn. 6, one needs to solve the electrostatic boundary value 

problem in every time step. Fortunately in the current system, the boundary 
value problem could be solved analytically in Fourier space. Take the 
Fourier transform of a field variable with respect to the two lateral 
coordinates x1 and x2, and let k1 and k2 be the corresponding coordinates in 
the Fourier space. The Laplace equation becomes an ordinary differential 
equation Ψ=Ψ ˆ/ˆ 22

3
2 kdxd , where 2

2
2
1 kkk += . The solution takes the 

form ( ) ( )33 expexpˆ kxBkxA −+=Ψ , with constants A and B determined by 
the boundary conditions. The solution gives the electric displacement at the 
fluid/solid interface: 

sf

kHkH
kHkCsUk

D

εε

ζ
sinhcosh
coshˆˆˆ

3
+

+= . (10) 

Patterning Assembly of Molecules on a Solid Surfacee 



250 W. Hong and Z. Suo

Applying the solution to the diffusion Eqn. 6, we have the evolving 
equation in the Fourier space: 

( )
kHkH

CkHsU
WkCkPk

t

C

sf sinhcosh

ˆcoshˆ/ˆ2ˆ
ˆ
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εε
ζ

+
++−−=

∂
∂

. (11) 

Here both k and H are normalized by b, and ( )21,ˆ kkP  is the Fourier 
transform of the function 

( ) ( )C
C

C
xxP 21

1
ln, 21 −Ω+
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A commonly used numerical scheme is adopted here. The computational 
cell is divided into 256×256 grids, and subject to a periodical boundary 
condition at all edges. We evolve the values of the C-field at all the grid 
points. At a given time, the C-values are known in both the real and the 
Fourier spaces. Calculate the nonlinear function P at all the grid points in the 
real space according to Eqn. 12, and transform them into the Fourier space.  
Update Ĉ  at all grid points in the Fourier space according to Eqn. 11, and 
perform the inverse Fourier transform to obtain C-values in the real space.  
Repeat this procedure for many time steps. The results are plotted as a gray 
scale contour of C-values in the real space. 

4. RESULTS 

The model has many dimensionless numbers: Ω, W, εf / εs, H/b, U / ζ and 
the average coverage C0. In addition, the initial adsorbate distribution field is 
spatial dependent, and the electrode voltage pattern is spatial and time 
dependent.  A survey of the full parameter space is beyond the scope of this 
paper.  In the following numerical examples, unless otherwise noted, we set 
Ω = 2.2, W = 2, εf / εs  = 1, H/b = 10.  For the value 2.2=Ω , the free energy 
of mixing, ( )Cg , has two wells at the coverage C = 0.25 and C = 0.75. To 
illustrate several considerations, we will vary U / ζ, the initial adsorbate 
distribution, and the electrode voltage pattern. 

4.1 Electric field-directed assembly 

When the adsorbates separate into two phases, the phase boundary 
energy drives the phases to coarsen. The molecular dipole moments are 
aligned in the same direction: they repel one another. Consequently, the 
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dipole-dipole interactions drive the phases to refine. In equilibrium, the 
phases will reach equilibrium sizes, typically ranging from nanometers to 
micrometers  [11-13]. Because of the symmetry of the system, the patterns 
assembled don’t have a long-range order. Here we use the electrode voltage 
pattern to direct the assembly processes. 

Fig. 2 shows two time sequences, guided by different electrode voltage 
patterns, the top row by an array of stripes, and the bottom row by a lattice 
of dots.  At t = 0, adsorbates distribute uniformly, with coverage C0 = 0.5.  A 
small magnitude of the electrode voltage, U / ζ = 0.02, is prescribed.  In the 
absence of the electrode voltage pattern, the adsorbates at the average 
coverage C0 = 0.5 self-assemble into a pattern of randomly oriented noodles 
(e.g., 11).  As illustrated in Fig. 2, the small-magnitude electrode voltage 
patterns can guide the adsorbates to form straight stripes and other patterns. 

Figure 2. Electric field-guided self-assembly. In the top row, the electrode voltage pattern is 
an array of widely spaced stripes, and the adsorbates assemble into an array of finely spaced 
stripes. In the bottom row, the electrode voltage pattern is an array of large dots, which guide 
the assembly of the adsorbate pattern. In both cases, the electrode voltage is small, so that 
adsorbates still retain the natural pattern of fine stripes, and the electrode voltage only affects 
the overall layout. 

One can change the electrode voltage pattern at any time, so that the 
adsorbate pattern is reconfigurable. Fig. 3 shows a time sequence. The initial 
adsorbate distribution is uniform, with coverage C0 = 0.35. Prescribe the 
electrode array with a voltage pattern of the letter P using a relative high 
voltage, U / ζ = 1.  Under the guidance of the electrode voltage pattern, the 
adsorbates form a pattern of the letter P. In the background, the remaining 
adsorbates self-assemble into islands. We then change the electrode voltage 
pattern into the letter H. The adsorbates reassemble to form the letter H. The 
newly assembled pattern bears no resemblance to the old one. 

Patterning Assembly of Molecules on a Solid Surfacee 
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Figure 3. Reconfigurable assembly. Initially, the electrode voltage pattern is the letter P, and 
the adsorbates assemble accordingly. Then switch the electrode voltage pattern to the letter H, 
and the adsorbates re-assemble. The electrode voltage is high, so that the electrode voltage 
pattern overwhelms the natural pattern of the adsorbates. 

The above examples demonstrate that a static electrode voltage pattern 
can either guide the self-assembly of the adsorbates, or impose a desired 
pattern. The main difference in the two operations is the relative magnitude 
of the electrode voltage to the surface potential, U / ζ. A small-amplitude 
electrode voltage pattern guides the overall layout of the stripes. The natural 
pattern such as the stripes is more or less preserved. A large-amplitude 
electrode voltage pattern overwhelms the natural pattern, and the adsorbate 
pattern is nearly a replica of the electrode voltage pattern. 

4.2 Programmable motion 

When the electrode voltage pattern is time-dependent, the adsorbates will 
move around.  For example, consider a single island of aggregated 
adsorbates.  If one applies voltage on the electrodes sequentially, the island 
can be propelled to move in a desired direction.  Fig. 4 shows two time 
sequences, using parameters U / ζ = 1, C0 = 0.2.  At such a low coverage, no 
phase separation takes place in the absence of the external electric field. We 
apply a circular shaped voltage pattern at the center to assemble the 
adsorbates. Subsequently, we program the electrode voltage pattern into a 
traveling wave.  Fig. 4 shows snap shots for islands driven at two electrode 
voltage wave velocities.  When the voltage wave moves slowly (v = 0.02b/τ),
the island distorts somewhat, but follows the motion.  When the voltage 
wave moves too fast (v = 0.05b/τ), the island ruptures. 

Fig. 5 shows that the electrode voltage can be programmed to split an 
island.  The parameters used are the same as those for Fig. 4.  Again, we 
apply a circular shaped voltage pattern at the center. After a time of 2000τ,
an island of the size similar to the electrode voltage pattern assembles. We 
then divide the voltage pattern into two halves, and move them apart with a 
constant velocity of v = 0.025b/τ. The island also splits into two halves, 
which follow the two electrode voltage waves. By reversing the process, we 
could also combine two islands into one. 
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Figure 5. Splitting an island.  The initial electrode voltage pattern is a single circular dot.  The 
voltage pattern is then divided into two halves, and move in the opposite directions.  The 

5. CONCLUSION 

Adsorbed on a solid surface, a molecule carries an electric dipole 
moment, and moves on the surface by a thermally-activated process.  A 
patterned electrode array can direct the motion of the molecules.  When a 
collection of the molecule partially covers the solid surface, their motion is 
influenced by the entropy, the intermolecular attraction, the dipole-dipole 
interaction, as well as the dipole-electrode interaction.  We develop a phase 
field model to evolve adsorbate distribution field under the multiple 
thermodynamic forces.  An array of electrodes can be programmed to guide 
the assembly of the adsorbates, or move the adsorbates in desired ways.  Our 
numerical simulation illustrates the potential of the reconfigurable assembly 
and the programmable adsorbate motion.  Technological implications of this 
model are explored in [14]. 

Patterning Assembly of Molecules on a Solid Surfacee 
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Abstract: Suspensions of µm-size colloidal particles form structures similar to those 
formed by atoms (vapor, liquid, glass, crystal).  Since they can be observed 
optically in real time on the particle scale, colloids can be used to study the 
dynamics of these structures.  Large single crystals of hard-sphere-like 
colloidal particles can be grown in the f.c.c. structure on a (100) template.  
They contain vacancies, stacking faults and dislocations.  The stacking faults 
are extended because of their negligible energy and are bounded by Shockley 
partial dislocations.  Dislocations are introduced by lattice mismatch at the 
template or by deformation (e.g., indentation).  Their strain fields are imaged 
by laser diffraction microscopy (geometrically similar to electron microscopy) 
and their cores by confocal optical microscopy.  The critical thickness of the 
epitaxial crystal, the rate of introduction of the interfacial dislocations and 
their offset from the template are accurately predicted by continuum 
dislocation theory. 

Key words: Colloidal crystal, dislocation, stacking fault, epitaxy, critical thickness 

1. COLLOIDAL SUSPENSIONS 

Colloids are small solid particles, with diameter on the order of a µm, 
that are suspended in a solvent.  They can be neutral or charged and interact 
as hard spheres or as screened charges.  With increasing volume fraction 
they form dilute (gas), liquid or crystalline phases, similar to those formed 
by atoms as the temperature is decreased.  This similarity arises because both 
systems are held together by central interparticle potentials.  In the dense 
hard sphere colloids, the interparticle spacing is set by the osmotic pressure;  
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in the atomic systems, it is set by shape of the electronic potential. The 
modulus of a condensed phase can be estimated by a dimensional argument 
as ε/Ω, where ε is the cohesive energy and Ω the particle volume.  For an 
atomic system this gives 1eV/1Å3~100 GPa; for a hard-sphere colloidal 
system this becomes kT/1µm3~1 Pa. Dense colloidal systems are therefore a 
type of "soft matter" (or, more fundamentally:  "compliant matter"). 

Because of the size of their constitutive particles, colloidal systems can 
be studied by optical microscopy.  In particular, confocal microscopy makes 
it possible to track the particles in three dimensions and in time.  This makes 
colloidal systems unique models for studying the dynamics of condensed 
matter on the atomic scale.  It can be considered an analog computer for 
such studies, which, because of its vast parallel processing capability, allows 
modeling of phenomena of a size and scale that are difficult to achieve by 
digital computation.  Examples of such studies include crystal nucleation [1] 
and structural relaxation in liquids and glasses [2]. 

2. COLLOIDAL CRYSTALS 

Hard-sphere-like colloids at high volume fraction form close-packed 
crystals, with a maximum volume fraction of �/3�2=0.7405.   The particles 
form hexagonally close-packed two-dimensional layers.  Since the next-
nearest neighbor interactions are negligible, these layers are stacked 
randomly in the A,B and C positions of the hexagonal plane, unless special 
geometrical constraints are imposed.  Randomly nucleated crystals or 
crystals formed by sedimentation on a flat surface are randomly stacked. 
One can consider these as face-centered cubic (fcc) or hexagonal close 
packed (hcp) crystals that are heavily faulted on, respectively, a (111) or the 
(0001) basal plane.  Nevertheless, since these crystals are still periodic in 
one dimension, they show diffraction effects.  Natural opals are of this type. 

It is possible to create nearly perfect fcc crystals by sedimenting the 
particles onto a template that contains holes that determine their positions in 
a (100) plane [3,4].  In that case, the stacking deposition alternates between 
two sets of positions, and an fcc single crystal forms. 

Because the stacking faults in hard-sphere crystals have negligible 
energy, they form easily and extend far.  Their edges are Shockley partial 
dislocations with Burgers vector 1/6<112>, which repel over large distances. 
Figure 1 shows an example of a stacking fault observed by confocal 
microscopy in one crystal.  Most of the stacking faults extend all the way 
through the sample.  Identification of the Burgers vector on the edge of 
stacking fault confirmed it to be a Shockley partial.  Because these partials 
are independent, they become the elementary dislocations that govern plastic 
flow in these crystals.  This is different in the more familiar crystals with 



Dynamics of Dislocations in Thin Colloidal Crystals 257

long-range interparticle potentials, where the partials are kept together by the 
energy cost of the stacking fault between them, and where the elementary 
dislocation has a net Burgers vector 1/2<110>, the shortest lattice translation 
distance. 

Figure 1. Confocal microscopy image of a section of a colloidal crystal parallel to the (110) 
plane.  The image shows a stacking fault on the (111) plane that ends in an edge dislocation. 

The latter is a Shockley partial with Burgers vector b=1/6[112]The dislocation core is offset 
from the template (below the crystal, not shown) by three atom layers.  The equilibrium 

interparticle diameter is 1.63 µm. After Schall, et al. [4] 

3. OBSERVATION OF DISLOCATIONS 

 The data from the confocal microscope can be used to identify dislocation 
cores and to trace Burgers circuits.  The strain field of the dislocation can be 
imaged in the same way that it is imaged by the electron microscope in 
atomic-scale crystals.  The strain locally changes the lattice plane orientation 
and thereby the Bragg condition for diffraction.  As a result, dislocations are 
revealed by changes in contrast in bright or dark field images.  Since the 
lattice parameter of the colloidal crystals is on the order of a µm, these 
effects can be obtained by optical diffraction and imaging [4], as illustrated 
in the laser diffraction microscope of Figure 2A. 
 The images in Fig. 2B and 2C  are of the dislocation array formed near the 
template when its interparticle spacing is slightly (1.5%) greater than the 
equilibrium spacing of the crystal plane. The reversal of the contrast when 
the diffraction vector q is made to deviate from a reciprocal lattice vector g
(excitation error s=q-g�0) demonstrates that the contrast does indeed arise 
from Bragg diffraction.  

The interface dislocations shown in Fig. 2 are edge dislocations whose 
Burgers vector b=1/6<112> is inclined to the plane of the template by an 
angle α =arc cos(1/�3), as illustrated in Fig. 1.  There is a second set of edge 
dislocations, along the y-direction, which is not visible, because their 
Burgers vectors satisfy the extinction condition g.b=0. 
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Figure 2. A: Schematic diagram of the laser diffraction microscope used to image the strain 
field of dislocations.  B and C: images of one set of edge dislocations formed at the interface 
between a colloidal crystal and a template with 1.5% greater lattice spacing.  The upper left 

insets are the diffraction patterns (0: transmitted beam; arrow: (220) diffracted beam used for 
imaging).  The upper right insets are diagrams that show the relation between the scattering 

vector q and the reciprocal lattice vector g.  The contrast of C is inverted because of the 
excitation error s.  A perpendicular set of edge dislocations is present but are not imaged 
because their Burgers vectors are subject to the condition g.b=0. After Schall, et al. [4]. 

The laser diffraction microscopy made it possible to monitor the 
formation and lengthening of the interface dislocations as a function of time. 
As with epitaxial growth of atomic crystals, there is critical thickness, hc, 
below which the interfacial dislocations do not nucleate.  We found that for 
the conditions of the crystal of Fig. 2, we found the first dislocations at a 
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thickness of 31 µm.  Once nucleated, the dislocation length, L, increased 
according to: 

L = Linf 1− exp − t

τ
� 
� 
� 

� 
� 
� 

� 
� 	 


 
� � 

(1) 

where Linf is the length after full relaxation and τ  is a time constant, 
measured to be 130±40 s. 

4. COMPARISON WITH CONTINUUM THEORY 

Three observations are compared to the predictions of continuum 
dislocation theory, and remarkable agreement is found.  In the first two cases 
(the critical thickness and the core offset), this is not surprising, since the 
quantities depend on Poisson's ratio, which in these crystals is close to the 
canonical value of 1/3 [5].  The lengthening rate of the dislocations, 
however, is a more interesting test.  Here, we give only the results of the 
analysis.  The details can be found in our original paper [4]. 

4.1 Critical thickness 

The classical isotropic elastic analysis by Frank and van der Merwe [6] 
and by Matthews and Blakeslee [7], in which the sum of the strain energy in 
the film and the line tension of the interfacial dislocations is minimized, 
gives the following expression for the critical thickness: 

hc = b

8π (1−ν 2)  cosα ε0

ln
4hc

b

� 
� 
� 

� 
� 
� (2) 

where ν  is Poisson's ratio and ε0  is the strain of the lattice with respect to 
the template.  For this crystal, the lattice parameter is 2.31 µm, and hence 
b=0.94 µm. For ν =1/3 and ε0=0.015, Eqn. 2 gives hc=22 µm, in agreement 
with the observations. 
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4.2 Offset from the interface 

The offset of the dislocation from the rigid template is determined by two 
forces:  a force toward the interface that tends to relieve the strain in the 
layers below the dislocations and a repulsive image force as a result of the 
rigid boundary condition.  The two forces balance at a distance: 

z0 =
b  cosα( )2

4π (1−ν 2)Λε0
2 (3) 

where Λ is the average distance between the dislocations.  In these 
experiments Λ=53 µm, so that z0=2.2 µm, in reasonable agreement with the 
observation of Fig. 1. 

4.3 Lengthening rate 

The lengthening of the interfacial dislocations after nucleation is 
determined by the resultant of three forces [8]: a Peach-Koehler force on the 
threading screw segment at the end of the dislocation, the line tension of the 
edge dislocation being generated, and a drag force on the screw segment.  
The latter is characteristic for colloidal crystals, in that it is proportional to 
the dislocation velocity and to the viscosity of the solvent [9].  The latter can 
be understood since the motion of the particles past each other in the solvent 
is a hydrodynamic phenomenon.  The analysis results in an exponentially 
decaying lengthening rate, as in Eqn. 1, with a time constant: 

τ = (1−ν)η
Eb2ρscrew cos2 α  sinα

(4) 

where E is Young's modulus, η is approximately equal to the shear viscosity 
of the solvent and ρscrew  is the density of threading screw dislocations.  The 
latter quantity was measured to be 3 x 10-4µm-2.  If η is given a value of 
4x10–3 Pa.⋅s, the shear viscosity of the solvent, the observed relaxation time 
of 130 s implies a Young’s modulus E=0.3 Pa, which is the right order of 
magnitude for these crystals [5]. 
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5. CONCLUSIONS 

These experiments on colloidal crystals show that colloidal systems are 
useful "analog computers" in the study of the structure and dynamics of 
condensed matter.  Other phenomena we have investigated include the 
indentation of colloidal crystals and the shear of colloidal glasses [10].  In 
the area of nanomechanics, these types of experiments allow a unique look, 
at both the particle-level and the intermediate length scale, at phenomena 
such as the behavior of dislocation nodes and the interaction of dislocation 
with custom-prepared grain boundaries. 
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Abstract: Defining mesoscopic length scales for deformed nanostructures requires a 
close coupling of theory and experiment.  One approach to this is to 
mechanically probe single crystal nanospheres of the same size that can be 
evaluated computationally.  This involves analyzing dislocation nucleation and 
its corresponding yield instability represented by either a displacement 
excursion or load drop.  We propose that the external work necessary to create 
the instability can be accounted for by idealized prismatic loop punching when 
the associated surface work, dislocation work and stored elastic energy of the 
loop are accounted for.  This is shown both for experimentally compressed 
silicon nanospheres and theoretically simulated nanoindentation of silver 
(from work of Christopher, et al., 2001).  For relatively large cumulative 
strains in a freestanding aluminum nanostructure, it is shown that Taylor 
hardening can predict flow stress behavior consistent to first order with 
atomistic simulations. 

Key words: Length scales, nanoindentation, discretized dislocations 

1. INTRODUCTION 

To define a length scale controlling deformation in structures less than 
100 nm in size is a daunting task.  Numerous approaches to this have been 
recently taken including attempts employing strain gradient plasticity [1-2], 
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volume to surface area (V/S) ratios [3-4], geometric constraint [5-6], free 
energy elastic stability [7] and energy balance criteria [8].  Much of this has 
been experimentally based and has guided researchers in analyzing 
challenging issues associated with the indentation size effect (ISE) [2,9] and 
dislocation nucleation [10-11].  Still, computational materials science which 
is free from experimental complexities has probably made the most advances 
in solving the multiscale modeling problem [12-14] because simulations at 
the nanometer scale can be quite accurate and provide an appropriate 
bottom–up format from tight–binding to finite element solutions with 
coupled boundary value approaches.   

With the advent of scanning tunneling and atomic force microscopies 
(STM and AFM) and transmission electron microscopes (TEM) equipped 
with in situ nanoindenters, it is becoming increasingly possible to conduct 
experiments and simulations with similar volumes of material and matched 
boundary conditions.  A good example of this from a dislocation plasticity 
standpoint is the study of Rodriguez de la Fuente, et al. [15] in which partial 
dislocations were induced and imaged in a gold film with STM; the results 
of which agreed with the predictions of the atomistic simulations.  Although 
the goal of accurately defining a controlling length scale is still ill–defined, 
progress towards this end has been substantial.  The following describes our 
initial attempts in resolving the energy balance in the first stages of 
deformation and progress in applying this to a simulation where a coupled 
atomistics and discrete dislocation (CADD) model can be used. 

2. ENERGY BALANCE OF YIELD EXCURSIONS 

A series of recent papers has shown that single–crystal nanospheres of 
silicon and titanium exhibit strengths greater than their bulk counterparts.  
Although these were reported in terms of being superhard, at the suggestion 
of Veprek and Argon [16], it is more appropriate to call these superstrong.  
The “hardness” reported was a reflection of the Hertzian type contact 
pressures that the spheres were subjected to.  However, it is clear that the 
side constraint of a penetrating spherical indentation into a surface is missing 
for a compressed nanosphere resulting in a vastly different state of stress.  
This, however, makes these “superstrong” mean contact pressures even more 
interesting when comparing them to mean contact pressures of nanoindenters 
into bulk single crystals.   

The nanospheres were hypersonically accelerated out of a high–pressure 
plasma [17].  Previous compression tests of these relatively ideal single 
crystal samples as seen in Fig. 1 demonstrated that silicon had higher than 
normal strength, produced yield discontinuities at relatively low loads, and 
work–hardened substantially under larger displacements [18].  As they also 
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exhibited reversed plasticity [19], it was thought that dislocations were the 
main, if not the only source of plasticity.  There were a number of factors 
that led to this conclusion.  First a phase transformation, e.g. β−Sn, was 
rejected as a source since pop–out was not detected upon unloading.  
Second, the steps in the load–displacement curve in Fig. 1(b) sum to the total 
residual displacement.  Third, there are a number of examples of dislocation 
plasticity in Si with and without superimposed confining pressures.  Rabier, 
et al. [20] has shown with a multi–anvil apparatus that Si deforms via 
dislocations at room temperature under confining pressures of 5 GPa.  
Additionally small volume TEM in–situ indentation experiments into wedge 
shaped silicon samples demonstrated dislocation loops and no evident phase 
transformations [21].  This is in agreement with our recent unpublished 
finding on freestanding silicon nanostructures which were of a similar size to 
the tested nanospheres.  Here the plastically deformed structures imaged 
with TEM also provided evidence of dislocation activity without phase 
transformations.  

Figure 1. Compressions of a 39 nm diameter single crystal silicon nanosphere showing (a) 
consecutive compressions to increasing loads and (b) magnification of the first compression 
exhibiting displacement excursions that add up to the residual displacement upon unloading. 

The intriguing aspect of the multiple steps seen in Fig. 1(b) described here 
and elsewhere [19] is that each excursion is on the order of 0.2 nm, slightly 
less than a Burgers vector in silicon.  We have taken this as evidence of 
dislocation emission.  As stored elastic energy was released when each of the 
yield excursions occurred, it was first necessary to speculate on where the 
energy was absorbed.  An obvious choice was plastic work associated with 
moving a dislocation.  To solve this problem one needs to know where the 
dislocations nucleate, of what character they are and where they end up 
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inside the nanosphere.  For a single loop inside a sphere a solution by Willis 
[22] exists but it was desirable to have this for all of the steps shown.   

  The situation was idealized to sequential prismatic loops of the same size 
as the contact radius, a, as shown in Ref. [18].  Emitting the first dislocation 
at the edge of the contact requires a force needed to exceed an image force 
combined with a resisting Peierls barrier.  When it exceeds this the 
dislocation glides to a new equilibrium position.  There are three caveats 
here, the first is the loop would have to be slightly outside the contact to 
experience a free surface which is probably not unrealistic.  The second 
caveat is that a vacuum is used to represent the image force condition 
implying that the oxide film is broken.  As this might act as the nucleation 
site, this is also possible and even if not, the modulus of SiO2 is substantially 
less than Si (70 GPa < 160 GPa).  The third caveat is that only prismatic 
loops are considered, while shear loops might be just as likely if not more so.  
Given those caveats, we utilized a Hertzian stress distribution for a given 
spherical contact as given by Johnson [23].  This was further coupled to a 
dislocation model for crack tip shielding of a plastically polarizable material 
by Zhou and Thomson [24].  By substituting the spherical contact stress field 
for the crack–tip stress field one finds 
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where po is the maximum pressure, zi is the distance of the ith dislocation 
below the contact, a is the contact radius, ν is the Poisons ratio, � is the shear 
modulus and bi and bj are the Burgers vectors of the ith and jth dislocations 
which in this case are assumed to be the same.  Additionally, σf is the 
friction stress to be either exceeded by the driving force minus any back 
force or to govern final arrest.  The maximum pressure for a spherical 
contact is 3P/2πa2 where P is the external load.  The first term is the external 
driving force, the second term is the image force and the third concerns the 
dislocation-dislocation interaction force from any previously injected 
dislocations.  Applying this to the first four displacement excursions in Fig. 
1(b) is accomplished using � = 66 GPa, ν = 0.218 and b = 0.236 nm for the 
39 nm diameter silicon sphere.  The resulting stress on the assumed 
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prismatic loop at distances z below the surface are shown in Fig. 2(a) for the 
force associated with each excursion.  The first excursion at P = 0.92 �N, the 
dislocation sees an initial negative stress as the loop starts to form and 
gradually goes positive as it proceeds further from the surface.  When the 
positive stress becomes sufficiently large to exceed the friction stress, here 
assumed to be a Peierls stress of 4 GPa, the dislocation can freely glide to a 
distance about 8 nm below the surface where it arrests.   

Figure 2. The resulting stress from Eqn. 1 at distances z below the surface on prismatic 
dislocation loops which are assumed to form during yield excursions from (a) the 

compression of 39 nm diameter Si nanosphere and (b) the simulated nanoindentation of Ag 
{100} crystal. 

The real work associated with this is the force on the dislocation per unit 
length, τb, multiplied by both the loop length, 2πa, and z, the distance the 
dislocation moves before it can glide freely to its equilibrium position.  In 
this case z = 1.02 nm which is where the stress exceeds 4 GPa.  Therefore 
the plastic work for this excursion is  

p 2�W b a zδ τ= ⋅ ⋅ . (2) 

Energy can also be absorbed by new surface creation.  Here we take the 
contact area before and after the excursion, giving 

beforesafters AAS γγδ −= (3) 

and use a geometric contact with γs = 1.56 J/m2 for Si.  Also, using this 
description requires an area of 2πa2 since there is a contact both at the top 
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and bottom of the sphere.  In addition to this energy absorbed, elastic energy 
remains within the created loop, given as 
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where the first term in brackets is for a dislocation of half screw and half 
edge character, and the second term is the energy per  unit length for a screw 
dislocation which includes a continuum description of the core energy 
contribution.  The total energy that is absorbed or remaining is balanced by 
the external work such that 

exc pPd W S Uδ δ δ δ= + +
�

(5) 

where the external work is Pdδexc.  As shown in Table 1, 93 ± 20% of the 
work is accounted for by these three terms.   

Table 1. External work and energy balance in Si experiments and Ag simulations of 
Christopher, et al. [25] (Units multiplied by 1018 for J). 

To examine whether the critical distances, z, below the indenter from 
Eqn. 1 and used in Eqn. 2 were realistic, an atomistic simulation that was 
conducted using a sharp indenter penetrating an ideally perfect Ag {100} 
crystal [25] was used for comparison.  This atomistic modeling of 
nanoindentation used a 90º pyramid indenting a 40,960 atom array using an 
atomistic potential developed by Ackland [26].  While this is non-ideal from 
a Hertzian stress field standpoint it was rationalized that the mean pressure 
represented by the given force and contact area would nucleate dislocations 
in a similar manner.  Furthermore, the hillocks they observed on their FCC 
silver were similar to those later observed both experimentally and 
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theoretically in Au by STM [15].  The latter hillocks were identified as 
partial dislocations coalescing into stair–rod configurations.  The useful 
aspect of the theoretical Ag study was that load–depth curves were provided 
and the forces were scaled to loads, e.g. 125 eV/Å was 200 nN at a 
maximum depth of 1.75 nm.  Four yield excursions similar to those in Fig. 
1(b) were found with each displacement excursion and were about equal to 
the Burgers vector of silver.  The total of 0.9 nm displacement represented 
by these excursions was the majority of the 1.3 nm residual displacement 
found upon unloading.  The only difficulty in analyzing this data with Eqn. 1 
was to define a contact radius.  This was accomplished by taking a perfect 
cube corner geometry and allowing the contact area represented by an 
equilateral triangle with side, a∆, to be equal to the contact area represented 
by a circle of πa2 where a is the spherical contact radius.  For this it was 
found that 

22

�3

2 δ=a . (6) 

It was reasoned that a consistent mean pressure would give first order 
conditions for dislocation nucleation recognizing that the local stresses 
would deviate.  Using this representation of a, the resulting stress distance 
plot for the Ag {100} simulation is shown in Fig. 2(b).  It is seen to be 
similar to that for the Si nanosphere in Fig. 2(a), the main difference being 
that the displacements for releasing the dislocation into a freely gliding 
situation are about a factor of three smaller.  This is partly due to the larger 
friction stress of 4 GPa used for Si compared to 1 GPa for Ag.  With the 
critical distances of Fig. 2(b), Eqns. 2–4 are applied to determine if the 
energy balance represented by Eqn. 5 is realistic.  Everything is known 
except for the dislocation line length, originally 2πa for the nanosphere, now 
becomes 3a∆ in Eqn. 4 to describe the cube corner contact.  With �Ag = 33.8 
GPa, bAg = 0.288 nm, νAg = 0.354 and γs

Ag = 1.14 J/m2, the values of Eqns. 
2–4 were determined as shown in Table 1.  The external work ranging from 
14 to 41x10-18 J could be accounted for 121 ± 20% of the time.  If one can 
describe these early stages of deformation quite accurately and carry these to 
longer range dislocation structures, this should allow for prediction of the 
early stages of linear hardening.  For such cases the governing energy 
balance and the coupled length scales are addressed in a forthcoming 
publication [8].   
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3. DISPLACEMENT CONTROLLED NANOSCALE 
DEFORMATION 

At somewhat larger strains we compare the mechanical response of an 
experimental compression of a freestanding aluminum nanostructure to an 
atomistic simulation of nanoindentation into aluminum fully described in 
Ref. [14].  While this is not a direct comparison since the simulation 
considers only two dimensions, both the experiment and simulation were run 
under displacement control, probe similar volumes of material and 
demonstrate consistent mechanical response.   

The coupled atomistic discrete dislocation (CADD) simulation shown in 
Fig. 3 involved a 50 nm diamond tip indenting a 94.1 nm thick aluminum 
film modeled with an embedded atom potential [27].  The nucleation process 
in Fig. 3(a) took place during the load drop from point I to point II in Fig. 
3(b) [14].  This response captured by the simulation is strikingly similar to 
the load drops seen in the experimental compression of the freestanding 
aluminum nanostructure in Fig. 4.   

Figure 3. Coupled atomistics and discrete dislocation model of a displacement controlled 
indentation into a 94.1 nm thick Al film with (a) the nucleation of the dislocation representing 

the load drop from point I to point II in (b). 

To create the nanostructures, a 400 nm thick film of poly(methyl 
methacrylate) (PMMA) was spin–coated onto a Si (100) substrate following 
standard photolithographic procedures.  The PMMA was patterned via e–
beam lithography and the aluminum was deposited by e–beam evaporation 
at 2 Å/s.  The Al structure was characterized first by AFM and found to be 
46 nm high.  It was then centered under the 5 �m radius diamond tip in the 
nanoindenter (Hysitron TriboIndenter®).  This was accomplished by 
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scanning the surface with the diamond tip using a normal load of 
approximately 200 nN.  While this load was necessary to maintain contact 
between the tip and substrate, it did deform the Al nanostructure during 
scanning to the point that its measured height was 21 nm before the 
compression in Fig. 4.  After the compression, the structure was measured by 
both the nanoindenter and AFM to be 12 nm high.  The compression was run 
using displacement control with a loading and unloading rate of 2 nm/s and a 
hold time at maximum displacement of 5 s.  After about 6 nm of 
displacement, a series of three distinct load drops of about 1 �N occurred.  
This is seen more clearly in the load versus time graph in Fig. 4(b).  Smaller 
load drops occurred at larger displacements.   

Figure 4. Compression of a freestanding aluminum nanostructure with a 5 um radius diamond 
tip.  The structure had an initial height of 46 nm as measured with AFM.  The height before 

compression was 21 nm compared to 12 nm after the test.  The test was run under 
displacement control at a loading and unloading rate of 2 nm/s with a 5 s hold at maximum 

displacement. 

In order to compare the experimental results to the simulation, a stress–
strain curve was generated (Fig. 5) from the load–displacement data in Fig. 
3, Fig. 4 and a simulation of a 7.85 nm thick Al film (data from Fig. 12 Ref. 
[14]).  The stress–strain curve was generated by scaling forces per unit area 
to the elastic modulus of aluminum and defining strain as δ/t, the 
displacement normalized on film or nanostructure thickness.  The interesting 
feature of Fig. 5 is that the stress drops at similar strain levels for the 
simulations of the 7.85 nm and 94.1 nm thickness films bracketed the stress 
drop magnitudes from the experiment. 

 A final set of comments addresses the original goal of this 
investigation which was to establish a length scale approach for deformation 
of nanostructures.  This current study and four previous ones [4,5,8,28] 
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demonstrate how difficult this task will be.  In three recent papers [4,5,8] we 
had sequentially proposed a volume to surface ratio, a linear hardening 
inverse pile–up approach and a geometric approach to length scales for 
deformation of small volumes.  All of these can be defended on the grounds 
they apply to slightly different length scale regimes and different hardening 
mechanisms [5].   

Figure 5. Stress–strain relationship generated from the load–displacement data of the 
displacement controlled experiment and simulation into Al.   

For the relatively large strains shown in Fig. 5 we consider that forest 
dislocation hardening is most likely for the freestanding nanostructure.  This 
type of flow stress behavior of the structure is compared to a length scale 
determined for the nanosphere given elsewhere [5] as  

o

21

s 3

8
r

b
�
�

�
�
�

�=
δ

� (7) 

where b is the Burgers vector, δ is the cumulative displacement and ro is the 
sphere radius.  From Eqn. 7 we obtaine a very small length scale of 3.94 nm 
representing a dislocation density of 6.4x1016 m-2.  This length scale seemed 
too small probably due to the assumption that the average loop radius was 
the particle radius divided by four.  Applying this to Taylor hardening and 
using the observed flow stress of 600 MPa allows one to back out the Taylor 
coefficient, αT, from 
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ρµασ bTflow 2= (8) 

with the dislocation density of ρ = 6.4x1016 m-2, the shear modulus of �Al =
26.3 GPa and a Burgers vector of bAl = 0.286 nm.  The observed 600 MPa 
flow stress would require αT = 0.158 which is on the low side of the 
expectation.   

A more realistic approach for these heavily deformed nanostructures is to 
assume that their original volume of 3.61x10-22 m3 remains constant and that 
the dislocations created to first order do not annihilate.  If the further 
assumption is that the average distance between dislocations is the average 
loop radius, r� = �, then the two common definitions of dislocation density 
lead to a more appropriate length scale.  The first definition of line length per 
unit volume is represented by the number of dislocations (δcum/b) times the 
average length (2πr�) per unit volume or 

o

cum2

bV

r δπρ �= . (9) 

Meanwhile the second dislocation density definition is  

22

11

�

� r
==ρ . (10) 

Eliminating ρ results in  

cum

o3

2πδ
bV

r =
�

. (11) 

For the above volume and Burgers vector with a cumulative displacement of 
30 nm, Eqn. 11 results in a loop radius of 8.3 nm and a dislocation density of 
1.45x1016 m-2.  This seems more realistic and coupled with the Taylor 
hardening of Eqn. 8, gives a more realistic Taylor coefficient of αT = 0.33. 

4. SUMMARY 

 We have seen that the earliest stages of dislocation nucleation of a 
relatively few dislocations can be modeled by bottom–up atomistic 
simulations and top–down discrete dislocation formulations based on 
continuum descriptions of dislocation and contact mechanic stress fields.  At 
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larger deformation, although much more tenuous, there is promise that 
coupled atomistic discretized dislocation approaches will be able to produce 
the yield instabilities experienced by small volumes. 
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Abstract: The study of interacting rough surfaces, especially at mesoscale and 

nanoscale, has been playing a central role in a broad spectrum of novel 

applications, e.g. nanostructure fabrication and reliability. The multiscale 

nature of surface roughness, the structure- and size-sensitive material 

deformation behavior, and the importance of surface forces and other physical 

interactions give rise to very complex surface phenomena at mesoscale and 

nanoscale. In this work, we present a contact mechanics model based on the 

power spectral density function of the surface roughness. This is more relevant 

to large-scale rough surface contact with the use of classic plasticity theory. If 

using phenomenological strain-gradient plasticity theory, we can show that 

one can only flatten asperities in a certain frequency interval of the roughness 

spectrum. We also present a new scheme of modeling rough surface adhesion 

by using the Dugdale model and the self-affine fractal surface, which leads to 

a discussion of gecko adhesion. We also present some of our perspectives 

about the interaction between adhesion and micro-plasticity for, e.g., nano-

imprinting and nano-welding applications. 

Key words: Multiscale roughness, roughness evolution, size-dependent plasticity, rough 

surface adhesion, micromechanics of surface plasticity. 

1. INTRODUCTION

Solid-solid interactions of rough surfaces, especially at mesoscale and 

nanoscale, govern many important mechanical and physical properties for a 

number of novel applications, including nanostructure fabrication and 

reliability (e.g. nano-imprinting, nano-welding, chemical mechanical 

planarization, MEMS stiction), soft material adhesion, nanostructured 
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coating design, friction and wear, among many others [1-2].  The classic 

work of rough surface contact is the Greenwood-Williamson (GW) model 

[3], which models the surface roughness as a collection of uniform asperities 

with a Gaussian height variation and gives a statistical way to deduce multi-

asperity contact from single-asperity contact.  Certainly this model has its 

advantages in the study of many engineering surfaces, but not appropriate 

for the small scale rough surface mechanics for the following three reasons. 

(1) Surface roughness typically has a multiscale nature, i.e. the existence 

of roughness details at many length scales [4-5]. Statistical parameters 

defined in the GW model depend on the measurement window size and 

instrument resolution, so that cannot describe surface roughness uniquely. It 

should also be noted that the fractal description is only one example of 

multiscale roughness. 

(2) Deformation mechanisms at small scale are very complicated. There 

have been a lot of experimental evidences that plastic deformation is size-

dependent [6]. In addition, rough surfaces could also be sources and sinks of 

dislocations, leading to so-called surface plasticity. We can use 

phenomenological strain-gradient plasticity theories based on Taylor 

hardening rule at microscale [6-7], or study the cooperative behaviors of 

defects and the interaction with rough surfaces at nanoscale [8-9]. 

(3) Surface forces and adhesion play an important role for small scale 

structural integrity [10], for example, in MEMS stiction problem. It’s more 

interesting to study the coupling behavior between adhesion and surface 

plasticity. Physical forces from less familiar origins (e.g. surface stress) may 

also be pronounced when the feature size is reduced. 

The above three aspects and their interactions contribute to the complex 

surface phenomena at mesoscale and nanoscale. The theme objective of this 

paper is to examine scaling relations and scale effects for multiscale 

modeling of rough surface plasticity and adhesion. Future emphasis will be 

placed on how to link atomic and mesoscale contacts. 

2. LARGE-SCALE ROUGH SURFACE CONTACT 

The GW model describes a rough surface by the rms height σ , rms slope 

σ ′  and rms curvature σ ′′  [3,11-12]. Unfortunately, because of the fractal 

nature of surface roughness, those statistical parameters depend on the 

measurement window size and instrument resolution. As a consequence, we 

shall characterize the surface roughness by the power spectral density 

function (PSDF), which is the Fourier transform of the autocorrelation 

function [4-5,11]. Figure 1 shows a typical rough surface topography and the 

corresponding PSDF. For an ideally self-affine fractal surface, the PSDF is a 
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straight line with respect to ω , and the slope tells the fractal dimension. In 

reality, there is a low-frequency cutoff due to component size, surface 

inhomogeniety or grain size.  The high-frequency cutoff is usually due to the 

measurement resolution, though the ideal fractal roughness is not expected 

to extend to nanoscale. It should be noted that our following contact analysis 

is not restricted to fractal description of surface roughness. 

Figure 1. (a) AFM topography of single crystal Cu.  (b) Fractal properties can be deduced 

from the power spectral density function, using the line information at y~20µm in (a).  The 

straight line is by least squares fitting, giving rise to fractal dimension D~1.5.

The self-affine fractal rough surface can be idealized by using a 

Weierstrass function of the form 

            ( ) ( ) ( )
∞

=

−=
0

0

2

0
2cos

n

nnD xAxz λπγγ  (1) 

where 0A  and 0λ  are amplitude and wavelength of the zero-th scale, and γ ,

D  ( 21 << D ) are scale-independent, dimensionless parameters that 

characterize the fractal properties. We can approximate the PSDF of Eqn. 1 

by a continuous one, which is proportional to 52 −Dω  [4]. 

Rough surface contact analyses can be categorized into three types.  (1) 

The GW model is based on the height distribution of isolated asperities.  

Although it gives a neat statistical means of deducing multi-asperity contact 

from single-asperity contact, the roughness description is not appropriate, as 

discussed in previous section. We have to introduce an artificial cutoff high-

frequency in order to obtain meaningful statistical parameters for the GW 

model. (2) Direct numerical simulations are usually difficult to cover the 

whole spectrum of asperities, because asperity feature sizes range over many 

length scales and much smaller than the component size.  Some hybrid 

schemes inherit drawbacks of GW-type statistical models.  The calculation is 

usually limited by the cutoff size of mesh and asperity measurement 
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resolution. While refining the mesh size and measurement resolution, we 

would observe endless contact details. However, a microstructurally relevant 

length-scale might give a meaningful cutoff if we are concerned with certain 

failure analysis. (3) Many fractal-based contact models [4,13], out of thin 

air, give the contact size distribution directly from the “bearing-area” 

relation, and sum up all possible isolated asperity contacts.  Actually, the 

true contact size distribution by our following contact analysis is radically 

different.

The contact mechanics based on self-affine fractal roughness, however, 

remains a challenge [14-17].  We recently establish an elastic-plastic contact 

analysis based on Archard’s method and Weierstrass series [17]. Refer to 

Fig. 1 again.  Idealizing a self-affine fractal rough surface by the Weierstrass 

function, we bridge two successive scales in the roughness spectrum by the 

assumption that the nominal pressure at the fine scale is equal to the true 

pressure at the coarse scale. Of course, this is justified if asperities at 

successive scales have large difference in contact compliance (usually true if 

successive wavelengths are far apart).  If two successive scales are quite 

close, clearly we cannot decouple the roughness scales, and the contribution 

to the contact compliance from the fine scales must be included. 

Figure 2. (a) Schematic of rough surface contact in Archard’s manner. (b) Indentation map 

illustrating the deformation characteristics of sinusoidal surface.  

As shown by the schematic in Fig. 2(a), we can compute the contact 

properties of the scale n  from the scale 1−n . Fig. 2(b) gives the indentation 

map of sinusoidal contact, which can be characterized by two parameters: 

λα a=  and 
Y

AE λσψ *= , where a  is the contact half-width, A  is the 

amplitude and λ  is the period of the sinusoidal surface, *E  is the effective 

modulus and Yσ  is the yield stress of the elastic-perfectly plastic solid. Most 

importantly, when 12 →α , we have significant interaction between 

neighboring asperities. For a sufficiently large ψ , as the contact fraction 
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increases, the contact pressure first reaches the material hardness YH σ3~ , 

and then rises up to a value 
Y

H σ6~* .  It should also be noted that this 

transitional behavior is weakly dependent on the asperity shape as long as it 

is wedge-like.

For elastic multiscale contact, the analysis is rather complicated.  

Assuming the asperity pressure distribution be uniform, we can easily derive 

the scaling relations for the contact fraction and the contact pressure when 

the roughness scale is sufficiently large.  The asymptotic solution for the 

contact fraction is D

n

−
∞→ = 12 γα , and the total contact area is 

            ( )( ) pL nD

n

~4.0 11

0

−−−≈ γλ  (2) 

with 0
*~ AEFp π= . The contact is supported by infinite number of zero-size 

contact spots, each of which has infinite contact pressure.  Such an 

understanding is also evident by the FEM calculation.  If we refine mesh size 

and include more asperities at smaller scales, the pressure distribution will 

evolve from rather smooth to quite spike-like [17-18]. Of course, fine scale 

contact cannot be elastic. Plasticity or others may change this conclusion. 

The critical wavelength of plastic-yield can be easily computed, using 
D

n

−
∞→ = 12 γα . The calculation gives ( )11

00

−≈ D

cr
ψλλ . The plastic 

deformation therefore is confined to a thin layer near the surface, with the 

width comparable to 
cr

λ . The above result is only valid when 
0

ψ  is small. 

Our latest work [17] gives a complete analysis.   

Now consider rigid-plastic contact of self-affine fractal surface (i.e., very 

large ψ ). If the contact pressure is limited by material hardness, with a 

given load F , the total contact area is HFL
n

≡ . Because of the pressure 

rise-up feature in Fig. 2(b), and the fact that nominal pressure at fine scale is 

limited by true pressure at coarse scale, the fine-scale contact can never 

reache complete contact, namely, asperity persistence at every roughness 

scale.  The contact area as ∞→n  is *HFLn =∞→ .

An important conclusion from the above analysis is that a perfectly 

fractal description of surface roughness ( 21 << D ) appears to lead to 

unphysical predictions of the true contact size and number of contact spots, 

for both elastic and elastic-plastic solids. It is anticipated that either non-

fractal roughness (but possibly multiscale), or micro-plasticity, or adhesion 

might resolve this open question. 
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3. ROUGHNESS EVOLUTION AND 

MICROMECHANICS OF SURFACE PLASTICITY 

Experimentally, we can measure the change of PSDF before and after 

contact loading, a potential link between contact analysis of surface failure 

mechanisms. Load-displacement curves, e.g. [19], wouldn’t contain enough 

information about surface deformation. Because of self-affine fractal 

roughness, smaller asperities are rougher and large frequencies deform 

mainly plastically. The critical wavelength of elastic-plastic transition 

approximately happens at ( )11

00

−Dψλ , also drawn schematically in Fig. 3(a).  

Figure 3. Schematics of the evolution of power spectral density function.  

We also conjecture that at very high frequency, plastic deformation is 

difficult to realize because of small size. Thus there would be another critical 

scale beyond which asperities deform elastically, and only an intermediate 

range of frequencies can be plastically crushed and likely smoothened. This 

can be proved by using the phenomenological strain-gradient plasticity 

theory by Nix and Gao [6], which is a statistical description of dislocation 

interaction based on Taylor hardening rule. The material hardness H  is 

given by χlHH ˆ1
0

+=  , where 0H  can be explained as bulk hardness, l̂

is a material length scale, and χ  is the strain gradient.  Approximately 

~χ asperity slope/contact size. The Weierstrass surface roughness in Eqn. 1 

tells us that asperity slope increases rapidly with respect to roughness scale 

n . Our calculations shows that the plastic-elastic transition occurs at the 

critical wavelength ( ) ( )211

00

* ˆ
D

cr
lA

−−
≈ λλ , as shown in Fig. 3(b). 

However, we should be very careful about this result, because the Nix-

Gao theory is based on bulk defects. The size effects of nanoindentation also 

depend on surface roughness. Even though roughness is confined into a very 

thin layer, the resulted plastic deformation can extend to a very far depth.  
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We need to clarify the contribution to the size effects from bulk contact and 

surface roughness.  The usefulness of strain gradient plasticity may be very 

limited. It’s more reasonable to carry out a micromechanics analysis of 

defects. We need to consider the plastic deformation due to the novel surface 

property and surface geometry, and the interaction with surface and bulk 

defect structures. This can be denoted as micromechanics of surface 

plasticity. 

The work in [9] considers the indentation of a stepped surface. The 

surface ledge can be regarded as an existing pileup dislocation. Dislocations 

can emit from this ledge and may or may not pile up underneath. Because of 

adhesion and long-range dislocation interaction, we also need to model the 

lateral interaction between neighboring ledges. It is anticipated that 

dislocation mechanics study can bridge the scale gap between AFM-based 

nanotribology and mesoscale phenomena such as nano-imprinting. 

4. EFFECTS OF ROUGHNESS ON ADHESION  

When studying the effect of roughness on adhesion, we need to proceed 

from the finest scale, in contrast to the top-down manner in the rough surface 

contact analysis.  Consider the schematic in Fig. 4, in which the two-scale 

rough surface obeys Eqn. 1.  Assume asperity contact at scale 1 is JKR-like 

[10,20-22], i.e. 01 →δ  while 1w  remains finite.  For isolated, spherical 

asperity contact, the pull-off force is 
11

~ RwF
c

 with corresponding 

separation ( ) 312*

1

2

1
~ ERw

c
δ .  The equivalent cohesive zone in Figure 4(b), 

with strength 0σ  and characteristic bridging-length 0δ , has the following 

properties: 2

10
~ λσ

c
F  and 

c
δδ ~

0
, where 2

1
1 λ  is the asperity density at 

scale 1.  Consequently, the apparent work of adhesion at scale 0 is 

32
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where ( ) 31

11

2

1

*

1 λα wAE=  determines whether the contact at fine scale 1 is 

adhesive or elastic.  Thus the apparent work of adhesion at coarse scale 

depends on the contact characteristics of the fine scale.  If fine scale contact 

is adhesive, 11 <<α , then 110 >ww . If fine scale contact is elastic, 

1
1

>>α , then 1
10

<ww .

The above simple analysis [23] shows the importance of morphology on 

adhesion. It should be noted that the adhesion strength depends on the 

apparent work of adhesion as well as the contact area, which is determined 

�
�

�
�
�

�
�
�

�
�
�

�
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by the contact analysis from the long wavelength. Thus, whether a rough 

surface is “adhesive” depends on the morphology and the loading history. 

In addition, adhesive contact of isolated asperity is not appropriate for a  

self-affine fractal rough surface. For non-isolated contact, consider a 

sinusoidal surface with amplitude A  and period λ . Define two 

dimensionless parameters ( ) 312* λα wAE=  and ( ) 312*2

0
AwEλσβ = .

Small α  gives rise to adhesive contact, and large α  elastic contact.  Small 

β  gives rise to large scale bridging (LSB), and cohesive zone may spread to 

the whole period.  Large β  gives small scale bridging (SSB).  With varying 

α  and β , we can have a variety of contact behaviors.  We may have a 

critical roughness scale beyond which the roughness does not contribute to 

the adhesion.  

Figure 4. (a) A two-scale adhesive contact with superposition of spheres. 

Cohesive zone properties in coarse-scale contact in (b) are deduced from 

fine-scale contact in (c). 

By the GW model, roughness only attenuates the adhesion. With the 

consideration of self-affine fractal roughness and non-isolated adhesive 

contact, we can get the opposite conclusion under certain conditions. Strong 

adhesion can be attained by obtaining a large true contact area (since 

roughness can also increase the contact compliance), and keeping the large-

scale-bridging feature (to increase the fracture strength), at every roughness 

scale. For gecko adhesion, those are attained by the hierarchical structure of 

gecko foot, which can also accommodate a wide range of roughness 
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frequencies. From the computational point of view, we can simulate the 

adhesion of rough surfaces by using either cohesive zone model [24] or 

molecular simulation [25-26], and interpret the results as in Fig. 4.  

5. COUPLING OF ADHESION AND PLASTICITY 

For MEMS stiction and many new nanofabrication methods [27], the 

strong adhesion between rough surfaces is critically affected by the surface 

plasticity. The plastic deformation during asperity separation can 

dramatically increase the apparent work of adhesion. A fundamental 

understanding of coupling adhesion and surface plasticity is eagerly needed. 

Johnson’s approximate analysis [10] shows that small contact size and 

low hardness promotes the ductile separation, which therefore is often 

observed in nanoscale molecular simulations and large-scale contact of 

extremely soft metal (indium, for example). However, the contact behavior 

at mesoscale is still poorly understood. Though plastic deformation can 

increase the work of adhesion, surface roughness can do the opposite. Also 

the size-dependent surface plasticity is less studied along this line.  

Rough surface plasticity and adhesion at the mesoscale would be the link 

between atomic and macroscopic contacts. It is anticipated that mesoscale 

adhesive contact could be promoted or weakened, depending on the coupling 

between adhesion and micromechanics of surface plasticity. Therefore, we 

have a large degree of freedom to either bond, imprint and/or peel two rough 

surfaces at nano- and meso-scale. 

6. SUMMARY 

In this work, we first present a contact mechanics model based on the 

power spectral density function of the surface roughness, and give the 

elastic-plastic contact analysis. Size-dependent plasticity shows that one can 

only flatten asperities in a certain frequency interval of the roughness 

spectrum. But the most important topic is micro-mechanics of surface 

plasticity, which studies the dislocation nucleation and interaction with the 

rough surface. We also present a new scheme of modeling rough surface 

adhesion by using the Dugdale model and self-affine fractal surface, which 

leads to a morphology- and history-dependent cohesive zone law.   
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Abstract: Molecular dynamics simulations show significant differences in the 
deformation behavior of nanocrystalline nickel with low and high angle grain 
boundaries. At a grain size of 12nm, low angle boundary sample show 
enhanced dislocation activity and reduced strength with respect to high angle 
boundary sample. However, at a smaller grain size of 4nm, low angle 
boundary sample shows a higher strength, revealing a change in deformation 
behavior.  At this grain size, regardless the type of grain boundary, no 
dislocation activity negligible.   

Key words: texture, nanocrystalline materials, molecular simulation,  grain boundary, 
yield strength. 

1. INTRODUCTION 

At small grain sizes (a few tens of nanometers), the classical Hall-Petch 
relationship breaks down [1]. Grain boundary processes such as grain 
boundary sliding or diffusional creep are some of the mechanisms that could 
control deformation at these small grain sizes. Molecular dynamics 
simulations have shown that grain boundary sliding is the dominant process 
for sizes below 8 to 12nm, depending upon material [2, 3], and softening 
with decreasing grain size occurs at these sizes.  However, synthesizing bulk 
materials with nanometer scale grains and both high purity and high density 
is difficult. In fact, the experimentally observed effects as grain size 
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approaches about 20nm or less have been in many cases associated with 
flaws in the samples and not due to a simple reduction in grain size [4]. 

Nanocrystalline materials produced by electrodeposition can result in 
high-density materials and eliminate some of the microstructural 
uncertainties. Recent experiments with electrodeposited nanocrystalline (nc) 
Ni have shown an increase in hardening as grain size decreases down to 14 
nm grains, but a softening between 14  and 12nm [5]. Experiments by Lu et 
al [6] on electrodeposited nanocrystalline copper samples have also shown 
that large elongations, up to 30% can be obtained. In contrast, other 
fabrication methods produce nanocrystals that fail at a negligible elongation 
[7]. One important characteristic of these electrodeposited samples is the 
abundance of low angle grain boundaries [6, 8]. The mechanical response of 
these samples is, therefore expected to be affected by the nature of their grain 
boundaries. However, due to the small scale, experimental characterization 
of the deformation mechanisms is extremely challenging.  

Molecular dynamics simulations allow for an atomistic view of the 
processes occurring both within grains and at grain boundaries. However, 
most of the atomic-scale simulations of deformation of nanocrystalline 
materials have been conducted using high-angle grain boundaries, and only a 
limited number with low-angle grain boundaries. Creep simulations [9] 
indicate significant dislocation activity in sample with low-angle grain 
boundaries with partial dislocations observed in grains as small as 5nm.  

In the present paper, the influence of texture on the macroscopic 
deformation of nanocrystalline materials is presented. Studies were 
conducted with nanocrystalline Ni with 4 and 12 nm grain sizes, containing 
either high or low angle boundaries. The methodology used in this study is 
explained in section II of this paper, followed by a description of the results 
and conclusions.  

2. SIMULATION METHODOLOGY 

Molecular dynamics simulations are used to study the atomistic processes 
occurring during the deformation of nanocrystalline materials. The average 
sizes of the nanocrystal grains in these models are between 4nm and 12nm, 
and a total of 20 grains are included in each simulation. A Voronoi 
construction is used to generate the initial configurations [10]. A model to 
build nanocrystalline samples with any given misorientation (disorientation) 
between the different grains is developed. This model is based on the 
quaternion formalism [11] taking into account the symmetry of the crystal to 
select a unique rotation among all equivalent ones [12]. Using this approach, 
grains with misorientation angles within some limits can be constructed, 
therefore going from low-angle to high-angle grain boundaries. For the case 
of low-angle grain boundaries misorientations between grains that are no 
larger than 17° are selected, while for high-angle grain boundaries no 

M.-J. Caturla and T.G. Nieh



Effect of Texture on the Deformation Mechanisms 291

restriction in the misorientation angle is imposed. The average number of 
neighbors for each grain or, equivalently, the average number of faces of 
each grain, is 13.7 for a configuration of 4 nm average grain size, close to the 
expected value of 13.5. 

The interatomic potential used in these calculations is the one derived 
from a second moment tight-binding model [13]. Tensile tests are simulated 
using an approach similar to that described by Schiøtz et al [3]. In the present 
simulations, a uniaxial tension and a concurrent biaxial compression are 
applied, keeping the values of ε0 and β constant, (10-6 and 0.4 respectively). 

Before applying a deformation the nanocrystalline structure was 
equilibrated at 300K and fixed volume. To remove possible internal stresses 
due to the generation of the nanocrystals, the system is further relaxed using 
Parinello-Rahman [14] boundary conditions until zero pressure is recovered 
and volume is equilibrated.  

3. RESULTS 

Using the starting configurations described above the stress vs. strain 
response for the case of low angle and high angle misorientation between 
grains and two different average grain sizes (12nm and 4nm) were examined. 
As in any molecular dynamics simulation the strain rate applied is very high, 
in the present case, it is 5x108 s-1.  Nevertheless these simulations are able to 
extract information about the effect of grain boundary misorientation, 
provided all other parameters are kept fixed. All simulations are for 300K. 

The stress vs. strain curve obtained from the MD simulations for the case 
of Ni with a 12 nm average grain size is shown in Fig. 1(a). The high-angle 
sample results in a Young’s modulus in good agreement with experimental 
values for polycrystalline Ni (204 GPa from simulations vs. 207 GPa from 
experiments [15]). For low misorientation angle the Young’s modulus is 
close to that for <100> orientation (112 GPa from simulations vs. 137 GPa 
measured along <100>) since the texture selected in this simulation is along 
<100>.  Variations in crystallographic texture clearly affect the stress-strain 
response. To affirm the potential influence of texture on the simulation 
results, we applied Taylor and Sachs type analysis to provide a rough 
estimate of texture effect.   
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Figure 1. (a) Stress vs Strain curves for Ni with a 12nm average grain sizes and for low-angle 
and high-angle misorientations obtained from MD simulations and (b) Taylor analysis and (c) 

Sachs analysis. 

effects. Although the Taylor analysis is a rigorous upper-bound, the Sachs 
model is only a true lower-bound for uniaxial tension with all grain 
boundaries parallel to the stress axis; however, for the present purpose, this 
model shall be sufficient. Application of the Taylor and Sachs analysis to the 
data results in an estimate for crystallographic shear stress-strain response at 

the overall stress-strain response were entirely due to texture effects, then the 
two curves of crystallographic shear stress-strain response would superpose. 
As shown in Figures 1(b) and (c) for the Taylor and Sachs models 
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respectively they do not coincide. The Taylor analysis actually reverses the 
relative ordering of the stress response, indicating that this analysis 
overestimates the influence of texture. The Sachs analysis does bring the two 
curves closer together, however, it does not quite bring the stress-strain 
curve into coincidence. This type of result is typical in macroscopic 
plasticity, suggesting that a "relaxed constraints" model may be more 
appropriate; the exact number of slip systems active is between the one 
active slip-system assumed by the Sachs model and the five active slip-
systems mandated by the Taylor Model. This is in fact consistent with the 
observations of the MD simulations. 

To understand the atomistic processes that govern plasticity in these 
molecular dynamics simulations we study the micro-structural evolution as a 
function of strain. The common neighbor analysis method [16] is used to 
identify atoms belonging to grain boundaries, as well as atoms associated 
with partial dislocations and stacking faults. This method samples the local 
atomic environment of each atom. Three types of atoms are classified: fcc 
(not shown in the pictures), hcp (shown in gray) and not perfect fcc atoms 
(shown in black), as did in previous works [2, 3, 17]. Most of the atoms at 
grain boundaries are not in a perfect fcc environment, and are easily 
identified with this method. Stacking faults appear as parallel <111> hcp 
planes while twin boundaries are single <111> planes of hcp atoms. Figure 2 
are snapshots for different values of strain for a sample with high angle and 
12 nm average grain sizes. In the figures shown here we present cuts through 
the center of the sample 8 atomic layers thick. Nucleation of partial 
dislocations at triple junctions (gray) appears to occur even at the lowest 
strain presented here (2.0%), however, these partial dislocations do not travel 
across grains until much higher strains are achieved (~ 2.8%).  

Figure 2. High-angle boundaries, 12nm grains, atoms that are not perfect fcc (black) and 
atoms that are hcp (gray). Cut through the center of the sample, for different strains (a) 2.0%, 

(b) 2.5 %, (c) 3.8 %.  The 3-D cell is 32nm in side length. 

For the case of low misorientation angle, the initial grain boundary 
structures show a large number of atoms in an hcp type of environment, as 
shown in Figure 3(a). Low angle grain boundaries are essentially formed by 
dislocations, therefore, the stacking faults between dislocations at these grain 
boundaries are identified by this analysis method. As the strain increases, 
partial dislocations begin to emit from grain boundaries, as in the case of 
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high misorientation angle. However, in the low angle boundary case, the 
number of partial dislocations emitted is greater. Figure 4 shows the number 
of hcp atoms as a function of strain (normalized to the initial number of hcp 
atoms). Notice that the number of hcp atoms is larger than in the case of high 
misorientation angle boundary. The number of hcp atoms increases 
exponentially with the applied strain. This exponential behavior indicates 
that the emission of partial dislocations is activated by the stress applied 
once it is sufficiently high.  

The large number of partial dislocations emitted in the case of low angle 
grain boundaries is also revealed in Figure 3. For a 2.5% strain (Figure 3(b)) 
the number of partial dislocations crossing grains is much greater than in the 
case of the 2.5% strain shown in Figure 2(b) for high angle grain boundaries. 
As the strain increases (Figure 4(c), 3.8% strain) the transmission of partial 
dislocations across grain boundaries is observed in low angle grain 
boundaries, as well as the reflection of some of the partial dislocations at the 
grain boundaries. In the case of high angle grain boundaries partial 
dislocations travel across grains but do not cross grain boundaries, even at 
the highest strain level used in these simulations. This is attributable to the 
fact that low-angle boundaries are generally not effective barriers for 
dislocation motion. It is also interesting to point out that the amount of 
dislocation activity varies in each grain in a given sample, probably depends 
upon its specific orientation with respect to stress axis.  Even in the case of 
low angle boundaries, there is a distinct grain where no dislocation activity is 
observed, as indicated in Figure 3(c).

Figure 3. Low-angle boundaries, 12nm, atoms that are not perfect fcc (black) and atoms that 
are hcp (gray). Cut through the center of the sample, for different strains (a) 2.0 %, (b) 2.5 %, 
(c) 3.8%. In figure (c) the arrow points to a grain where very small dislocation activity occurs.  

The 3-D cell is 32nm in side length. 

To understand the effect of grain size on the deformation behavior of 
these nanocrystalline materials, we have performed the same type of 
simulations for grains with average grain size of 4nm. In the case of these 
small grains (4nm) the Young's modulus is greatly reduced (137 GPa) for the 
case of high angle grain boundaries with respect to the values at 12nm grain 
size. No significant differences are observed for the case of low angle 
boundaries when reducing the grain size. The reduction in the Young's 
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modulus for random (high-angle) grain boundaries is in agreement with 
previous simulations [2] where a reduction of 25% was observed between 10 
and 3.4 nm average grain sizes. This is a result of the fact that in the case of 
random grain boundaries a 4 nm grain size sample contains about 50% 
volume fraction of grain boundary region. The presence of a large volume 
fraction of grain boundary region in the high-angle boundary sample results 
in a lower yield strength as compared to the sample with low-angle grain 
boundaries, as shown in Fig. 5. The result of Fig. 5 is reproduced even when 
we have imposed a strain rate 10 times faster than the one used in Figure 5, 
suggesting the behavior is independent of strain rate.  
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Figure 4. Number of hcp atoms for low and high angle boundaries as a function of strain for 
Ni with a 12nm grain sizes 

From a plasticity point of view, at a small grain size of ~ 4nm plasticity 
must be accommodated by grain boundary sliding and grain rotations, as 
noted by previous MD simulations [18] since all dislocation activity is 
suppressed. Low-angle grain boundaries are believed to be more resistant to 
sliding than high angle grain boundaries, as revealed experimentally [19] and 
by simulations [20]. Previous MD simulations have demonstrated that 
sliding is proportional to grain boundary energy [20], with lower energy 
boundaries offering more resistance to sliding. This difference in grain 
boundary sliding may also explain the different behavior between high-angle 
and low-angle boundaries at this small scale.  
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Figure 5: Stress vs. strain for Ni with a 4nm average grain size, and consists of either low or 

high misorientation angle boundaries. 

4. CONCLUSION 

The deformation behavior of nanocrystalline Ni is different, depending 
on the type of grain boundary. The present study reveals that for the average 
grain size of 12nm both low- and high-angle grain boundaries emit partial 
dislocations upon straining, however, dislocation activity is greater for the 
case of low-angle grain boundaries, and shows the transmission and 
reflection of dislocations across grains. For the case of small rotations of 
grains along <100> direction, higher yield strength is observed for high 
misorientation than that for low misorientation. For smaller grains (<4nm>), 
however, this situation is reversed, low-angle grain boundaries show higher 
yield strength than high-angle ones. Two factors could contribute to this 
behavioral difference: reduction in the Young's modulus caused by the 
presence of a large volume fraction of grain boundary region as the grain 
size decreases, and a higher sliding resistance for low-angle grain 
boundaries.                                    
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Abstract: Problems in nanomechanics often need to combine mechanical approaches 
together with methods of physics and chemistry that are outside of the 
traditional mechanics scope. Recent experimental studies of dry sliding 
between two hydrogenated DLC (diamond-like carbon) coated counterparts in 
low oxygen environment showed that adsorbates have considerable influence 
on friction and the friction coefficient increases with the increasing of the time 
interval between contacts. The observed friction phenomena are assumed 
caused by a reaction between the adsorbate and carbon atoms of the coatings, 
and when the slider passes a point on the track, it removes mechanically some 
adsorbate from the surface. The mechanical action leads to re-exposure of the 
surface to gases in the environment. This paper focuses on physical and 
tribochemical processes that occur in sliding contact between the DLC coated 
slider and the counterpart. We develop further our recently presented model of 
the process and assume that there is a transient short-life high temperature 
field at the vicinities of contacting protuberances that may cause various 
transformations of the surface. The model helps to explain how microscopic 
processes, such as the breaking and forming of interatomic bonds, may affect 
macroscopic phenomena, such as friction and wear. 

Key words: friction, wear, adsorption, oxidation, DLC films 
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1.   INTRODUCTION  

  This paper deals with the modeling of dry sliding between two DLC 
(diamond-like carbon) coated counterparts in a low oxygen environment. It 
is known that understanding the physical and tribochemical processes that 
occur in a sliding contact is a question of particular interest for tribology [1]. 
The applicability of the Elovich (Roginsky-Zeldovich)[2] equation for 
modeling the gas adsorption process when environmental molecules form 
bonds to the surface, and the modeling of friction and gradual wear when 
some part of the adsorbate is removed due to rubbing the surface by a slider 
are examined. 

1.1   Amorphous carbon films  

  Amorphous carbon (a-C) films are widely used as protective overcoats 
in various industries. Because a-C has no exact geometric configuration, the 
following characteristics of a-C samples are commonly used: (i) the density 
of a sample; (ii) the sp3/sp2 ratio; and (iii) the hydrogen concentration. 
Amorphous hydrogenated carbon coatings are denoted as a-C:H. If the 
density and sp3/sp2 ratio are high, and the hydrogen concentration is low (up 
to 30%) then a-C:H coatings are called hydrogenated diamond-like carbon 
(DLC:H) coatings. Friction coefficients for various DLC films span a range 
from 0.001 to more than 0.6 [2]. 

1.2   Friction forces 

  Friction occurs when two bodies rub each other and such studies can be 
traced back to Leonardo da Vinci. Theoretical studies of the molecular 
friction began with G.A. Tomlinson [3], whose model involves a lattice 
oscillation mechanism. Currently, it is common to present the total friction 
force )( fF as the sum of mechanical )( ,mechfF  and molecular friction 

)( ,molfF  (see e.g. [4])  

molfmechff FFF ,, += (1) 

   
  Thus, there are various explanations of the friction phenomenon; in 

particular, molecular adhesion of contacting protuberances and other 
mechanisms. When two bodies are in sliding contact, various 
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mechanical, physical, chemical and physio-chemical processes can 
take place at the interface [1, 2, 5-8]. Following Derjaguin’s idea of 
generalization of the Coulomb law, the measured friction coefficient 
may be represented as 

2,1, molmolmech µµµµ ++= (2) 

where 1,molµ  is the part of the friction coefficient caused by the 

breaking of interatomic bonds between the adsorbate and a surface, 

2,molµ  is the part caused by all other molecular effects, in particular by 

the lattice oscillation mechanism, and mechµ  is the part caused by 

mechanical effects. In this paper we concentrate on modeling that part 
of the friction coefficient caused by breaking of interatomic bonds 
between the adsorbate and a surface, 1,molµ .

1.3   Environmental effects on the friction of DLC:H films 

  Dry sliding interaction between a slider and a coated surface leads to 
various chemical and physical transformations in DLC coatings. It is known 
that surfaces exposed to ambient air possess adsorbed layers of hydrocarbons 
and other small molecules or atoms [9]. The substance that adsorbs and 
desorbs is referred to as the adsorbate and the substance to which the 
adsorbate adsorbs is called the substrate. It was established that the friction 
and wear properties of carbon based coatings are dependent on the 
atmospheric conditions, the structure of the films, and surface chemistry [2, 
10-14]. 

  Our studies are mainly concentrated on the friction of 
hydrogenated DLC films, and our models will be compared with some 
recent experimental results obtained by Heimberg et al. [13] that 
studied the friction of DLC:H films. A simplified modeling, in an 
earlier paper [16], is now refined by addition of an explicit analysis of 
the gas adsorption and desorption at points averaged along the cycle. 
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2.   MODELING FRICTION OF DLC:H FILMS 

2.1 Tribochemistry of hydrogen free and hydrogenated                
DLC films

Molecules or atoms adsorbed on surfaces of materials are currently 
viewed as a collection of point masses coupled to the surface by 
harmonic springs, so that they can oscillate about the adsorption bonds 
[17]. During sliding, protuberances of surfaces interact with each 
other and generate oscillations of the adsorbates. The local increase of 
temperature may also activate the dissociation of physically adsorbed 
molecular oxygen into atomic oxygen. The oxygen molecule 2O  first 
becomes physically adsorbed and then undergoes dissociation into 
two oxygen atoms due to activation by the sliding interface. This leads 
chemisorbed O atoms to the active sites of the surface. The scenario 
agrees with a previous discussion of a similar process [15]. 

  The process is different for a hydrogenated DLC surface. 
Hydrogen entrapment in the DLC during deposition will change the 
film structure. Hence, a surface C atom in hydrogenated DLC films 
may be bonded not to its immediate C neighbors but to H atoms. 
There is a greater probability that the hydrogen will be removed due 
to mechanical action of the slider. Once hydrogen is removed from the 
DLC surface, unoccupied surface sites will be present and gas 
components from the atmosphere may absorb to these sites. This 
mechanism will increase the overall friction between the surfaces.  

2.2 Kinetics of adsorption  

  One of the main characteristics of the adsorption process is the 
fractional coverage of adsorbate θ , which can be defined as θ =Nc/N
where Nc is the number of surface sites occupied by adsorbate, N is 
the total number of active substrate adsorption sites, and .10 ≤≤ θ
One of the most cited equations is an empirical one, introduced by 
Roginsky and Zeldovich (the Elovich equation) [2], to describe the 
process of chemical reactions involving chemical adsorption of gases 
on solid surfaces without the desorption of products: 

αθθ −= Be
dt

d
(3) 



Modeling the Friction and Gradual Wear of DLC Films 303

 Here α and B are constants during any one experiment, and θ  is the 
fractional part of solute adsorbed at time t. To describe the kinetics of gas 
adsorption, Zaïdi et al. [11] considered a particular integral of (3) when the 

initial time 00 =t  and 0)0( =θ ; i.e. )1ln(
1

)( pp tBt α
α

θ += , where pt

is the period of the cycle. This formula gives the value of θ after one period 
with no adsorbate at the beginning of the cycle. Integrating the Elovich 
equation (3), one has  

[ ])(ln
1

)( 0
)( 0 ttBet t −+= α

α
θ αθ (4) 

where 0t and )( otθ are the initial instant and initial relative amount 

of adsorbate, respectively.  

    The Elovich equation (3) is an empirical equation, where indirect 
estimations can be used for the constants. Experiments by Valenzuela-
Calahorro et al. [19] showed that the adsorption specific rate constant 
k1 varies from 5.29 x 10- 4 s-1to 44.85 x10- 4 s-1. Hence, we can expect that 
B that has the same order as k1, which is of order 10-4 s 1. If 0)0( =θ , 
then for a small interval t∆ , tB∆=θ . Taking B=2 x 10-4 s-1 and 

t∆ =10 s, gives 3102 −⋅=θ . From the definition of coverage with 
N=2x105 the number of surface sites occupied by adsorbates is Nc = 
400. A constant value is used for µmech + µmol,2.  Since the track length, 
L, is taken as 5mm, then the slider speed should be less then 0.5 mm/s 
for a noticeable change in the friction coefficient.  This value 
corresponds with the experiments of Heimberg et al. [13], where a 
speed of 533µm/s showed little change in friction. 

3. COMPARISON WITH EXPERIMENTS 

  An excellent data set on friction between two DLC:H coated 
counterparts was presented by Heimberg et al. [13]. An attempt to describe 
the experiments was recently presented by Borodich & Keer [16], which 
assumed a circular track on a fixed disk. The current refined model is 
employed to describe the experiments better. In the experiments, the DLC 
coatings were deposited to a 1 mm thickness on H13 steel flats and either 
6.35 mm sapphire balls or 12.7 mm diameter steels balls. Reciprocating pin-
on-disk tests were performed in a nominally dry nitrogen environment with 

-
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an oxygen level of 0.7%. The track length, L, was 5 mm. Each track was 
initially run-in for 1000 cycles at high sliding speeds (1-5 mm/s). Then, a 
series of  “speed-dependent” and “time-delay” tests were performed: (i) 
Each speed-dependent test began with 100 cycles at high speed  (1-5 mm/s) 
followed by 20 cycles at a lower speed; (ii) Each time-delay test was 
performed at a constant high sliding speed  (≥1 mm/s). The tests began with 
100 cycles without stops, followed by 20 cycles with fixed delays at the 
endpoints of the track. At slow stages, the speed of the ball (v0) was 513.0, 
303.0, 100.0, 75.0, 50.0, 30.0, and 10 µm/s.  

L

nm/2

�o

Fixed Pin with
Spherical End

1-D Disk
Surface

�sk

dl dr

L

nm/2

�o

Fixed Pin with
Spherical End

1-D Disk
Surface

�sk

dl dr

Figure 1. Diagram of experimental setup

  The increase of the adsorbate surface coverage depends on the time 
∆t(k,i) between passes. If the Elovich equation (3) is employed, then from 
(4) 

[ ]( )( )[ ] ααθθαθ ),(),(),(expln),(
00),(

iktBikikik
tiktt

∆+−= ±
−+++∆+

   (5)  

where −+ 0t  and  ++∆+ 0),( iktt  are the moments just before and 
after the successive passing of the k-th point. It is assumed that the jump in 
the coverage [θ(k,i) ]± is proportional to 

−+0
),(

t
ikθ and to the probability p 

(0 ≤ p ≤ 1) of the mechanical breaking of interacting bonds. Hence, one can 
write,    

[ ] ),(),( ikpik θθ =±
 (6) 

Substituting (6) into (5), we obtain 

( )[ ] αααθθ ),()1)(,(expln),(
0),(

iktBpikik
iktt

∆+−=
++∆+

 (7) 
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  It is assumed for a particular sample that p is constant during an 
experiment and that the molecular friction is proportional to the number of 
interacting bonds that were mechanically broken when the slider passes a 
point on the track.  Hence, 1,molµ  is proportional to [θ(k,i) ]± and the average 
friction coefficient measured on the ith cycle ( )(iµ ) is  

[ ]��
=

±

=

+=+=
mm n

km
c

n

k
mol

m
c ik

n

c
ki

n
i

11
1, ),(),(

1
)( θµµµµ  (8) 

where 2,molmechc µµµ +=  and c are assumed constant 

  In our numerical simulations of the speed dependent test, the speed of 
the ball is taken as 1053 µm/s during the high speed cycles. 
If 4101.4 −⋅=B s-1, ,0065.0=cµ 6.0=α , 14.0=p , pt =L / v0, c = 0.81, 

00 =t  and 001.0)0( =θ , and employing equations (6), (7), and (8), one can 
obtain figure 2. Figure 3 presents graphs of the relation between friction 
coefficient and the cycle number at slow stages of the experiment. 
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Figure 2.  Friction coefficient vs. Cycle numbers 
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Figure 3.  Friction coefficient vs. Cycle numbers at slow stages of the experiment 

 In the time-delay test, the durations of the stops (td) at the endpoints of 
the track were 5.0, 12.0, 45.0, 95.0 and 162s respectively. It was assumed in 
the numerical simulations of the time-delay test that the fixed speed v0 was 
1053µm/s. The time ∆t(k,i) between passes by the slider of the k-th point is 

dl tvdikt +=∆ 0/2),( for the first part of the cycle and 

dr tvdikt +=∆ 0/2),(  for the second part. Taking ,003.0=cµ
4103.2 −⋅=B s-1, 6.0=α , pt =L / v0+ td, 3.0=p , and c = 0.81, and 

employing equations (6), (7), and (8), one can obtain figure 4. 
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4. DISCUSSION AND CONCLUSIONS 

The results of the numerical model based on the Elovich equation have 
been compared with the experimental results from Heimberg et al. [13] and 
show that the application of the Elovich [18, 20] equation agrees well with 
the results. Adsorbate removal is assumed proportional to the number of 
broken bonds and the jump in coverage The addition of a desorption feature 
in the model differs from previous models by Zaïdi et al. [11] and Heimberg 
et al. [13]. 

  The numerical analyses of the friction coefficient were compared 
with experimental DLC friction results in Figures 2-4 and showed that for a 
wide range of pin speeds (10-513µm/s) the model compares well with 
experiments. As the speed of the pin relative to the disk surface decreases 
the time for the pin to return to a previous point increases, which allows a 
larger number of active sites to be satisfied by gaseous ‘sticky’ species in 
turn increasing the friction coefficient.  Gradual wear of hydrogenated DLC 
films is approached with the idea of removal of CO and CO2 from the 
surface of the film and is an oxidational wear approach.  
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