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WORK AND PLAY IN SHARED VIRTUAL
ENVIRONMENTS: OVERLAPPING THEMES
AND INTERSECTING RESEARCH AGENDAS

Ralph Schroeder and Ann-Sofie Axelsson

This volume, like its predecessor The Social Life of Avatars: Presence and
Interaction in Shared Virtual Environments [1], aims to provide a state-of-the-
art overview of research about how people interact in shared virtual environ-
ments (SVEs). Unlike the first volume, which covered a wide variety of topics,
the essays collected here focus on two applications of SVEs; collaborative work
and online gaming. These two areas are rapidly emerging as key drivers of SVE
development. (Sometimes work applications are discussed under the label of
collaborative virtual environments—or CVEs—but SVE is a broader term since
it includes online gaming and socializing, so SVE is more suitable here.)

One reason for examining the two areas or work and play jointly is that al-
though they are often treated in different academic arenas, in fact many issues
overlap. As argued in the introduction to The Social Life of Avatars, certain
issues—presence and copresence, communication between people in the envi-
ronment, the appearance of the avatar and the environment, differences in the
size of groups interacting, and how technology and the offline world shape the
interaction—apply to all SVEs. Yet despite common themes, several academic
disciplines are represented in this volume to tackle them—including psychol-
ogy, sociology, computer science, and information sciences. Clearly, the study
of SVEs requires that a number of disciplines work together.

This volume begins with two essays that investigate the important topic of
avatar appearance, the appearance of the person inside the SVE. The essays by
Bailenson and Beall and by Garau come at this from quite different perspectives.
While Bailenson and Beall explore the plasticity of avatars, or the way in which
the manipulation of appearance and behavior of avatars can be exploited for
different purposes, Garau investigates the fidelity of avatar appearance with
special reference to behavioral realism and eye gaze.
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Bailenson and Beall demonstrate that it is easy to manipulate people’s ap-
pearance. Changing facial appearance, allowing people to appear to be looking
at several other people at the same time (non-zero sum gaze), and giving avatars
virtual trainers that others cannot see—these and many other possibilities exist
in SVEs that are not possible in face-to-face interaction. Their research, which
they call “transformative social interaction”, opens the way for investigating a
host of social science questions in settings that can be controlled and manipu-
lated. Their chapter makes a start in this direction (though there is some earlier
related work by Blascovich [2] and by Slater and Steed [3]) by investigating,
for example, how people respond when their own face is blended into that of
the group they interact with, or when people are able to direct their gaze at two
conversational partners simultaneously.

Eye gaze may seem like a very specialized topic, but as anyone who has
studied interaction between people will know, in many instances eye gaze is
the single most important form of non-verbal communication (and non-verbal
communication may, of course, be more important than verbal communication).
It is also very difficult to reproduce accurately in SVEs, though as Garau’s
chapter shows, it will be more important to focus on behavioral realism than on
representational realism (or photorealism), which will have major implications
for the design of SVE systems. Further, her findings suggest that, as there will
always be trade-offs in implementing eye gaze and avatar fidelity, it may be
that there are easier ways to provide more effective means for believable social
interaction than is often thought.

One advantage of SVEs is that the interaction between people in the envi-
ronments can easily be captured and analyzed. The next chapter by Penumarthy
and Börner gives an excellent demonstration of this. Their essay is also a good
example of investigating larger groups of people interacting in SVEs rather
than the small groups of two or three that are typically studied. Put differently,
their chapter addresses the area beyond the micro of small group encounters.
This level is often difficult to capture and analyze in social science about the
real world. In virtual worlds, however, the analysis is easily scalable (for some
other examples, see [4, 5])—although, as the authors point out, patterns of
interactions in virtual worlds will be different from real world ones.

We can also see in Penumarthy and Börner’s essay, as in the one that follows
by Sonnenwald, the beginnings of the systematic investigation into some basic
building blocks of social interaction in SVEs; such as cooperation and compe-
tition, leadership (see also [6]) and status. As Sonnenwald shows, collaboration
over the course of time with larger groups across a number of sites requires not
only smoothly functioning technology, but even more importantly the social
coordination of people and their adaptation to new roles in SVE settings. A key
issue that emerges in this and several other papers in this volume—and one that
has not been studied sufficiently since many SVE trials and experiences have
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been for shorter periods—is that a different dynamic sets in with longer-term
routine collaboration (see also [7, 8]).

Sonnenwald also reports, in relation to another study of collaboration in
which two participants used a haptic system for a science lab exercise and which
compared pairs working side by side and pairs working across a network—that
the latter is in many ways superior to the former. This is an important result
since it is often claimed that distributed collaboration can never be as good as
face-to-face collaboration. The only previous result (to our knowledge) which
shows that collaboration in a SVE is practically as good as working face-to-face
is our own study of pairs solving a spatial task with a Rubik’s cube-type puzzle
using networked immersive projection technology systems [9].

The study of SVEs has to a large extent focused on presence, copresence
and on doing different tasks with different systems. Much less is known so
far about the patterns of how the bodies of avatars interact with each other
and with the environment. The chapter by Heldal, Bråthe, Steed and Schroeder
analyzes this interaction in detail, focusing on pairs of users using networked
immersive projection technology systems doing a number of tasks together. By
analyzing their movements and conversation in great depth, the authors are able
to highlight certain common successful and less successful forms of interaction.
It is clear from this analysis that some elements that one might expect to be
problematic are not; for example, going through each other’s avatar bodies
and through objects during certain phases in the collaboration (and despite the
fact that these are “unnatural” forms of interaction). Conversely, some forms of
interaction that one might expect to find unproblematic in fact present obstacles
to smooth interaction; such as moving a non-tracked arm to point to objects,
or navigating together and orienting oneself in a large space. These findings
can only be obtained by means of closely examining such small sequences
of interaction. The problem for future research, as they point out, will be to
find out how general lessons can be drawn from these very brief and specific
sequences.

For open-ended and less true-to-life tasks (such as those in the chapter
just described) these issues may not be so pressing since participants can de-
velop workarounds for many of the problems. Roberts, Otto and Wolff’s essay
addresses a different type of collaboration; working together with objects on
a closely coupled task which requires close coordination in building a small
structure together. One of their aims is to show, as some others have done, the
advantages of handling objects in an immersive SVE as opposed to a desktop
one. Another is to highlight that for this type of—again, closely coupled task—
a lot of decisions need to be made about how, in the virtual world, objects can
be passed from one person to another (who “owns” them?) and how objects and
tools are used (how is “gravity” implemented? How to indicate when a screw
has been successfully screwed in?).



xii Schroeder and Axelsson

These are some problems that do not exist for physical world collabora-
tion. Roberts, Otto and Wolff also describe how implementing the technical
aspects of simultaneously handling objects and using tools is by no means a
trivial task in terms of handling network traffic and software design—since
time and coordination are critical. Still, the main point of their essay is that
they demonstrate that even for a scenario in which people need to work closely
and accurately together, which is perhaps the most demanding scenario to im-
plement in immersive SVEs, solutions can be found for very difficult problems,
such as delays, consistency of objects, and the like.

As we saw earlier, it is important how “truthful”—in behavioral terms—
avatars are. The chapter by Spante, Axelsson and Schroeder deals with a related
issue for people collaborating with others via different systems; namely, that it
is important to let users know what the capabilities of each others’ systems are.
Unless this information is made explicit, users will often make assumptions
about the other person’s avatar or system that are incorrect, and this can lead to
misunderstandings. Spante, Axelsson and Schroeder argue that greater trans-
parency by means of more information will improve interaction and learning
about the other person’s system—or, that “putting yourself into the other per-
son’s shoes” can lead to an enhanced experience of collaboration. It should be
noted, however, that there are also drawbacks to this: for example, the user will
need to bear this information about the other person’s system in mind through-
out the interaction, and this means that another piece of information is added
to concentrating on the task and other aspects of interaction.

Here, it can be recalled that the whole point of Virtual Reality (VR) tech-
nology is supposed to be that this is a “natural” interface, or that SVEs do away
with the interface; that is, that the interface is so realistic that the user does
not need to worry about commands or other pieces of information. So keeping
in mind what kind of system the other person is using will put information
between the user and the interface. These issues will also apply to the kinds
of artificially enhanced or altered scenarios in Bailenson and Beall’s paper:
knowing that the encounter has “artificial” features could either detract from
“realism”, or it could be made transparent—but in this case detract from the
naturalness of the interaction or add to the “cognitive load” of the participants.

The essay by Persky and Blascovich about immersive gaming provides an
interesting transition between the two parts of the book—since immersive SVEs
have to date been almost exclusively used for work or research purposes. On-
line gaming, on the other hand, is almost invariably associated with desktop
computers. Nevertheless, it can be envisaged that online games will become in-
creasingly immersive. Persky and Blascovich’s experiments supply a number of
findings which anticipate this development: one is that playing a violent game
in an immersive SVE—as one might expect—has a more powerful effect on
aggressive feelings than playing a non-violent one, and that these feelings are
stronger in an immersive than in a non-immersive (desktop) SVE. The same
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does not apply to an art-themed game; in this case creative feelings are not
heightened by playing on an immersive VR system. (Again, one of the limi-
tations of these findings is that they apply to short-term experiences of VEs.)
Nevertheless, although violence and addiction have been obvious topics for
online gaming on desktop computers, they will take on a new dimension with
immersive SVE systems.

Yee’s chapter about the massively multiplayer online role playing game
(MMORPG) Everquest is intended to go beyond the study of violence and
addiction in long-term online gameplay. With his extensive questionnaire re-
sponses from 30000 MMORPG players, we begin to have a better understand-
ing of what attracts people to interacting online. Apart from steering us away
from the stereotype of the a-social male teenager, his findings are also relevant
to why people are drawn to immerse themselves in virtual worlds—which is
closely related to the question of “presence” and “copresence” analyzed in the
other contributions in the volume. Yee shows, to give just a small example, that
women are more motivated by the “relationship”, “immersion” and “escapism”
factors than men. Another interesting finding is the possibility raised by his re-
search that partners or parents and their children can learn about aspects of
each others’ personalities that they may not been able to discover in face-to-
face relations with each other. These findings could be relevant not only to the
design of online games, but also to collaborative work and other applications
of SVEs.

Everquest is one of the online games in Yee’s study, and this popular game is
also the focus of Jakobsson’s chapter. Like Yee, Jakobsson is interested in why
people are attracted to virtual worlds, but his approach is quite different: He
charts, in the manner of an ethnographic participant observer, how the relation-
ship to the game and to others changes over the course of time. He points out that
few people, and certainly not game designers, have thought about questions to
do with longer-term engagement with virtual worlds, such as how to maintain
relations with friends when leaving a particular game and the continuity be-
tween different worlds (“continuity” is a problem for the economies of virtual
worlds, see Castronova’s essays [10]). Jakobsson also describes how gameplay
increasingly entails more “managerial” functions at the more advanced lev-
els, such as coordinating team play with others. In the end, however, even this
more complex level faces the problem of where to take player progression—
ultimately, towards being able to leave the game in a suitably rewarding way.

The last two chapters overlap in that they both focus on the social glue that
makes online social interaction pleasurable—mostly successfully in the case
of There, and mostly unsuccessfully, it seems, for The Sims Online. Brown and
Bell’s chapter about the online virtual world There argues for example that the
design of the text bubbles for conversational turn-taking and how objects can
be handled together provide a shared focus that enhances sociability. They also
argue, like the first two chapters in this volume, that embodiment in online
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gaming plays an important role in facilitating social interaction (see also [11]).
Their chapter is a good counterpoint to Steen, Davies, Tynes, and Greenfield’s
account of The Sims Online. Steen et al. argue that The Sims Online incorporated
precisely the wrong elements—that is, the elaborate social structure—from the
(highly successful) offline Sims game, and that the designers did not build
enough features facilitating more immediate sociability around conversation
and interaction with objects into the online version.

The essay by Steen et al. does not deal with SVEs in the strict sense that
is used in the other contributions (for definitions of SVEs and Virtual Reality,
see the introductory chapter in [1]), since control over one’s first-person visual
perspective and direct manipulation of the environment is lacking. Still, this
environment is interesting because it is a large-scale and much discussed envi-
ronment which hoped to replicate many of the complex features and depth of the
real-world social interaction more thoroughly than other online social spaces.

As we have seen, this question—of the artificiality of the environment and
the “structuredness” of interpersonal interaction—is one that is addressed in
different ways in earlier chapters. Brown and Bell are thus surely correct to say
that designers of collaborative work environments will benefit from studying
online games. A further reason for this is that online gaming needs to engage
the user over a long period of time. The interaction that is described in several
of the work related chapters would, if it were to take place over longer periods,
not only need smooth interaction with devices, but also promote a sense of
sociability and of the participants enjoying each other’s company.

Many other connections between these essays could be made. In the end,
they are all linked by a common goal—of better understanding the uses of
SVEs for practical work purposes and for leisure or socializing purposes. The
first volume of essays The Social Life of Avatars was mainly exploratory and
mapped out different research directions. With this volume, our hope is that
research on SVEs is well on its way towards better insights into what makes
them more effective and enjoyable—and to improved SVE design.

References

1. Schroeder, R. (Ed.) (2002). The Social Life of Avatars: Presence and Interaction in Shared
Virtual Environments. London: Springer.

2. Blascovich, J. (2002). Social influence within immersive virtual environments. In
R. Schroeder (Ed.), The Social Life of Avatars: Presence and Interaction in Shared Vir-
tual Environments. London: Springer, pp. 127–145.

3. Slater, M. & Steed, A. (2002). Meeting people virtually: Experiments in shared virtual
environments. In R. Schroeder (Ed.), The Social Life of Avatars: Presence and Interaction
in Shared Virtual Environments. London: Springer, pp. 146–171.

4. Craven, M., Benford, S., Greenhalgh, C., Wyver, J., Brazier, C.J., Oldroyd, A., & Regan, T.
(2001). Ages of Avatar: Community building for inhabited television. In E. Churchill & M.



Work and Play in Shared Virtual Environments xv

Reddy (Eds.), CVE2000: Proceedings of the Third International Conference on Collabora-
tive Virtual Environments. New York: ACM Press, pp. 189–194.

5. Schroeder, R., Huxor, A., & Smith, A. (2001). Activeworlds: Geography and social interac-
tion in virtual reality. Futures: A Journal of Forecasting, Planning and Policy 33: 569–587.

6. Slater, M., Sadagic, A., Usoh, M., & Schroeder, R. (2000). Small group behaviour in a virtual
and real environment: A comparative study. Presence: Journal of Teleoperators and Virtual
Environments 9(1): 37–51.

7. Hudson-Smith, A. (2002). 30 Days in Activeworlds—Community, design and terrorism in
a virtual world. In R. Schroeder (Ed.), The Social Life of Avatars: Presence and Interaction
in Shared Virtual Environments. London: Springer, pp. 77–89.

8. Steed, A., Spante, M., Schroeder, R., Heldal, I., & Axelsson, A.S. (2003). Strangers and
friends in caves: An exploratory study of collaboration in networked IPT Systems for ex-
tended periods of time. In ACM SIGGRAPH 2003 Symposium on Interactive 3D Graphics.
New York: ACM Press, pp. 51–54.

9. Schroeder, R., Steed, A., Axelsson, A.S., Heldal, I., Abelin, Å., Wideström, J., Nilsson, A.,
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Chapter 1

TRANSFORMED SOCIAL INTERACTION:
EXPLORING THE DIGITAL
PLASTICITY OF AVATARS

Jeremy N. Bailenson and Andrew C. Beall

1. Introduction

What does it mean to be you? How drastically can a person change and
still remain, in the eyes of either themselves or their peers, the same person?
Until recently, these questions were typically asked in the context of philos-
ophy, psychoanalysis, or science fiction. However, the increasingly common
use of avatars during computer-mediated communication, collaborative virtual
environments (CVEs) in particular, are quickly changing these once abstract
questions into practical quandaries that are fascinating, thought-provoking, po-
tentially paradigm shifting for those who study social interaction, and poten-
tially devastating to the traditional concept of human communication.

Historically, even before the advent of computers, people have demonstrated
a consistent practice of extending their identities. As Turkle [1, p. 31] points out:

The computer of course, is not unique as an extension of self. At each point in
our lives, we seek to project ourselves into the world. The youngest child will
eagerly pick up crayons and modeling clay. We paint, we work, we keep journals,
we start companies, we build things that express the diversity of our personal
and intellectual sensibilities. Yet the computer offers us new opportunities as a
medium that embodies our ideas and expresses our diversity.

Extending one’s sense of self in the form of abstract representation is one
of our most fundamental expressions of humanity. But abstract extension is not
the only manner in which we manipulate the conception of the self. In addition
to using abstract means to extend one’s identity, humans also engage in the
practice of using tangible means to transform the self. Figure 1-1 demonstrates
some of these self transformations that occur currently, without the use of digital

R. Schroeder and A.S. Axelsson (Eds.), Avatars at Work and Play, 1–16.
C© 2006 Springer. Printed in the Netherlands.
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Figure 1-1. Non-digital transformations of self currently used.

technology. Before the dawn of avatars and computer-mediated communication,
this process of self transformation was minor, incremental, and required vast
amounts of resources.

However, given the advent of collaborative virtual reality technology
[2–5], as well as the surging popularity of interacting with digital represen-
tations via collaborative desktop technology [6], researchers have begun to
systematically explore this phenomenon of Transformed Social Interaction [7].
TSI involves novel techniques that permit changing the nature of social interac-
tion by providing interactants with methods to enhance or degrade interpersonal
communication. TSI allows interactants themselves, or alternatively a modera-
tor of the CVE, to selectively filter and augment the appearance, verbal behavior,
and nonverbal behavior of their avatars. Furthermore, TSI also allows the inter-
actants to filter the context in which an interaction occurs. In our previous work
outlining the theoretical framework of TSI, we provided three dimensions for
transformations during interaction.

The first dimension of TSI is transforming sensory abilities. These trans-
formations augment human perceptual abilities. For example, one can have
“invisible consultants” present in a collaborative virtual environment, ranging
from other avatars of assistants rendered only to you who scrutinize other in-
teractants, to algorithms that give you real-time summary statistics about the
movements and attentions of others (which are automatically collected in a
CVE in order to render behaviors). As a potential application, teachers using
distance learning applications can have “attention monitors” that automatically
use eye gaze, facial expressions and other gestures as a mechanism to localize
students who may not understand a given lesson. That teacher can then tai-
lor his or her attention more towards the students higher in need. As another
example, teachers can render virtual nametags (displayed to the teacher only)
inserted over their students’ avatars. Consequently, even in a distance learning
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classroom of hundreds, the students’ names will always be at an instructor’s
disposal without having to consult a seating chart or a list.

The second dimension is situational context. These transformations involve
changes to the temporal or spatial structure of an interaction. For example, each
interactant can optimally adjust the geographical configuration of the room—
in a distance learning paradigm, every single student in a class of twenty can
sit right up front, next to the teacher, and perceive his or her peers as sitting
behind. Furthermore, real-time use of “pause” and “rewind” during an inter-
action (while one’s avatar exhibits stock behaviors produced by an “auto-pilot”
algorithm) may be quite an effective tool to increase comprehension and pro-
ductivity during interaction. Another example of transforming the situational
contexts is to utilize multilateral perspectives. In a normal conversation, inter-
actants can only take on a single perspective—their own. However, in a CVE,
one can adopt the visual point of view of any avatar in the entire room. Either
by bouncing her entire field of view to the spatial location of other avatars in
the interaction, or by keeping “windows” in the corners of the virtual display
that show in real time the fields of views of other interactants, it is possible for
an interactant to see the behavior of her own avatar, as they occur, from the eyes
of other interactants. Previous research has used either role playing scenarios
[8] or observational seating arrangements [9] to cause experimental subjects
to take on the perspectives of others in an interaction, and has demonstrated
that this process is an extremely useful tool for fostering more efficient and
effective interactions. Equipping an interactant with the real-time ability to see
one’s avatar from another point of view should only enhance these previous
findings concerning the benefits of taking other perspectives.

The third dimension of TSI is self-representation. These transformations
involve decoupling the rendered appearance or behaviors of avatars from the
human driving the avatar. In other words, interactants choose the way in which
their avatars are rendered to others in the CVE, and that rendering can follow as
closely or as disparately to the actual state of the humans driving the avatars as
they so desire. The focus of this chapter will be to discuss this third dimension
in greater detail. While transforming situational contexts and sensory abilities
are fascinating constructs, thoroughly discussing all three dimensions is beyond
the scope of the current work.

This idea of decoupling representation from actual behavior has received
some attention from researchers previously exploring CVEs. For example, [10]
as well as [11] discussed truthfulness in representation, Biocca [12] introduced
a concept known as hyperpresence, using novel visual dimensions to express
otherwise abstract emotions or behaviors, and, moreover, numerous scholars
debate the pros and cons of abstract digital identities [1, 13]. Furthermore,
Jaron Lanier, considered by many to be one of the central figures in the history
of immersive virtual reality, often makes an analogy between the human using
immersive virtual reality and the “aplysia”, a sea-slug that can quickly change
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its surface features such as body shape and skin color. Before virtual reality,
humans had to resort to makeup, plastic surgery, or elaborate costumes to
achieve these goals. William Gibson [14, p. 117] may have put it best when he
declared that, once the technology supports such transformations, it is inevitable
that people take advantage of “the infinite plasticity of the digital”.

In sum, the idea of changing the appearance and behaviors of one’s repre-
sentation in immersive virtual reality has been a consistent theme in the de-
velopment of the technology. The goals of the Transformed Social Interaction
paradigm are threefold: (1) to explore and actually implement these strategies
in collaborative virtual environments, (2) to put human avatars in CVEs and to
measure which types of TSI tools they actually use during interaction, and (3)
to examine the impact that TSI has on the effectiveness of interaction in gen-
eral, as well as the impact on the specific goals of particular interactants. In the
current chapter, we provide an overview of the empirical research conducted
to date using avatars to examine TSI, and then discuss some of the broader
implications of these digital transformations.

2. Transforming Avatar Appearance

This section reviews a series of TSI applications concerning the static ap-
pearance of one’s avatar, some of which have been already tested using be-
havioral science studies in CVEs, others that have yet to receive empirical
examination.

2.1. Identity Capture

The nature of a three-dimensional model used to render an avatar lends
itself quite easily to applying known algorithms that transform facial structure
according to known landmark points on the head and face. Once a face is
digitized, there are an infinite number of simple morphing techniques that alter
the three-dimensional structure and surface features of that face. This practice
can be a powerful tool during interaction.

For example, persuaders can absorb aspects of an audience member’s iden-
tity to create implicit feelings of similarity. Imagine the hypothetical case in
which Gray Davis (the past governor of California, depicted in the leftmost
panel of figure 1-2) is attempting to woo the constituents of a locale in which
the voters are primarily fans of Arnold Schwarzenegger (the governor of Cali-
fornia that ousted Davis) depicted in the rightmost panel of figure 1-2.

Research in social psychology has demonstrated large effects of similarity
on social influence, in that a potential influencer who is more similar to a given
person (compared to a less similar influencer) is considered more attractive
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Figure 1-2. A digital morph of the two-dimensional avatars of Gray Davis (left) to Arnold
Schwarzenegger (right).

[15] and persuasive [16], is more likely to make a sale [17], and is more likely
to receive altruistic help in a dire situation [18]. Consequently, using digital
technology to “absorb” physical aspects of other interactants in a CVE may
provide distinct advantages for individuals who seek to influence others, either
in a positive manner (e.g., a teacher during distance learning), or in a manner not
so wholesome (e.g., a politician trying to underhandedly co-opt votes). More-
over, this type of a transformation may be particularly effective in situations in
which the transformation remains implicit [19]. In other words, the effect of
the transformation may be strongest when CVE interactants do not consciously
detect their own face morphed into the face of the potential influencer.

To test this hypothesis, we brought Stanford University undergraduate stu-
dents into the lab and used a simple morphing procedure with MagicMorph
software [20, 21] to blend their faces in with an unfamiliar politician, Jim Hahn,
a mayor of Los Angeles. Figure 1-3 depicts images of two undergraduate stu-
dents as well as two blends that are each compromised of 60% of Jim Hahn
and 40% of their own features.

The main hypothesis in this study [22] was that participants would be more
likely to vote for a candidate that is morphed with their own face than a candi-
date that is morphed with someone else’s face. In other words, by capturing a
substantial portion of a voter’s facial structure, a candidate breeds a feeling of
familiarity, which is an extremely effective strategy for swaying preference [23].

Our findings in this study demonstrated two important patterns. First, out of
36 participants, only two detected that their own face was morphed into the can-
didate, even when we explicitly asked them to name one person like whom the
candidate looked. Interestingly, their responses often demonstrated an implicit
similarity (e.g., “He looks like my grandfather,” or “He looks really familiar
but I am not sure who he is”), but very rarely indicated a detection of the self.
Second, overall there was a preference for candidates that were morphed with
the self over candidates that were morphed with others, though the effect was
strongest for white male participants (who were similar enough to the picture
of Jim Hahn to create a successful morph) and for people interested in politics
(who ostensibly were more motivated to pay attention to the photograph of the
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Figure 1-3. Pictures of the participants are on the left; the blend of 60% of an unfamiliar
politician and 40% of the given participant is on the right.

candidate). In sum, very few participants noticed that their face was morphed
into the political candidate, but implicitly the presence of themselves in the
candidate gave the candidate a greater ability to influence those participants.

2.2. Team Face

A related study [24] examined the use of TSI for collaborative teams by
creating a “Team Face”. Given the underlying notion that teams function more
cooperatively when they embrace commonalties (e.g., dress codes, uniforms)
it is logical to consider that organizations would consider extending these team
features to the rendering of avatars. Consider the faces in figure 1-4.

Figure 1-4. Four participants (left four panels) and their team face (far right), a morph that
includes 25% of each of them.
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The face on the far right is a morphed avatar that includes the faces from
all four of the participants at equal contributions. In our study, participants
(32 in total: four sets of four participants of each gender) received two persuasive
messages: one delivered by their own team face, and one delivered by a team
face that did not include their own face.

In this study, only three participants noticed their own face present inside
the team face when explicitly asked to name one person like whom the face
looked. In regards to persuasion, our results indicated that when participants
received a persuasive message from an avatar wearing the team face, they were
more likely to scrutinize the arguments. Specifically, arguments that were strong
(determined by pre-testing) were seen as stronger when received by one’s own
team face than when received by a different team face, and the opposite pattern
occurred for weak arguments.

This pattern is quite consistent with what would be predicted by the
elaboration-likelihood model of Petty and Cacioppo [25]. According to that
model, people processing a persuasive message utilize either the central route
(i.e., dedicate cognitive resources towards actually working through the logical
strengths and weaknesses of an argument) or the peripheral route (i.e., analyze
the message only in terms of quick heuristics and surface features). In the study
using team faces, participants were more likely to process a message centrally
when the message was presented by their own team face than when presented
by another team face—they were more likely to accept a strong argument and
less likely to accept a weak argument. In sum, these preliminary data indicate
that interacting with an agent wearing one’s own team face causes that person
to dedicate more energy towards the task at hand.

These two studies [22, 24] have been utilized solely with two-dimensional
avatars in non-immersive displays. Current projects are extending this work to
three-dimensional avatars in immersive virtual reality simulations that feature
not only the texture being morphed between one or more faces but the underly-
ing shape of the three-dimensional model as well. Previous research has demon-
strated that three-dimensional models of a person’s head and face built with pho-
togrammetric software is sufficient to capture a majority of the visual features of
one’s physical self, both in terms of how people treat their own virtual selves [26]
and in terms of how others treat familiar virtual representations of others [27].

2.3. Acoustic Image

While the majority of research and development in virtual environment tech-
nology has focused on stimulating the visual senses, the technology to richly
stimulate the auditory senses is not far behind and possibly holds as much
promise in its ability to transform social interactions amongst individuals as
does its visual counterpart. Just a few years ago the process to render accu-
rate spatialized (three-dimensional) sound required specialized and expensive
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digital signal processing hardware. Today, all this processing can be done on
consumer-class PCs while easily leaving enough system resources left-over for
the user’s primary applications. In day-to-day living, we all take spatialized
sound for granted just as we take binocular vision for granted. Only when you
stop and reflect on the acoustical richness of our natural environments do you
realize how much information is derived from the sensed locations of objects:
without looking you know from where behind you your colleague is calling
your name or that you better quickly step to one side and not the other to avoid
being hit by a speeding bicyclist. Spatialization is partly what enables the “cock-
tail party phenomena” to occur—namely the ability to selectively filter out an
unwanted conversation from an attended conversation. As such, our ability to
synthetically render these cues in correspondence to three-dimensional visual
images enables accurate reconstruction of physical spaces.

More interesting, however, are the possibilities arising from purposely alter-
ing the correspondence between the visual and acoustic images. By “warping”
relational context, one can hand pick targets that are made maximally available
along different channels. Research in cognitive psychology shows that human
information processing is capacity limited and that these bottlenecks are largely
independent for the visual and auditory channels. This means that by decoupling
the visual and auditory contexts one could potentially empower a CVE user with
the ability to maximize her sensory bandwidth and information processing abil-
ities. For instance, in a meeting scenario one might place two different persons
centered in one’s field of attention, person A centered visually and person B
centered acoustically. This way both A and B could be monitored quite carefully
for their reactions to a presentation, albeit along different dimensions.

Just as it is possible to spatialize sound in real time, it is also possible
to alter the characteristics of human speech in real time. Various software and
hardware solutions are available on the consumer market today that can be used
to alter one’s voice in order to disguise one’s identity. While it is not typically
easy to transform a male voice into a female voice or vice versa, it is easy
to alter a voice with a partial pitch and timbre shift that markedly changes the
characteristics so that even someone familiar with the individual would unlikely
recognize his identity. The implications of this regarding transforming social
interaction are considerable. First, this technology enables the use of duplex
voice as a communication channel while still maintaining the anonymity that
digital representation allows. Already users in the online gaming community
are using this technology to alter their digital personas.

But changing voice to disguise is just one possibility; voice can be trans-
formed in a way that captures the acoustic identity just as the photographs can
be morphed to do the same. One form of voice cloning is to sample a small
amount of another’s voice (e.g., 30 seconds or so) and analyze the frequency
components to determine the mean tendencies and then use those statistics to
modestly alter the pitch and timbre of your own voice using tools available
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today. In this way, you could partially transform your voice. While we know
of no research that has done so, we believe the end result would be similar
to the studies we have discussed in the visual domain. Perhaps a closer anal-
ogy to visual morphing is a voice cloning technology recently commercialized
by AT&T Labs known as “concatenative speech synthesis.” From a sample of
10–40 hours of recorded speech by a particular individual, it is possible to train
a text-to-speech engine that captures the nuances of a particular individual’s
voice and then synthesize novel speech as if it came from that individual [28].
While the technology is impressive, it certainly still has a “robotic” ring to
it—but its potential in CVE use is considerable.

As the next section demonstrates, extending TSI into immersive virtual real-
ity simulations in which interactants’ gestures and expressions are tracked bring
in a host of new avenues to explore, and allow for extremely powerful demon-
strations of strategies that change the way people interact with one another.

3. Transformations of Avatar Behavior

One of the most powerful aspects of immersive virtual reality, and in par-
ticular naturalistic nonverbal behavior tracking, is one that receives very little
attention. In order to render behaviors onto an avatar as they are performed by
the human, one must record in fine detail the actual behaviors of the human.
Typically, the recordings of these physical movements are instantly discarded
after they occur, or perhaps archived, similar to security video footage. How-
ever, one of the most powerful mechanisms behind TSI involves analyzing,
filtering, enhancing, or blocking this behavior tracking data in real time during
the interaction. In the current section, we review some previous research in
which interactants have transformed their own nonverbal behavior as it occurs,
and discuss some of the vast number of future directions for work within this
paradigm.

3.1. Non-Zero-Sum Gaze

One example of these TSI “nonverbal superpowers” is non-zero-sum gaze
(NSZG): providing direct mutual gaze at more than a single interactant at once.
Previous research has demonstrated that eye gaze is an extremely important
cue: directing gaze at someone (compared to looking away from him or her)
causes presenters to be more persuasive [29] and more effective as teachers [30–
32]; it increases physiological arousal in terms of heartbeat [33], and generally
acts as a signal for interest [34]. In sum, people who use mutual gaze increase
their ability to engage a large audience as well as to accomplish a number of
conversational goals.
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Figure 1-5. Non-zero-sum Gaze: Both the interactant on the top left and on the top right
perceive the sole mutual gaze of the interactant on the bottom.

In face-to-face interaction, gaze is zero sum. In other words, if interactant
X looks directly at interactant Y for 80% of the time, it is not possible for
X to look directly at interactant Z for more than 20% of the time. However,
interaction among avatars using TSI is not bound by this constraint. In a CVE,
the virtual environment is individually rendered for each interactant locally at
extremely high frame-rates. Consequently, with digital avatars, an interactant
can have his avatar rendered differently for each other interactant, and appear
to maintain mutual gaze with both Y and Z for a majority of the conversation,
as figure 1-5 demonstrates.

NZSG allows a conversationalist to maintain the illusion that he or she is
looking at an entire roomful of interactants. Previous research has implemented
avatars that use “non veridical” algorithms to drive eye movements. For exam-
ple, [35] implemented eye animations that were inferred from the verbal flow
of the interaction. In other words, while head movements of interactants were
tracked veridically, animation of the eyes themselves were driven not by the
people’s actual movements, but instead based on an algorithm based on speak-
ing turns. These authors found that the conversation functioned quite well given
this decoupling of rendered eye movements from actual eye movements, out-
performing a number of other experimental conditions including an audio-only
interaction.

Moreover, there has been research directly examining the phenomenon of
NZSG. Two studies [36, 37] have utilized a paradigm in which a single presenter
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read a passage to two listeners inside an immersive CVE. All three interactants
were of the same gender, wore stereoscopic, head-mounted displays, and had
their head movements and mouth movements tracked and rendered. The pre-
senter’s avatar either looked directly at each of the other two speakers simulta-
neously for 100% of the time (augmented gaze) or utilized normal, zero-sum
gaze. Moreover, the presenter was always blind to the experimental condition;
in the augmented condition an algorithm automatically scaled down the mag-
nitude of the presenter’s head orientation movements (pitch, yaw, and roll) by
a factor of 20 and redirected it at the eyes of both listeners.

Results across those two studies demonstrated three important findings:
(1) participants never detected that the augmented gaze was not in fact backed
by real gaze, despite being stared at for 100% of the time, (2) participants
returned gaze to the presenter more often in the augmented condition than in
the normal condition, and (3) participants (females to a greater extant than
males) were more persuaded by a presenter implementing augmented gaze
than a presenter implementing normal gaze.

The potential to use this tool should be extremely tempting across a num-
ber of conversational contexts ranging from distance education to sales pitch
meetings to online dating chatrooms. Given the preliminary evidence described
above, it is clear that avatar-gaze powered by algorithms, as opposed actual hu-
man behavior, can be at the very least innocuous, and most likely quite effective,
during conversation.

3.2. Digital Chameleons

Chartrand and Bargh [38, p. 893] describe and provide empirical evidence
for the Chameleon effect: when a person mimics our nonverbal behavior, that
person has a greater chance of influencing us:

Such a Chameleon effect may manifest itself different ways. One may notice using
the idiosyncratic verbal expressions or speech inflexions of a friend. Or one may
notice crossing one’s arms while talking to someone else who has his or her arm’s
crossed. Common to all such cases is that one typically does not notice doing
these things—if at all—until after the fact.

Data from Chartrand and Bargh’s studies demonstrate that when people
copy our gestures we like them better, interact more smoothly with them, and
are more likely to provide them favor.

Given that typical rendering methods require capturing extremely detailed
data concerning their gestures and actions, CVEs lend themselves towards
utilizing mimic algorithms at very little added cost. Either from a “nonverbal
profile” built from user historical archive data, or from slight adjustments to
real-time gestures, it is quite easy for interactants to morph (or even fully
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replace) their own nonverbal behaviors with those of their conversational
partners. There are many motives for interactants to implement the digital
chameleon in CVEs, ranging from subtle attempts to achieve influence to pow-
ering their avatar with some type of “autopilot” while the user temporarily
abdicates his or her seat in the CVE.

Previous research [37] demonstrated that participants often do not detect
their own head movements when those movements are rendered at a delay
onto other interactants in a CVE. Consequently, to test the digital chameleon
hypothesis, Bailenson and Yee [24] ran an experiment in which undergraduate
students sat in an immersive virtual environment, at a virtual table, across
from an embodied agent. The agent proceeded to read a persuasive passage
approximately four minutes long to the participants, whose head orientation
movements were tracked while the scene was rendered to them stereoscopically
through a head-mounted display. For participants in the mimic condition, the
agent’s head movements were the exact same movements (on pitch, yaw, and
roll) as the participants with a lag of 4 seconds. In other words, however the
participant moved his or her head, the agent mimicked that movement 4 seconds
later. For a separate group of participants in the recorded condition, the agent’s
head movements were simply a playback of one of the other participants from
the mimic condition.

Results of this study demonstrated a huge difference between groups. Agents
that mimicked the participants were far more successful at persuading the
participants and were seen as more likable than recorded agents. This effect
occurred despite the fact that hardly any of the participants detected their own
gestures in the behavior of the agents when given a variety of post-experiment
questionnaires. These findings are extremely powerful. In order to render the
behaviors of an avatar effectively, one must record in high detail all of the
actions of the interactants. However, by doing so, the door is opened for other
interactants (as well as embodied agents) to employ many types of nonverbal
chameleon strategies. In this way, all interactants, some with less than altruistic
motives, may achieve a new level of advantage in interaction.

Mimicry is also possible in the auditory channel. Recently, a team at ATR
Media Information Science Laboratories in Japan succeeded in doing so [39].
Their idea was to avoid the obstacles of speech recognition and semantics and
instead to mimic the overall rhythm and intonation of a speaker. To see if
this idea would work, participants were asked to work with an animated agent
whom they were told in advance would possess the speech skills of a 1-year-old
child. The participants’ task was to make toy animals out of building blocks on
the computer screen and to teach the agent the names of the toys being built.
The agent child would then produce humming like sounds that responded in
ways that mimicked the participants’ speech rhythms, intonations, and loud-
ness. In a formal study, the levels of mimicry were varied and the effect on the
participants’ subjective ratings of the agent were then assessed. Ratings were
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taken that measured cooperation, learning ability, task achievement, comfort,
friendliness, and sympathy. The avatar that mimicked 80% of the time scored
highest in user ratings. Just as with the studies reported above on head motions,
these findings show that by isolating low-bandwidth dimensions of an interac-
tion it is possible to create a sense of mimicry that does not require a top–down
understanding of the interaction.

3.3. Other Behavioral Transformations

There are countless other ways to envision using TSI with the behavior of
an avatar. For example, during interaction in CVEs, the automatic maintenance
of a “poker face” is possible; any emotion or gesture that one believes to
be particularly telling can just be filtered out, assuming one can track and
categorize that gesture. Similarly, troubling habitual behaviors such as nervous
tics or inappropriate giggles can be wholly eliminated from the behaviors of
one’s avatars. On the other hand, behaviors that are often hard to generate in
certain situations, such as a “genuine smile”, can be easily rendered on one’s
avatar with the push of a button.

4. Implications and Outlook

The Orwellian themes behind this communication paradigm and research
program are quite apparent. Even the preliminary findings discussed in this
chapter concerning identity capture, face-morphing, augmented gaze, and dig-
ital mimicry are cause for concern, given the huge potential for misuse of TSI
by advertisers, politicians, and anyone else who may seek to influence people
via computer-mediated communication. On a more basic level, not being able
to trust the very pillars of the communication process—what a person looks
like and how they behave—presents interactants with a difficult position. One
may ask whether or not it is ethical to keep the behaviors and appearance of
your avatar close enough to veridicality in order to prove your identity to other
interactants, but to then pick and choose strategic venues to decouple what
is virtual from what is real. Is TSI fundamentally different from nose jobs,
teeth-whitening, self-help books and white lies?

The answer is unclear. Currently, digital audio streams are “sanitized” over
cell phone lines such that the digital information is transformed to present an
optimal voice stream using simple algorithms. While this is an extremely mild
form of TSI, it is important to point out that very few users of cell phones mind
or even notice this transformation. Moreover, the potential ethical concerns of
TSI largely vanish if one assumes that all interactants in a CVE are aware of
the potential for everyone to rampantly use these transformations.
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On a more practical note, an important question to consider is whether
or not interactants will bother to pay attention to each other’s behavior if
there is no reason to suspect those behaviors are genuine. These strategic
transformations utilized in CVEs may become so rampant that the original in-
tent of a CVE—fostering multiple communication channels between physically
remote individuals—is rendered completely obsolete. People may completely
ignore the nonverbal cues of avatars, given that there is no reason to suspect
the cue is genuine. On the other hand, as certain cues become non-diagnostic
(e.g., it becomes impossible to infer one’s mental state from one’s facial expres-
sion), one can make the argument that interactants will always find the subtle
conversational cues that are in fact indicative of actual behavior, appearance or
mental state. For example, anecdotal evidence suggests that interactants speak-
ing on the telephone (who do not have any visual cues available) are much more
sensitive to slight pauses in the conversation than face-to-face interactants.

CVE programmers may be able to create an extremely persuasive illusion
using an avatar empowered with TSI, but will it be possible to mask all truth from
an interaction? If there is a lesson to be learned by various forms of mediated
communication, it is that people adapt quite well to new technologies. Kendon
[40] describes a concept known as interactional synchrony, the complex dance
that occurs between (1) the multiple channels (i.e., verbal and nonverbal) of
a single person during an interaction, and (2) those multiple channels as two
interactants respond to one another. Kendon’s studies indicated that there are
extremely rigid and predictable patterns that occur among these channels during
interaction. However, despite this consistent complexity of behavior during
conversation, humans are quite adept at maintaining an effective interaction if
a channel is removed, for example speaking on the telephone.

Taking away a channel of communication is one thing, but scrambling and
transforming the natural correlation among multiple channels is another level
of disruption entirely. Transformed social interaction does exactly that, decou-
pling the normal pairing of behaviors during interaction and, at the whim of
interactants, changing the rules of the conversational dance completely. One
would expect conversations to completely break down given such an extreme
disruption to the traditional order of conversational pragmatics. However, given
the results from the empirical investigations of TSI to date, which admittedly
are quite limited and preliminary, this has not been the case. Interactants do not
seem particularly disturbed by any of the TSI strategies discussed in this paper,
and for the most part remain completely unaware of the breakdown among
conversational channels.

As future research proceeds, and researchers and systems developers tamper
more and more with the structure of interaction, we will provide a true test of
the endurance of this conversational structure. One can imagine an equilibrium
point in which sufficient amounts of conversational synchrony is preserved, but
each interactant is utilizing TSI to the fullest advantage. As systems employing
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avatars that use these algorithms become widespread, it is essential that this
balance point between truth and transformation is achieved. Otherwise, if ac-
tions by conversational partners are ships passing in the night, the demise of
CVEs and computer-mediated interactions is inevitable.
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Chapter 2

SELECTIVE FIDELITY: INVESTIGATING
PRIORITIES FOR THE CREATION OF
EXPRESSIVE AVATARS

Maia Garau

Recent works of cyberfiction have depicted a not-so-distant future where the
Internet has developed into a fully three-dimensional and immersive datas-
cape simultaneously accessible by millions of networked users. This virtual
world is described as having spatial properties similar to the physical world
and its virtual cities are populated by digital proxies of people, called avatars.
The multisensory sophistication of this shared space is such that it supports
interpersonal communication on a level of richness interchangeable with face-
to-face interaction. The vision presented encapsulates two of the central goals
not only of collaborative virtual environments (CVEs), but also of any commu-
nication medium. First, to enable groups of people to collaborate and interact
socially in an efficient and enjoyable way, and second, to foster the illusion that
people are together when in reality they are in distinct physical locations.

CVEs have the makings of a potentially powerful medium of communication
that heralds new promises and challenges. It is their inherently spatial property
that sets them apart from other collaborative media. Though videoconferencing
and groupware systems allow users to interact visually, the 3D context of each
person’s physical environment is lost. This can pose difficulties in small group
interaction where conversation management can be disrupted by ambiguous eye
gaze cues. The loss of 3D context can also be particularly problematic in tasks
for which it is essential to preserve spatial relationships, such as remote acting
rehearsals. CVEs can begin to address these concerns by placing geographically
dispersed users in a shared, computer-generated space where they can interact
with the environment and with other users represented by avatars. Immersive
interfaces can also offer multimodal, surrounding experiences that can create
a strong sense of being inside that artificial space (presence), and sometimes
of being there with others (copresence). As mediators of users’ actions and
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appearance, avatars are likely to play a significant role in social interaction in
CVEs.

One of the central challenges in the development of CVEs is the creation
of expressive avatars capable of representing users’ actions and intentions in
real time. This chapter focuses on the issue of avatar fidelity, arguing for the
need to explore priorities by investigating the impact of avatar appearance and
behaviour on the experience of interaction. It presents research on minimal
fidelity, and discusses its implications for the future development of CVEs as
a viable communications medium.

1. CVEs as a Communication Medium

CVEs are networked, computer-generated environments capable of sup-
porting human-to-human communication by allowing users to interact with the
space and with each other via graphical embodiments called avatars. CVEs can
be used explicitly for work-related purposes, but also for social interaction and
play; applications can range from conferencing, simulation and training, shared
visualisation and collaborative design, to social communities and multiplayer
games. Avatars play a significant role in all of these contexts because they em-
body the user in a shared space, opening multiple possibilities for interaction.

Virtual environments (VEs) can be experienced non-immersively using
a desktop, or immersively using a head-mounted display (HMD) or Cave
(CAVETMis a trademark of the University of Illinois at Chicago, but the term
“Cave” is used here to describe the generic technology as described in [1] rather
than to the specific commercial product). Non-immersive desktop VEs can suf-
fer from the same limitations in field of view as videoconferences. Immersive
VEs (IVEs), however, combine stereoscopic images with head-tracking to pro-
duce a sense of being surrounded by the virtual world [2]. In IVEs, avatars
representing interaction partners are experienced not as 2D images on a screen,
but as life-size, 3D entities occupying a shared, surrounding mediated space
(figure 2-1).

CVEs have several properties that make them suited to group interaction.
They are:

– multi-user, supporting multiple, geographically dispersed users;
– synchronous, enabling people to interact with each other in real time;
– navigable, allowing users to freely navigate the 3D space;
– embodied, representing users by digital proxies called “avatars”;
– spatial, providing a shared 3D interaction context.

It is their inherent spatiality that sets CVEs apart from other groupware
systems such as video-mediated communication (VMC) and media spaces.
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Groupware IVE

Figure 2-1. Using groupware systems such as VMC, people remain in separate physical
contexts and interact with each other via video projection. Using IVEs, people interact
in a shared, computer-generated 3D context where they are represented by digital proxies
called “avatars”.

Though media spaces enable people to share visual information from their
physical environment [3], they fail to preserve the spatial context of each user’s
physical environment [4]. The portrayal of space in CVEs has two practical ad-
vantages for remote collaboration: the provision of a shared interaction context
for geographically dispersed users, and the portrayal of directed attention.

While it is not the aim of this chapter to compare the relative merits of video
and avatar-mediated communication, three key distinctions help to highlight
some potential strengths of CVEs as a medium (figure 2-2). Videoconferenc-
ing portrays participants’ real appearance and actions as well as views of their
real environment, and is therefore high in fidelity; however, it is experienced
on a 2D screen and is therefore low in spatiality and immersiveness. Con-
versely, IVEs provide a 3D surrounding experience and are high in spatiality
and immersiveness. However, they are lower in fidelity because they portray
artificial, computer-generated scenes as opposed to real scenes captured from
the physical world. In the context of group interaction, the degree of fidelity of
a CVE hinges on its capacity to portray a convincing context and process for
collaboration. The ambiguous relationship between an avatar and the person
represented therefore poses complex challenges in terms of creating expressive
embodiments that contribute meaningfully to the ongoing interaction. One key
aim of CVE research is to increase fidelity with a view to bridging the gap
between virtual and face-to-face interaction.

2. The Need for Avatar Fidelity: Goals for Expressive Avatars

One of the underlying assumptions behind research in both VMC and
CVEs has been that the inclusion of visual information can improve mediated
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Figure 2-2. Comparison between VMC and IVEs along the dimensions of fidelity, spatiality,
and immersion.

interaction by harnessing our natural ability to read meaning into the human
form. Short, Williams and Christie have argued that all attempts at producing
visual communications media are “primarily directed at remedying what is the
most obvious defect of the simple telephone—the fact that one cannot see the
other person or group” [5, p. 43]. The question that arises with the advent of
CVEs is, what happens when both the environment and the people in it are
not portrayals of the real world, but computer-generated representations? One
significant barrier to interaction in current CVEs is in the paucity of avatar
expression compared with live video of real people. One of the challenges in
developing CVEs as a communications medium is therefore the creation of ex-
pressive avatars that enrich, rather than hinder, communication between remote
participants.

In face-to-face interaction people rely heavily on nonverbal cues such as eye
gaze, facial expression, posture, gesture and interpersonal distance to supple-
ment the verbal content of conversation [6]. Indeed some argue that nonverbal
signals not only constitute a separate channel of communication, but that they
often override verbal content [7]; in other words “how” something is said can
be more important than “what” is said.
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Nonverbal behaviours serve at least two central functions in face-to-face in-
teraction: conversation management and the communication of emotion. Con-
versation management concerns the use of paralinguistic cues to ensure the
smooth flow of conversation. Movements such as eyebrow raises, head nods
and posture shifts give structure and rhythm to the conversation and are es-
sential to maintaining a sense of mutual understanding. The communication of
emotion is itself integral to the regulation of communication and interaction
[8, 9]. Picard explains that in addition to enriching the quality of interaction,
emotion is crucial in the communication of understanding, and speakers contin-
ually monitor listeners’ body language and facial expression for confirmation
that they are being understood [8].

Given the central function played by nonverbal behaviours in face-to-face
conversation, avatars’ ability to convey such nonverbal cues is likely to affect
how they are perceived as well as their contribution to social interaction. In
works of cyberfiction such as Neal Stephenson’s Snow Crash [10], avatars are
both highly photorealistic and expressive. They perform seamlessly in real
time, and are so reliable in conveying intended behaviour that businessmen
happily substitute face-to-face meetings with interactions in the “Metaverse”.
In comparison, avatars in today’s CVEs are extremely limited in their expressive
potential.

3. Constraints on Avatar Fidelity

There are key technical constraints and theoretical concerns affecting the
degree of avatar fidelity possible in current CVEs. The first consideration, in
terms of the avatar’s static appearance (visual fidelity), is the tension between re-
alism and real time. The second, in terms of its dynamic animation (behavioural
fidelity), is the tension between control and cognitive load.

3.1. The Tension between Realism and Real Time

Visual fidelity concerns not only the avatar’s morphology and level of pho-
torealism, but also the degree to which it resembles the person represented
(referred to by Benford et al. as “truthfulness” [11]). Figure 2-3 illustrates
three key dimensions of visual fidelity.

This chapter is concerned exclusively with humanoid avatars, and the issue
of “truthfulness” is beyond the scope of the present discussion. For simplic-
ity, visual fidelity will refer here to the avatar’s level of photorealism. Typi-
cally, avatars used for communication purposes are relatively cartoonish. Cheng
et al. [12] suggest that this may be partly dictated by user preference. However,
restrictions related to rendering and bandwidth also mean that there is a tension



22 Garau

Non-humanoid Humanoid

Photorealistic

Resembles user

Anthropomorphism

Photorealism

Truthfulness

Cartoonish

Does not
resemble user

Figure 2-3. The dimensions of visual fidelity include anthropomorphism, photorealism
and truthfulness.

between real-time performance and the level of realism achievable. Increased
photorealism introduces computational complexity, resulting in significant and
unwanted delays to real-time communication. Morningstar and Farmer cite
this as a particular concern in the design of graphical chats [13]; for the same
performance-related reasons, Hindmarsh et al. advocate using recognisable but
simplistic humanoid avatars for small group communication purposes [3].

3.2. The Tension between Control and Cognitive Load

Being computer-generated, avatars afford control not only over appearance
but also over behavioural expression, thereby potentially avoiding the pitfalls
of nonverbal leakage that can occur in both face-to-face and video-mediated
communication. However, avatars in existing graphical chats have been widely
critiqued for their insufficient and sometimes misleading behaviours [14].

Avatar behaviours can be driven in a variety of ways. Manual driving through
menu selection, mouse movement, pen gesture [15] and hand gesture [16] afford
control over the avatar’s actions but require continuous attendance to its state.
Several alternative approaches have been proposed in response to the problem
of enriching avatar communication while reducing cognitive load. Cuddihy
and Walters [17] suggest a solution involving high-level control through a dy-
namic interface that clarifies what actions are available to users at any given
time. This would make it possible to direct a “waving” action at an approach-
ing avatar rather than manually orienting the avatar and then raising its arm,
as was the case in Slater et al.’s acting rehearsal experiment [18]. A similar
high-level approach is taken by Vilhjálmsson and Cassell in the BodyChat
system [19]. Here, users choose whether to be available for conversation, and
their avatars automate appropriate cues such as smiles, eyebrow raises and
glances to indicate a willingness to approach or depart. Analogously, Tromp
and Snowdon suggest the use of automated behaviours to enhance group in-
teraction, for instance locking gaze to the speaking avatar to denote attention
[20]. However, the drawback is that automation may result in misleading be-
haviours.
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A radically different approach involves mapping the person’s real-life ex-
pression onto the avatar’s. Durlach and Slater indicate two possible approaches:
the use of “direct, pass-through video of the participants” [21, p. 216], or using
tracking data to manipulate the avatar’s 3D mesh. Body and facial tracking
makes it possible to animate an avatar using motion data from a real person.
Tracking equipment can, however, be expensive as well as intrusive for users.
On a theoretical level, it is also questionable whether full tracking will be
desirable in a medium that is prized for the control it offers users over their own
embodiment.

Overall, there are significant challenges in driving appropriate behaviours
for avatars. In addition to technical challenges, there remain open questions
about the appropriateness of tracking or automating behaviours in the quest to
reduce cognitive load without sacrificing users’ control over avatar actions.

4. Setting Priorities: The Trade-off between Visual and
Behavioural Fidelity

Combined, these technical and theoretical concerns mean there is a need
to make trade-offs and establish priorities for avatar fidelity. Fraser et al.
have stated that many designers of CVEs and virtual characters operate
on the premise that more realistic environments and avatars should result
in qualitatively better experiences in CVEs: “virtual environments—models,
avatars, interfaces and so on—are often designed with realism in mind”
[22, p. 30].

The need for literal portrayals in VEs is, however, a matter of debate. As
Zeltzer argues, given current technical limitations, the priority is to develop
selective fidelity based on contextual needs, and further research is needed to
understand how to measure selective fidelity. Similarly, Fraser et al. propose
a shift in priorities away from literalism and realism, particularly given the
crudeness of current interfaces for conveying human movement [22]. Benford
et al. argue that improving avatar expressiveness necessarily involves compro-
mises [23], later adding that the streamlining of avatars and the use of more
“abstract” approaches to their design may be more appropriate [11]. They there-
fore advocate incremental, context-driven improvements to fidelity rather than
an absolutist drive towards photorealism.

Several authors share the assumption that rather than attempting to maxi-
mize realism, the priority is to focus on improving behavioural fidelity for com-
munication purposes. For instance, Sallnäs argues that in collaborative tasks
realistic appearance is secondary to the support of body positioning, pointing
and object manipulation [24] . Similarly, Swinth and Blascovich reason that
both anthropomorphism and photorealism are separate from, and secondary to,
behavioural realism, which they define as “the extent to which avatars and other
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objects in an virtual environment behave like their counterparts in the physical
world” [25, p. 329].

The assumption that visual fidelity is secondary to behavioural fidelity is
partly supported by lessons from animation. Disney animators translated films
of actors’ body language and facial expression into simple line drawings and
discovered it was possible to achieve effective emotional portrayals in visually
simplistic characters, provided the movement was convincing [26]. More re-
cently, Katsikitis and Innes’ study on line drawings of a smile illustrated that
even a cartoonish representation of an expression can be decoded accurately
down to its five phases of development [27].

Recent studies on the transmission of nonverbal cues in mediated commu-
nication add further support to the argument favouring behavioural fidelity.
Ehrlich et al. [28] point out that the same bandwidth restrictions constrain-
ing CVEs also apply to VMC. They suggest that the standard approach of
preserving spatial and colour resolution at the expense of temporal degrada-
tion is counterproductive. Their experimental findings indicate that preserving
motion information is critical to the recognition of facial expression and may
compensate for significant losses in image resolution.

Considering that the transmission of nonverbal cues can be severely affected
by temporal delays and inconsistencies, they suggest that “if a bandwidth trade-
off is required, one should consider preserving high-fidelity motion information
at the expense of image realism, not the other way around” [28, p. 252]. In a
separate study on facial affect recognition, Schiano, Ehrlich, Krisnawan, and
Sheridan [29] compared a low-fidelity robot enacting the six “basic” emotions
with video of human actors enacting the same emotions. Though scores for the
robot were lower, the expressions were decoded in a pattern that closely followed
the human faces. This further supports the argument prioritising behaviour over
accurate appearance in the transmission of nonverbal cues.

Bente and Kramer [30] describe a related study on person perception, this
time comparing silent video clips of dyadic interactions between human actors
with equivalent clips of identically animated computer-generated agents. Their
findings indicate a remarkable correspondence in responses to both conditions,
despite the lower-fidelity appearance of the agents. In summary, technical lim-
itations have forced the need to set priorities in avatar design. Findings from
different media experiences partially support the notion that behavioural fidelity
may be more pressing than visual fidelity for communication purposes.

5. Exploring the Impact of Minimal Fidelity

The argument for exploring the lower boundaries of fidelity is not born
exclusively out of technical necessity. Reeves and Nass [31] document a series
of studies suggesting that people respond to media as social actors, and tend
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to anthropomorphise even the simplest of text-based interfaces. This theory of
the “medium as social actor” is of direct interest to avatar design because it
suggests that minimal cues can elicit social responses.

Biocca, Harms and Burgoon [32] maintain that interaction in CVEs may be
built on minimal cues because the automatic interpretation of humanoid forms
and nonverbal behaviour can lead people to attribute a degree of sentience to vir-
tual humans. This tension between automatic social responses and the rational
knowledge that virtual humans are artificial entities represents a fundamental
and engaging issue that has been addressed in a selection of studies in different
research institutions.

Studies on fear of public speaking [33,34] and spatial interaction with hu-
manoid agents [35] support this notion that people can respond socially to
virtual humans even in the absence of two-way verbal interaction, and despite
knowing rationally that they are not “real”. In our research we sought to ex-
plore the impact of minimal fidelity on communication experiences in CVEs,
investigating one key behaviour, eye gaze, in the context of dyadic interaction.

6. Experiments on Eye Gaze and Photorealism

One of the central problems in mediated communication is the portrayal of
directed attention. The advantage of CVEs is that participants’ embodiments
can be seen in spatial relation to each other and to the objects they are interact-
ing with. Unlike videoconferencing and media spaces where camera positions
are fixed, participants in CVEs are free to control their point of view (POV) by
navigating through the environment. As Bowers, Pycock and O’Brien point out
[36], this alone allows a degree of awareness of the others’ focus of attention.
However, the granularity of this understanding depends largely on the fidelity
of the embodiment, on its level of visual detail (photorealism) and behavioural
accuracy. There are significant challenges involved in portraying accurate
eye gaze in CVEs, particularly in an immersive setting where participants’
faces are partially obscured by stereoscopic goggles, making tracking more
problematic.

Gaze is a richly informative behaviour in face-to-face interaction. It serves
at least five distinct communicative functions [37, 6]: regulating conversation
flow, providing feedback, communicating emotional information and the nature
of interpersonal relationships, and avoiding distraction by restricting visual
input. Research on gaze in mediated communication has been concerned mainly
with issues of conversation management in multiparty interaction. One of the
perceived limitations of telephony-based videoconferencing systems is that
they do not support selective gaze [38–40]. Various media space systems have
attempted to address this limitation by distributing individual audiovisual units
in physical space to represent each user (see [40] for a review).
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Studies in CVEs have attempted to address the problem of how to support
selective gaze in multiparty interaction within a shared 3D space. The GAZE
groupware system [40] is designed to ease turntaking by conveying gaze direc-
tion in a shared virtual space using VRML2. This system uses an advanced
desk-mounted eye-tracking system to measure where each person is look-
ing. The gaze information is then represented metaphorically in the form of a
2D texture-mapped “persona” that moves about its own x- and y-axes in the
3D environment.

Taylor and Rowe [4] argue that the GAZE groupware system is problematic
for two reasons. First, using a snapshot instead of video precludes any possi-
bility of expressing other nonverbal cues through the persona. Second, the use
of a plane makes it difficult to generate the kinds of profile views useful in
multiparty communication. They address these limitations by rendering video
of the facial region on a generic 3D model of a face. Their system animates
the head movement by tracking the two earphones and microphone to obtain
head position information for each user. The eye movement is contained in the
video image. Their system renders avatars from an asymmetric viewpoint that
corresponds to the position of the real participant, who typically sits 20 inches
away from a 14-inch desktop screen. They conclude that this system improves
group interaction by preserving the semantic significance of gaze. However,
integrating video as a part of gaze animation fails to address the needs of users
who prefer to remain visually anonymous behind a synthetic avatar.

Both of the above systems are concerned with supporting selective gaze
in groups of three or more. In terms of two-person (dyadic) communication,
Colburn, Cohen and Drucker [41] present findings from an experiment com-
paring visual attention to the screen during 20 conversations using an avatar.
Participants were presented with three 3-minute visual stimuli in random or-
der: a blank screen, a fixed-gaze avatar and an avatar with a functioning eye
gaze model, based on who was speaking and whether or not the participant was
looking at the screen. Participants looked at the screen more when the avatar
was present and most of all when the gaze model was active. The experiments
presented in the remainder of this chapter extend this research by investigat-
ing the impact of eye animations on a range of subjective responses, including
perceived quality of communication and copresence.

6.1. Behavioural Fidelity: Exploring the Impact of Eye Gaze

Our first 100-person experiment was designed to investigate the impor-
tance of eye gaze in humanoid avatars representing people engaged in con-
versation. The experiment was conducted using a video-tunnel setup and was
therefore not immersive (figure 2-4); this was done deliberately to isolate gaze
behaviour from any other factors, such as spatial, gestural or postural cues
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Figure 2-4. Participants in the video condition speaking with each other via the video-tunnel.

that might have confounded results. In the avatar condition, participants saw a
face-on head-and-shoulders view of the avatar representing their conversation
partner.

We compared responses to dyadic conversation in four mediated conditions.
An avatar with “random” head and eye movements was compared to a visu-
ally identical “inferred-gaze” avatar that combined simple head-tracking with
“while speaking” and “while listening” eye animations inferred from the audio
stream. The design of these eye animations was informed by social psychology
research on the differences in gaze patterns while speaking and while listening
in face-to-face interaction [37, 42, 6]. Both avatar conditions were then com-
pared to video (with audio) and audio-only baseline conditions. The impact
of each condition on the perceived quality of communication was assessed by
comparing participants’ subjective responses along four dimensions: how nat-
ural the conversation felt, their degree of involvement in the conversation, their
sense of copresence, and positive or negative evaluation of the conversation
partner.

The goal of the experiment was two-fold: firstly, to test whether an avatar
with minimal behavioural fidelity could contribute to the perceived quality of
communication between two remote users. The second, more specific goal was
to examine the role of gaze: when the avatar’s gaze was directly related to the
conversation, would this improve the quality of communication compared to a
visually identical avatar with random gaze?

The perception of eye gaze depends on a combination of head and eye
orientation [43, 6]. In the random-gaze condition, both the head and eye move-
ments were designed to appear natural but were in no way tied to the content
or flow of conversation. For the inferred-gaze avatar, the head movements were
tracked using a single Polhemus sensor attached to the headphones. The eye
movements were inferred from the audio stream. One of the fundamental rules
for gaze behaviour in face-to-face dyadic interaction is that people gaze at their
communication partner more while listening than while speaking [44, 42, 6].
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Figure 2-5. Male and female avatars looking “at” and “away”.

Drawing on this principle, “while speaking” and “while listening” eye anima-
tions were implemented based on timing and frequency information taken from
face-to-face dyadic studies. Figure 2-5 shows the male and female avatars in
“at” and “away” gaze.

In order to assess the avatar’s impact on perceived quality of communi-
cation, a task was needed in which participants would be sensitive to visual
feedback. It has been suggested [45, 39] that users benefit most from having
visual feedback when performing equivocal tasks that have no single “correct”
outcome but require negotiation. Short, Williams and Christie [5] argue that
tasks involving conflict and negotiation are particularly suited to testing percep-
tions of communications media. A role-playing negotiation task was developed
specifically for the study, requiring participants to come to a mutually accept-
able agreement to avoid a family scandal breaking out in a small town. It was
also thought that the emotional content of the scenario combined with the ne-
gotiation requirements of the task would mean that results could speak both to
social and business contexts.

Participants’ responses were elicited by means of the post-experiment ques-
tionnaire, each response being on a 9-point Likert scale.

The results showed that the random-gaze avatar did not provide a signifi-
cant improvement over pure audio, suggesting that the simple introduction of
an avatar does not automatically improve participants’ perception of commu-
nication. Rather, the avatar must have certain behaviour characteristics in order
to be useful. The inferred-gaze avatar outperformed the random-gaze avatar
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and the audio-only condition on several response measures. This suggests that
an avatar whose behaviours reflect an aspect of conversational flow can indeed
make a contribution to improving remote communication. Finally, the inferred-
gaze avatar significantly outperformed the random-gaze avatar on all measures,
indicating that an avatar whose behaviours are related to the conversation can
present a marked improvement over an avatar that merely exhibits liveliness.

These findings had encouraging implications for inexpensive approaches to
improving avatar fidelity. However, a central question remained unanswered.
In the inferred-gaze condition, the avatar’s gaze behaviour was being driven by
two separate channels of information: its eye movement was based on infer-
ence from the audio stream, while its head movement was based on tracking
the participant’s real head movement. The open question was whether the sig-
nificant impact on participants’ perceptions was due to tracked motion data or
from inferences about the eye movement based on research from face-to-face
interaction. Answering this question would have significant implications for
providing inexpensive ways to improve eye gaze based on information readily
available from the audio stream.

Moreover, the experiment was conducted in a non-immersive setting. The
question remained of how the inferred-gaze model would perform in a more
demanding immersive setting, where participants were free to wander about a
shared 3D space. A second experiment was therefore designed to address these
concerns.

Between the publication of results from the first eye gaze experiment [46]
and the second experiment [47], Lee, Badler and Badler published a similar
study comparing subjective responses to a humanoid agent with static, random
and inferred gaze [48]. Their agents’ inferred-gaze animations were consistent
with the timings from the face-to-face literature detailed above, but were refined
using a statistical model developed from their own gaze tracking analysis of real
people engaged in dyadic interaction. Their results from a 12-person evaluation
are consistent with those from our first study, in that the inferred-gaze model
results in more positive perceptions. The inferred-gaze agent significantly out-
performs the visually identical random-gaze agent in terms of perceived inter-
est, engagement, friendliness, and liveliness. However, it is not clear whether
participants were engaged in two-way verbal communication with the agent, or
whether they simply viewed the animations on a screen.

In terms of eye gaze and photorealism, two studies by Fukayama et al. are
also directly relevant [50]. The first is a 13-person study concerning the impact
of eye animations on the impressions participants formed of an interface agent
[50]. Their gaze model consists of three parameters: amount of gaze, mean
duration of gaze and gaze points while averted. Their comparative analysis
of responses to nine different gaze patterns suggests that agent gaze can reli-
ably influence impression formation. For this particular study they isolated the
agent’s eyes from any other facial geometry. In a related study, they investigate
whether the impact of the gaze patterns is affected by the photorealism of the
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agent’s face [49]. Their findings suggest that varying the appearance from vi-
sually simplistic to more realistic has no effect on the impressions produced.
The interaction is one-way, with participants viewing a pre-recorded agent an-
imation. It is therefore difficult to know whether the findings would generalise
to a sustained verbal interaction.

6.2. Visual and Behavioural Fidelity: Exploring the Impact of Eye

Gaze and Photorealism

One aspect of the studies described above was that participants were shown
a limited, head-and-shoulders view of the virtual human, and that the spatial
relationship was fixed by the 2D nature of the interaction. They therefore left
open the question of how these gaze models might hold up in an immersive
situation where participants are able to wander freely around a shared space,
and where they can interact with a full-body, life-size avatar. Our follow-up
experiment was designed with these questions in mind.

The goal for this second experiment was threefold. Firstly, to disambiguate
between the effect of inferred eye movements and head-tracking, both of which
may have contributed to the results reported in the first study. Secondly, to test
how the inferred-gaze model performs in a less forgiving immersive setting
where participants were free navigate in the 3D IVE. Finally, to explore the
relative impact of two logically distinct aspects of avatar fidelity: appearance
and behaviour.

As previously discussed, one assumption made by several researchers is that
convincing behaviour is a higher priority than realistic appearance in the devel-
opment of expressive avatars. We wished to test this assumption by investigating
the impact of the (higher-fidelity) inferred-gaze model with the (lower-fidelity)
random-gaze model on avatars whose appearance represented different levels of
photorealism. The initial hypothesis was that behavioural realism would be in-
dependent in its effects on perceived quality of communication from the impact
of visual realism, and that it would be of greater importance. The inferred-gaze
model was expected to outperform the random-gaze one for both the higher-
realism and lower-realism avatar. One open question concerned the extent to
which the gaze animations would impact on the lower-realism avatars, or how
the two avatars would perform in comparison with each other.

Participants were represented to their conversation partner as a life-size
avatar, as illustrated in figure 2-6. Both participants in each pair were repre-
sented by a visually identical avatar to avoid differences in facial geometry
affecting the impact of the animations.

Since one of the central aims of this experiment was to disambiguate the
impact of head-tracking and the inferred eye animations, participants’ heads
were tracked in all conditions, and only the eye animations were varied. The
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Figure 2-6. Participants saw their conversation partner as a life-size avatar. The avatar was
either lower realism (left) or higher realism (right).

random-gaze eye animations were identical to the first eye gaze experiment,
but the inferred-gaze animations were refined based on newly published infor-
mation [48].

Our previous four indicators of perceived communication quality of com-
munication were considered in the analysis, along with a number of additional
responses including:

– Gaze fidelity: The sense of mutual gaze with the conversation partner;
– Avatar fidelity: The degree to which the avatar’s appearance and be-

haviour were seen to be realistic;
– Social-copresence: Consisting of the following subcomponents:
– General copresence: The sense of being “in the company of” another

person;
– Spatial copresence: The sense of being in the same space as the conver-

sation partner;
– Personal contact: The degree of personal contact experienced with the

partner.

Again, participants’ subjective responses were elicited by means of a post-
experience questionnaire. Our analysis revealed a very strong interaction effect
between the type of avatar and the type of gaze. In other words, the impact
of the gaze model is different depending on which type of avatar is used. For
the higher-realism avatar the (more realistic) inferred-gaze behaviour increases
perceived effectiveness for several response measures. For the lower-realism
avatar, the (more realistic) inferred-gaze behaviour reduces effectiveness. This
seems to indicate a need for consistency between the visual appearance of the
avatar and the type of behaviour that it exhibits. With respect to eye gaze,
low-fidelity appearance demands low-fidelity behaviour, and correspondingly
higher-fidelity appearance demands a more realistic behaviour model.
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The findings clear up the ambiguity from the first experiment regarding
whether the significant differences in performance between the gaze models
were due to head-tracking or eye animations inferred from the audio stream.
They indicate that independent of head-tracking, inferred eye animations can
have a significant positive effect on participants’ responses to an immersive
interaction. The caveat is that there should be some consistency between visual
and behavioural realism, since the lower-realism avatar did not appear to benefit
from the higher-realism, inferred-gaze model. This finding has implications for
inexpensive ways of improving avatar expressiveness using information from
the audio stream and suggests avenues for interim solutions for the difficult
problem of providing robust eyetracking in Cave-like systems.

Findings from an in-depth qualitative analysis of the interviews from the first
eye gaze study indicate that avatar fidelity does not work in isolation in shaping
interaction experiences. Both communication context and personal character-
istics such as everyday social anxiety, prior media experiences, and technical
expertise shape perceptions of the avatar’s role in interaction. The quantita-
tive findings suggest that simply adding “liveliness” to the avatar’s behavioural
repertoire does not add value to the interaction. They further suggest that users
would benefit from information about how “truthful” the animations are, be-
cause in the absence of priming, people are likely to interpret the significance
of the avatar’s behaviour according to their own technical assumptions about
how it is driven. These assumptions are sometimes illogical and uninformed,
and may work to the detriment of the avatar by leading users to discard as in-
significant even those selected behaviours that are in fact informative. Overall
this analysis signals the importance of educating users about the behavioural
capabilities of the avatar.

Interviews with participants indicated that it is possible to rationally think of
avatars as computer-generated and therefore not “real”, while simultaneously
exhibiting social responses towards them. This is consistent with Reeves and
Nass’ [31] theory of the medium as social actor that predicts people will tend
to anthropomorphise media and treat them as social entities. This finding also
supports Blascovich and colleagues’ hypothesis that there are at least two levels
of response to virtual humans: higher-level rational responses, and lower-level
involuntary responses [51]. This opens avenues for future research on the com-
plex multi-level responses of people to virtual humans in the context of small
group communication in CVEs.

7. Conclusions and Future Work

One key barrier to effective communication in current CVEs is the relative
paucity of avatar expressiveness as compared to live video. Increasing the ex-
pressive potential of avatars involves significant challenges. In terms of their
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appearance, the tension between realism and real time means that photorealism
comes at the expense of unwanted delays to real-time communication. Visual
fidelity must therefore be traded-off against available computing resources.
In terms of behaviour, the tension between control and cognitive load under-
lines the difficulty of transparently driving avatar behaviours that appropriately
represent the user. Full manual control of avatar behaviour would entail an
unacceptable level of cognitive load. On the other hand, full tracking can be
expensive and invasive, and may not be desirable in a medium that is prized for
the control it affords over visual identity.

Given these constraints, the approach taken in our research was to explore
the lower boundaries of avatar fidelity. The overarching goal was to investigate
whether minimal increments in fidelity could contribute to participants’ inter-
action experience in CVEs. Fidelity was considered in terms of both dynamic
behaviour (behavioural fidelity) and static appearance (visual fidelity).

The findings from the first experiment on eye gaze indicate that an avatar
with minimal fidelity can make a positive contribution to interaction. However,
simply adding “liveliness” to its behavioural repertoire does not add value to
the interaction. In the case of gaze, the avatar’s animation should reflect some
aspect of the ongoing conversation, even something as simple as turntaking.
Concerning the relationship between visual and behavioural fidelity, we dis-
covered a significant and overwhelmingly consistent interaction effect between
visual and behavioural realism. The findings from the experiment on eye gaze
and photorealism indicate that the effect of identical eye animations changes
in relation to the avatar’s appearance. The higher-realism avatar benefited from
the higher-fidelity inferred-gaze animations, whereas the opposite was true for
the lower-realism avatar. This suggests the need to align behavioural fidelity
with avatar appearance. The conclusion is that the impact of behaviour is not
independent of appearance and points to a more complex picture than was pre-
viously envisaged. Simply privileging behavioural over visual fidelity may not
necessarily lead to optimal improvements for expressive avatars.

Bowers, Pycock and O’Brien suggest that “a viable and systematic research
strategy for developing useful CVEs is to incrementally add further sophistica-
tion to very simple embodiments as and when analysis reveals that it is called
for in the support of social interaction” [36, p. 65]. Varying individual dimen-
sions allows researchers to explore their individual impact on the perceptual
and social impact of avatars. This is a logical approach given the need to priori-
tise which aspects of fidelity might be traded-off against available computing
resources.

Our experiments attempted to focus on the impact of a single nonverbal be-
haviour. We chose eye gaze because of its central function both in conversation
management and in the directed expression of emotion. The isolation of a sin-
gle behaviour is potentially problematic, however, because it compromises the
“gestalt” of nonverbal expression that characterises face-to-face interaction.
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Short, Williams and Christie point out the danger of treating behaviours in-
dividually: “In attempting to assess the functions of the visual channel, it is
dangerous to confine attention at any one time to individual cues such as pos-
ture, eye-gaze, proximity and the like. The channels do interact . . . . Studies of
media must look at relevant combinations of channels. Important overall prop-
erties of communication may be missed if attention is restricted to individual
channels” [5, p. 7–8]. Additional behaviours should therefore be investigated
in conjunction with gaze and with each other, with a view to exploring their
interdependencies.

Our research focused on participants’ subjective responses to their inter-
action experience. Although interviews and in-depth qualitative analysis go a
step further than questionnaires in understanding users’ perceptions, they nec-
essarily only capture the rational level of experience. The findings reported here
indicate that it is important to further explore both higher-level and lower-level
social responses to virtual humans. Previous research has indicated that minimal
fidelity can affect lower-level involuntary responses such as spatial behaviour
in response to an agent [35]. Potentially fruitful avenues for research include
the observation of involuntary behaviours, as well as the use of psychophysio-
logical measures to study objective responses. Future work will build on these
findings by combining subjective and objective approaches to understand how
avatars can be further improved for richer multiparty interaction in CVEs.

There are numerous application areas for VEs, from simulation to training
to the treatment of phobias. At present, CVEs are primarily used for research
and entertainment purposes and have yet to come into mainstream use as a
communication medium. They have the potential to extend beyond their present
usage to address the practical collaborative needs of geographically dispersed
users. One of their chief attractions lies in their ability to combine 3D spatial
interaction with a high degree of multisensory immersion. In Simulacra and
Simulation [52], Baudrillard argues that science fiction is nothing more than
an exaggeration of the possibilities inherent in present circumstances. If recent
films such as the Matrix [53] and works of cyberpunk literature [10] are anything
to go by, then we face a future where communication in CVEs will become part
of the fabric of our everyday lives. Avatars, the visual representations of people
in CVEs, therefore deserve careful consideration as they will play a pivotal role
in enriching the communicative possibilities of this medium.

It is possible to imagine a day when avatars will, like those in the novel
Snow Crash [10], communicate users’ intentions so reliably that people will
willingly use CVEs for social interaction and for serious collaborative purposes.
In 1998 Allbeck and Badler argued that every aspect of avatar design, motion
and appearance described in Snow Crash had already begun to be tackled by
different research groups throughout the world [54]. It is encouraging to think
that all of these various branches of research may converge to create truly
compelling communicative avatars.
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Avatars are computer-generated and therefore, unlike video, free us from
the need to present a faithful visual replica of real places or real people. Like
masks, they preserve our visual anonymity and open up the possibility for new
and potentially different forms of interaction. Existing technical limitations
have meant that it is not currently possible to model human appearance and
behaviour in all its complexity for real-time interaction. This has dictated a need
to explore minimal and selective fidelity with a view to gradually increasing
the expressive potential of avatars.

The ability of humans to decode caricature and cartoons indicates that we
do not require exhaustive photorealistic depictions to decipher the human form.
The research and ideas discussed in this chapter have rested on the assumption
that our common goal is to enhance avatar animation to harness our natural
ability to decode nonverbal behaviours. It is conceivable, however, that a move
away from photorealism might be accompanied by a parallel move away from
behavioural literalism. Just as the lack of sound in silent films made actors
instinctively “turn up the volume” on their visual performances, perhaps current
constraints will lead to ways of “emoting” through avatars that do not precisely
mirror everyday nonverbal communication. Freed from the need to mimic the
real world, avatars can distort, change colour and morph into new forms to
express emotional states in non-literal ways. As the medium matures it will be
interesting to see how current constraints will give rise to creative emergent
solutions, and how people will choose to use their avatars to express themselves
in new and possibly more magical ways.
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Chapter 3

ANALYSIS AND VISUALIZATION
OF SOCIAL DIFFUSION PATTERNS IN
THREE-DIMENSIONAL VIRTUAL WORLDS

Shashikant Penumarthy and Katy Börner

1. Introduction

In order to indicate how difficult it is to orient oneself and navigate in virtual
worlds, let us begin with an example—the story of John. Just having finished
an hour of e-mail, John looks at his watch and realizes that it is time to switch
identities. A few mouse clicks, the brief appearance of a splash screen and
faster than one can say “Avatar!”, the monitor screen fills up and one world is
replaced by another.

Exit John, enter PringleCrow. As LinkWorld (one of several three-
dimensional virtual worlds that John has access to) fades into view, PringleCrow
waits to orient herself (today John has chosen a female avatar). She waits for
her world to manifest itself, one object at a time. The network isn’t very fast
and PringleCrow is suddenly “lost”, the connection to her life-force severed, as
John’s consciousness comes back to the real world wondering why the graph-
ics are so jerky. Back again to PringleCrow, the life-force restored! This time,
though, enough of the world has loaded ensuring that PringleCrow won’t be
lost again soon. An extension of consciousness takes over, as the human and
his avatar are unified. Today, PringleCrow is going to be part of a treasure hunt
that is designed to test how well the inhabitants of the virtual world under-
stand the principles of physics. When she teleports to the meeting point for
the participants, she realizes that the other avatars are already there, the chatter
almost “deafening”. She spots a chat utterance by CyberDog, her team-mate
for the treasure hunt, who has been waiting for PringleCrow for a few minutes.
A few more chat utterances later (“I am a blue puppy”, “Let’s meet near the
waterfall”, “It’s at coordinates 10 west 56 north I think”), they finally meet.
At this point neither avatar is aware of where the rest of the avatars are or
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even how many of them are in the world. They walk together to the podium
where the avatar StrazyFoure, who is the moderator for the hunt, is reviewing
the rules. After the rules are done, StrazyFoure raises his hand to signal the
start of the treasure hunt and PringleCrow and CyberDog begin looking for
clues. They are careful to communicate through “whispers”, rather than chat
to ensure that everything they say is “inaudible” to the avatars from competing
teams.

At the end of the day, StrazyFoure goes to each team to find out what they
think about the hunt and is a little concerned to discover that not everyone has
succeeded to find all answers. While some found the clues very difficult to
decipher, others complain that they sometimes could not figure out if they were
going the right way. The virtual world is so big that some lost sense of how far
they had come from the starting point.

At what point did the unsuccessful avatars get lost? Which clues were easy
and which ones were difficult? Did the avatars interpret the clues correctly?
What did the avatars talk about during the whole period? Could some of the
clues have been placed in locations that were easier to access? These are just a
few of the interesting questions that could be asked in order to determine how
successful the treasure hunt was and how to support information foraging in
3D virtual worlds.

The avatars of the virtual world as well as researchers that study them need
to be able to quickly obtain a broad overview of activities in the virtual world, as
well as examine local details. Researchers must also be able to discover patterns
of behavior, of movement, chat and interaction on a local and global scale. Some
questions are short term such as “What paths did the avatars take?” or “Which
avatars’ movement trails deviated most from the average of the entire group?”
Other questions are: “Which areas of the world are most used?”, “What topics
are the inhabitants talking about and where?”, or “Who talked/interacted with
whom?”

In this chapter we describe how advanced data mining and information vi-
sualization techniques [1–4] can be advantageously applied to augment, eval-
uate, optimize, and study collaborative 3D virtual worlds and to study their
evolving communities [5]. We begin by discussing related work in the area
of analysis and visualization of spatial and social data. After briefly com-
menting on the nature of virtual world data, we outline types of user groups
and their tasks in virtual worlds. The use of patterns for analysis of virtual
world behavior is detailed. We then show how techniques developed in ar-
eas as diverse as data analysis [6, 7] and information visualization can be
combined to create simple yet powerful means for answering some of the
questions posed above. A toolkit [8] for the analysis and visualization of so-
cial diffusion patterns in virtual worlds is presented. The chapter concludes
with directions for future research in analysis and visualization in virtual
worlds.
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2. Related Work

Several highly diverse research areas have developed theories, techniques
and systems for analysis and visualization of data possessing a distinct spatial
component. The well-developed area of scientific visualization deals with ap-
plying computer graphics to scientific data “for purposes of gaining insight,
testing hypothesis, and general elucidation” [9]. Scientific data usually takes the
form of measured values obtained from a system or a phenomenon, in addition
to three-dimensional coordinates associated with each measurement. Scientific
visualization typically consists of data that can be accurately represented using
three-dimensional geometry and is being used in such diverse areas as design-
ing aircraft and constructing complete three-dimensional views of the human
anatomy [10].

Another mature field that makes extensive use of visualization of spatial
patterns is geography. Today’s Geographic Information Systems (GIS) contain
a large number of spatial analysis methods that enable one to analyze, model
and query spatial data. Cartographers, in particular, have developed a number
of techniques to visualize spatio-temporal diffusion patterns. Pioneering work
by Dorigo and Tobler [11] represents and visualizes diffusion potentials and
gradients as vector fields computed using a continuous spatial gravity model.
By overlaying population density information over a geographic map, they have
shown that New York, being densely populated, exhibits the highest outward
pressure, i.e., it acts as a source, while Florida has the highest inward pressure,
i.e., it acts as a sink.

The work that relates most closely to ours comes from the area of social vi-
sualization. Social visualizations are a special type of information visualization
that focus on analysis of social behavior. For example, lifeline visualizations re-
veal migrations, transitions and trajectories of users or user groups [12]. Other
research aims at the visualization of large-scale conversations, such as those
that take place on the Usenet [13] or visualization of access patterns of users
on the Web [14]. There also exists work on visualizing and supporting social
interactions in text-based or 2D graphical systems. For example, Chat Circles
[15] is a 2D graphical interface for synchronous conversation that visualizes the
non-textual components of online chatting, such as pauses and turn-taking be-
havior, which are typically not available in chat log files. Another piece of work
analyzes gestures and movement of users in VChat, a graphical chat system
[16], in which a comparison is made between average distance and orientation
of users in relation to users targeted in their chat and randomly selected users.
Naper [17] was among the first to analyze chat text logged in a 3D virtual worlds
and called for the use of visual semiotics for the analysis of computer mediated
communication.

A very interesting body of work that analyzes social patterns exists in the
area of urban studies. Whyte [18] determined the influence of steps, fountains,
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green spaces, sitting places, building arrangement, etc. on the crowd flow and
social interaction in New York plaza. The company Space Syntax Limited
(http://www.spacesyntax.com/) undertakes projects that aim to quantify the
degree to which urban planning influences socio-economic factors such as
pedestrian flow, crime patterns and land value. Results augment strategic design
as well as the selection of design alternatives that best serve the needs of a
particular segment of population.

Work on mapping MUDs and 3D virtual worlds is a relatively new area.
The section on MUDs and Virtual Worlds in Dodge’s and Kitchin’s “Atlas
of Cyberspaces” [19] provides a beautifully illustrated overview of this area.
The well-known AlphaWorld Mapper (http://mapper.activeworlds.com/aw/) by
Greg Roelofs and Pieter van der Meulen provides access to an impressive
zoomable 2D map of a virtual world that is roughly the size of the state of
California (429,025 km2) [20]. However, the scale of hardware and other re-
sources required to generate such a map is beyond the reach of most virtual
world researchers. Until recently, it was not possible for researchers and users
of virtual worlds to create a map of a virtual world or to analyze and visualize
user interaction data collected in virtual worlds. The toolkit described in this
chapter allows researchers to do this on a regular basis and in a consistent man-
ner. The results have been shown to provide new insights about the evolution
and usage of virtual worlds and the activities of their users [8, 21, 22].

3. Data in Virtual Worlds

It has been estimated that 80% of all data that exists in our world today
has a spatial component [23]. This suggests that using spatial analysis and vi-
sualization techniques is essential in order to gain a fuller understanding of
social patterns in real as well as virtual spaces. However, in the real world,
collecting information about pedestrian flow, traffic or building utilization is
difficult and often requires invasive and expensive methods such as the place-
ment of sensors or cameras at various locations. The task of data collection
is greatly simplified in virtual environments due to the ease with which user
behavior can be recorded in a manner that does not interfere with the activities
of inhabitants of the virtual world. The monitoring methods used in virtual
worlds also have the inherent advantage that they result in data that is clean
and consistent across time and space. The data therefore readily lends itself
to analysis using data mining methods. In particular, the ActiveWorlds SDK
(http://www.activeworlds.com/sdk/) offers ways to collect information such as
movement, orientation, chat text, interactions such as clicks and even gestures
using programmed software agents known as “bots”. Information on the struc-
ture of virtual worlds is obtained using what are known as “propdump” and
“registry” files, which respectively describe relative and absolute geometry
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of objects in the virtual world. The availability of such rich data eases the
study of the interplay among space and social behavior. However, before one
can begin addressing these questions, one must first identify the subjects of
such a study, i.e., the user groups and the tasks that they perform within or
related to the environment under consideration. This is the focus of the next
section.

4. User Groups and Tasks

Our work in virtual worlds is embedded primarily in educational settings.
Our users consist of kids from primary schools exploring information in the
virtual world, performing scientific experiments, taking part in team-based
games and engaging in other social activities—always with learning as the
underlying goal. In this context, we aim to support three user groups:

Inhabitants: These are the core users who actually use the virtual world for
activities such as exploring an art exhibition or participating in a treasure hunt.
In our case, this usually consists of school kids who take part in the learning
activity and their teachers who act as moderators or guides. This user group has
all the needs and problems associated with using virtual worlds for collaborative
work such as navigation, communication and coordination.

Designers: These are professionals who design the virtual world, set up the
“infrastructure” and mentoring strategies to perform various kinds of activities.
They also configure the environment so that it is suitable for diverse events to
be held in the virtual world. This user group consists of technical designers who
use computer and artistic skills to create the virtual world as well as teachers
who aid the designers in creating an environment that supports a certain learning
goal. This user group defines the overall design of the virtual world; placement
of objects, locations of teleports, colors, textures, and behaviors of objects in
response to user actions such as clicking or movement. This user group can
benefit from answers to questions pertaining to patterns of usage in virtual
worlds, such as the influence of the age of buildings in the virtual world on
their usage, characteristics of objects that attract a high amount of interaction
versus those that are ignored, etc.

Researchers: This user group is primarily concerned with asking and an-
swering questions about social and technological aspects of virtual worlds such
as “What are the effects of the environment on user behavior?”, “What is
the extent of influence of interface devices on the navigation capabilities of
users?” and “What role does spatial reference play in the interaction between
avatars?”.

As is evident, each of these user groups has distinct roles to play either inside
virtual worlds, outside or both. The specific nature of problems that each user
group encounters varies widely. However, one can see that answering any of
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these questions needs information that synthesizes data about local and global
patterns of activity. For example, in order to understand how often particular
areas of the world are used, one needs to step back and look at the global pattern
of density of usage of the virtual world. At the same time, to understand why
such a pattern exists, one needs to zoom-in to specific regions of the world
and examine interaction data or chat text to identify what the avatars in those
regions have been exploring or talking about. Observations about such local
and global activity can then be combined with the analysis of learning outcome
but also pre and post-test questionnaires to obtain a comprehensive picture of
a virtual world event.

5. Patterns of Social Activity

The term “pattern” can be defined as: a perceptual structure, a customary
way of operation, a model worthy of imitation, a decorative or artistic work.
Patterns occur in nature due a variety of physical, chemical and biological
mechanisms. Many of these patterns manifest themselves as concrete physical
phenomena and lend themselves to immediate perception in a sensory manner.
At the same time, we find a number of patterns that are hidden, sometimes due
to their existence on a plane other than the physical or sensorial, requiring a
serious cognitive effort to uncover them, at other times due to their recursive
nature, which reveals only the gross manifestation, while the intricacies are
hidden away within the structure. Curiously, patterns of social activity in virtual
worlds may be found to be of both types—visible as well as obscure. Geospatial
patterns such as patterns of user trails are highly visible and fairly simple to
visualize, while patterns in semantic space such as those found in chat activity
are more difficult to uncover.

5.1. Social Diffusion Patterns

In a virtual world, avatars perform activities in isolation or in the immediate
presence of (or collaboration with) other avatars. We use the term group to
denote a set of users that perform an activity together. The characteristics that
define a group are similar to those necessary for the existence of a community
[24], including “a common interest” and “being rooted in the same geograph-
ical space”. However, in educational settings, a group is usually a short-term
congregation of avatars who share a common goal. For example, the group of
all researchers exploring ways to improve a virtual world for education form
a community, while the set of students that take part in a short-term science
experiment, form a group within the context of the experiment. A lone user
exploring a virtual world in a random manner does not share a common purpose
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with other avatars and hence does not form part of a group in our sense. Note
that this notion of a group is different from the way we refer to it in the term
user groups.

We define social activities as activities that are carried out by a group of
avatars as part of a larger objective. In our research, this larger objective is
usually learning and the activities may be a play, a college-recruitment event, a
treasure hunt, etc. The patterns that emerge as a result of these activities, hence,
are also social in nature.

The Webster’s New Millennium Dictionary of English defines the term dif-
fusion in several ways, one of them being “the process by which a cultural
trait, material object, idea, or behavior pattern is spread from one society to
another”. For such a diffusion process, two things are necessary: (1) the diffus-
ing element and (2) the diffusion medium. In the above definition, the cultural
trait, material object or idea is the diffusing element. This is the element that
actually propagates through society possibly changing the structure of society
as it diffuses. The diffusion medium in the above case is society itself, which
consists of a large number of discrete units (people) that all share some common
characteristic that enables the diffusion of ideas or material objects. Although
homogeneity of the diffusion medium is not a pre-requisite for a diffusion pro-
cess, a heterogeneous diffusion medium presents a complicated case and hence,
here we consider diffusion only in a homogenous diffusion medium. We can
then classify types of diffusion on the basis of whether the avatars of the virtual
world act as (1) the diffusing element, or (2) the diffusion medium.

5.1.1. Users as Diffusing Element

Users in a virtual world move in diverse ways in accordance with their
personal goals or the requirements of their group. Members of a group of
users move towards areas that are most suitable to their tasks. For short-term
activities, this process is not evident, since the quick succession of movements
and teleports can hardly be termed diffusion. However, in the case of large
worlds such as the Avatars world (see http://ccon.org), which is 2 kilometers
long and 2 kilometers wide, we see that over time, there is a non-uniform
distribution of users through the world due to certain areas of the world being
used more often than others. Such a pattern is also reflected in the evolution of
virtual world buildings over time, where we see distinct building patterns that
seem to suggest that certain parts of the world are more preferred than others
(figure 3-1).

5.1.2. Users as Diffusion Medium

An interesting way of looking at user behavior in virtual worlds is obtained
by viewing users of virtual worlds as actors and a medium for the diffusion of
ideas. Users in a virtual world communicate with each other in a variety of ways,
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Figure 3-1. Map showing the structure of the “Avatars” world in the ActiveWorlds universe.
Grid lines are used to indicate the size of the virtual world: the distance between two grid lines
corresponds to 25 meters in the virtual world. The rectangles represent buildings and other
structures in the virtual world and are color-coded by age. Older buildings are shown in darker
color while younger buildings are shown in lighter color.

including whispering, chatting, gesturing, etc. with chat being the dominant
method of communication. In fact, many users show very little movement
during the entire duration of their visit to a virtual world and restrict their
activity almost exclusively to chatting.

Today, virtual worlds offer a variety of ways to control the effect of the
environment on the users and their activities; among the most common being
configurable limits on the “visibility” of objects and the “hearing range” of
chat. Visibility places a limit on how far an avatar can see in the virtual world.
Objects that are farther away can be made less visible (by blurring them or
hiding them by fog) or not visible at all, while objects that are closer to the
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avatar are made clearly visible. Hearing range limits how far away an avatar can
move from a sound source (or an avatar uttering chat phrases) before it stops
“hearing” sounds or receiving chat text. An avatar must be within a particular
distance from another avatar to be able to receive chat-text from the latter.
These limits ensure that awareness of events in a virtual world is not broadcast
to all the users; there is clearly a diversity of awareness or knowledge of events
among users. Thus, if an idea or a concept (or simply a word) appears in the
chat text of one user, it spreads to the other users subject to the limitations
posed by visibility and hearing range. This spread will depend—as with any
diffusion process—on a variety of factors including the density and distribution
of users, the “strength” of an idea or its relevance to subsets of users. Here the
idea becomes the diffusing element, while the avatars become the diffusion
medium.

5.2. Emergence of Patterns in Group Situations

There is a great deal of diversity in the kinds of groups that are found in
virtual worlds and they vary from short-term task based groups such as the
ones we encounter in our research—to longer-term communities such as the
“E-Church” world studied by Schroeder, Heather and Lee [25]. Research on
groups in virtual worlds is in its infancy and much research is needed before
we will achieve a comprehensive picture of groups, roles and interactions in
virtual worlds. This task is not simple because groups in virtual worlds have
different dynamics compared with groups in the real world. Therefore, one
cannot assume that communities in virtual environments are a mere projection
of communities in the real world [26]. Keeping this in mind, we caution the
reader to view the subsequently discussed types of user groups as a personal
observation coming out of looking at large amounts of virtual world data, rather
than a complete list.

Leader-Follower: This type of group is characterized firstly by the presence
of a single avatar that is automatically accepted as the leader and secondly
by the existence of prescribed paths and actions. Members of the group (not
including the leader) are the followers which obey orders, follow instructions
given by the leader or simply copy her actions. Some examples of such a group
include a group taking a guided tour (the tour guide being the leader) or a group
of students working on a building project (the leader of the group being their
teacher). The followers in the group are not expected to significantly deviate
from the pattern set by the leader.

Moderated: This type of group is different from the one outlined above in
that there are no real followers in the group. The group consists of autonomous
members free to do as they wish within the scope of the activity which the
group is involved in. In a way, the moderator could be considered the leader
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of the group, since the moderator holds the right to decide upon the range and
variety of actions that can fall within the scope of that particular group activity.
An example of such a group is a research discussion group on virtual worlds
led by the organizer of the event. In this particular group, researchers are free to
discuss issues related to research in virtual worlds. However, if a heated debate
gets underway or if the group begins to digress away from the main theme of
discussion, the moderator can step in and restore order and focus. Typically
such groups also possess the trait that its members all share a personal goal that
is a subset of or is related to the common goal of the group. For example, every
virtual world researcher has his/her own research agenda. However, a common
thread of interest in virtual worlds binds the group together.

Competitive: This type of group is characterized by the presence of sub-
groups within the main group, each of which competes against the other for
some reward. All members of the sub-group share with each other a sense
of belonging and a group identity. At the same time, each sub-group mem-
ber maintains a sense of separation from the competing sub-groups, while
they may all belong to the same super-group. In the geospatial sense, this
group is usually seen to have fixed destinations but variable paths as each
sub-group takes varying approaches to achieve their goals. A treasure hunt
played by kids of a class is an example of a situation where such groups are
encountered.

Ad-hoc: This group is characterized by its short-term existence. Members
of this group do not usually possess a shared objective outside the context of
the group activity being performed. For example, in the case of a group of
school kids taking part in a role play, the kids may or may not have a common
goal related to stage-performance. In this particular case, the group is brought
together for the sake of the play and is usually dissolved as soon as the task
ends. Each child in the group associates himself/herself with the group activity
only as long as the activity is being carried out.

The traits described above are not mutually exclusive. Two avatars can col-
laborate in order to perform a task and this group might be competing against
other similar groups, all of which belong to the one bigger group that is led
by a single avatar. Also one might notice that the above listed traits result
in progressively more decentralized groups. The level of decentralization and
more importantly the concurrence of objectives of the members of the group
can play a significant role in the paths taken by members of the group dur-
ing an activity. Geospatially speaking, the trail of a member of a group or
the group as a whole can vary depending on how coherent the behavior of
the members of the group is with respect to each other and the group as a
whole. Looking at the patterns of avatar trails in virtual worlds with this idea
in mind reveals that we can classify group trails into the following four types
in terms of the variation of their geospatial distribution over time [8] (see
figure 3-2):



Analysis and Visualization of Social Diffusion 49

Figure 3-2. A hypothetical example showing the diffusion behavior of groups of avatars. The
four types of behavior can be represented by a function that captures the variation of group
homogeny over time.

– Focused: This group remains tightly knit and the members of the group
do not deviate much from each other’s paths.

– Unfocused: The members of this group move as they wish, resulting in
quite random trail patterns.

– Focusing: This group starts out dispersed all over space but over time
tends to congregate as the trails of the group members become increas-
ingly similar to each other.

– Spreading: This group starts out with all its members on a common
trajectory, but over time, the members of the group diverge, resulting in
very diverse trail patterns.

One can now see that specific kinds of events can result in specific types
of diffusion behavior. An art exhibition where all visitors follow pre-set paths
around the exhibits results in focused group trails. A random group of users in
a public virtual world results in unfocused diffusion behavior, as each member
explores the world individually. An event where members of the group are as-
signed set regions of the world which they scan results in focusing or spreading
group trails. Identifying the type of group trail resulting from an event can
give researchers a good idea of whether the event went as planned. This idea is
elaborated in the next section.
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6. Analysis and Visualization

Any study on patterns requires tools for repeated and consistent analysis
of data. A good toolkit can facilitate this by providing researchers with a wide
variety of perspectives from which to analyze and view a data set. An effective
visualization can summarize the data, highlight anomalies or outstanding fea-
tures and even reveal patterns that are impossible to identify by looking at data
in its raw form. In this section we describe how visualization can support the
study of social behavior.

6.1. The ActiveWorld Toolkit

The ActiveWorld Toolkit (available for download at http://ella.slis.
indiana.edu/∼sprao/research/virtualworlds/) is a free toolkit that helps re-
searchers to analyze and visualize world structure and user behavior data in
virtual worlds built with ActiveWorlds technology. The toolkit allows one to
load world data (propdump and registry files) and data about activity of avatars
in the virtual world (bot log files). The world data is usually obtained by using
an administrative utility for the virtual world which can export data about lo-
cation, orientation, size and information on how the objects react in response
to user actions such as movements or mouse clicks. User data is collected in
the virtual world using bots which continuously monitor user activity such as
movements, chats, clicks, teleports, etc.

To analyze how this toolkit can help researchers analyze virtual world events,
consider an educational treasure hunt in a virtual world where the idea is to let
kids follow clues to find treasures, picking up bits of information about issues
such as environmental pollution, conservation of natural resources, etc. This
requires designing the clues for the hunt in a way that is appropriate to the level
of the users’ cognitive abilities. One cannot incorporate clues so complex that
kids get frustrated and quickly lose interest. On the other hand, the clues must
be complicated enough to ensure that not all kids immediately figure them out.
Hence, the ideal set of clues for the hunt would help the kids “stay in the flow”
[27] of the hunt.

Also critical to the success of such an event is the ability to successfully
navigate through the world. Navigational clues must be placed in strategic
locations to ensure that the kids can find their way around the world, but at
the same time they should not give away the locations of the clues themselves.
Some questions about the treasure hunt that can be asked are “Were most of the
users able to follow the clues and find their way through the world?”, “Which
group of users was most focused?”, “Which users were lost and at what point?”,
“Which parts of the treasure hunt were most or least challenging?” etc. These
are some questions which can be answered using visualization of user data.
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Figure 3-3. Visualization of the trails of the participants of three parallel Spanish learning ses-
sions in LinkWorld. The three sessions are taking place in the north, south-east and west. The
trails of the participants (avatars) are represented by lines. The rectangles represent buildings
and other structures in the virtual world.

An example of such a visualization is shown in figure 3-3. This visualization
shows the trails of users that took part in three parallel Spanish learning sessions
in LinkWorld, with the treasure hunt being held in the northern part of the world.
This map gives us an overview of where avatars went and where they have been
most active, i.e., where they have chatted the most or where they have clicked
and interacted with objects the most. In order to answer specific questions,
however, one needs to be able to examine the interactions of each individual
user. This is facilitated in the toolkit using the zoom function, which allows one
to focus on the area of interest. The toolkit allows one to smoothly move between
overview and detail mode, thus helping the user maintain her orientation while
working with the toolkit.
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Figure 3-4. Two participants who have strayed away from the main treasure hunt area during
the event. Triangles show locations where participants chatted, stars show locations where they
clicked objects in the world, while trails show the path that these two participants took. The
numbers at the periphery indicate the distance in meters from the centre of the virtual world
along the x-axis.

6.2. Analysis of Geo-Spatial Patterns

Figure 3-4a and b show zoomed-in views of the trails and chats (triangles)
of two users who seem to have strayed significantly from the area where the
treasure hunt was being held. In both cases an examination of the chat text
revealed that the moderator of the treasure hunt realized that two participants
were lost and made an attempt to bring them back. One can also look at the chat
text of the participants to understand when they themselves realized that they
were not in the right area. There are several reasons why such confusion could
have arisen: the clues for the hunt were not right, or perhaps the placement of
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(a)

Figure 3-5. Three views of an art show in the Avatars world. (a) Structure of the world show-
ing positions of objects. (b) Trails of avatars viewing the art show (represented by lines).
(c) Locations where users chatted (triangles) and clicked objects (stars).

objects was such that the participants were misled into following a path that was
out of bounds for the event, or maybe the participants were curious to explore
other areas in the world. A conclusion of the latter type is especially useful
when a statistical analysis is planned; one can quickly decide whether or not
the behavior of the user in question is an anomaly and accordingly exclude or
include him/her in the analysis. A quick peek at the chat text of these avatars
revealed that one of them (figure 3-4a) spent a considerable amount of time in
an area out of bounds of the actual hunt before coming back to the main area,
while the other avatar (figure 3-4b) was brought back to the main area almost
immediately after they left the group.

Figure 3-5 shows another set of visualizations that uncover behavioral pat-
terns in virtual worlds. These are visualizations of an art show held during the
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(b)

Figure 3-5. (Continued)

Avatars! Conference in 2002 (see http://www.ccon.org). Figure 3-5a shows the
structure of the world. The art exhibits are placed roughly in the shape of the
letter “B”. Figure 3-5b shows the trails of the avatars as they explored the ex-
hibition. From these two figures, it is clear that the avatars followed the path of
exhibits very well. The trails which deviate from the center were found to belong
to avatars who, after seeing all the exhibits, decided to explore the world a bit
more and then exit. Finally, figure 3-5c shows the locations of chat (triangles)
and clicks (stars) overlaid over the structure of the world (dark objects). This
final figure gives us a clear picture of the exhibits near which people chatted
with each other or interacted with objects. This information can be used along
with post-event questionnaires to determine what aspects of those locations or
exhibits encouraged people to talk to each other.
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(c)

Figure 3-5. (Continued)

6.3. Analysis of Chat Data

Chat data in virtual worlds is especially interesting because it can potentially
reveal patterns about users’ thought processes while they performed activities
inside the virtual world. Chat data collected over a long period of time give
us a picture of the evolution of the topics discussed among the inhabitants of
the virtual world. A particularly interesting analysis is the detection of changes
in the frequency of usage of particular words. The results enable us to make
inferences about the emergence of topics in a conversation among avatars.
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Figure 3-6. Top ten bursty words over the month of April 2003 in the Culture world of the Quest
Atlantis universe. The vertical (Y ) axis shows the burst words, while the horizontal (X ) axis
shows the dates during which the bursts occurred. For each word, a horizontal line is drawn
starting from the date that the burst began till the date that burst ended.

Such an analysis demands that we do not restrict our search to any particular
set of words, but rather that we let the analysis itself determine the set of most
popular words. Specifically, we are looking for words which suddenly “burst
on the scene”, generate a lot of activity and then die down. We believe such
bursty words are good indicators of popular topics in chat.

In order to identify bursty words, we can use a predictive model such as
Kleinberg’s burst detection algorithm [7]. Simply speaking, this algorithm con-
siders a word to be bursty if it appears with a high frequency over a time period
that is short compared to the total time span of the complete data set. Note
that the set of words identified using this analysis are not simply the set of
words which have high frequency of usage; in fact a word that constantly keeps
appearing in chat will not be recognized as a bursty word.

Figure 3-6 shows the result of such an analysis performed on chat data
collected over the month of April 2003 for the Culture world in Quest Atlantis
universe (http://questatlantis.uni.activeworlds.com). The “X” axis shows the
bursty words. The “Y ” axis represents the dates in the month of April. Each
horizontal line begins at the date at which the word started to burst and ends at the
date at which the usage of that word died down. Table 3-1 shows the strength of
the burst for these words. The “strength of burst” indicates the amplitude of the
burst of that word, i.e., how intense the usage of that word was. Table 3-1 shows
us that the word “lol” (an acronym for Laugh Out Loud), appears with very high
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Table 3-1. Strength of burst of the top ten bursty words in chat data over the month of April
2003 in Culture world in the Quest Atlantis universe.

Word lol Buy Grant Land Build Hello Quest Help House

Strength 88.213 50.387 45.257 33.25 31.555 30.492 29.879 29.481 28.694
of burst

amplitude compared to other words such as “grant” or “hello”. However, the
latter category of words have a longer life-span: the word “lol” remains in the
conversation for 7 days but the word “land” and “build” remain dominant for 15
and 16 days, respectively. Note that the word “house” appears twice, meaning
that this word appeared as the dominant word twice in one month—the first
time between April 9 and 12 and the second time between April 16 and 24.

From figure 3-6, we know exactly what day the burst of a particular word
occurred and therefore we can go back to the original data and determine the
cause for that burst. In this case, the reason for the sudden burst of the word
“lol” was traced back to a kid who kept welcoming every new visitor into the
virtual world with strange and funny welcome messages. The messages were
written in a way that made them look as if they were coming from an automated
bot. Every time this kid made a fool of a new user, everyone assembled in the
virtual world would burst out in laughter. The other words have a more serious
tone and clearly indicate building and trading activities going on very actively
for a period of about 15 days. One can also take advantage of the starting
and ending dates of the burst and make inferences about the chain of events
that took place. So we see that “hello” is one of the first words that burst—
probably a time for introductions—after which users got down to business
talking about “quest”, “build” and “land”, ending with “lol”. One can see that
simple analyses like these can lead to interesting inferences that can then be
verified using questionnaires and interviews.

The sequence of chat data can be visualized to show trends in the rise and fall
of the word frequency over time. One of the most frequently used words in chat
text which did not appear in the analysis outlined above was the word “you”. This
word was consistently used with very high frequency and hence was ignored by
the burst algorithm. Figure 3-7 shows the frequency of usage of the word “you”
over time in the same data set analyzed above visualized using TimeSearcher
[28]. From the figure, the pattern of usage over time is immediately evident: the
word started off at a low frequency, its average increased slowly over time, it
took a big jump after the half-way point through the time period of observation
and maintained a relatively high average frequency until finally the frequency
dropped very suddenly. This pattern of frequency can then be compared to
changes in the user group, environment or activity in the virtual world to yield
additional clues.
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Figure 3-7. Visualization of the frequency of usage of the word “you” in a two-month sample
of chat data in Culture world in the Quest Atlantis universe. The vertical axis (Y ) indicates the
frequency of usage of this word, while the horizontal (X ) axis indicates time. The bar graph
(top) and the line graph (bottom) provide the same information. However, in the TimeSearcher
application, the bar graph allows users to zoom in and out as well as query for details over a
particular time period, while the line graph acts as a constant reference.

7. Outlook

In this chapter, we have seen how one can combine diverse methods of
analysis and visualization in order to create powerful ways to analyze user
behavior data and discover patterns in them. The use of patterns for social
research in virtual worlds is not only powerful, but necessary in order to truly
understand the impact of space and time on the behavior of individual users
and groups in virtual worlds. Visualizations provide researchers with effective
means to discover these patterns and enable efficient communication of analysis
results to peers.

In the future, we hope to apply these analysis and visualization techniques
to gain an understanding of virtual world behavior in real-time. One can imag-
ine a tool that provides continuous real-time summaries of activity patterns of
users as they perform tasks in a virtual world. Such a real-time map could pro-
vide navigational support to users, present a real-time summary of chat topics
emerging in different areas of the virtual world, or even display a dynamically-
generated social network of avatars as they interact in the virtual world. We
believe that such tools will prove to be essential for determining the influence
of spatial, semantic, and social factors on dynamic group behavior.

Another line of research that looks promising is the development of tech-
niques to automatically identify roles that avatars take in a group based on
spatial patterns, chat utterances and interaction data. For example, we can ask
the question, “From the patterns of social behavior, is it possible to identify au-
tomatically which avatar emerged as the leader?” Such a question calls for an
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intelligent synthesis of theories and techniques developed in computer sup-
ported cooperative work, information visualization, spatial analysis, cluster-
ing methods, computer-mediated communication [29], social network analysis
[30], and others.
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Chapter 4

COLLABORATIVE VIRTUAL ENVIRONMENTS
FOR SCIENTIFIC COLLABORATION:
TECHNICAL AND ORGANIZATIONAL
DESIGN FRAMEWORKS

Diane H. Sonnenwald

1. Introduction

Collaboration among scientists is human behavior that facilitates the shar-
ing of meaning and completion of tasks with respect to a mutually shared
scientific goal, and which takes place in social settings. Scientific collaboration
across geographic distances began centuries ago, when scientists began utilizing
postal and shipping services to exchange ideas as well as samples of plants and
animals. More recently, collaborative virtual environments have brought new
opportunities—and challenges—for scientific collaboration across distances.
This chapter discusses two different challenges: designing collaborative virtual
environment software tools, and designing organizational structures and prac-
tices to facilitate collaboration across geographical distances. To address the
first challenge, a technical design framework that focuses on supporting situ-
ation awareness is proposed. The framework is based on research conducted
by designing and evaluating a scientific collaboratory system, called the nano-
Manipulator Collaboratory, that allowed scientists to synchronously conduct
experiments, collecting and analyzing data from an atomic force microscope.
To address the second challenge, an organizational design framework based on
a two-year case study of a distributed scientific organization is proposed. These
two frameworks may be relevant for a wide range of distributed scientific work.

Today, many scientists often use multiple collaborative virtual environ-
ment (CVE) tools in various combinations to facilitate collaboration. Ex-
amples of tools that support synchronous collaboration are the telephone,
video conferencing, instant messaging, chat, shared electronic whiteboards,
virtual networked computing, shared access to scientific instruments, and

R. Schroeder and A.S. Axelsson (Eds.), Avatars at Work and Play, 63–96.
C© 2006 Springer. Printed in the Netherlands.
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shared applications, such as shared data visualization programs. Examples of
tools that support asynchronous collaboration are e-mail, file transfer programs,
WIKIs, electronic lab notebooks, project management tools, and listservs. Ex-
amples of tools that support individual access to information or a device include
web pages that provide information about scientific research and outcomes, dig-
ital libraries and search programs that allow scientists to contribute, find and/or
comment on scientific publications and data, and single-user remote access to
scientific instrumentation and data.

No one tool today provides all features needed to fully support collaboration
across distances during the entire scientific research life cycle. One challenge
facing collaborative virtual environment tools is the ability to fully support
shared situation awareness. Situation awareness has been defined as: “contin-
uous extraction of environmental information, integration of this information
with previous knowledge to form a coherent mental picture in directing further
perception and anticipating future events” [1, p. 11].

It is a general sense of knowing about things that are happening in the
immediate environment and includes having both an accurate understanding
of the situation and the knowledge to respond appropriately as the situation
evolves [2]. Based on previous research and our empirical studies, the types of
information needed to develop and maintain situation awareness include con-
textual, task and process, and socio-emotional information. Research in virtual
reality systems suggests that control, sensory, distraction and realism attributes
of technology contribute to a sense of presence [3]. Consideration of these
attributes with respect to contextual, task and process, and socio-emotional in-
formation provides insights to guide technical design decisions. The resulting
framework was used when designing a CVE for scientific collaboration [4].
Results from a controlled experimental evaluation of the collaboratory system
help illustrate the framework’s utility.

It has long been known that organizational structures and practices influence
technology adoption and use [e.g., 5, 6]. In addition to supporting situation
awareness through technology, scientific collaboration in collaborative virtual
environments may often require new organizational practices, especially when
larger numbers of scientists need to collaborate across distances. Thus providing
a framework to help design CVE tools should be augmented by a framework
to help design organizational structures and practices in which the tools will,
ideally, be embedded.

The organizational design framework to facilitate scientific collaboration
proposed in this chapter is based on a two-year case study of a group of
over 100 scientists. The scientists were primarily chemists and chemical engi-
neers at four universities in the USA who were members of a research centre.
They collaborated during all phases of the scientific process, including sharing
knowledge during proposal development, scientific instrument design and con-
struction, experiment design, data collection and analysis, and dissemination
of results through papers and presentations. The case study began during the



Collaborative Virtual Environments for Scientific Collaboration 65

beginning stages of the centre and continued for 2 years. While conducting the
case study, the author was a participant observer, having both complete and
peripheral membership roles, collecting case study data and providing advice
regarding collaboration technology and collaborative practices. Case study data
included interviews, observations of meetings, sociometric surveys, and centre
documents. These data were analyzed in the ethnographic and grounded the-
ory traditions [7, 8], and the organizational design framework discussed in this
chapter emerged from this analysis.

The organizational design framework introduces a new concept, called the
conceptual organization. A conceptual organization has characteristics in com-
mon with traditional organizations, invisible colleges, collaboratories and vir-
tual teams. However, it uniquely combines a management structure that is
interwoven across other organizations, collaborative work practices based on
collaboration technology, and use of integrative, economic and destructive or-
ganizational power. It has few employees in the traditional sense; most members
are scientists who join the organization because they wish to contribute to its
vision and goals. Benefits of a conceptual organization include its ability to
discover solutions, quickly and effectively contributing to relevant dynamic
knowledge bases and meeting diverse stakeholder needs with minimum capi-
talization and start-up costs [9].

This chapter first presents the technology design framework and, second, the
organizational design framework. In presenting the technology design frame-
work, the type of information needed to develop and maintain situation aware-
ness in scientific collaboration, and features of technology to support the acqui-
sition and sharing of these types of information are discussed. The application
and evaluation of the framework in the context of the nanoManipulator collab-
oratory is also discussed. In presenting the organizational design framework,
it is defined and compared to other organizational designs. Details regarding
management structure, organizational membership, stakeholders, and collabo-
rative knowledge management practices and use of technology are presented.
Potential benefits and an evaluation of the organizational design framework are
also presented. In sum, this chapter is a first effort to consider both technol-
ogy and organizational design relevant for a wide range of future distributed
scientific work.

2. A Technical Design Framework Focusing on Supporting
Situation Awareness

2.1. Information to Develop and Maintain Situation Awareness

To develop an understanding of situation awareness in scientific collab-
orative work, 27 interviews with faculty, postdoctoral and graduate student
scientists actively collaborating with one another were conducted. The average
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length of these interviews was 1.5 hours, with a minimum duration of an hour
and a maximum duration of 2.75 hours. Study participants were also observed
on nine occasions as they conducted experiments while working alone and
with others. Analysis of the data and previous research suggest that situation
awareness in scientific research collaboration requires several types of informa-
tion, including contextual, task and process, and socio-emotional information.
Distinguishing between these types of information facilitates our understand-
ing of situation awareness and technical requirements for collaborative virtual
environments.

Contextual information is a broad sense of the context in which things are
happening. Context can be defined as a “framework of meaning” [10, p. 8] or a
“framework of understanding” [11, p. 52]. Contextual information includes in-
formation regarding norms of scientific practice, research goals, organizational
culture and work environment. Contextual information can vary between col-
laborators, as one scientist described:

The person that we were collaborating with was so much into “let’s hurry up
and publish this before so-and-so beats us and we won’t get credit if they beat
us.” . . . And in the end, we found out the results weren’t reproducible. I resisted
all of the ideas this collaborator had to publish and in the end, it was the best thing
I ever did because if we had published it we would have been wrong.

In a sense, contextual information includes the “rules of the game” and the
“players in the game,” and how to apply the rules. A scientist stated:

I don’t mind the political games necessary to see a few things come together . . . To
get an idea . . . going . . . you have to get the blessings of various people.

When collaborators work face-to-face in the same context, they may already
know most of the contextual information relevant to the situation, reducing
the amount of contextual information that must be mediated by technology.
However, when collaborators come from different contexts, they need to be able
to discover differences and similarities in their understanding of the context,
and possibly discuss or negotiate those differences.

Task and process information is defined as information about current and
relevant task activities and work processes. It includes information about tasks
currently being performed and who is performing them. It also includes in-
formation about what tasks should be performed, how they can be performed,
who can perform them and where and when they can be performed. Task and
process information assists an individual in understanding what collaborators
are doing. It also assists in creating expectations regarding what collaborators
might do. When two collaborators share an in-depth understanding of pro-
cesses, they may appear to function as one with work responsibilities passing
smoothly between them.
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An individual may increase his or her task and process information by
observing the sequence of tasks another person or group of people are per-
forming and by discussing tasks and processes with them. As one scientist
explained:

Every now and then, she would look at us over the shoulder, I guess, and see how
the experiment was going. And we talked with her too, every now and then.

Collaborators may have different task and process information, especially
when collaborators come from different disciplines or have different expertise.
For example, a scientist told us:

[My collaborators] will generate data and then they’ll go “we’re going to run this
through our computer software to see blah, blah, blah” . . . . I have no sense of
what that involves. Is that a week of running a mainframe or is this something
you put on there and click it and it comes back and says here’s your picture?

Socio-emotional information is interpersonal information about collabora-
tors. It includes information about their skills, work styles, approach to science,
likes and dislikes, personality and emotional state. Several scientists discussed
the important role socio-emotional information plays in their collaborative
work:

The best collaborations I have are the ones where the person I’m collaborating
with thinks differently than I do . . . [this] is much more important than just getting
experiments done more quickly.

Interviewer: How do you judge whether somebody would be a good collabo-
rator? What criteria do you use?

Scientist: [The] kind of behavior they have towards other people. Do they
behave ethically? Are they forthright? Do they openly discuss their research or
are they secretive? Are they, it may sound silly, but do I like them? . . . Do I find
them interesting people with sort of the same kind of values that I have towards
the science?

Bales [12] and Nardi, Whittaker and Bradner [13] have shown that groups,
working both face-to-face and remotely, communicate socio-emotional infor-
mation. They show tension, tension release, antagonism, enthusiasm, solidarity,
agreement, disagreement and empathy through a variety of mechanisms includ-
ing jokes, questions, assertions and body language.

Contextual, process and task, and socio-emotional information can be in-
terrelated. Information or a lack of information of one type can enhance or
limit one’s understanding of other information. For example, a scientist de-
scribed collaborating with a professional and not understanding why the pro-
fessional did not complete several tasks. The scientist lacked contextual and
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socio-emotional information about his collaborator, and could not understand
the task and process information at hand:

[He] is a clinician that deals with children who have this lethal disease . . . I just
cannot seem to ever get him to come over or respond to e-mails . . . [is] he so
inundated with clinical stuff that he can’t carve out of his day what he needs to
do the scientific? . . . I don’t understand that . . . He can treat these patients for his
whole career. Here’s an opportunity to potentially bring a cure to them, and I don’t
understand why [he] can’t say this is a priority.

This lack of contextual and socio-emotional information not only hindered
the immediate collaboration but also future collaborations.

In summary, research suggests that situation awareness is built on a foun-
dation of contextual, task and process, and socio-emotional information from
previous situations. Poorly designed collaborative virtual environments that do
not adequately support the development and maintenance of situation aware-
ness may not only reduce the quality of current work but also of future work.

2.2. Technology Features to Enable Situation Awareness

When scientists collaborate face-to-face, they share an immediate environ-
ment and can develop situation awareness using contextual, process and task
information gained through exploring, and experiencing, the (local) environ-
ment independently and/or collaboratively. However, when collaborating across
distances, this exploration must occur across multiple environments (local and
remote). The exploration of the remote environments is no longer a direct ex-
perience, but is mediated by technology. It is important to design systems that
enable scientists to obtain contextual, task and process, and socio-emotional in-
formation about the remote environments independently and/or collaboratively.

Substituting “virtual” for “remote” in the previous sentence makes an obvi-
ous link to virtual reality (VR) technology. For CVE tools, the goal is to enable
users to create and maintain situation awareness at the remote and local sites;
in virtual reality technology, the goal is for users to create and maintain a sense
of presence, or “being there” in a place other than where she is physically.

Virtual reality research suggests several attributes, or factors, of virtual
reality systems that contribute to providing a sense of presence [3, 14–16].
More recent research [e.g., 17, 18] investigates the impact of these types of
system attributes on task effectiveness.

Witmer and Singer [3] organize VR system attributes into four groups:
control, sensory, distraction, and realism. Control attributes describe how well
the user can interact with and change the virtual or remote environment. Sen-
sory attributes are concerned with delivering information about the remote
environment to the remote user, allowing the user to move through the remote
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Figure 4-1. The nanoManipulator Collaboratory System.

environment and to actively and purposefully explore it. Just as systems must
provide appropriate sensory stimuli, they must also minimize irrelevant exter-
nal stimuli, or distraction attributes, that are not a part of, and particularly are
inconsistent with, the stimuli from a remote environment. Realism attributes
concern how much the remote world is like the natural world, i.e., the degree
of consistency between the users’ experience of the real world and their ex-
perience of the remote place. [Two of Witmer and Singer’s realism attributes,
meaningfulness of experience and separation anxiety/disorientation, are not
dependent on technology design, but rather the application domain. Thus these
factors are excluded from the design framework.]

We propose that, when designing a system, these attributes should be con-
sidered with respect to their ability to facilitate access to contextual task and
process, and socio-emotional information. A table, with each row representing
an attribute and each column representing a type of information, can be created
to assist in this process (table 4-1). Each blank cell in the table represents
something to consider during the design process.

2.3. Applying the Framework

2.3.1. The nanoManipulator Collaboratory

The framework was applied to the design of a CVE tool, the nanoManipula-
tor collaboratory (figure 4-1). The goal of the nanoManipulator collaboratory
is to provide shared remote access to a specialized scientific instrument, called
a nanoManipulator (nM), and to support small groups of scientists as they
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Table 4-1. Technical design framework.

Information needed for situation awareness

Technology attributes Contextual Task & process Socio-emotional

Degree of control
Immediacy of control

Control Anticipation
Mode of control
Physical environment modifiability

Modality
Environmental richness

Sensory Multimodal presentation
Consistency of multimodal presentation
Degree of movement perception
Active search

Isolation
Distraction Selective attention

Interface awareness

Realism
Scene realism
Information consistent with objective world

conduct research that utilizes the nM instrument. The single-user nM provides
haptic and 3D visualization interfaces to a local (collocated) atomic force mi-
croscope (AFM), providing a natural scientist with the ability to interact directly
with physical samples ranging in size from DNA to single cells [19, 20].

Hardware elements in the collaboratory system include two PCs. One PC
is equipped with a Sensable Devices PhantomTM force-feedback device. This
PC and its associated software provide haptic and 3D visualization interfaces
to a local or remote atomic force microscope (AFM) and support collabora-
tive manipulation and exploration of scientific data. Scientists can dynamically
switch between working together in shared mode and working independently in
private mode. In shared mode, remote, i.e., non-collocated, collaborators view
and analyze the same (scientific) data. Mutual awareness is supported via mul-
tiple pointers, each showing the focus of attention and interaction state for one
collaborator. Collaborators can perform almost all operations synchronously.
Because of the risk of damage to an AFM, control of the microscope tip is
explicitly passed between collaborators. In private mode, each collaborator can
independently analyze the same or different data from stream files previously
generated. When switching back to private from shared mode, collaborators
return to the exact data they were previously using.

Another PC supports shared application functionality and video conferenc-
ing (via Microsoft NetMeetingTM) and an electronic writing/drawing tablet.
This PC allows collaborators to work together synchronously using a variety
of domain-specific and off-the-shelf applications, including specialized data
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analysis, word processing and whiteboard applications. Video conferencing is
supported by two cameras. One camera is mounted on a gooseneck stand so it
can be pointed at the scientist’s hands, sketches, or other physical artifacts sci-
entists may use during experiments; the other is positioned to primarily capture
a head and shoulders view of the user. Collaborators have software control of
which camera view is broadcast from their site. A wireless telephone headset
and speakerphone connected to a commercial telephone network provides high
quality audio communications for collaborators.

2.3.2. Making Design Decisions

Following is a discussion of the technology attributes, and their importance
to contextual, task and process, and socio-emotional information. Examples of
design decisions that were made using the framework are provided. However,
due to space limitations not all design decisions made based on the framework
are presented here.

2.3.2.1. Control Attributes

Degree of control: Degree of control refers to the number of elements in the
remote and local environments that the user can control and the extent of that
control. The more control that collaborators have over the remote environment,
the greater their situation awareness. The more control that collaborators have
over the local environment, the easier it is to proactively provide contextual,
task and process, or socio-emotional information to a remote collaborator. For
example, controlling the focus of a local camera on task activities can help
increase a remote collaborator’s task and process information. The capability
to reserve a system for an experiment and to learn about what experiments
are planned will increase contextual information. Thus, the nM system was
designed with these features.

Immediacy of control: Immediacy of control focuses on system responsive-
ness. The smaller the delay between initiating a system function (in the local or
remote environment) and seeing the function’s impact, the greater the sense of
presence afforded. This enhances situation awareness by providing the means
by which scientists can confirm actions. Software mechanisms that provide
feedback as well as efficient algorithms and high network transmission speeds
with low latency are typically needed to support this feature.

Anticipation: Anticipation is supported through media richness and consis-
tency. When scientists conduct experiments while working face-to-face, they
can recognize the activities being done and the status of those activities, and
anticipate subsequent activities. For example, they can gather socio-emotional
information, such as frustration and excitement, and anticipate responses, such
as encouragement. This was addressed by providing multiple (high resolution
and low latency) video camera views of the remote scientists.
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Mode of control: In a collaborative system, a person may need to perform
an action in one environment in order to cause a responding action in the other
environment. Situation awareness is facilitated when that action is natural and
similar across environments. For example, actions to change parameters for a
data visualization should be exactly the same at all locations.

Physical environment modifiability: Situation awareness is enhanced when
collaborators are able to modify the same artifacts in the remote environment
as they could if co-located. For the nM system, this includes actions such as
pushing, touching and/or modifying a sample during an experiment. In the
stand-alone nM system, a scientist could perform these actions locally. The
nM collaboratory system allows a scientist to perform the same actions when
working remotely.

2.3.2.2. Sensory Attributes

Sensory modality: This attribute implies that systems should avoid forc-
ing users to substitute one sensory mode for another. For example, although
audio communication is closely related to collaborative task accomplishment,
visual information is a strong source of socio-emotional, task and contextual
knowledge [e.g., 21], and its absence in a collaborative virtual environment
system would diminish the effectiveness of the system. In the nM system,
haptic feedback is also provided when the microscope tip is pushed against a
sample.

Environmental richness: Environmental richness implies that systems
should gather and display a variety of contextual, task and process, and socio-
emotional information at adequate resolution and update rates. This implies
a need for high quality video connections that show facial expressions, ges-
tures and local objects; high quality audio connections; and shared applications
to increase the richness of the environment. In addition, a “window within a
window” to view a collaborator’s remote screen while still viewing your local
screen may enhance contextual and process knowledge.

Multimodal presentation: When the senses of sight, hearing, smell and touch
are stimulated in an integrated and complete manner, situation awareness may be
increased. Our observations of scientists engaged in audio–video conferences
reveal that the more artifacts brought into the discussion (such as shared drawing
tools or shared documents), the more the participants become engaged in the
discussions. In a collaborative virtual environment, such senses may include
touch integrated with sight and sound. In the nM collaboratory system, haptic
feedback is integrated with visual information coming from the visualization
screen, contributing task and process knowledge.

Consistency of multimodal presentation: When visual, audio and haptic
information are consistent and synchronized, people can more easily understand
information. This can increase their confidence in, and use of, the information.
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Time synchrony across data presentation modes is an important component of
consistent multimodal presentation.

Degree of movement perception: This attribute focuses on self-motion
within an environment. Zahorik and Jenison [22] believe that presence is en-
hanced when one understands the result of an action in an environment, whether
that environment is virtual or real. Ideally, a collaborator should be able to
clearly see and hear actions that occur in the remote location as a result of a
local action.

Active search: Active search capabilities allow users to control sensors at
remote locations to obtain desired information. When collaborators can mod-
ify sensors to effectively search the remote environment, their socio-emotional,
task and process, and contextual information can increase. The scientists in-
terviewed indicated that they would like to have multiple, pre-set video views
of a remote collaborator’s environment and the ability to modify those views
dynamically using remotely controlled pan-tilt-zoom camera mounts and/or
automatic tracking cameras. Previous research [e.g., 23, 24] has also illustrated
the importance of providing the ability to switch between multiple camera
views, as well as repositioning and refocusing cameras.

2.3.2.3. Distraction Attributes

Isolation: Isolation refers to the extent that the user is physically shielded
from non-relevant, or distracting, information or activities in the local and
remote environments. For example, devices that isolate a scientist from non-
relevant aspects of the local environment can enhance his or her ability to gather
and understand information from a remote environment. An example is the use
of headphones to reduce ambient noise in the local environment so that a user
may fully concentrate on the interaction with a remote collaborator. However,
observations of scientists using desktop audio–video conferencing tools such
as NetMeetingTM also show that they like to hear auxiliary conversations aris-
ing in the local and remote environment to increase their contextual situation
awareness. A solution is to provide options regarding audio headsets and audio
speakers.

Selective attention: This attribute focuses on the extent users ignore non-
relevant information. For example, a collaborator’s willingness to ignore dis-
tractions in the local environment should enhance their awareness of the remote
environment. This is a psychological issue.

One method to capture and focus the attention of another person, particularly
with respect to information on a monitor, is through pointing. We frequently
observed scientists pointing to computer screens with their mouse pointer,
fingers and pens to selectively focus a collaborator’s attention. Thus, the nM
system was designed to enable each scientist’s pointer to be viewable by all
collaborators.
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Interface awareness: This attribute focuses on human–computer interface
design. The human–computer interface for all types of information should be
natural and easy to use. This has been previously proposed for all types of
systems, and widely discussed in the human computer interaction literature
[e.g., 25].

2.3.2.4. Realism Attributes

Scene realism: Scene realism, or the realistic rendering of the remote en-
vironment, addresses the validity of information from the remote environment
used to develop situation awareness. Scene realism can be developed using
real-world content, such as video, and simulated content, such as computer an-
imation or graphical representations. It is affected by camera resolution, light
sources, field of view, as well as the connectedness and continuity of informa-
tion being presented [3]. Emerging technology, such as 3D telepresence, has
the potential to increase scene realism.

Consistency of information with the natural world: Information about the
remote environment provided by the system should be consistent with infor-
mation learned through first-hand experiences. For example, if a scientist had
previously visited a collaborator’s lab then information about the lab, e.g., a
floor plan, provided by the system should be consistent with the scientist’s ex-
isting knowledge of the lab. Even when scientists have not had the opportunity
to visit a collaborator’s environment, they have expectations regarding that en-
vironment based on their previous experiences. Information provided by the
system should be consistent with these expectations.

2.4. Evaluating the Design Framework

2.4.1. Controlled Experiment Evaluation

To investigate the validity and utility of the framework, we can evaluate the
systems it helps to create. This is an indirect measure, and conclusions from
the evaluation should be interpreted with caution.

The evaluation conducted was a repeated measures, or within-subjects, con-
trolled experiment comparing working face-to-face and working remotely, with
the order of conditions counterbalanced. The hypotheses followed previous re-
search [e.g., 26] and would predict that task performance and perceptions of the
system when using it to collaborate across distances would be lower because
collaborators would lack the richness of collocation and face-to-face interac-
tion, including multiple and redundant communication channels, implicit cues,
and spatial co-references. This lack of richness is often thought to impair situ-
ation awareness and subsequently have a negative impact on task performance
and perceptions of technology.
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In the evaluation, twenty pairs of study participants (upper level under-
graduate natural science students) conducted two realistic scientific research
activities each requiring 2–3 hours to complete. Ten pairs of study participants
worked face-to-face first and, on a different day, worked remotely (in differ-
ent locations). Another ten pairs worked remotely first and, on a different day,
face-to-face. When face-to-face, the participants shared a single nM collabo-
ratory system; when collaborating remotely, each location was equipped with
a complete nM collaboratory system.

The scientific research activities completed by the participants were de-
signed in collaboration with natural scientists. The tasks were activities the
scientists actually completed and documented during the course of their re-
search. To complete the tasks the participants had to engage in the following
activities typical of scientific research: operate the scientific equipment prop-
erly; capture and record data in their (electronic) notebook; perform analysis
using scientific data analysis software applications and include the results of
that analysis in their notebooks; draw conclusions, create hypotheses and sup-
port those hypotheses based on their data and analysis; and prepare a formal
report of their work.

Task performance was measured through graded lab reports. The informa-
tion participants were asked to provide in the reports mirrored the information
scientists record in their lab notebooks. Each pair of study participants collab-
oratively created a lab report under each condition, generating a total of 40 lab
reports; 20 created working remotely and 20 created working face-to-face. In ad-
dition, each participant was interviewed after each session. The post-interviews
focused on participant’s perceptions of the collaboratory system and their work
patterns. The lab reports were graded blindly, and the post-interviews were
analyzed using both open and axial coding [27]. During open coding, the in-
terviews were read thoroughly and carefully and coding categories, or frames,
were identified. During axial coding, the final step, all interviews were re-read
and analyzed using the coding categories. Additional details regarding the ex-
periment can be found in Sonnenwald et al. [28, 29].

2.5. Evaluation Results

The average lab report scores for the first task session were identical (70/100)
for both the face-to-face and remote condition (table 4-2). Although a null result
statistically, the comparable scores between the two conditions on the first task
are encouraging.

Data analysis further indicated that in this study collaborating remotely
first had a positive effect on the second, face-to-face interaction. Using a mul-
tivariate analysis of variance (MANOVA) test, the differences in scores for
the face-to-face and remote conditions were not statistically significant at the
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Table 4-2. Graded lab report statistics.

Graded lab report scores (max. score = 100)

Collaborated FtF first (n = 20) Collaborated remotely first (n = 20)

Condition Mean SD Max Min Range Mean SD Max Min Range

Face-to-face 70.0 16.75 88 42 46 86.4 10.52 98 70 28
Remote 75.1 10.49 89 56 33 70.0 8.89 80 55 25

p ≤ 0.05 level. However, when order is taken into account, participants who
collaborated remotely first scored significantly higher on task 2 than did those
who collaborated face-to-face first (df = 1, F = 9.66, p < 0.01). Due to avail-
able resources, we did not study the cases where participants completed the two
task sessions under the same condition, e.g., both face-to-face or both remotely,
and thus we are unable to eliminate the possible effect of task differences be-
tween the two sessions. However, these results suggest that the scientific tasks
conducted remotely were of similar quality as those conducted face-to-face.
The results further suggest that working remotely, each scientist having full
access to the system at all times, may facilitate their learning about the system
and scientific tasks at hand, and this possibly influenced subsequent scientific
work in a positive way.

Participants’ perceptions regarding control, sensory, distraction and realism
attributes of the nM collaboratory system emerged from the analysis of the in-
terview data. Participants requested several features the framework predicted
would be important but were not implemented due to technical constraints; they
reported negative perceptions of features that did not conform to the framework;
and they reported positive perceptions regarding features the framework pre-
dicted would be important and which were implemented.

An example of features suggested by the framework and not implemented
are automatic tracking or remotely controlled pan-tilt-zoom camera capabil-
ities. These features were originally suggested when considering the active
search (sensory) attribute. In post-interviews, several participants requested
these features, e.g., one participant commented: “We didn’t want to waste our
time always adjusting the camera . . . have the camera follow you.”

Similarly, a participant requested the capability to view a collaborator’s
remote screen while viewing their local screen, a feature suggested by the
environmental richness (sensory) attribute. The participant explained:

It would be good . . . if you’re both in your private state [if] you could each see what
the other’s doing . . . if you have two different ideas of how to go about something,
then you each can try it and see if you get to the same point without having to flip
back and forth between [states.]
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Study participants also reported negative perceptions of features that did not
conform to the framework. For example, the consistency of multimodal presen-
tation (sensory) attribute emerged as problematic for study participants. In par-
ticular, the video would “freeze” and be out of sync with the audio. Participants
commented: “The video window froze and that was slightly aggravating.” And,
“[the video] kept stopping . . . his picture would freeze . . . the audio would be far
ahead of where the video was.” Other participants commented: “[The video] was
extremely helpful . . . I couldn’t really describe [a scientific phenomenon] as well
as I could just move my hands . . . in front of the camera.” Also, “I liked the video
conferencing . . . I like seeing people as I interact with them and they react.”

Thus the video had utility, but the multimodal presentation of the video
and audio was not effective. This particular problem can be addressed through
improvements in networking infrastructure and algorithms that provide faster
and more reliable video transmission and coding and decoding. These types
of issues are typically outside the scope of any single collaborative virtual
environment, yet they impact users’ perceptions of the environment.

Participants also reported positive perceptions of features that were sug-
gested by the framework and implemented. This was particularly evident with
respect to the mode of control attribute. In the nM visualization software com-
ponent, all users can execute system functions concurrently. Thus the model of
control is identical when working individually and collaboratively. Participants
commented: “The best thing was . . . the ability to work on the same thing at the
same time with the nM.” And, “[we] never fought over the nM because . . . both
of us [could] use it at the same time.”

In comparison, the mode of control differed when using the off-the-shelf
shared application software, NetMeetingTM. In NetMeeting users were required
to explicitly take control of a shared application by double-clicking on the
application window. One participant explained:

[It] became exceedingly frustrating . . . to share control . . . When I wanted to do
something and my partner wanted to do something at the same time, we . . . went
back and forth double-clicking to gain control, and . . . it took us a few seconds to
even acknowledge that. Essentially . . . we were fighting over control.

Task performance as measured by graded lab reports and perceptions of the
system as discussed in post-interviews help demonstrate the appropriateness of
the features suggested by the framework and provide some insights regarding
the validity and utility of the framework.

2.6. Limitations of the Technical Design Framework

It may not be possible or necessary for a CVE to equally support the acqui-
sition and dissemination of contextual, task and process, and socio-emotional
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information. Emphasizing one or two types of information may help prioritize
design and implementation decisions. The framework presented in this chapter
identifies types of information to support situation awareness but it does not
prioritize them. For example, due to technical and budget constraints, some
design decisions suggested by the framework could not be implemented.

Furthermore, it is not known if the list of attributes in the framework is
exhaustive. Additional categories of attributes and additional attributes within
categories may emerge as technology and our understanding of human infor-
mation processing evolves. Future research is needed to investigate guidelines
for prioritization.

3. An Organizational Design Framework

As mentioned earlier, technology adoption and use is not solely influenced
by features of the technology but also by organizational structures and practices.
These organizational factors become increasingly complex when a large group
of scientists needs to collaborate across distances, not only by sharing data and
instruments but also by actively discussing ideas, identifying problems and solu-
tions. Increasingly scientific problems require such collaboration among groups
of scientists, many of who often work in different organizations, geographic
locations and disciplines. How can such scientific research be best organized?

To address this issue, a two-year field study of a large, distributed group of
scientists was conducted. Analysis of organizational documentation, sociomet-
ric surveys, interviews and observation data suggests that a new type of research
and development (R&D) organization, called the conceptual organization, is
one solution [9, 30].

3.1. Research Methodology

The conceptual organization framework is based on an in-depth two-year
case study of an R&D centre in the US. Initially, the Centre had approximately
30 faculty scientists and 82 students and postdoctoral fellows, and three full-
time staff members physically located at four different universities in the US.
Membership has changed over the years, and after 3 years there were approx-
imately 45 faculty scientists, 70 students and postdoctoral fellows and three
full-time staff members located at five US universities. The R&D centre was
first funded late 1999, with a five-year $15 million dollar commitment from
a national funding agency with matching support from several participating
universities, corporations and a non-profit foundation.

The case study began during the beginning stages of the centre and contin-
ued for 2 years. While conducting the case study, the author was a participant
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observer, having both complete and peripheral membership roles. As a complete
member, the author had functional, in addition to research, roles in the research
setting. The author served as the Centre Coordinator of Social Science Research
Efforts and a member of the Centre management team. She actively participated
in the management meetings, contributing to discussions and participating in
decision-making. However, when the meetings and decision-making focused
on research in natural science and engineering topics, topics not in the au-
thor’s areas of expertise, she assumed the role of a peripheral member. She
observed the activity, taking notes and audio-recordings, and occasionally dis-
cussed events and outcomes with meeting participants but she did not actively
participate in the discussions and decision-making. Seventy-three management
team meetings were held during the two-year study, and the author observed and
participated in these meeting. The author was also a peripheral member partici-
pant in centre-wide weekly research meetings, generally observing discussions
and only completely participating when discussions regarding collaboration
and collaboration technology took place. Centre members were made aware of
the author’s roles.

Observation data included transcribed audio-recordings of meetings, video-
recordings of videoconferences, meeting and centre documentation and re-
searcher notes. These data were analyzed in the ethnographic and grounded
theory traditions [7, 8]. Using semantic content analysis [31] patterns and
meanings behind the observations were sought. That is, a theoretical frame-
work was not imposed on the data a priori but rather the data were thoroughly
analyzed for patterns within the data and the meaning of those patterns. Results
were subsequently shared with several centre members (informants) and their
feedback was incorporated.

Two sociometric surveys were also conducted to provide quantitative data
regarding collaboration within the centre. The surveys investigated current
collaboration among centre members, and took place approximately 12 and
24 months after the centre was established. Response rates for the two surveys
were 68% and 73%, respectively. The data were analyzed using sociometric
techniques [32] to investigate the number of collaborations among scientists
and students, collaborations across universities and changes in collaborations
over time. To further investigate collaboration and organization effectiveness,
co-authorship of journal publications and research funding data over 3.5 years
was collected and analyzed.

Although the technology used in the case study was not a CVE in the strictest
sense, components of the technology used had features, such as synchronous
applications and voice over IP, that overlap with CVEs. Furthermore, we know
that issues regarding the use of CVEs are often organizational in nature. Getting
people to participate in CVEs, sharing information equally, are typically more
serious and harder to resolve than technical issues, and thus this case study has
relevance for CVEs.
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3.2. The Conceptual Organization

3.2.1. Definition of a Conceptual Organization

A conceptual organization is a new type of research and development (R&D)
organization that has emerged to facilitate collaboration among large groups of
geographically distributed scientists in order to tackle large, complex and chal-
lenging problems of national and global importance. Its purpose is to discover
solutions, quickly and effectively contributing to relevant dynamic knowledge
bases and meeting diverse stakeholder needs with minimum capitalization and
start-up costs. It has a conceptual organizational structure in addition to a physi-
cal structure, both of which are interwoven across other external organizational
structures. It has few employees in the traditional sense; most members are sci-
entists who join the organization because they wish to contribute to its vision
and goals. These scientists are typically employed full time by universities or
an R&D laboratory, and have a part-time affiliation with the conceptual orga-
nization. The conceptual organization provides a management structure and
organizational practices that facilitate collaboration among members working
towards its vision and goals. The power of the conceptual organization is pri-
marily integrative in nature.

3.2.2. Synthesis of Multiple Organizational Forms

The conceptual organization has characteristics, or features, in common
with traditional organizations, invisible colleges, scientific collaboratories and
virtual teams. For example, similar to traditional R&D organizations, concep-
tual organizations need physical space, including offices for researchers and
staff as well as laboratories to house specialized scientific equipment and con-
duct scientific experiments. For the conceptual organization, however, these
needs are often negotiated and met through relationships with other organiza-
tions, such as universities, with which their members are affiliated. Conceptual
organizations and traditional R&D organizations also have aspects of manage-
ment in common, such as a management team that includes directors and an
external advisory board who reviews the organization’s progress. However, as
discussed below the management structure of a conceptual organization has a
more diversified membership.

Similar to invisible colleges [33], members elect and are selected to par-
ticipate in a conceptual organization based on their knowledge and expertise.
However, in a conceptual organization the selection and participation process
is more formal than in an invisible college. Participation in an invisible college
is often a matter of knowing its members and thereby gaining entry and ac-
ceptance through interaction with them. In a conceptual organization, there is
a formal invitation or application process in addition to the informal process.
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This is because conceptual organizations typically provide research funding or
other costly resources for its members whereas invisible colleges do not.

A scientific collaboratory is a laboratory without walls [34]. A concep-
tual organization has many characteristics in common with a collaboratory,
e.g., a conceptual organization may provide remote (electronic) access to data
sources, artifacts, tools and experts. However, the primary goal of a conceptual
organization is to address a specific, complex and challenging research issue,
while the primary goal of a typical collaboratory is to provide remote access
to data sources, artifacts, tools and experts to facilitate scientists’ individual
research initiatives. The nature and emphasis of these goals are slightly differ-
ent, although the implementation of these may have aspects in common. For
example, a conceptual organization and collaboratory may use similar tech-
nology, such as a CVE, to facilitate collaboration across geographic distances.
However, a conceptual organization focuses on, and is evaluated with respect
to, the results of its research and educational activities; whereas a collabora-
tory typically focuses on, and is evaluated with respect to, the utilization of its
resources.

Virtual teams are groups of individuals who may not meet face-to-face
but work together towards a common goal at a distance. Often the team is
brought together to address a specific goal and disbanded after that goal is
met or when the goal is no longer deemed important [35]. In corporate set-
tings, these teams may cross organizational boundaries and include individuals
from different corporations. A conceptual organization may encourage teams
to form to address goals related to the vision, and some of these teams may
be virtual. For example, a virtual team could be formed to help coordinate
all proposed research efforts going on in two locations on a particular topic.
However, a virtual team is more limited in scope and size than a conceptual
organization.

Thus, a conceptual organization has characteristics in common with tradi-
tional organizations, invisible colleges, collaboratories and virtual teams. How-
ever, it also appears to be a unique organizational form. As described below,
its management structure, use of organizational power, types of stakeholders,
benefits and challenges combine to represent a new organizational form that
facilitates collaboration across organizations and geographic distances.

3.3. Description of a Conceptual Organization

As discussed previously, the conceptual organization has characteristics in
common with other types of R&D organizations, and it employs an innovative
combination of organizational practices found in them. These organizational
practices are presented in this section to provide a detailed portrayal of a con-
ceptual organization.
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3.3.1. Management Structure and Organizational Membership

The management structure of a conceptual organization includes a director
who sets the overall prioritization for the centre and is responsible for leading
the strategic vision and planning process. In addition, the director takes a lead in
organizing the research as well as the dissemination of the research in “real time”
by organizing the centre-wide group meetings. As director, this person also
leads the interactions with the external stakeholder groups, such as the national
funding agency, an external advisory board, affiliate university administrations
and the media. In addition to these responsibilities, the director teaches and
conducts research.

A conceptual organization typically also has a co-director and a deputy
director. The co-director’s primary responsibility is financial leadership and
leadership in strategic planning. The co-director is also the leader of the exter-
nal industrial affiliates group and conducts research. In the organization studied,
the co-director was a close research collaborator to the director and was essen-
tially interchangeable with the director in many functions. The deputy director
is a position created explicitly to help with the numerous administration require-
ments associated with the centre. The deputy director plays an organizational
lead position for the strategic plan and its implementation and accountability.
The deputy director is also responsible for leading the generation of the annual
report and overall compliance with the cooperative agreement between the uni-
versities and the funding agency. In a supporting role, the deputy director also
assists with the numerous outreach programs and represents the organization
at external venues on numerous occasions.

Thus the directors share in the responsibility of creating and communicat-
ing the vision of the organization, as well as administrative tasks. This helps
to alleviate common burnout, which often leads to a degradation of manage-
ment’s ability to create and maintain a strategic vision and vibrant research
program.

To further broaden participation in organization management, the directors
are assisted by a management team that includes a site coordinator for each
participating university, a coordinator of collaborative efforts, a higher educa-
tion outreach coordinator, a kindergarten through 12th grade (K-12) education
outreach coordinator, a scientific program committee and an office manager.
Site coordinators handle location-specific administrative issues, ranging from
reserving a videoconference room for weekly meetings to distributing allocated
budget funds. The coordinator of collaborative efforts manages socio-technical
activities to support collaboration within the centre and coordinates social sci-
ence research done in the centre. The higher education and K-12 outreach
coordinators oversee the educational outreach activities done by centre mem-
bers and their staff. The scientific program committee provides input regarding
natural science research and development.
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The participation of site coordinators, i.e., representatives from each phys-
ical location, provides ongoing dialog about challenges, progress, perceptions
and ways of working at each location. It is a way to interweave the conceptual
organization among multiple physical locations and the external organizations
at those locations. It eliminates the need for individual scientists to take sole
responsibility of coordination and cooperation between their local and remote
organizations (in this case, between their local university and a conceptual or-
ganization). It also facilitates learning about different ways of working and
collaborative problem solving when members from different locations suggest
how practices at their location may solve problems at other locations. For exam-
ple, one team member suggested a possible solution to a colleague at a different
location:

Another thing you can do . . . to magnify your undergraduate help is that you can
have undergraduates getting paid for a certain amount of their research but then
getting credit for a certain amount, so that you only have to pay for part of it . . . We
pay [our undergraduate students], but . . . we also want them to take two semesters
of [research credits].

Similarly, the participation of K-12 outreach, social science, minority and
technical program coordinators on the management facilitated coordination
and collaboration among these diverse domains.

Scientists and students in a conceptual organization typically have a primary
affiliation with the university at which they are physically located. They become
members by proposing research projects and activities that would help the con-
ceptual organization achieve its vision, mission and goals. Faculty scientists
(current and potential members) may submit proposals that outline research
projects that, ideally, support the conceptual organization’s vision and mission.
The proposals are typically reviewed and discussed by members of the concep-
tual organization’s management team. Primary evaluation criteria may include:
fit to strategic plan, potential impact and scientific merit. Secondary evaluation
criteria may include: collaboration plan, K-12 outreach record and plan, and
outside funds attracted.

3.3.2. Power within the Conceptual Organization

Boulding [36] describes three types of organizational power: destructive,
economic and integrative. Destructive power, the power to destroy things, can
be used for carrying out a threat and as a prelude to production, where things
are destroyed or altered to make way for production. An example of destructive
organizational power is the firing of employees who are seen as resisting change
in an organization. Economic power is used in all organizations. It involves the
creation and acquisition of economic goods, including intellectual property,
through production, exchange, taxation or theft. Integrative power involves the
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capacity to build organizations, inspire loyalty, to bind people together and to
develop legitimacy. It has a productive and destructive aspect. In a negative
sense it can create enemies and alienate people. All organizations have some
integrative power or they could not survive. Some, however, rely on integra-
tive power more than others; these include religious organizations, political
movements, volunteer organizations and clubs. Their existence and growth are
influenced by the extent to which the objectives of these organizations match
the dynamic value structures within a larger population.

The conceptual organization uses a combination of integrative, economic
and destructive power; however, its primary source of power appears to be in-
tegrative. It solicits funding and participation based on its vision, mission and
goals. That is, it attracts funding from corporations, government agencies and
other institutions by convincing them that its vision, mission and goals are valid
and achievable. A conceptual organization cannot promise an economic return
on investment although it may offer some hope to funding corporations that it
will effectively educate students who may become future employees and gen-
erate patents and other knowledge that may have economic value. Conceptual
organizations attract scientists and students similarly, i.e., by convincing them
that the organization’s vision, mission and goals are exciting and participation
in the organization can provide great personal satisfaction.

A conceptual organization may use integrative power in developing its vi-
sion, mission and goals. For example, when describing the process of develop-
ing a vision, the executive director commented:

It’s intended to be an inclusive process. We’ve included most of the [faculty]
here in the centre in this process. Certainly our external advisory board had a
part to play. It’s iterative . . . We made our first draft of the vision, mission and
goals, and reviewed those with [the faculty] . . . We then reviewed those with
[industrial partners] and with our external advisory board. We got their input,
what they thought we should be doing in a strategic direction . . . we integrated
these comments.

A conceptual organization augments integrative power with economic
power, providing some funding to scientists and students. For example, in
the conceptual organization studied scientists typically receive one month’s
summer salary, funding for one graduate student or 50% funding for a post-
doctoral fellow, up to $4,000.00 for supplies, and $500 for travel. However,
these amounts are by themselves not necessarily sufficient to attract and retain
high-caliber scientists who often receive government and corporate funding in
much larger amounts. A vision that scientists believe in is also required.

As in any organization, destructive power is used when members do not meet
expectations or keep commitments. This may be implemented in the conceptual
organization through decisions not to continue funding scientists whose work is
judged not in alignment with the conceptual organization’s vision, mission and
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goals. For example, during a meeting deciding funding, participants supported
and criticized proposals using comments such as: “This [proposed project] was
not the lowest on my list, but I really miss the connection to objectives, goals,
mission, etc. here. I could not see where this is going to lead.”

These decisions, however, should be reached through integrative power.
In the conceptual organization studied, the review was done collaboratively
with the scientific program committee, consisting of a lead scientist from each
location and the conceptual organization’s director, co-director and deputy di-
rector. This group also developed the call for proposals. The call included the
conceptual organization’s vision, mission, goals and critical needs as well as the
proposal process and evaluation criteria. The process included a preliminary
proposal in which faculty were requested to provide a title and a brief state-
ment of research objectives (six to eight lines in length.) The committee pro-
vided feedback to the faculty on their preliminary proposals. The preliminary
proposals were: “A mechanism for earlier dialogue . . . The benefits are . . . to
attempt to avoid excess overlap [between projects]; . . . to identify opportuni-
ties for collaboration . . . not only within a given university, but also between
universities; . . . to identify any unmet needs.”

Thus, through interaction with faculty and collaboration among manage-
ment team members, integrative and destructive powers were used.

3.3.3. Stakeholders of a Conceptual Organization

All organizations, including conceptual organizations, have stakeholders,
i.e., individuals or organizations who have a stake in a given organization’s
success. The case study suggests that stakeholders in a conceptual organiza-
tion include society, scientific disciplines or paradigms, government funding
agencies, businesses and academic institutions.

It appears that society is a primary stakeholder of a conceptual organization’s
vision in that society legitimizes the government, corporations and institutions
that ultimately fund the conceptual organization. For example, the vision of
the conceptual organization in the case study supports green chemistry. Green
chemistry in general is currently valued by American society. The need to
develop new processes and products that do not pollute the environment are
recognized as important throughout American society. Even with this general
support, results and justification of the government’s investment is needed. For
example, the conceptual organization directors have made presentations to the
US Congress and met with Senators and Representatives. These activities are
necessary in part because if citizens in democratic societies do not approve of
a conceptual organization’s goal, they may organize to limit its funding.

Scientific disciplines are also stakeholders interested in the mission of a con-
ceptual organization. Disciplines typically wish to see knowledge created and
students trained in certain scientific areas. This is motivated by collectively
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held belief systems and yearning for self-preservation and perpetuation of
a discipline or scientific paradigm [37], and the mission of a conceptual
organization has the potential to contribute to the growth of knowledge in
particular scientific disciplines and/or paradigms.

Government funding agencies, businesses and academic institutions are
stakeholders who are typically interested in a conceptual organization’s vision,
mission and goals. For these stakeholders the vision and mission is necessary
but not necessarily sufficient. They are also interested in how the vision and
mission will be achieved and measured, i.e., the organization’s goals. They are
typically concerned about justifying their investment in the conceptual orga-
nization to their stakeholders, e.g., federal and state governments, and upper
management. For example, the conceptual organization studied produced a 226-
page report detailing its activities and accomplishments during the preceding
12 months to help justify its government funding. Quantitative measures re-
ported included publications, presentations, patents, supplemental funding,
students supported, students graduated, K-12 and minority students reached
through outreach activities, and K-12 teachers reached.

Businesses do not appear to seek a return on investment from a concep-
tual organization in the same way when investing in a company because they
anticipate other benefits. For example, in a survey of 249 corporations who par-
ticipated in industrial-university research centers, Gray, Lindblad and Rudolph
[38] found that professional networking, including enhanced student recruit-
ment and improved cooperation with scientists, was the primary factor influ-
encing corporate decisions to maintain their relationship with and support of an
industry-academic centre. Quality of the research and technical benefits, such
as commercialization impact, were not found to impact corporate support of the
centers. A conceptual organization should hold bi-annual or annual meetings
that showcase students for its external industrial affiliates group.

3.3.4. Knowledge Management: Interaction among Members

A conceptual organization must utilize CVE and other technology as mech-
anisms to support its vision and mission, or incur expensive monetary and tem-
poral travel costs. For example, in the conceptual organization studied video
conferencing and shared electronic whiteboards were used for organization-
wide meetings, weekly centre-wide research meetings, and weekly project team
meetings. Organization-wide meetings were held relatively infrequently (e.g.
once every 6–8 months); these meetings included all members at all universi-
ties and have been used to share information among all members. For example,
a conceptual organization-wide meeting was held that introduced the orga-
nization’s mission, management structure and conceptual organization-wide
activities several months after the organization was established.
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In the organization studied, centre-wide research meetings were held
weekly; all members were invited to attend these meetings, however, students
were required to attend. Each meeting typically lasted 1.5–2 hours, and at each
university participating in the centre, small groups of 2–25 students and fac-
ulty would be in attendance. During the meetings, students and postdoctoral
fellows presented and discussed their work at least once per year, responding
to questions and comments from other participants.

The format and technology used in these meetings evolved over time. New
social protocols, including the introduction of sharing interpersonal informa-
tion, were introduced to compensate for constraints imposed by the tech-
nology. New operations protocols to help reduce technical problems were
developed and implemented working with centre members and technical
staff [39].

The video-conference technology used for centre-wide meetings included:
a large electronic whiteboard and PC running shared application software to
display slides and create and capture notes in real time; two large (120 inch)
display screens that showed an overview shot of participants in each location
and multiple views of one or several individuals in each location; microphones
for each participant to capture and broadcast anything they wish to say; stereo
audio speakers to enable each participant to clearly hear what is said by oth-
ers; multiple cameras at each location to capture views of the audience, espe-
cially the person currently speaking; and a combination of networks such as
ISDN/H.320, local state government analog video network, and video over IP
(internet protocol) and required muxes. The technology used for project team
meetings was similar but smaller in scale, e.g., it included the large electronic
whiteboard but not the large display screens. Although these are not CVE tools
in the strict sense, there are many similarities with CVEs if used for large
meetings.

Initially, the technology increased the formality of the meetings. Students
were concerned about using technology that was new to them and discussing
their work with such a large audience; thus they initially prepared more before
the meetings and gave formal talks. The initial meetings were also plagued
with technical problems and this frustrated many participants. However, after
these issues were resolved through new social and technical protocols [39], the
meetings became very interactive and increased members’ awareness of one an-
other’s work. In particular, students received important feedback on their work,
and faculty learned about ongoing research efforts. The latter was achieved
through minimal effort. If a presentation and discussion was not relevant to
a member’s work, the member could unobtrusively do other work during the
discussion. However, problems originating from a lack of trust among members
can still occur and need to be managed. Discussions regarding this issue can
be found in Sonnenwald [30].
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3.4. Benefits of a Conceptual Organization

A benefit of a conceptual organization is its ability to contribute to and re-
spond to dynamic needs for new knowledge. This is achieved through multiple
mechanisms. One such mechanism used is the dynamic incorporation of scien-
tific experts in emerging relevant areas. For example, the centre has a call for
proposals on a two-year cycle. This enables the incorporation of new scientists
and research topics every other year. Another mechanism that supports the dy-
namic incorporation of scientific experts and emerging relevant areas is “seed
funding” which is available on a yearly basis. In other R&D organizations,
such efforts have been called “skunk works” but these are limited to existing
organizational members and are hidden from other parts of the organization. In
conceptual organizations, such efforts can be proposed by existing or potential
members. These efforts are not hidden from view, and may be fully integrated
in the organization through activities such as review meetings. Thus, all results
are shared among centre members so everyone can learn from them. A third
mechanism is matching funding. Scientists can use funding from the concep-
tual organization as matching funds in other grant proposals that may include
additional scientists and students as well as emerging relevant research topics.
This brings additional resources to bear in addressing the vision, mission and
goals of the conceptual organization.

An additional benefit provided by the conceptual organization appears to be
lower capitalization or start-up costs. These lower costs are achieved through
the re-use of existing physical spaces and equipment at the associated uni-
versities and organizations, limited term and partial commitment to members
and the inclusion of students and postdoctoral fellows. A conceptual organi-
zation may rely on space and equipment at its associated universities to sup-
port the research being conducted by its members, scientists and students. In
return, the organization may purchase new equipment that scientists and stu-
dents at the universities but not associated with the conceptual organization
may also access. The conceptual organization also provides funding to en-
able students to attend the universities. A limited (2 or 1 year) and partial
commitment to scientists (only one month summer salary is typically pro-
vided to scientists) further reduces the start-up costs of a conceptual orga-
nization. Of course, the inclusion of students and postdoctoral fellows who
are by definition limited term also reduces or limits start-up costs for it as
well.

A further benefit of a conceptual organization may be found in its ability
to meet diverse stakeholders’ and members’ needs. As discussed previously,
a conceptual organization’s stakeholders can include society, scientific disci-
plines or paradigms, government funding agencies, corporations and academic
institutions. This diverse and important set is an outgrowth of a variety of po-
litical, social and economic forces; no other type of R&D entity has a similar
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broad set of stakeholders. Furthermore, the infrastructure at academic institu-
tions is typically based on department and disciplinary boundaries with fierce
competition for resources, authority and territory [40]. This is often a barrier
when addressing large complex and challenging problems of national and global
importance where the best scientists irrespective of discipline, department or
institution affiliation are required.

3.5. Evaluation of the Conceptual Organizational Framework

To evaluate the effectiveness of the conceptual organizational design frame-
work, data regarding collaborations, co-authorship, and funding in the organi-
zation studied were collected and analyzed.

As previously mentioned, two sociometric surveys were conducted ask-
ing organization members to identify other members they were currently col-
laborating with. The first survey took place 1 year after the conceptual or-
ganization was established; the second took place 1 year later. The number
of collaborations reported among faculty scientists increased from an aver-
age of 2.37 per scientist to 3.36 per scientist; a 41.7% increase from year 1
to year 2 (see table 4-3.) A larger increase was seen in the growth of col-
laborations among scientists at different universities than among scientists at
the same university (61.1% versus 27.6%). This indicates that collaboration
among scientists within the organization developed across universities (and
distances).

Another effectiveness measure is co-authorship of journal publications.
Table 4-4 shows the number of co-authored and single-authored journal articles
published over 3.5 years. Not surprisingly, there were fewer articles published
in year 1 due to the start-up time lag that naturally occurs in research. From
year 2 on, there were more articles published by co-authors from different
universities than published by authors at the same university or published by
single authors. On average, 48% of the total articles published were by authors
from different universities. These data further suggest that the organizational
structure and practices within the conceptual organization studied facilitated
collaboration.

A third measure of research effectiveness is the ability to attract funding.
The centre studied was initially successful in obtaining research funding from
a government agency. Over the next 3 years, the organization also procured $1
million per year in funding from the participating universities, $1 million per
year from other sources, e.g., corporations and non-profit organizations. The
participating faculty also procured an additional 128 grants for a total of $47
million. These data combined with data regarding the quantity of self-reported
collaborations and co-authorship trends provide insights regarding the utility
of the conceptual organizational framework.
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Table 4-3. Reported collaborations in the centre.

Collaborations

Change between 1st
After 1 year After 2 years and 2nd year

Type of Per Per Per % change
collaboration Total person Total person Total person per person

Among all
scientists

71 2.37 148 3.36 +77 +0.99 +41.7

Among
scientists at
the same
university

37 1.23 69 1.57 +32 +0.34 +27.6

Among
scientists at
different
universities

34 1.13 80 1.82 +44 +0.69 +61.1

Among all
scientists &
students

191 1.71 223 1.96 +32 +0.25 +14.6

Among
scientists &
students at
the same
university

42 0.38 68 0.60 +26 +0.22 +57.9

Among
scientists &
students at
different
universities

139 1.24 155 1.36 +16 +0.12 +9.7

Table 4-4. Co-authorship of journal articles by centre members.

Co-authors from

Same university Different universities Single author

Publication year # % # % # % Total

Year 1 3 75 1 25 0 0 4
Year 2 2 14 10 71 2 14 14
Year 3 10 34 12 41 7 24 29
First 6 months 8∗ 28 16∗∗ 55 5 17 29

of year 4

Yearly averages 38 48 14

∗ Includes 3 published and 5 submitted.
∗∗ Includes 5 published and 11 submitted.



Collaborative Virtual Environments for Scientific Collaboration 91

3.6. Challenges for a Conceptual Organization

One challenge for a conceptual organization involves reconciliation with
existing academic and disciplinary cultures. As discussed, a conceptual orga-
nization is embedded within existing academic and disciplinary cultures; its
members must also be active and accepted participants in their university de-
partments and disciplines. Conflict among these can emerge with respect to job
performance evaluation and career paths.

For example, one critical job performance evaluation in research universi-
ties in the US occurs when an assistant professor is reviewed for tenure and
promotion to associate professor. Typically, an assistant professor is required
to leave the university where they are employed if tenure is not granted. De-
cisions regarding tenure are initially decided by colleagues in the same de-
partment and discipline (who may not be members of the conceptual orga-
nization). These decisions are based on several evaluation criteria, including:
an individual’s ability to establish a research agenda or vision; an individual’s
record of research funding; and recognition of the individual’s research con-
tributions in the larger academic community. All of these may be negatively
perceived in cases where an assistant professor is a member of a conceptual
organization. For example, an assistant professor’s research agenda or vision
may be perceived by colleagues as lacking originality or insight because it is
linked to the conceptual organization’s vision, which would not be credited
to the assistant professor. Research funding through a conceptual organiza-
tion does not have the same requirements or review process as found with
national and other funding agencies, and thus may not be as highly valued.
Furthermore, a conceptual organization’s vision may require expertise from
multiple disciplines. When an assistant professor collaborates with others not
in the same discipline, it can limit the opportunity for colleagues in her or
his discipline to learn about and understand the assistant professor’s research
contributions. This lack of knowledge or understanding may also contribute to
a negative evaluation. Thus, the tenure evaluation process may discourage or
even conclude an assistant professors’ participation in a conceptual organiza-
tion, with negative consequences for both the assistant professor and conceptual
organization.

Associate and full professors must also be active participants in their local
university departments and discipline. Activities encouraged by a conceptual
organization, e.g., participation in weekly video-conference meetings provid-
ing students at other universities feedback on their research and helping a
colleague at another university set up research lab equipment, may not be
encouraged or valued by one’s local university department and colleagues in
the same discipline. Individuals have time constraints and, as a result, a fac-
ulty member may find they must make difficult choices between contributing
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to a local department and their career versus contributing to a conceptual
organization.

4. Discussion

Scientific collaboration is complex, yet critical to addressing complex prob-
lems that cannot be solved by any one individual, discipline or organization.
Collaborative virtual environments can facilitate scientific collaboration but
care should be taken when designing both the technology and the organiza-
tion for which the technology is intended. Traditionally technology design
occurs independently of organizational design. Indeed, research in these ar-
eas also typically occurs in different disciplines, e.g., computer science and
business. However, in practice technology and organizational design are in-
terdependent; each influences and helps shape the other. This chapter is a
first effort to consider both technology and organizational design for scientific
collaboration.

To address the technical design challenge, we built on previous research
in situation awareness as well as interviews and observations of scientists to
illuminate the complexity of situation awareness in scientific research and to
propose that contextual, task and process, and socio-emotional information is
needed to create and maintain situation awareness. Research in virtual reality
systems suggests control, sensory, distraction and realism attributes of technol-
ogy contribute to a sense of presence. We suggest that consideration of these
attributes with respect to contextual, task and process, and socio-emotional
information provides insights to guide design decisions.

The framework was used to guide decisions regarding technology to sup-
port situation awareness for the nM collaboratory system. As a result, the nM
collaboratory system includes: consistent shared and private work modes, or
spaces; the ability to dynamically switch between those shared and private work
modes; the ability to customize an individual view of a shared work space; and
multiple pointers that indicate each collaborator’s focus of attention, interac-
tion mode and actions simultaneously to all remote sites when in shared mode.
The results of a repeated measures, or within-subjects, controlled experimental
evaluation of the nM collaboratory system help illustrate the validity and util-
ity of the framework, yet should be interpreted with caution because they are
indirect measures of validity and utility.

In addition to considering new frameworks to support technology design, it
is important to consider organization design, i.e., how the structure and prac-
tices of an organization can be designed to facilitate scientific collaboration. To
address the organizational design challenge, we built on previous research as
well as an in-depth two-year case study of a successful group of approximately
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100 geographically distributed scientists. The resulting framework is the con-
ceptual organization. A conceptual organization should have a long-term vision
that addresses large complex and challenging problems of national and global
importance. Its goal is to works towards this vision, quickly and effectively
contributing to relevant dynamic knowledge bases and meeting diverse stake-
holder needs with minimum capitalization and start-up costs. To achieve this,
it has an explicit conceptual organizational structure in addition to a physi-
cal structure, both of which are interwoven across other external organizational
and physical structures. Conceptual organizations engage scientists through the
appeal of their vision and management structure and practices that encourage
and facilitate collaboration. Challenges for conceptual organizations may arise
due to conflicts with traditional norms and practices embedded in university
and R&D settings. Social network, co-authorship publication and funding data
from the case study setting provide initial evidence of the effectiveness of the
conceptual organizational framework.

Additional research, utilizing both the technical and organizational design
frameworks in a single setting, would provide increased insight regarding the
interplay between the frameworks. However, seldom do researchers get such
opportunities; our disciplinary, institutional and funding structures today do
not encourage such efforts. Yet as we move towards greater understanding of
both technical and social aspects of collaborative virtual environments perhaps
such new opportunities may emerge. In the meantime, the technical design
framework can help guide the development of CVE technology, in particular
its ability to support the creation and maintenance of situation awareness across
distances. The organizational design framework can help guide the design of
research organizations that are geographically distributed. Both frameworks
offer new ways of facilitating distributed scientific collaboration.
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Chapter 5

ANALYZING FRAGMENTS OF
COLLABORATION IN DISTRIBUTED
IMMERSIVE VIRTUAL ENVIRONMENTS

Ilona Heldal, Lars Bråthe, Anthony Steed and Ralph Schroeder

1. Introduction

Working together at a distance has been a long-standing research goal of
collaborative virtual environments (CVEs). While desktop-based CVEs have
come into widespread use for online games and to some extent for distributed
work, immersive projection technology (IPT) systems [1] are still relatively rare
and they are typically used in specialized applications such as oil exploration,
molecular visualization, and architectural walkthroughs. Using IPT systems in
networked mode, so that people can share the environment with life-size avatars
representing other people in another location, is even more rare. However, it can
be envisaged that this kind of distributed collaboration, with highly immersive
and surrounding displays, will become more widespread in the future. This
prognosis is partly based on technological developments, which are bringing
ever-larger screens, more intuitive interface devices and more powerful network
connections. It is also based on the increasing need for co-visualization of
complex data and large-scale models. Since it is clear that networked immersive
systems have distinctive benefits [2, 3], it is useful to make a start on identifying
the advantages and disadvantages of these types of virtual environments for
distributed collaboration.

One feature of new and highly specialized technologies is that, unlike
widespread commercial products, they have not undergone extensive usability
testing. Although existing usability evaluation methods have been applied to
single-user virtual environments [4–6], these will not be adequate for multi-
user or collaborative environments [7, 8]. It is not just the complexity and
novelty of the networked immersive technologies that makes evaluations diffi-
cult, but also the fact that social processes within the group add a further layer
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of complexity. It has been shown that both the experience and the effectiveness
of collaboration in CVEs are substantially affected by groups’ characteristics
and the interpersonal dynamics [9, 10].

The aim of this chapter is to take some first steps towards demonstrating a
method for analyzing social and technical interactions in immersive CVEs. The
method consists of analyzing sequences of interactions which we call “interac-
tion fragments”. Interaction fragments usually last only a few seconds and often
recur in a similar form several times per session. They either support or disturb
the process of collaboration for solving the task. Fragments can be classified as
mainly involving interaction via the interface technology, interaction with each
other (social interaction), or fragments involving problem solving (or reaching
the goals of the tasks). One question that then arises is whether generalizations
can be derived from these very brief snippets of interaction. In the conclusion,
we will return to the question regarding the lessons that can be learned from
these fragments, as well as their broader usefulness.

2. Background

There have been several attempts to classify the experience in virtual en-
vironments in order to understand what makes their use more effective and
enjoyable [11–13]. Moreover, a number of factors have been identified such as
presence, immersion, interaction, etc., that influence the experience of—and
performance in—virtual environments [14, 15]. Additional factors that need
to be taken into account include the levels of realism of the representation of
self (the embodiment), of the objects, and the surrounding space. It has been
argued that the aim of virtual reality systems should not necessarily be to re-
produce physical artifacts or achieve graphical realism [16], nor to reproduce
natural interaction in these environments for all situations [17]. For example,
although a more realistic embodiment may support better collaboration, simple
embodiments can often be sufficient for interaction [18, 19]. Here, we will leave
realism and embodiment mostly to one side, and concentrate instead on how
people collaborate with each other.

Presence can influence interaction in different ways. For example, several
studies show that presence is correlated in different ways with task performance
[20, 21]. Task performance and usability issues also depend on the applications
[9] or settings [22, 23]. Nevertheless, we will argue that it is possible to iden-
tify some common usability issues if we break interaction down into social
interaction, interaction via technology, and interaction in order to reach the
goal [24]. Apart from the work of Heldal, the analysis here can draw on sev-
eral kinds of previous studies: studies of single-user environments [17] and
of orientation and navigation [6, 25]. For social interaction, some of the main
mechanisms or elements (conversation, coordination and awareness) have been
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identified by Preece [26] and by Tromp [7] for collaboration and usability, and
by Tromp, Steed, & Wilson [10] for social conduct (verbal/phatic communi-
cation, turn-taking, etc.). To examine how participants reach their goals, it is
also necessary to take into account the strategies of task-focused collaboration,
proxemic shifts, as well as observations of changes over the course of time.

This chapter is based on a trial in which the aim was to examine collab-
oration and interaction in networked IPTs. A number of papers discuss other
results related to this trial: one discusses the differences in interaction between
strangers and friends, i.e. people who do or do not know each other [27]. An-
other examines some usability issues and the importance of the awareness of
one’s partner’s intentions during collaboration based on questionnaires and in-
terviews with the participants [9]. A third study examines the successes and
failures in collaboration in the immersive networked IPT setting with those
that have previously been identified for desktop-based CVE systems for object-
focused interaction [28]. In this chapter, we will concentrate on the usefulness
of examining fragments of interaction for understanding people’s collaboration.
(Note that interaction fragments should not be confused with the “fragmented
interactions” which Hindmarsh, Fraser, Heath, & Benford [29] identified when
they analyzed interruptions in the flow of collaboration in desktop CVEs. In
their work, Hindmarsh et al. showed that problems arose when the technology
got in the way and disturbed the users, who were then unable to collaborate
successfully.)

3. Study Design

We examined six pairs of users working together via two IPT systems in
different locations. Five pairs spent at least 210 minutes each doing five tasks
together in networked immersive virtual environments over the course of a day.
For one pair, the trial was stopped approximately halfway through because both
partners experienced severe nausea and anxiety. The subjects took a break of
between 15 and 20 minutes between tasks, and had a longer lunch break of
60–90 minutes between the first two and the other three tasks. The times that
pairs spent for each task session were between a minimum of 25 minutes and a
maximum of 70 minutes. The order of the tasks was the same for each group,
so that they were exposed to the same experience, and could thus be compared:

1. Puzzle—the task was to do a small-scale version of the popular Rubik’s
cube puzzle, with eight blocks having different colors on each side so that
each side would have a single color (i.e. four squares of the same color on
each of the six sides, see figure 5-1).

2. Landscape—the environment in this case was a small townscape with
surrounding countryside ringed by mountains (see figure 5-2). Subjects



100 Heldal et al.

Figure 5-1. Puzzle.

were instructed to familiarize themselves with this landscape and count
the number of buildings. They were also told that they would be asked to
draw a map of the environment at the end of the task.

3. Whodo—the task was based on a popular game, in this case the murder
mystery board game Cluedo. The subjects were asked to find five murder
weapons and five suspects in a building with nine rooms (see figure 5-3).

Figure 5-2. Landscape.
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Figure 5-3. Whodo.

They needed to locate the murder victim’s body and to find and eliminate
weapons and suspects.

4. Poster—this environment consisted of a room with ten posters stuck on
the walls (see figure 5-4). The posters each contained a list of six sentence
fragments. When all the fragments were put in the right order, they would
make a popular saying or proverb.

Figure 5-4. Poster.
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Figure 5-5. Modeling.

5. Modeling—this environment contained 96 shapes (square blocks, cones,
etc.) in six different colors. The subjects were told to make a building, or
model of a building, to be entered in an architectural competition. They
had to use at least three colors and the building had to be a single object.
The result was to be their joint “architectural masterpiece” (see figure 5-5).

One of the goals of this study was to cover a wide range of tasks (for a more
detailed description, see [27]).

The IPT system at Chalmers University in Gothenburg was a five-sided
(no ceiling) 3 m × 3 m × 3 m TAN VR-CUBE. The application was run on a
Silicon Graphics Onyx2 Infinity Reality with fourteen 250 MHz R10000 MIPS
processors, 2 GB RAM and three graphics pipes. The participants wore Crys-
talEyes shutter glasses. A Polhemus magnetic tracking device tracked both
the glasses and the wand. The rendering performance was at least 30 Hz in
the applications discussed here, except for the Landscape world where it was
around 10 Hz. The IPT system at University College London was a four-sided
Trimension ReaCTor with a floor of 2.8 m × 2.8 m and three 2.8 m × 2.2
m walls. It was powered by a Silicon Graphics Onyx2 with eight 300 MHz
R12000 MIPS processors, 8 GB RAM and four Infinite Reality2 graphics pipes.
The participants wore CrystalEyes stereo glasses. The head and wand were
tracked by an Intersense IS900 system. Rendering performance was at least 45
Hz in the applications discussed here, except for the Landscape world where
it was around 10 Hz. Both applications were implemented in a customized
version of the Distributed Interactive Virtual Environment (DIVE) system
[30, 31].
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Each participant was portrayed to the other by the use of a simple avatar
with a jointed left or right arm. The participant could not see his or her own
avatar, except for a virtual hand drawn in the same position as the physical
hand. Although local tracker updates perform at the fastest rate provided by the
tracker driver, updates to the remote avatar are only sent at 10 Hz to avoid
congestion. The network latency between the two sites was approximately
180 ms. Locomotion was effected by a “move in the direction of gaze” metaphor.
The object manipulation metaphor was a ray-casting technique but using a short
ray of about 10 cm. The subjects could talk to and hear each other by using a
wired headset with microphone as well as earphones. The Robust Audio Toolkit
(RAT) was used for audio communication between the participants.

4. Method

For this study, we examined video and audio recordings and referred to
some data collected via questionnaires. It is difficult to examine the exact
occurrences of certain activities or complete actions in an IPT system because
it is not possible to record the activities from all angles [6]. Thus, we recorded
the activities from one angle from a camera on top of one corner of the IPT
system in Gothenburg and from behind the participant in the IPT system in
London. In this way we could watch and listen to details of problematical or
supporting sequences over and over again.

We use the following notations in what follows:

LxGx The x th couple (x = 1, . . . , 6), where one partner Lx is
working in the IPT system in London and Gx in the IPT
system in Gothenburg.

LxGx Task yy:zz The x th couple working on the task indicated has worked
for yy minutes and zz seconds on the task. For example,
L2G2 Puzzle 10:30 means that L2G2 has worked for
10 minutes and 30 seconds (approximately) with the
Rubik-cube type puzzle.

Lx:blabla Lx saying “blabla”

Lx ⇒Wait Lx interrupts Gx by saying “Wait” or says very quickly
“Wait”

Figure 5-6. A subject locomotes straight ahead in the virtual environment. The subject’s face
and glasses are in the direction of the small line on the circle.
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Figure 5-7. A person locomotes backwards.

For the Poster task only we use UPPER-case letters for the sayings on the
posters. The lower-case letters are the participants’ own words (the notations
for how subjects move are shown in figures 5-6 and 5-7).

It is worth mentioning that it is essential to view interaction fragments re-
peatedly in order to be able to break the interaction down into its significant and
detailed parts. For reasons of space we will often present only the transcribed
text of particular fragments, including enough description of the actions to pro-
vide the context—but ideally the video and audio recordings, and transcriptions
of text and movements should be analyzed and presented in conjunction to arrive
at a complete understanding of how the collaboration works (some examples
are available online at www.mot.chalmers.se/tso/ilona/fragments.html).

5. Interaction Via Technology

5.1. Orientation and Locomotion

The following observations refer to orientation and locomotion fragments,
and fragments identified when people responded to and handled the virtual and
the real objects around themselves.

For the Puzzle and the Poster tasks, people hardly had to orient themselves
or get their bearings since they had a view of the whole virtual space. The
orientation in the Landscape, on the other hand, was considered very difficult
by all couples. One reason was that the environment contained many similar
buildings with a generic background. It was hard to differentiate reference
points, which resulted in the pairs using trial-and-error strategies and taking a
long time to familiarize themselves with the environment. The conversations
show that it took at least 20 minutes for participants to get an approximate
feeling of the size of the environment, and to establish facts such that the main
road was circular:

L6G6 Landscape 12:30
L6: It feels that we are going in circles.
G6: Yes. The problem is that the horizon everywhere looks the same . . . All

the time . . . .

Many pairs said that locomotion in the next task (Whodo) was easier. The
corridors and rooms with different appearances helped locomotion and helped
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Figure 5-8. L1 tries to follow the gray trajectory, but his movements follow the black arrows. He
goes into the wall (1), goes backward (2), tries again and goes into the wall (3), goes backward
(4), tries again straight ahead (5) and at this point he is in the corridor going upward (L1G1
Whodo 10:30).

to identify reference points. Some of the people did not follow the corridors
and just went through the walls. Those who tried to follow the corridors were
constantly colliding with the walls. Figure 5-8 shows the trajectory of one
person who tried to go right in a T-junction.

In the Modeling world it was easy to orient oneself even though the space
was quite large. This was because the differently colored and shaped objects
provided reference points.

For all the tasks we observed that people had difficulties in locomoting
straight ahead, and this persisted over long periods of time. They had prob-
lems following each other and following the roads (for the Landscape) and the
corridors (for the Whodo) tasks. These two tasks were the most locomotion-
intensive. Since the task in the Landscape was collaborative exploration, they
had to follow each other a lot, but they had a hard time doing this at a constant
distance. They often “ran through” each other during a straightforward locomo-
tion or followed the other subject’s avatar in a zigzag manner. They commented
on this mainly in the beginning of the task, as in the example below, or when
they were not preoccupied with the task:

L1G1 Landscape 8:00.
L1: It is fun. It’s really like racing.
G1: Yes, it would be funny to [be able to] run so fast!
L1G1 8:40.
L1: Sorry, I’m running through you again.

Just a short while later, between 9:30 and 10:30, L1 ran through G1’s avatar
four times again, but without mentioning it at all. This is true for other couples
too; L6G6 mentions only once that they crossed each other in the beginning of
the task, as when L6 apologizes:

L6G6 Landscape 3:00
L6: I think it is hard to go straight ahead . . . Oops! . . . Sorry! [she crosses

G6]. I don’t think I can go straight ahead.



106 Heldal et al.

1

2

3
4

5 6

Figure 5-9. Instead of following the gray arrow and locomoting sideways, the subjects usually
locomoted back and forth in zigzag in front of the walls with the posters.

In this task the participants could locomote quite fast, which also contributed
to the difficulty of adjusting the movements to each other. Among all couples
only one person mentioned that he liked it—“it is like racing” (see earlier
quote). Several others said that it would be good if they could take a bus or a
car to travel with. In the following example, G3 several times asks his partner
to slow down.

L3G3 Landscape 6:40
G3 has a hard time following L3.
G3: Can you slow down? . . . So I can adjust . . . .

L3G3 Landscape 9:25
L3 has problems locomoting, but he and G3 ignore this. G3 is only bothered

that he cannot follow L3.
G3: Can you slow down? . . . I cannot see you any longer.

Figure 5-9 points to another frequently observed behavior in locomotion.
For all tasks, people frequently and easily locomoted backwards. This could be
observed in open spaces (Landscape and Modeling), closed spaces (Whodo),
as well as smaller places (Puzzle and Poster). In the Poster world, instead of
turning somewhat and locomoting sideways, almost all subjects locomoted in
a zigzag manner.

In the Modeling world, the subjects often locomoted from the middle of the
virtual space, where they built their building, to the border of the environment
where the required objects were situated. They did this only by using their
joystick; physically they did not move in the IPT system. In other words, they
locomoted straight ahead, fetched the object and backed up, rather than turning
around physically in the space.

5.2. Using the Interface Technologies

We examine here both the treatment of the virtual objects and the handling
of real objects (technical devices and constraints of the surrounding space).
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In the subjects’ interactions with the technology in this regard, we observed
disturbances on three different levels. The first were small interruptions such
as usability problems (for example when the subject could not grab an object
on the first attempt but could do so on the second), short audio disturbances,
inconsistencies in texture updates, and the like. These problems with the system
were rarely mentioned at all during the collaboration. An example here is
when menu windows were accidentally displayed in the environment by the
experimenters (for couple L5G5 Puzzle, 29:39). The subjects did not react at
all, probably because the windows disappeared quickly.

A second type of technical disturbances comprised those that were observed
and mentioned by one of the subjects but where the partner did not react. For
example, the projected hand of one subject got stuck in the bedroom door and
the subject complained—even though her partner did not observe the problem
at all. In fact this happened because the displayed images become frozen for
some seconds when the London tracker lost synchronization for a while:

L6G6 Whodo 4:00
G6 speaks about the task.
L6: My hand got stuck in the door . . . [Some seconds] Now it lets me go.
G6 continues to talk about the task as if nothing had happened.

Another example of this type is when L6 (L6G6 Poster 17:33) mentioned
audio problems, and he asked his partner if she heard the “strange noise”, but
the partner did not answer and no further attention was paid to it.

The third type of technical disturbance affected both partners. For example,
if a subject complained for a long time to her or his partner, asked them for
help, or informed them explicitly. Here is an example of the latter:

L1G1 Poster 30:00
G5 has problems with his glasses; the operator changes the batteries in his

glasses. L5 is solving the problem; he almost does not notice that G5 has
problems.

G5: OK. Now it is a little bit clearer. But still blurred a bit. I have to adapt
to it more.

L5 [observes that something is wrong with G5]: OK.
G5: This is technology.
L5: Are your glasses a little bit heavy as well? [He speaks about his own

problem.]
G5: Unfortunately they cut on one of my ears . . . But the problem is that

they are blurry.
L5 ⇒ Move on! You are in my way! [He is eager to continue with the task.]
G5: OK.
L5: TO RIGHT stays here.
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Sometimes longer breaks occurred in the audio connection. In these cases
the subjects usually worked alone and tried not to care too much about the
interruption:

L5G5 Poster 5:00–8:45
The couple did not observe that the audio had come back, only when G5

started whistling and L5 heard it did he say:
L5: Hi! Are you back?
G5: Yes, I’m back. But I do not have “buttons” [joystick]. Now I have. Wait,

I have to put on the clothes [the glasses].

Even though both subjects were using IPT systems, the images displaying
the virtual environment were not completely symmetrical since the two IPT
systems were not entirely the same. For the tasks where the subjects had to
differentiate colors in order to solve the task properly (Puzzle, Posters), the
subjects in London found it easier. This was probably due to the better projection
system. For those tasks where the subjects had to manipulate more (Puzzle,
Whodo, Modeling), the subjects in the IPT in London again found this easier.
In this case it was because of the better tracking system. For some tasks, a
more surrounding experience was more valuable, particularly in the Landscape,
Whodo, Poster, and Modeling tasks, which were better supported in the IPT
in Gothenburg with its five walls. The walls were made of fabric in the IPT
in Gothenburg and of acrylic in London. Even this slight difference caused
differences in the users’ reactions: since the users were supposed to handle the
surrounding virtual space separately from the real space, the constraints of
the physical surroundings disturbed them, e.g. when one subject collided with
the real walls. The subjects in London mentioned these collisions much more
often, especially in the beginning of the trials:

L1G1 Posters 11:08
L1: Oh s!&% . . . ! I’m just going straight into the walls of the CAVE again,

I think.
G1 [mumbling]: Be careful.

One of the reasons why they mentioned it more often may be that they
could hurt themselves more than people in Gothenburg, who collided only
with a fabric wall.

For L2G2, it was the person in Gothenburg who often collided with the
walls of the IPT system. In the beginning he mentioned this but his partner
never answered. We observed that it was generally in the beginning of the tasks
that the subjects paid more attention to disturbances caused by colliding with
the walls, getting in a muddle with the cables, or complaining about using the
3D glasses. This was not so later on.
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Figure 5-10. Working for 20 seconds with the hands outstretched, but not touching the walls to
avoid possible collision.

As figure 5-10 shows, one can focus on solving the task, work on fetching
objects, and at the same time reach out the other hand to avoid potentially
colliding with the wall of the IPT system for a longer period.

During the fourth task, the Posters, only one subject (G5) mentioned the
furniture in the room where the Posters were on the walls. This person said that
it was a pity that the chair in the middle was not real, since he was tired and he
would like to sit down:

L5G5 Poster 41:00
G5: I would like to sit down. We have a chair here. I would like to sit on it.

But of course I cannot. Irritating . . . .
L5: Try out! So . . . .
G5: Is this a TV in front of me?
G5: I think that these are mainly computers. But maybe this one is a TV. I’ll

take it home. Should we jump on the 9 [9th list of words in the Puzzle]
now? This is irritating.

L5: [in a higher voice] But this is nearly done! WHERE EVERYTHING
IS . . . No, this EVERYTHING cannot be.

The following example shows that the users ignored those objects that were
not important for task solving. They would just locomote through them and
hardly mentioned them at all if they were not relevant for solving the problems.
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Figure 5-11. Ignoring objects (L5G5 Posters 9.00).

In the example above, the couple had already finished three tasks and had
worked for approximately 40 minutes on the fourth, indicating that they could
have been physically tired and bored in the environment. Otherwise, every user
completely ignored the furniture. They just went through the objects or stayed
for substantial periods inside them, as the figure above (figure 5-11) shows
where someone just stands in the middle of a shelf.

The virtual walls were more often mentioned for the Poster task, both be-
cause it was difficult to locomote to and from the posters (see figure 5-9 above)
and because the subjects unintentionally and by mistake went through the walls
and left the room (too much locomotion straight ahead). Usually, they did not
discuss this, but sometimes a subject looked for her or his partner who could
be hidden by the walls:

L1G1 Posters 11:22
L1: Are you outside as well?
G1: No, I’m inside.

Even though the objects are important for solving the problems, the couples
merely adapt to these virtual objects’ non-material structure and pass through
them easily. This is true for all tasks. However, they were often aware of the
objects. This is shown best in the Whodo application, where the couples were
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Figure 5-12. L1G1 Whodo 17:56–18:10. L1 goes to the table (picture 1) through the table (picture
2), turns back, bends down, looks under the chair, and goes down on the knees under the table
looking upward (picture 3).

looking for a hidden murder weapon. They went through a bed, sofa, chair,
and table in one second, in such a way that the observer had the feeling that
they did not consider that there were any objects in the environment. Yet,
seconds later one participant just looked under or crawled completely under
a virtual object, to see if there was a weapon hidden under or behind it (see
figure 5-12).

Despite the fact that the objects had neither mass nor gravity, the subjects
handled them almost like real objects. It was possible, as the following example
shows, that one person could mark an object, move it to her or his partner, and
leave it (the object would stay suspended in the space), while the other “took
it” and moved it where she or he wished. This is clearly hard to perform in
non-immersive CVEs.

L6G6 Puzzle 16:30
L6: What is happening if I try to take this from you?
G6: I don’t know. Oops [surprised as she hands over a cube and L6 takes

it] . . . do you have a red one at your place?

A problem that affected collaboration was that many subjects, for all tasks,
kept pointing with non-tracked hands. In many cases they failed to observe that
their partners could not possibly see what they were pointing at. They did this
on several occasions for short or long periods.

Except for the Puzzle task when the cubes snapped together if they were
close enough to each other, the objects were quite difficult to adjust into a
correct position relative to each other.

L6G6 Modeling 17:30–50
L6 tries for several seconds to fix a cylinder straight in the right place.
L6: How stubborn it is! OK, then. This can be inclined, then [leaves the

cylinder at an angle rather than straightened].
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5.3. Handling the Partner’s Avatar

There was a difference in how subjects handled the partner’s avatar during the
different stages of collaboration (introductory phase, proper collaboration, end
phase). During the introductory phase they often briefly discussed each other’s
appearance, the colors of their clothes, the sizes of their avatars, the name tags
on the top of the other’s head and the like. They were also interested in their own
appearance, and whether, for example, they looked as “slim” as their partners.
They often combined this short information with “real information”—where
the other was situated physically, how the weather was in that city, or about
their occupations.

During the proper collaboration, when each subject was focused on solving
the task, the subjects did not care about their avatars except as points of refer-
ence. If they stopped solving the task and talked with each other about general
matters, and about the task, they handled the others’ avatars almost like real
people. For example they would face each other when speaking to each other
(figure 5-13).

In the intermediate phase, during proper problem solving, they would lo-
comote through each other more often. There were instances for most of the
tasks when one went through the other’s avatar several times in the course of
one minute, or also worked standing inside the other person’s avatar for several

Figure 5-13. L5G5 speaking to each other.
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seconds. In these cases they mentioned the other’s avatar only if it disturbed
problem solving, for example by blocking each other’s view. In the following
example, L5 tells G5 to move out of his way, and immediately afterwards con-
tinues with the puzzle:

L5G5 Poster 32:00
L5 ⇒ Move on! You are in my way.
G5: OK.
L5: TO RIGHT stays here.

A key benefit of using immersive VR technology is that a person can quickly
glance at what the partner is doing. These are very small movements that may
not have been noticed by the participants. However, they occurred frequently,
especially in the large spaces (Landscape, Modeling) where people worked for
longer time periods on their own by observing, counting and carrying objects
(but also with the Poster task).

Finally, many of the pairs who succeeded with a task “shook” each other’s
hand (tried to move their virtual hand to the partner’s hand), and L6G6 waved
goodbye to each other at the end of almost every task, and when they succeeded
with the Puzzle, they lifted their hands over their head and tried to “high five”
each other.

6. Social Interaction

Here we present fragments that illustrate being-at-ease or having difficulties
in the course of social interaction. These are sequences of actions that show
how a person in a pair handles her or his partner during conversation and
communication, and to what extent one subject is aware of the other.

6.1. Conversation

Small appreciative phrases, e.g. “Great”, “Precise”, “Cool”, “Fine”, “Per-
fect”, etc. were effective in supporting collaboration. When one subject in the
couple encouraged the other, the collaboration went fine, even though the part-
ners seldom reacted to these phrases. They did not necessarily react to short
acknowledging sentences, like “this is nice/hard/right”, “I’m here”, etc. or ques-
tions like “How are you?”, “All well?”. Nevertheless, these played an important
role in keeping the conversation going. By the same token, people who often
complained about how difficult the task was, or that they did not think they
could manage it, or who were silent—disturbed the collaboration, even though
their partner did not necessarily acknowledge these complaints directly:
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L3G3 Puzzle 16:20
G3: I still haven’t learned how to operate. How to get them. . . .
L3 [silence].
G3: Aha. What happened with that one?
L3 [silence].
G3: Do you think we’ll make this in 20 minutes?
L3: Hah [strange laugh]. No. I don’t think so!

How quickly a subject answered the partner was very important and directly
influenced the success of collaboration. Longer periods of silence confused the
partners because they did not know whether the partner was listening at all,
intentionally or unintentionally ignoring their comments, or if they were expe-
riencing a technical failure. For L2G2, the subject from Gothenburg constantly
made more efforts that kept the conversation going, and the collaboration went
much better than for L3G3:

L2G2 Puzzle 6:00
G2: We are going to run out of the cubes soon [says this in a joking way].
L2: I think we may each have a side of different color.
G2: Yes, I think so.
L2 [silence].
G2: OK, black is no color. Maybe you tried to tell me that?
L2 [no answer].
G2: “Ah.”

The conversation was problematical for L2G2, but G2 pushed it forward.
L2 was passive, but at least he responded with “OK”, “Sure”, “Right”. As a
result, they were one of only two pairs who succeeded in putting together all
the 11 sayings on the posters (correctly or not). For example, G2, the Swede,
often asked his English partner if he had trouble understanding:

L2G2 Poster 34:00
G2: EVERYBODY. MEMOIRS. What does that mean? Remember?
L2: MEMOIRS? . . . Is that . . . like a book of personal experiences?
G2: Ah! Memoirs!

For L3G3, even though G3 had problems with the language, he never
asked his partner for help. The following conversation sequences show how
L3 gets frustrated because of his passive partner, who often took a long time to
respond—and when he did so, it was in an unhelpful way:

L3G3 Whodo 35:00
L3: OK. Ah . . . Last time, when you clicked the rooms, what criteria did

you follow to click on the rooms?
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G3: Ah, Ah . . . .
L3: You see, you have done it well. So? . . . I don’t know . . . what did you do

with the rooms?
G3: Last time? Do you mean last game?
L3: Yapp.
G3: [does not respond].
L3: Yes?
G3: Do you mean . . . ? [short pause].
L3: Yes. [upset].
G3: . . . what I did with the rooms last game? [pause].
L3: Yees! [upset].
G3: Jaha. Here I can see you. I’m right behind you.
L3: OK . . . [he gives up].
G3: I can see the dead body again. [pause] I just clicked on the posters.

G3 also had problems with using the devices and seeing objects in 3D, which
made him talk in Swedish (to himself, or to the operator), which, in turn, made
L3 upset:

L3G3 Whodo 25:00
L3: Hello!
G3: Yes.
L3: So, we have to do it again!
G3 [talks in Swedish to the operator].
L3 [irritated]: He is talking Swedish!

Conversation played different roles during the different phases of problem
solving. During the introductory phases for each task, it was especially impor-
tant to suggest strategies, ask the partner about suggestions, acknowledge the
partner’s suggestions quickly, and show that one was active and interested in
the task. L6G6, a pair who solved the tasks effectively, had intense conversation
periods at the beginning of each task, as the Landscape example shows:

L6G6 Landscape 3:30
G6: I think is quite hard to see where a house begins and ends. Should we

go nearer to see better?
L6: OK.
G6: Should we go near?
L6: Should we traverse the lawn?
G6 ⇒Yes, I think we should go straight over.

Frequent acknowledgment and turn-taking were important. However, quick
comments sometimes resulted in confusion. By not having gestures, facial
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expressions or eye glances, the conversation was occasionally stopped by
unnecessary breaks and starts when partners did not know who should con-
tinue speaking:

L6G6 Landscape 30:00
L6 ⇒ This has to be . . . [she stops and waits].
G6 ⇒ Is this . . . [she also stops and waits].
L6: An airfield.
G6: Or something. . . .

Speaking simultaneously was not just distracting but also, on some occa-
sions, supported collaboration. For the Posters, people often read the words at
the same time by dividing the posters between themselves, and each subject read
the words from the posters located in her or his part of the room. Hearing several
words belonging in one way or another to the same saying helped them to put to-
gether the proverb more quickly. They often recited the sayings, or possible vari-
ants, together. This seemed to be an effective method for all couples in this task:

L6G6 Poster 20:00
L6 and G6 together: DIPLOMACY IS TO SAY THE NASTIEST THINGS

IN THE NICEST WAY.
G6: No. TO DO, we have here.
L6 and G6 together: DIPLOMACY IS TO DO THE NASTIEST THINGS

IN THE NICEST WAY.

The following example shows an adaptation to the “problematical partner”
encountered earlier. L3 in a way got used to G3’s complaints and to the fact
that from time to time he spoke in Swedish. He filtered the unnecessary words
out and tried to put the right sayings together:

L3G3 Poster after 20:00
G3: OK. Seems that I had some problems with my glasses, but now it is

OK.
L3: Should we do the number one? A CRITIC IS A MAN WHO KNOWS.
G3 ⇒ THE WAY har jag hittat här [He says in Swedish: “har jag hittat här”,

which means “I found here”].
L3: Yes! A CRITIC IS A MAN WHO KNOWS THE WAY.
[It seems that he does not care about Swedish being spoken.]

6.2. Communication

It is difficult to separate communication from conversation, awareness,
or problem solving that supports collaboration. Treating the other’s avatar as
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discussed earlier can be regarded as (non-verbal) communication. Conversely,
people could speak in the environment without communicating with each other.
For example G3 sometimes spoke Swedish, or spoke with the operator. G1
sometimes spoke with the objects. Some people described certain movements
without being interested in whether the partner answered or not. Finally, one
person could be aware of the other without necessarily communicating with her
or him. For example, when one subject became frustrated that the other was too
quiet. Collaborative problem solving is both an internal and external process
[32]. One must communicate with one’s partner in order to work together, but
thinking about new strategies or understanding strategies that have been sug-
gested does not necessarily entail that one should communicate with one’s part-
ner. And engaging with the other’s avatar is not necessarily communication—
as, for example, when one locomotes through the other’s avatar several times
without mentioning it.

Besides speaking to each other, as presented in the section on technical
interaction, the subjects could easily see their partner’s location in the environ-
ment during most of the tasks and they could note what the partner was doing.
By taking a short glimpse of one’s partner, one could ascertain that everything
was all right. Immersive technologies also make it possible for participants to
easily relate to their partners’ size, position in the environment, and direction
of movement [28].

Gesturing and pointing was important for collaborating effectively on the
tasks, so as to help each other if needed. Seeing what the partner was doing and
speaking at the same time enabled a subject to assist the partner in handling the
technical devices or to do things instead of her or him:

L3G3 Puzzle 15:30
G3: . . . I don’t know how to drop this.
L3: You just release the button.

The real-time communication also created possibilities to discuss inconsis-
tencies in the environment. Even though the subjects could not be sure whether
their partner’s environment and the devices they used were exactly the same,
they appeared to assume this. Here G6, who went through the floor of the sim-
ulated environment (due a software inconsistency), tried to help her partner by
telling her how she managed to come back after having experienced the same
problem:

L6G6 Landscape 27:00–28:00
L6: Now I’m coming up again.
G6: I think it is only to go backward. Anyway, when you are falling down

through the texture . . . Are you there somewhere? Or are you stuck?
L6: ⇒ How did you came back before? Did you go backward . . . or so . . . ?
G6: I just went backward. I stayed and went backward.
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L6 [to herself]: We should go straight backward. I can’t. Failed. Ah, now
I’m going backward.

G6: Yes, I see that you are . . . .
L6 ⇒ I’m going out to the road instead . . . I refuse to go further in the

quicksand.

For the modeling world, the participants often had to help each other because
if one person grabbed an object this person “owned” it and the partner could
not grab it. The following is a case when a subject asks her partner for help to
move an object. In addition, she instructs the partner to put it in the right place
and the correct position.

L6G6 Modeling 46:30
L6: Could you please help me with the red one? This is one that I definitely

cannot move. Please put it round this one [pointing with the wrong hand].
L6G6 Modeling 47:30
L6 is giving instructions to G6 where she should put an object.
L6: A little more . . . A little more on my side . . . Now straight . . .

Straight . . . a little more straight away . . . A little more . . . Yes!

Here, we have to stress that both partners would use their non-tracked hand
for pointing throughout all tasks. Sometimes they noticed their mistake and
commented on it:

L5G5 Puzzle around 7:00
G5: Here, here . . . against me . . . Do you see my . . . Of course, you can’t see

my hand. Damn, I’m waving with my real hand, hmmmm. . . .
L5: Sure, yes . . . If you point with the joystick hand I’ll see it.

6.3. Awareness of the Partner

The partners were aware of each other since they helped each other di-
rectly (when a subject asked for help) or indirectly (when they were looking
around and monitoring what the partner was doing or what was happening).
For the Puzzle and the Modeling applications, because the environments were
small and open, each user could constantly see their partner. The only ex-
ceptions were for the participants in the IPT system in London who would
occasionally face out towards an open wall. This did not cause any major dis-
turbances in collaboration. For the other applications, there were times when
one person could not see the other’s avatar. In these cases, the subjects of-
ten reported to each other verbally on where they were and what they were
doing.
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Almost all subjects in the experiment helped their partners occasionally
during the tasks. For the Puzzle task, the subjects often asked their partners
about the colors of the hidden sides; that is, the sides that they could not see but
that they knew their partners could see. Even though manipulating the cubes
was easy, the subjects could get a sense of the colors of objects more quickly by
asking their partners rather than by manipulating the object to see themselves.

Many of the subjects also verbally described what they were doing in the
environment. They followed their own movements and thoughts with a “trail of
words”. Such behavior was especially prominent for the Whodo task, probably
because the subjects were in different virtual rooms and could not see each
other but where the task required keeping the partner informed of progress.
“Now I’m in the room” was a typical phrase in Whodo. For this task, they often
jointly discussed the rooms, weapons and suspects that they had to eliminate.

Saying things together perhaps gave a feeling of being acknowledged by
the partner. In the Poster task the couples often said the sayings jointly. In the
Landscape, they often jointly counted the houses:

L1G1 Landscape 19:00
L1: How many houses do we have now? Fifteen, or?
G1 and L1 [counting out loud together]: We had 11 before.
L1: Yes, we had 11 so it might be 16. . . .

Two things that seemed to be particularly important were being able to do
things together and being able to see what the partner was doing. However,
this requires implementation awareness from designers. Designers could, for
example, implement objects that support collaboration so that they can be used
or viewed simultaneously by both partners. However, when people got to know
certain benefits of their partner’s technology that they did not have themselves,
often in the middle of a task, they got frustrated. Almost all subjects in Gothen-
burg observed relatively late during the task that they could see the posters on
the walls just by turning around. When they mentioned this to the partners from
London, who usually knew it already, they felt disadvantaged and frustrated:

L5G5 Poster 17:00
G5: I try a smart strategy here. I just missed a thing at the beginning. This

room, the Cube I’m inside in, is almost exactly the same size as this room
[the virtual]. Also I do not have to move [locomote] around. I can go
forwards and backwards instead.

L5: Yes . . . I do so. . . .
G5: Really? You don’t use your “remote control” [joystick] at all?
L5: No, I’m moving instead.
G5 [somewhat irritated]: OK. Well . . . Number 5 [he turns to the task in-

stead].
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The following example is another illustration of how a person becomes
frustrated when he becomes aware of the advantages that the other person has.
This is an example of when the partner is able to manipulate objects much more
easily:

L3G3 Whodo 15:00
G3: But you? Don’t have any problem, do you?
L3: Well, no. . . .
G3: You understand the task?
L3: Yes. And you?
G3: [sighs] I hope so . . . I don’t know how to drop this.
L3: You just release the button.
G3: . . . The one that I was working with is now in front of you [irritated].

7. Problem Solving

To examine how people reached their goals in the environments, we can
consider the flow of collaboration in different phases of problem solving. In
this trial, the subjects had to solve problems in all five applications. For two
tasks (Puzzle, Whodo), they got visual responses and knew whether they solved
the problem correctly or not. For the Landscape and Poster task, they did not
know, even though many of them were curious about the results. The Modeling
was an open-ended task. In examining problem solving, we were interested
in how they began to solve the problems, what they did to choose strategies,
whether they repeated the same strategies or changed them, and how they acted
when they got partial results.

There were very short discussions about choosing strategies before the first
task. Almost everyone used trial and error, just attempting to put the cubes
together by building one side from four small cubes with the same color. All
of the couples ended up redoing their first side. For almost all couples (except
one) the strategy they then adopted was to continue in the same vein—to begin
with one side of the same color, or sometimes a second simultaneously, and
adjust the rest to it. Only two couples (L1G1, L6G6) chose a different strategy
at a later stage.

In the Landscape, when people looked around, they often observed that
the size of the environment was huge. Many of them suggested, as an initial
strategy, to divide the environment between themselves so that each should
explore half of the city. However, all couples changed this strategy because it
was difficult to communicate the results. Also, they could not easily delimit
half of the environment so that they would know what was assigned to them.

For the Whodo task, the couple often discussed how they should proceed
since different tasks and investigations took place in different rooms. The
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importance of continually acknowledging correct strategies, while actively con-
tributing to influence the solution and modify it if necessary, is shown in the
following example:

L5G5 Poster around 13:00
L5: WHEN . . . THEY . . . NAME . . . SPELL . . . and . . . YOU ARE. What

can this mean?
G5: One more time! Take it again. I did not find any 5 yet.
G5: And I have YOUR here.
L5: OK. YOU ARE FAMOUS WHEN THEY CAN SPELL YOUR NAME.

It is done!
G5: OK.
L5: YOU ARE FAMOUS WHEN THEY CAN SPELL YOUR NAME.
G5: YOU ARE FAMOUS WHEN THEY CAN SPELL YOUR NAME.
L5: Perfect. We took this in 10 seconds.
G5 ⇒ No! Wait a minute! I have here...Yes, that is true.
L5 ⇒ No. Then we begin. It was the fifth, or? YOU ARE FAMOUS WHEN

THEY CAN SPELL YOUR NAME.
G5: No! It says here: IN KARACHI. Says here. Wait! We did not reach

this before. YOU ARE FAMOUS WHEN THEY CAN SPELL YOUR
NAME IN KARACHI.

L5G5 [they read together]: YOU ARE FAMOUS WHEN THEY CAN
SPELL YOUR NAME IN KARACHI.

L5: OK. YOU ARE FAMOUS IN KARACHI WHEN THEY CAN SPELL
YOUR NAME.

G5: No, the opposite! YOU ARE FAMOUS WHEN THEY CAN SPELL
YOUR NAME IN KARACHI.

It can be seen here that both partners are constantly repeating to each other
what they are saying and thus sharing which part of the problem they are working
on. Another example can illustrate a different approach to problem solving: even
in cases when a subject mentions a technical problem and the partner reacts, it
may happen that the first person does not want to pursue it further but prefers
to concentrate on problem solving. This occurred several times for a number
of couples, and often followed different technical interruptions. Here, L5G5
contributed to efficient task solving by keeping the partner’s attention on the
task:

L5G5 Poster 11:20
There are several occasions when L5 works and G5 either works or not

because he is commenting on problems with the technology or making
observations about the environment, etc.

L5: Could you take your 3’s [the words with the number 3 in front of them]?



122 Heldal et al.

G5: It is so bad that they are so low.
L5: Low???
G5: Yes, I have to bend down.
L5: Come along [with the task]! Did you find any?
[A few minutes later:].
L5 and G5 “read” together their words: A MAN WHO DOES NOT MAKE

MISTAKES DOES NOT USUALLY DO ANYTHING.

This couple chose an efficient strategy in solving the Posters from the start.
They took positions in a room such that L5 could easily see half of the room
and read the posters well while G5 could do so with the other half. Many
of the other couples took similar positions at some point during the problem
solving.

The following example also shows that it is important to push the problem
solving forward, even though one is not completely sure of the results. For the
Landscape task, the couples were rather unsure on several occasions whether
they had counted the buildings correctly or not. This was hard without feedback,
references, and marking possibilities.

L6: “The 34th was this. Or?”
G6: “OK. But . . . we are going to continue. Straight away. . . ”.

Active participants and strong opinions often caused conflicts, as in the
following example, where G6 does not agree on the same solution as L6. They
stand in front of each other, face each other and argue. Neither of them backed
down or wanted to continue with another proverb.

L6G6 Poster 48:30
L6: WHEN EVERYTHING IS BAD IT IS GOOD TO KNOW THE

WORST.
G6: No. In the opposite way. WHEN EVERYTHING IS THE WORST THE

BAD CAN BE GOOD.
L6: Here you have THE WORST. Because of that I think WHEN EVERY-

THING IS BAD IT MUST BE GOOD TO KNOW THE WORST.
G6: Noooo! . . . I think it is one. . . .
L6 ⇒ But I think so!
G6: I don’t understand why this should be a proverb in this way! If. . . .
L6 ⇒ [explaining] WHEN EVERYTHING IS BAD IT MUST BE GOOD

TO KNOW WHAT IS WORST. . . .
G6: Hah! Hah!
L6: [agree] Yes, a strange proverb, I should say. [She still believes that she

is right.] For example: There is sun today. Hmmm. OK. Today . . . Yes,
today.
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G6: No! Yes, no! TO KNOW IT . . . TO KNOW IT GOOD . . . You cannot
say “TO KNOW IT GOOD”.

L6: TO KNOW IT GOOD.
G6 ⇒ Can’t we say. . . ?
L6: We must say WHEN EVERYTHING IS BAD because the only verb we

have is . . .
[L6 and G6 argue with each other. L6 does not give up with her version.]

50:00
L6: I’m positive. I’m sticking to this absolutely!

The next example shows a conflict between L3 and G3. At the beginning,
L3 wishes to explore the village alone, but G3 wants to do it together. After
approximately half an hour G3 suggests that he should do it alone, which
frustrates L3 since it was his idea all along.

L3G3 Landscape 15:00
G3: Do you think this is a circular road?
L3 Yes. This village is not so big.
At this point G3 modifies the strategy again.
L3: Let’s count the houses, G3!
[But G3 suggests that they should follow the road in opposite directions and

see if they meet again. L3 does not like it but agrees. He makes shortcuts
through the lawn and becomes impatient.]

L3: Should we start counting now?
G3: Yes, this is the middle of nowhere. [He is irritated.]
L3: How would you like to proceed now? [Tries to be polite anyway.]
[G3 indicates that he does not care. He suggests again that they should go

on their own and each count half the village.]
L3. Yes. Can you count the houses? [Sarcastically.]
G3: Yes, I will count the houses. [At this point G3 follows the strategy that

originally was suggested by L3 although he had earlier disapproved of it.]
L3: I leave you to explore this part. I go back to the center of town. OK?
G3: Yes.
L3: Then we meet again.
G3: OK.

Sometimes people changed their methods in problem solving because of
technical problems. For example, L6 had problems locomoting over a grassy
lawn; she stopped G6 even though they had decided previously to locomote to
some part of the town through the lawn.

L6G6 Landscape 28:00
L6 ⇒ I’m going on the way instead. I refuse to go out in the quicksand.
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G6: Hah. Hah. Do you see me? I’m staying with the traffic sign on the way.
L6. This lawn seems to be dangerous.
G6: Hah. Then we should keep to the asphalt.

We can now turn to the end stage of the collaboration. L5G5 were generally
eager to solve the tasks. The following example shows a short sequence with
rapid conversation. The participants are speaking to each other and arguing,
not bothering if they make mistakes and they are speeding up the work at the
end to solve the puzzle:

L5G5 Puzzle approx 27:00
L5: Only a cube wrong.
G5: And it is right on two sides, only here. . . .
L5 ⇒ Do you see a white one here? Yes, I must. . . .
G5 ⇒ Were there any white ones here? On the wrong one?
L5: No. . . .
G5 ⇒ Yes, it is white on this side!
L5: No!
G5: Yes.
L5: No, but watch this. I didn’t see this before. Yes, but then . . . Look at this,

boy! This is done now!
G5 ⇒ Wait a little bit now! Wait a little bit now! Is this so?
L5 ⇒ So! This is done!
G5: Yes, this is right in all directions. I see it now!
L5: Me too! Me too!
G5 ⇒ Then we can . . . Then we can shake hands now!
L5: Yes, it is done! Yes, we can!
[They try to shake hands. Then, after several minutes:]
L5: You . . . you are in the middle of the cube . . . you. [for the first time they

comment that they can go through the objects] . . . do you feel it?
[Both are laughing.]

People followed the convention of saying goodbye, but also commented
more on the simulated avatars and objects at the end too—in other words, they
can focus on these elements once the task is finished.

8. Discussion

8.1. Interaction Via Technology

What lessons can be learned from analyzing fragments of interaction in col-
laborative situations? For interaction via technology we have identified several



Analyzing Fragments of Collaboration 125

problems in locomotion, orientation and handling the tasks. Many of the prob-
lems for locomotion and orientation showed how people experience clumsy
movements, disorientation, problems in following each other, and the like.
Other problems in interacting with technology were to due to shortcomings
in the operation of the system. Such shortcomings are quite common with a
complex new technology that is not yet robust. These included problems with
grasping and aligning objects, poor audio, and colliding or passing through
objects leading to disorientation. These are immediate usability problems that
can be treated in the design of CVEs. One point to highlight is that these
problems were often not noticed, or they were mentioned by participants but
ignored.

Another type of problem are those arising from the asymmetrical techno-
logical settings. Examples here include the person using the Gothenburg IPT
having problems manipulating or identifying objects. In these cases the par-
ticipants often did not know that their partners did not have the same kinds
of problems, and this created frustration when they found out that they were
handicapped. The misunderstandings about interaction with technology, in turn,
had an impact on social interaction and problem solving (see also chapter 7
in this volume for a further discussion of technical inequalities and social
effects).

One important set of fragments illustrates how people treated virtual objects:
Sometimes participants ignored objects as if they did not exist but seconds later
they would treat them as real objects. Similarly, sometimes they treated the
partner’s avatar as if it was not there, going through it forward and backward,
but at other times they apologized when colliding with it. This observation was
true for all tasks and all couples (a previous study has also mentioned this,
though without explanation, see [10]). This phenomenon raises questions for
the study of presence, but it also raises questions about how objects and people
should be represented if they can be ignored in one moment but in another
treated as if they were real. If participants do not need consistency in this
respect, then under what conditions is one or the other mode (treating people
and objects as real, or the opposite) or switching between the two problematic?
It can be noted here that it is often possible to tell from a participant’s focus of
attention whether they will treat avatars and objects as real or not.

At the same time, again, participants often easily coped with or ignored
difficulties in interacting with technology, including difficulties with devices,
with audio, or with interruptions due to technical problems. This includes using
the constraints of the real environment in an odd way: figure 5-8 shows a person
who focused on the task, using the devices, and automatically using her right
hand to avoid collision with the wall. Does this mean that she has less presence
since she knew about the walls? Or does it mean that she has higher presence
because she had learned to “use the walls” in a similar way as she learned to use
the devices? In short, participants learned during the tasks how to use devices,
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to adjust to the audio, and accept interruptions. At the end of the day, people
had also adapted to the technical constraints, cables and working within the
walls of the IPT systems.

8.2. Social Interaction

As for social interaction, we have highlighted the role of small conversa-
tional fragments. These can be easily overlooked unless recordings are viewed
repeatedly, but they also often play an important role. They were more frequently
identified as beneficial in that they kept the conversation going. Moreover, en-
couraging each other and acknowledging each other had a positive effect on
problem solving. We have also seen that keeping the conversation going can
help problem solving, but that missing communication cues can cause con-
fusion as participants do not know who should speak next. Long periods of
silence, especially for the first four tasks, were confusing (perhaps less so in the
final task because both could work alone or engage with each other as required).
Counting houses together in the Landscape task, on the other hand, and reading
words aloud to each other for the Posters and Whodo tasks, helped problem
solving.

In this trial there were problems when people did not share the same skills,
for example with different language backgrounds, or if they regarded their part-
ner as clumsy or unwilling. However, good intentions and effort promoted the
collaboration. For problem solving more specifically, keeping the conversation
going (for example, not letting long periods occur without any feedback, espe-
cially in the beginning of conversation) increased the effectiveness for problem
solving. A frequent pattern of behavior that was observed was that the subjects
occasionally glanced at each other in order to maintain awareness. In between
conversation, pointing and helping the partner (non-verbally) also contributed
to efficient collaboration.

Awareness of their partners was also achieved by asking where the other
was if they did not see her or him, discussing their appearances (mainly in the
beginning), apologizing if they collided with the other’s avatar, and mentioning
when they went through each other’s avatar. We also observed that the partners
could adapt to one another’s behavior, for example if the partner always com-
plained because of technical disturbances. This means that the awareness of the
other partner, and what one must do to have sufficient contact with the part-
ner, influences both problem solving and technical interaction. To foster better
awareness of each other and avoid frustration, a first step would be to make
known from the start the differences in technology and the main differences in
each other’s backgrounds. Simply letting the partner know at the outset that the
other needs more help with the language or the technology, for example, would
counteract unnecessary frustration during problem solving.
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8.3. Problem Solving

We have presented evidence that people interact with each other differently
in the different phases of collaboration. Further, we have focused on strategies
during problem solving. We highlighted that the main difficulties that directly
influence effectiveness and experiences are related to strategies. It is too easy
to choose the “trial-and-error” strategy first. Misunderstandings were caused
by difficulties in following through on the strategies, changing strategies, and
continuing with the same strategy with very little modification.

There were situations when people did not have any clear strategy and hence
did not know how to proceed with the task. There were also confusions around
collaboration, misunderstanding each other’s intentions, and frustration when
one could not make the other person aware of one’s situation (see also [10]).
In a successful situation, people would check a strategy, follow up steps to
reach their goal with each other, and have enough feedback to be sure that they
performed correctly. All these ways of handling strategies have an impact on
supporting or disturbing task-focused collaboration.

9. Conclusions

This chapter has presented a detailed study of collaboration in a CVE using
immersive VR systems by examining three processes: interaction via technol-
ogy, social interaction, and problem solving. Through numerous examples of
fragments, we have illustrated the benefits of examining fragments very closely
for the design of more usable CVEs. Clearly, the three areas that we have kept
analytically distinct are interrelated in practice. We suggest, however, that the
distinction between the three can help to address, if not overcome, the prob-
lem that analyzing CVEs always seems to depend on the context—including
different technologies and different tasks or applications. By separating these
three areas, we can perhaps find common properties in different contexts; for
example if interaction with a certain type of technology always causes certain
problems regardless of task or collaborators.

These observations raise larger issues about how to improve the usability of
CVEs. Is it better to improve the systems and features of the environment, or to
improve the users’ awareness of their activities and settings? Our observations
also raise broader questions about the aims, development and uses of CVEs,
such as whether the aim should be more intuitive devices and greater realism,
and what purposes CVEs are best suited for. One lesson that can be derived
from the fragments that we have analyzed is the greater importance of social
problems and task-solving problems as opposed to problems associated with
technology. We saw, for example, how the subjects often ignored or got used to
interacting with the technology. The implication is that potential solutions to
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these problems should also focus on these two areas rather than on technology
issues. However, there may be technological solutions to problems in social
interaction and problem solving. For example, it may be possible to develop
tools for synchronizing the activities of the participants, or to create computer-
aided awareness.

This leads to a more general point, which is that the successes and failures
in these processes are something that the outside observers can easily become
aware of through the method presented here. These same processes, however,
are something that the participants were not necessarily aware of. This can be
seen in the examples when the participants successfully coped with the various
“unnatural” aspects of this setting and when they failed to overcome problems
that they could easily avoid if they became more aware of the situation.

One of the benefits of analyzing fragments over the course of a longer
collaboration is to examine whether, in the CVE, people follow conventions
of interactions from their everyday experiences in the physical world. Since
participants in this case collaborated over a longer period, we can argue that
breaks with these conventions are unlikely to have been due to the novelty
effect of the technology or the situation. Our examples show that whether or
not conventions are maintained might depend on the focus of attention of the
participants, what they are preoccupied with, how long they have collaborated
and what phase of collaboration they are in.

In future work, it will be useful to gauge the relative weight or importance
of these three processes more closely and to systematize the fragments ac-
cording to the conditions in which they have wider applicability. Many of the
fragments that have been analyzed here within each of the three areas will be
found in a range of tasks in immersive spaces. By examining these fragments
closely, we have highlighted some typical problems and successes. In view of
the fact that working together in distributed systems is likely to become ever
more widespread and complex, it is all the more urgent to develop systematic
approaches for improving the usability of immersive CVEs.
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Chapter 6

THE IMPACT OF DISPLAY SYSTEM AND
EMBODIMENT ON CLOSELY COUPLED
COLLABORATION BETWEEN REMOTE USERS

David Roberts, Robin Wolff and Oliver Otto

1. Introduction

Trends towards greater collaboration between organisations increase the
need for effective, efficient and safe ways to collaborate within distance teams.
Technology has already greatly reduced the need for face-to-face meetings.
Telephones, text messaging, email, web, and classical video conferencing have
all thrived in supporting specific aspects of tele-working. There is, however, still
a need for face-to-face meetings, even though the cost to business individuals
and the environment can be significant. The holy grail of tele-collaboration is
to support the full range of communication used within a co-located group.

Psychologists categorise social communication between humans as verbal,
non-verbal, the role of objects and that of the environment [1]. Immersive
displays surround the senses within an information world, which, compared
to desktop systems, is believed by some to increase the feeling of presence
and by others to increase task performance. Immersive Collaborative Virtual
Environments (ICVE) allow a number of people to share an interactive synthetic
experience from a true first person perspective. The use of these technologies
in tele-immersion allows geographically separated people to interact using a
variety of verbal and non-verbal communication within a shared meaningful
environment and through shared information objects. We believe that this is
the first technology to support these four primary categories of social human
communication in a natural and intuitive way.

Linking walk-in displays, such as Caves, supports unprecedented natural-
ness of communication between physically remote people by placing them
together in a shared scene in which they can naturally move around, talk, ges-
ture and manipulate shared objects. We have investigated the impact of display

R. Schroeder and A.S. Axelsson (Eds.), Avatars at Work and Play, 131–149.
C© 2006 Springer. Printed in the Netherlands.
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device and embodiment on the perception and performance of collaboration
during a shared task requiring various forms of social human communication
and ways of sharing objects. The task, building a garden gazebo, has been rou-
tinely evaluated in sustained trials between as many as four linked interactants,
distributed between four sites in the UK and Austria.

1.1. Placing People in an Information and Social Context

Inhabited Information Systems (IIS) encapsulate the principle of placing
people within an information context [2]. Immersive virtual reality technology
is well suited to this, as it physically places a person within a 3D scene where
one can naturally look around and move. Geographically separated people are
able to interact and communicate with each other when linking such immersive
display interfaces through a CVE, which usually represent a remote user by
a human-like articulated character, the avatar. A tracking system placed on
the head allows natural control of gaze, while another on a hand can allow
an object to be pointed at or reached for. Within the physical confines of the
display and tracking system, participants are able to naturally walk around, walk
up to and face each other and objects, thus supporting natural social behaviour
such as proxemics, communicational gaze and gross gesturing. In the natural
world, gaze is extremely important for controlling conversational turn taking,
representing attention and emotion. Most immersive systems track gaze to
control the viewpoint and this may be communicated to remote participants.
However, most present systems do not distinguish between head and body
rotation, thus communicating horizontal gaze movement by moving the avatar’s
torso.

The predominant method for immersion was for many years the Head
Mounted Display (HMD). Large screen display systems, such as cubic walk-
in (Cave-like) displays, Workbenches and Panoramas, have gradually gained
acceptance and are now predominant in industrial applications. Like HMDs,
these place people within the scene and offer natural control of gaze and reach,
but Panorama and walk-in displays offer far greater field of view than typical
HMDs, additionally reducing the risk of motion sickness and nausea. Another
important distinction between HMD and walk-in displays is that the user can
observe his physical body within the scene, which is thought by some to increase
the feeling of presence [3].

1.2. Level of Cooperation

Levels of cooperation within CVEs have been categorised by a number of
research groups in similar ways: Ruddle et al. described the different levels of
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cooperation as level 1—co-existence and shared-perception; level 2—
individual modification of the scene; and level 3—simultaneous interactions
with an object [4]. A similar taxonomy was presented for haptic collaboration
that describes the respective levels as Static, Collaborative and Cooperative [5].
Our studies provide a more detailed taxonomy of level 3, which will be described
later.

1.3. Impact of Display Configurations

Closeness of collaboration depends upon the supported level of communi-
cation. We now look at the impact of display configuration on characteristics
associated with the feelings of presence and co-presence across the forms of so-
cial human communication described above. The majority of CVEs have been
experienced through desktop interfaces. The limited field of view and unnatu-
ral viewpoint–control characteristic of desktop interfaces introduced problems
in navigation and observation. A technique for increasing the field of view
by introducing an avatar to represent the local participant and attaching the
viewpoint behind the head has become well established through the computer
games industry. However, this approach does not utilize a human’s peripheral
vision and is difficult to control from natural head gaze. The former may be
addressed by providing a desktop surround display, e.g. from three monitors
joined in an arc [6]. The latter can be addressed through an immersive display
with head tracking. Our studies attempt to address both former and latter by
using a walk-in display with head tracking.

Significant problems in communicating the referencing of objects of interest
within a crowded environment were experienced through desktop interfaces [7].
When participants were given the task of relocating furniture in a shared virtual
room, more talking was dedicated to identifying objects than to deciding where
to put them. This problem was reduced but not removed by again placing the
viewpoint behind the local avatar.

Several studies have investigated the effect of linking various combinations
of display systems for collaboration. It was found that immersed users natu-
rally adopted dominant roles versus desktop users [8]. A study by Schroeder
et al. investigated the effect of display type on collaboration of a distributed
team [9]. Their work extended the concept of a Rubik’s cube by splitting the
composite cube such that two people could concurrently interact with individ-
ual component cubes while observing each other’s actions. The study compared
three conditions based on display combinations: two linked walk-in displays;
face-to-face; and a walk- in display linked to a desktop. The primary finding
was that the asymmetry between users of the different systems affects their
collaboration and that the co-presence of one’s partner increases the experience
of the CVE as a place.
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1.4. Naturalness of Interaction

Immersive displays are typically imbalanced in terms of input and output
bandwidth to the senses. We have observed that most people seem very im-
pressed on entering a walk-in display and observing the immersive rendering
but become quickly disappointed when they attempt to interact with the scene.
There is considerable scope to improve the naturalness and intuitiveness of in-
teraction in today’s systems. Two important factors are multi-sensory alignment
and responsiveness.

A walk-in display system gives a perfect alignment of visual and kinematical
senses as the user can see his or her own body moving within the space. It is
well accepted that the feeling of touch through the haptic sense improves the
realism of many simulated tasks, for example in medical training. Multi-user
haptic systems are now gaining maturity with control systems used to stabilise
interaction in the face of network delays. However, haptic rendering requires
considerably higher and less jittery frame rates than vision and combining the
two senses in multi-user worlds has proved problematic [10].

Responsiveness is of prime importance. Latency in viewpoint changes fol-
lowing head movements appears to increase feelings of motion sickness and
disorientation. Latencies in interacting with objects cause frustration. Respon-
siveness to interactions with the scene can be improved through localisation and
replication. That is, each display system has a dedicated computer that contains
a replication of at least part of the object database. The effect of a user’s actions
on the scene, including their viewpoint, can be calculated and rendered locally.
Changes to the scene are sent across the network to update other replications.
Consistency control is required to ensure that replications do not diverge to an
unstable degree.

2. Experimental Set-Up

In order to investigate the effect of the display system and user embodi-
ment on closely coupled collaboration in virtual environments as well as its
impact on human communication and the CVE system, we designed a bench-
mark application that involves various forms of coordinated shared object
manipulation.

2.1. Benchmark

Our benchmark allows the analysis of each form of social human commu-
nication across a variety of collaborative scenarios, including various forms
of shared object manipulation. The task, the construction of a garden gazebo,
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Figure 6-1. The Virtual Gazebo application.

cannot be done alone. The time taken to complete each scenario is a measure
of the success of collaboration. Scenarios include planning, passing, carry-
ing and assembly, each requiring a distinct mix of non-verbal communica-
tion and method of object sharing. Figure 6-1 shows a snapshot of the Virtual
Gazebo and figure 6-2 shows a user accessing the application through a walk-in
display.

The experiment starts by situating the user in a virtual garden setting, along
with all the necessary building materials and tools scattered on the ground.
Avatars that represent remote users appear as the rest of the team enters the
garden. A user can pick up material and start to build the gazebo. However,
constructing a gazebo on your own is not possible. The simulation of gravity
intentionally prohibits leaving materials in thin air. Beams have to be held
by one person while another fixes them with screws and a screwdriver tool.
Moving, positioning and joining of beams require teamwork. Other tasks, such
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Figure 6-2. A local user (left) interacting with a remote user (right) within a walk-in display.

as gathering materials, can be done sequentially, but still require coordination
between the sub-tasks. The limited set of tools provokes competition for shared
resources.

2.2. Collaborative Scenarios

We now examine the four scenarios of planning, passing, moving and fixing,
as summarised in table 6-1. In the planning phase, users reference and discuss
shared objects. For example, deciding which material to start with, where to
get it from and where to carry it, will make use of both spoken word and

Table 6-1. Scenarios of object sharing.

Scenario Figure Description Method of sharing

Planning 6-3a Discussing how to proceed. Referencing objects and
environment.

Passing 6-3b A tool or material is passed from
one user to another.

Sequential sharing and
manipulation of the same
object attribute.

Moving 6-3c A wooden beam is too heavy to
lift alone requiring one user to
lift each end.

Concurrent sharing of an object
through the same attribute.

Assembling 6-3d A wooden beam must be held in
place by one user, while
another fixes it by drilling a
hole and inserting a screw.

Concurrent sharing of an object
through distinct attributes.
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Figure 6-3. (a) Planning, (b) passing a tool, (c) moving a beam, (d) assembling an object.

referential gesturing. Passing an object, for example a screwdriver, between
people requires sequential manipulation of the same object attribute, movement
in this case. Moving an artificially heavy object, such as a beam, requires two
people to share the manipulation of the movement attribute. Assembly often
requires one person to hold a material while another drills a hole or inserts
a screw. The existence of a hole or screw is defined as an attribute and so
the object must be shared through distinct attributes if held while fixed. The
effectiveness of communication of intention, attention and emotion, all impact
on the performance of each scenario (see figure 6-3).

2.3. Referencing Objects

The performance of collaboration focussed on shared objects is dependent
on the efficiency of communicating objects of attention. Other work has shown
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that this is problematic when using desktop interfaces [7]. We have earlier
proposed the hypothesis that problems in referencing objects using desktop
displays arise from restricted field of view and indirect control of gaze and
pointing. We further proposed that the use of walk-in displays should reduce
this. Although not designed for the purpose, the gazebo application is well
suited to test our hypotheses. The construction site environment is similarly
cluttered as the room of furniture in Hindmarsh et al. [7], but has a greater
diversity in size of objects and scale of environment. The task of building the
gazebo routinely requires communication of the referencing of objects as well
as the place within the environment that they are to be taken. Communication of
referencing must reflect nuances of speech and gesture and the interface must
not restrict the recipient from capturing these. When using a walk-in display,
control of gaze and pointing are driven through a tracking system and the user
is surrounded by the display surface to the front, both sides and the floor. The
complexity of the task requires the collaborative planning of a number of steps,
which may involve several collaborators and objects. A wide field of view and
direct control and communication of gaze and pointing should allow efficient
referencing, location and identification of each.

A typical conversation between two collaborators—Bob and Lara in this
case—engaged with moving a heavy beam using carry tools, is reproduced
below.

Bob: Hey, let’s move this beam over there. [Points with his hand to the beam
in front of him and to the left.]

Lara: [Rotating to see Bob and then follows his hand movements.]
Lara: Ok, I will take this carry tool here. [Points to the tool and moves to

pick it up.]
Bob: I’ll take the other tool then. Where is that?
Lara: Just next to you.
Bob: Ah, ok. [Rotates and picks up the tool.]
Lara: I have my end of the beam now.
Bob: Yup, I am right with you. Ok now let’s move it over there.
Lara: I am following your direction.

2.4. Implementation

The Virtual Gazebo has been implemented on top of the established CVE
platform DIVE [11] in version 3.5. Each remote user is embodied through a hu-
man like avatar. A non-jointed avatar represents the non-immersed desktop user,
whereas the immersed user’s avatar shows dynamic head and arm-articulation
controlled from head and hand tracking data. Our application included various
interactive objects that imitated the behaviour of building materials and tools.
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An object’s behaviour has been implemented in the form of DIVE/Tcl scripts
that describe a set of procedures to change an object’s state in a specific way.
For example, when a screwdriver intersects with a screw, all objects intersected
by the screw are fixed together. All behaviour scripts are reactive and triggered
by specific events. These are update messages generated by the CVE system to
update replicated versions of the distributed virtual environment. DIVE sup-
ports several event types. These include object transformation events, such as
movement or rotation; object interaction events, such as grasp, release or select
events; object collisions; and changes to object-specific properties and flags.
Most functionality of the Virtual Gazebo is triggered by collisions of material
and tool objects. For example, when a drill tool is held closely to a material ob-
ject so that they collide, the resulting collision event would trigger a procedure
in the material object’s behaviour script to increment the property that counts
the number of holes in the object.

Certain object behaviour scripts additionally provide a level of consistency
control within the application level. For example, during most interactions a
user-defined flag is set to signal a definite object state as an acknowledgment of
the successful action of a tool. Hence, a level of causal ordering and discarding
of events is realised by constraining the order of manipulations through such
flags and properties that must be set in a certain order. For example, a hole
must be drilled between two materials and then a screw inserted through both,
before they can be fixed together with a screwdriver. The material conditions of
possessing a hole and being fixed are each achieved in the code through setting
a respective flag. If such a condition was not fulfilled the action would not be
successful and the current event discarded, forcing the user to repeat the step.

Early research claimed that generic concurrent manipulation of shared ob-
jects would be not possible unless the CVE system fulfils hard real time and
reliability constraints [12]. We relaxed these constraints and, again, provided
some level of concurrency control through the application level. Allowing script
procedures to set several distinct properties concurrently has enabled the con-
current object manipulation of distinct attributes, avoiding exclusive object
ownership. For instance, a counter attribute of an object could be set while its
position was continuously updated. In contrast, concurrent manipulation of the
same attribute has been realised through intermediate procedures that gather
and process events before updating the actual attributes of the manipulated
object. For example, carrying a beam together with a remote user would be
performed with help of specialised carry tools, used at each end of the beam
to attract its transformation. These tool objects send their current position to
the carried object, which in turn attempts to find an average transformation
between them and finally communicates the result to the remote peers that up-
date the scene accordingly. Instead of manipulating the carried object directly,
the users interact through intermediate objects that, due to their relatively little
overhead in behaviour scripts, show responsive feedback. Hence, carry tools
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are used also to hide the effect of network latency while concurrently sharing
the manipulation of objects.

2.5. Effects of Remoteness

All four scenarios of collaboration have distinct requirements on respon-
siveness and consistency of the system. For example, the representation of
gestures must be sufficiently complete to be recognised and their subtleties
understood. Nuances, relating to referencing or manipulating objects, must be
sufficiently communicated. This requires timely capture and synchronisation.
Communication of events across a switched network, such as the Internet, in-
troduces the possibility of delay, loss and disorder of events. Although this
can be addressed by reliable protocols, these introduce dependencies between
sender and receiver that can increase jitter and, thus, affect synchronisation.
The vast majority of events in most CVE applications represent movement. As
movement can be communicated atomically, synchronisation can be increased
by discarding all but the most current movement event for each object.

Excessive delay in communication between users can confuse concurrent
manipulation of objects, turn taking in conversations, as well as sequential ob-
ject manipulation. Although reductions in consistency in avatar representation
may result in confusion and lower the performance of collaboration, they are
unlikely to produce unwanted outcomes in the overall task, unless understood.
The loss of events, such as the drilling of a hole, insertion of a screw and
tightening the screw with a screwdriver, can cause significant confusion, as can
the loss of ordering between them. Furthermore, it becomes confusing if the
movement events for an object are delayed and displayed after it has been fixed.
Ideally, such events should be discarded before they affect the model. If not,
the effect must be overridden quickly.

3. User Trials

Our benchmark has been used to support routine user trials over a two year
period between four sites in Europe. Typical configurations of the involved
display types can be seen in table 6-2. Initial trials, linking three walk-in dis-
plays at Reading and London in UK and Linz in Austria, demonstrated that
supporting both verbal and natural non-verbal communication during shared
object manipulation was achievable with today’s CVEs, but not without signif-
icant network-induced inconsistencies [13]. For example, our initial prototype
induced around two seconds of delay which was clearly noticeable, as actions
appeared to lag behind their words. This problem was due to the CVE system
becoming overwhelmed by the scale of tracking events and was fixed in a later
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Table 6-2. Display configurations.

Display type View Input Audio Avatar∗

Walk-in
(CAVE-like)

Stereo Tracked head & hand Yes Medium realism,
dynamic body

Workbench Stereo Tracked head & hand Yes Medium realism,
dynamic body

Desktop Mono Mouse & keyboard Yes Medium realism,
static body

∗ Avatar: The remote representation of the local user.

prototype with a simple filter mechanism based on the magnitude of movement
allowed to generate an event. We found that a good compromise between suffi-
cient detail to support understandable non-verbal communication and sufficient
synchronisation to achieve shared object manipulation was to only send move-
ments of above 1cm. Many events below this seemed to be caused by tracking
jitter rather than real human movement.

A second and more substantial problem was the loss of event messages vi-
tal to causal state changes of the shared objects during manipulation. Although
intermediate movement events may often be lost without causing undue con-
fusion, vital events, such as the fixing of a beam to a foot, cause considerable
confusion when lost on a remote site. Although we found that the collaborators
quickly learned to detect and rectify the problem by carrying out that part of
the task again, this did cause frustration, a reported reduction in the feeling or
realism and in productivity.

3.1. Experimentation

The subjects were all higher degree students from the three participating
universities. Most were aged between twenty and thirty and were studying
computer science related subjects. Teams of two or three people, in distinct lo-
cations, were given a short tutorial in using the application, told the goal of the
task and left to plan and undertake it together. An average session took between
a half and one hour, during which, both quantitative and qualitative measure-
ments were taken for each scenario or sub-task. Quantitative measurements
included the time to complete each sub-task along with the resultant event traf-
fic. Qualitative measurements of the impression of collaboration were obtained
through a post-questionnaire. Most questions were based on those of Usoh et
al. [14]. Answers could be given on a scale of 1–7, where 7 represents total
agreement and 1 total disagreement. Asking sets of related questions reduced
errors arising from a user’s misinterpretation of a question. Overall, more than
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one hundred students helped us to gather data and to study different aspects of
such close collaboration.

We adapted our application to reduce the dependency on vital events and re-
duced the goal of the task to building one corner of the gazebo, thus eliminating
redundancy in the scenarios. The first of these revised trials were undertaken
between a walk-in display and two desktop systems at the University of Read-
ing [15]. The purpose of the trial was to test the impact of asymmetric displays
on supporting non-verbal communication including the shared manipulation
of objects in comparison to a study by Schroeder et al. [9]. We found that
novice users adapt quickly to the interface and remoteness of peers. Typically,
after three sessions of approximately 15 minutes their performance doubles,
approaching that of expert users (5 minutes to perform the task). Immersive
users undertook most parts of the task far more efficiently than their desktop
counterparts.

3.2. User Performance

Our benchmark requires close collaboration at numerous points. This means
that a faster worker must often wait for the slower before beginning the
next step. Schroeder et al. found that the perception of collaboration is af-
fected by asymmetry between users of the different systems [9]. Our results
showed that the time taken to complete a collaborative task is also affected.
When roles in the collaborative task are ill-defined, the performance of the
team equals that of the weakest link. However, the performance is greatly
increased when the immersed user undertakes the more difficult part of ev-
ery sub-task. The results of our questionnaire confirmed that the perception
of contribution is affected by asymmetry of linked displays when carrying a
beam [15]. However, this is clearly not the case when fixing a beam. This
suggests that the interface plays a major role during the sharing of an ob-
ject’s attribute and a minor role when sharing an object through distinct at-
tributes.

Surprisingly, neither the interface, nor the form of object sharing, is per-
ceived to affect the level to which the remote user has hindered the task. This
appears to contradict the results of the performance analysis above. From the
perspective of immersed users, collaboration is considerably easier with a sym-
metric user. Desktop users, however, found the type of remote display to play
little part in the degree of collaboration. Another finding of this trial was that
walk-in displays are much more efficient than desktop systems in terms of team
performance, especially when positioning objects. In some cases, however, a
basic desktop interface may be easier to use, such as when holding an object
in the air, as this is just a mouse click. The extent of usability and natural
interaction, though, depends on application and interface.
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Figure 6-4. A desktop interface with headset for verbal communication.

One would have expected verbal communication between remote users to
become more natural when the technology is transparent, that is when the mi-
crophone and speakers are hidden. However, we observed a significant increase
in verbal communication when the user is constantly aware of a familiar com-
munication device, such as a headset with microphone and earphones [1]. When
this was introduced in the trials (see figure 6-4 for a desktop set-up), the team
worked together more successfully and each participant made greater use of the
non-verbal communication influences. Verbal communication, compared with
non-verbal communication, was perceived to be of the greatest importance.
Little difference was perceived in the importance of the other influences.

The current state of technology is still some way from providing natural
social human communication between remote participants. Novice users com-
monly commented that the lack of a feeling of touch made interaction with
objects unintuitive. We addressed this in an extended study by placing a hap-
tic system within the walk-in display [16]. In addition to possibly being the
first group to do this, the exercise resulted in two important findings: Firstly,
decoupling graphics and haptics rendering onto separate machines can main-
tain suitable frame rate, latency and jitter characteristics for both visual and
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haptic senses, while maintaining sufficient consistency between them. Sec-
ondly, the frame rate of visual representation affects the usability of the haptic
interface.

3.3. Event Traffic

In order to design a consistency management scheme it is vital to have a
detailed understanding of the requirements of interaction and collaboration and
the characteristics of event traffic that is likely to be generated while supporting
these between particular interfaces. We also used the Virtual Gazebo to study
the event traffic across all three levels of collaboration, and across various
symmetric and asymmetric display configurations, paying particular attention
to the form of object sharing in levels two and three [17]. We looked at the impact
of the four categories of collaboration on event traffic within a local area network
at University of Reading through both a desktop system and a walk-in display
system. The frequency of specific event types to update avatar movement,
object manipulations and consistency control, were measured, analysed and
compared.

We found that the interface provided by a particular display device, as well as
the form of object sharing, have significant impact on the frequency of generated
events. Event bursts, arising from greater magnitudes of human movement,
occurred during shared object manipulation that often resulted in event queuing.
This was often manifested through the jumping around of the shared object,
with the magnitude of discontinuity depending on a combination of interface
and type of object sharing. The bursts were exacerbated by events generated
to ensure consistency of shared objects by bringing them to an objective state.
We found that concurrent object manipulation can result in more traffic than
sequential manipulation, whereas concurrent manipulation of the same attribute
impacts more than distinct attributes. Again, erroneous results arose from the
delay or loss of vital events, such as those that change the hierarchy of the scene
graph. Vital events were rare but tended to coincide with or bound bursts of
non-vital events. We concluded that a CVE does not yet exist which is capable
of supporting applications like the Virtual Gazebo across walk-in displays,
without unnaturally constraining the application and laboriously tuning event
passing.

3.4. Relating Event Characteristics to Semantics

Another set of trials investigated the relationships between event charac-
teristics and the semantics of human movement. These trials were undertaken
between linked walk-in displays at the University of Reading and Johannes
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Kepler University in Linz [18]. Again, the event traffic has been measured in
terms of event frequency. But this time we focused on the motion of the tracked
head and hand during collaboration and the resulting effect on the event traffic.
We found that supporting natural interaction and non-verbal human communi-
cation implies increased event traffic for detailed movement representation of
avatar and shared objects. The magnitude and importance of movements was
shown to depend on the kind of collaborative scenario. Within our trials, the
frequency of avatar movement events is fairly continuous and constitutes 64%
of event throughput. Object movement events only occur during or shortly fol-
lowing interaction. The highest peaks in frequency of events come from shared
object attribute manipulations and are caused by the added effect of the con-
sistency mechanism. Vital events, which synchronise or trigger actions and are
essential for steering the application, often bound the manipulation of a shared
object attribute and sometimes coincide with it. Tracing movement across the
various collaborative scenarios (figure 6-5) has revealed interesting results that

Figure 6-5. Traced head and hand motion of avatars.



146 Roberts et al.

offer potential for optimisation to reduce overall event traffic. Although the
form of collaboration seems to play little part in the frequency of head and
hand movement events, it plays a considerable role in the magnitude of change
described by the events. Furthermore, only one member of the team seems to
be highly animated at any one time.

The exclusive use of walk-in displays significantly improved the observable
naturalness and performance of a distributed team, compared to the exclusive
use of desktop, or of an asymmetric pair of both display types, as used in pre-
vious trials. As with the above furniture moving application [7], we observed
considerable verbal communication related to the referencing of objects. How-
ever, we did not observe this leading to excessive or unnatural delays. However,
when linking walk-in and desktop displays, we have observed such problems
encountered by desktop users. Furthermore, we have found that users in walk-
in displays perform much better than those using desktop systems in object
placement tasks. We suspect there to be a number of factors behind this. Firstly,
the walk-in displays have a much wider field of view than a desktop display
and secondly, objects and others can be located through natural head glance
which is much quicker and easier to control than moving the view of an avatar;
thirdly, placing people within the environment, as opposed to allowing them
to “look into” it, is likely to encourage natural proxemic behaviour includ-
ing a sense of the relative position of people temporarily out of one’s field
of view.

4. Conclusion

Although advances in technologies, such as tele-conferencing, threaten the
justification for the full-size avatars of immersive systems, they still offer con-
siderable advantages in supporting social human communication, especially
through and around shared objects. A variety of organisations have expressed
a strong need for such tools to meet the growing demands of collaboration fu-
elled by globalisation. One example is in Aerospace, where engineers, often in
different countries, need to discuss the routing of pipe work around an engine.
Here, it is necessary to efficiently communicate which pipe is under discussion
and what is thought about the route it follows. Different solutions may need to
be explored by manipulating the pipe work in real time and a reliable collective
opinion must be reached.

There is currently no commercial system capable of communicating suffi-
cient levels of naturalness in attention, understanding and emotion to remove
the need for a face-to-face meeting. Technologies such as tele-conferencing
and pure tele-immersion can communicate gestures, posture and facial ex-
pression, however, neither objects of interest nor the environment are truly
shared. Extensions, such as Access Grid, allow data to be presented in an



The Impact of Display System 147

adjacent window, but then the whole team is physically removed from it.
Furthermore, participants are usually constrained to face into one direc-
tion. Collaborative Computer Aided Design and digital mock-up systems
allow a model to be shared and some allow it to be collaboratively up-
dated and annotated, but again they separate the people from the data. Al-
though CVEs allow a fairer and more powerful method of sharing objects,
previous trials have indicated problems referencing these objects between a
team.

We hypothesised that the combination of walk-in display technology and
CVEs would better overcome the separation of people and data by placing
people within it such that they could use and see their own bodies interacting
with data and others. We further hypothesised that the characteristics of these
displays and their tracking interfaces would reduce problems in referencing
objects. We classified various forms of closely coupled collaboration and re-
lated this to a set of distinct collaborative scenarios and built a benchmark
application.

Our studies have shown that combining the characteristics of walk-in dis-
plays and collaborative virtual environments allow people to interact through
and around shared objects with unprecedented levels of naturalness. We have
demonstrated that even a particularly demanding application of this genre can be
supported with current technology. Major failings reported of CVE technology
were found to be mostly overcome using walk-in displays. Both qualitative and
quantitative measures showed walk-in displays to perform better than desktop
displays. Developing this application was hard work using current technology.
A detailed investigation of the relationships between interaction scenarios and
event traffic demonstrated requirements for consistency control and suggested
optimisations for increasing scalability. In summary, this technology appears to
take us considerably closer to removing the need to travel to support teamwork
involving shared artefacts.

Future work that follows on from what has been presented here and that
deserves exploring more closely includes communicational eye gaze, closely
coupled visual-haptic collaboration and applications within health, culture and
engineering.
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Chapter 7

THE GOOD INEQUALITY: SUPPORTING
GROUP-WORK IN SHARED VIRTUAL
ENVIRONMENTS

Maria Spante, Ann-Sofie Axelsson and Ralph Schroeder

1. Introduction

Most of our daily social interaction takes place face-to-face—this applies
to work meetings as well as to personal encounters. Yet, in recent years, me-
diated interaction of various kinds and for various purposes has become more
common, including the use of email, videoconferencing, tele-meetings, instant
messaging, and online computer games—to mention just some of the main
ones. In recent years virtual reality technologies (VR) have been increasingly
used for distributed work and play, making it possible for people physically
distributed to interact with each other and with a spatial graphical 3D interface
in real time. In order to be able to connect to and interact with the Shared
Virtual Environment (SVE) generated by the VR technology, the user must
use some kind of VR system; for example a high-end immersive projection
technology system (IPT, also known as Cave-type system) or, more commonly,
a desktop system. All VR systems provide the user with some kind of output
from the SVE, most commonly visual and audio output, and the possibilities to
make input into the SVE by using some kind of tool (e.g., a mouse, a pointer,
or a joystick) for interaction with the graphical environment and with other
users.

When people interact with each other in a SVE, they do not necessarily
use the same kind of VR system—for example, desktop computers or Head-
Mounted Displays (HMDs). Or again, it could be that members of a group use
the same kind of output technology (for example, two networked Caves) but
different types of input technology (for example, a 3D joystick at one end and
a cyberglove at the other).

R. Schroeder and A.S. Axelsson (Eds.), Avatars at Work and Play, 151–166.
C© 2006 Springer. Printed in the Netherlands.
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As has been pointed out in previous writings in relation to system differences
in distributed group-work [1], users are seldom aware of these differences.
The reasons for this are mainly two: (1) since the users only see each other as
graphical representations (avatars) in the SVE, they are not aware of the physical
surroundings—including technical system setup—of the other group members,
and (2) since people have a tendency to overestimate other peoples’ similarity
to themselves on attitudes, behaviors, and personality traits (the so called “false
consensus effect” [2]), they also see themselves as the norm technically; that
is, when working together in a distributed group, they believe that the other
group members have the same technical capabilities as they do themselves and
do not bother to ask about what kind of technology the other group members
are using. As has been reported elsewhere [3], the use of different VR systems
(different input and output features) in distributed group-work gives the group
members unequal possibilities to interact with the SVE and with each other,
something which often causes confusion, misunderstandings, and difficulties in
collaboration. However, due to the unawareness of the situation that causes these
problems of inequality, collaborators seldom discuss this problem or solutions
to it. This means that, instead of jointly tackling the collaboration problems
that occur, they try, not always successfully from a group-work perspective, to
handle the problems individually.

It is highly unlikely that distributed collaborators will be using exactly the
same VR systems for group-work in SVEs in the future, for example for reasons
of costs (highly immersive systems can be provided for a limited number of
participants). Thus, there will continue to be a serious need for managing the
collaborative problems that an unequal technical setup causes. One way to
manage this is simply to make the collaborators familiar with each others’
systems in order to reduce the misunderstandings about what the different
systems can and cannot do, and perhaps even to take advantage of the system
differences and distributing the labor in a way that makes better use of the two
or more VR systems.

This chapter reports on a trial where individuals worked together in pairs
on a collaborative problem-solving task in a SVE using very different VR
technologies; a desktop VR system on one side and a high-end immersive
VR system on the other. Half-way through the task (after approximately 10
minutes) they were asked to switch system with their partner. The hypothesis
was that the change of perspective would lead to better possibilities of dealing
with issues that are related to distributed group-work and thereby improving
the group-work process. It was found that there are several advantages with
experiencing different and unequal systems when dealing with a collaborative
task of this kind. Partners learn not only about the strengths and limitations of
the different systems, but also about collaborating with others and about the
implications of using different technologies. The chapter concludes with the
implications of this “good inequality” for the design and use of SVEs.
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2. Background and Previous Research

Even though many researchers have shown the benefit of face-to-face collab-
oration in comparison with mediated interaction [4], distributed collaboration
is becoming increasingly common. Various technologies have contributed to
this development, including tools for text-based computer-supported collab-
orative work, videoconferencing as well as SVEs [4, 5]. However, mediated
collaboration faces both technical and social challenges. Access to technology
varies within and between countries [6] as well as within and between groups
[7]. Even within organizations it is often the case that different sites have access
to different technologies, and practices in using technologies for mediated col-
laboration can vary between sites (see, for example, [8] for videoconferencing).
So when people work together at a distance via computers, videoconferencing
systems or in SVEs, they often use systems with different capabilities.

The consequences of this asymmetry can be problematic or they can go
unnoticed. Partners may “divide the labor” between themselves, taking on dif-
ferent tasks without being aware of this (for SVEs, see [9]). Or the consequences
may be problematical insofar as the differences between systems can lead to
inequalities in leadership or in status and thus in how people interact and work
together—again, without the collaborators being aware that this inequality has
been introduced or shaped by the technology and its different capabilities.

One reason for this effect is the absence of social cues in computer-mediated
communication. This effect has been studied at least since Short, Williams and
Christie’s studies [10], which compared different communication technologies
and face-to-face communication in terms of “social presence”. A SVE can be
considered as a “rich” medium in terms of social presence, compared to for
example text chat, since the SVE generates a strong sense of “being there to-
gether” (for definitions of presence and co-presence, see [11–13]). How people
take advantage of the lack of social cues and of the social cues they have avail-
able in SVEs in comparison with face-to-face situations is critical for this kind
of mediated collaboration.

Previous research on collaboration in SVEs involving different systems has
shown a variety of effects. A study by Slater and colleagues [14] of small
group collaboration involving three people where one used a HMD and the
other two used ordinary desktop computers, showed that the person who used
the HMD was considered the leader, without knowing what kind of system
the others were using. Schroeder and colleagues made similar findings for
pairs working together, one using an IPT system and the other person using
a desktop system [15]. Again, the person using the IPT was considered the
leader and as contributing the greater share to the task. When doing the same
task face-to-face, desktop-to-desktop, or IPT system networked with another
IPT system, no such leadership or unequal contribution tendencies were found.
An additional finding was that the subjects “naturally” divided the labor between
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themselves, with the immersed subject taking a more active role in the spatial
aspects of the task and in manipulating objects, and the non-immersed subject
taking a more “supervisory” role—again, without being aware of the differences
between the two systems [9]. Finally, Axelsson [3] has analyzed the findings
from a number of studies of interaction between people using immersive and
non-immersive systems, and discussed the different problems that occur when
people use asymmetrical technologies.

Findings by Hindmarsh, Fraser, Heath, & Benford [16] showed that prob-
lems of working together using networked desktop systems for a spatial task
occur because of the restricted field of view and because the collaborators are
not aware of what their partners can and cannot see. Heldal, Steed, Spante,
Schroeder, Bengtsson, & Partanen [17] by contrast found that this problem on
the whole does not apply to collaboration using networked IPT systems. The
benefit of using symmetrical technological set-ups to facilitate equal collabo-
ration has thus been shown by a number of studies.

3. Method

In contrast to the studies mentioned in the previous paragraph which used a
between subject design, the current study used a within subject design, giving
users an experience of both types of technologies. Eighteen subjects arranged
into nine pairs participated in the trial. Each pair met in a SVE to solve a Rubik’s-
cube type puzzle (see figure 7-1) using an immersive and a non-immersive VR
system. The trial was limited to 20 minutes and the subjects changed systems
half-way through the trial. The subjects were 17 postgraduate students taking
a pedagogical course at a technical university and their teacher. There were
4 females and 14 males from various disciplines at the university. The subjects
had all met during the course, but they had no previous experience of working
together.

Figure 7-1. Two subjects (visible as human-like avatars) involved in a puzzle-solving task in a
SVE using an IPT and a desktop system.
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3.1. Technology and Task

The immersive system used was a 3 × 3 × 3 meter TAN VR-CUBE with
stereo projection on five walls (no ceiling). The application was run on a Silicon
Graphics Onyx2 Infinity Reality with 14 250 MHz R10000 MIPS processors,
2 GB RAM and 3 Infinite Reality2 graphics pipes. The subjects wore Crys-
talEyes shutter glasses and used a 3D wand for object manipulation. A Polhemus
magnetic tracking device tracked the head via the glasses and the hand via the
wand. The non-immersive desktop system consisted of a Silicon Graphics O2
with one MIPS R10000 processor and 256 MB RAM and a 19-inch screen
display. The dVise 6.0 software was used.

The task was to solve a puzzle involving eight blocks with different colors
on different sides and to rearrange the blocks such that each side of the finished
cube would display a single color. The colors on the sides of the 8 blocks were
red, blue, green, orange, yellow, white, and black.

Using the IPT system, the subjects could move the virtual blocks by putting
their virtual hand into a block, pressing the button of the 3D wand and moving
the wand in the desired direction. Navigation was purely by moving around
physically and pointing with the 3D wand. Using the desktop system, the sub-
jects navigated by pressing the middle mouse button. In order to move a block,
the subjects had to first select a block by clicking on it with the left mouse but-
ton, then keep the right mouse button pressed and move the mouse in the desired
direction. By pressing the right mouse button combined with the shift key, the
subject could rotate the virtual block. When selecting a virtual block as de-
scribed above, the outlines of the block appeared as dotted lines (also visible to
the partner). Whereas the avatar in the immersive system (representing the im-
mersed subject) was dynamic and represented the subject’s actual movements,
the avatar in the desktop system was static (e.g. no gestures) since the subject’s
physical body was not tracked. We used the Robust Audio Toolkit (RAT) for
audio communication between the subjects via headsets with microphones and
earphones.

3.2. Procedure and Experimental Design

Before each trial session, the two subjects were given verbal instructions
concerning the aim of the task and the various functions of the input- and
output devices. The subjects were deliberately not informed about their partner’s
system. They had 5 minutes to familiarize themselves with the system but were
not allowed to start communicating with the partner. The total time for the
task was 20 minutes and halfway through the subjects changed system. Post-
trial interviews with the subjects took between 5 and 15 minutes and focus
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Figure 7-2. The different technical and social aspects that the subjects reflected upon during
the post-trial interviews.

group discussions involving 4–6 subjects were held which took between 45 and
60 minutes.

3.3. Data Collection and Analysis

The trial sessions were audio- and videotaped and the post-trial interviews
and discussions were audiotaped. The analysis presented here is based only
on the transcribed post-trial interviews. In order to interpret the interviews
we used content analysis as described by Altheide [18]. We were particularly
interested in how the subjects experienced the change of VR systems; how
that influenced their sense of collaboration and their experience of the two
VR systems. During the post-trial interview we asked the subjects to reflect
on the task, the collaboration and the change of VR systems with specific
reference to the technical aspects on the one hand and the social aspects on
the other. These aspects were operationalized as described in the above scheme
(figure 7-2).

4. Results

In the following section we present, first, the data where the subjects reflect
on their experiences in relation to technical aspects, which will be followed
by reflections in relation to social aspects. Quotes from subjects are coded as
follows: “I1” informs us that the quotation comes from the first subject who
started the trial using the IPT system, and “D1” informs us that the quotation
comes from the first subject who started the trial using the desktop system—and
so forth.
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4.1. Experiences of Using Different Systems: Technical Aspects

One question concerned how the subjects experienced the use of the two
different systems during the trial. Typically, the subjects remarked on the dif-
ferent technical functionalities. In general, they experienced the IPT system as
more intuitive to use and the manipulation of the virtual blocks as easy. The
desktop system was experienced as more difficult to use because of the need
for button pressing to manipulate the objects. Typically subjects commented
on similarities and differences:

I started at the workstation [referring to the desktop system] . . . When I came
down here [to the room where the IPT system was located] it was more intuitive
in a way what I should do. I saw where I was and I had only one type of control
apart from my own movements. The only thing I needed to do was to grasp and
release. There I could twist and do the turns. At the workstation I had to do it with
control –alt-shift or control-shift and a mouse click so it was harder for me to do
the task there. I thought I noticed that for [name of the partner] as well. When she
came up there [to use the desktop system] she didn’t really know how to move
either. (D1)

One was more handicapped there [on the desktop system]. One cannot do every-
thing. The function one could have is to stand aside and look since one does not
have the same functionalities. Here [IPT system] one is much smoother. (D7)

I think you get a better view from here, from the computer [desktop system],
but you cannot handle the things from here very well. I don’t know if there is a
problem with a cable or with the special joystick. But I think when you are there
on the stage [IPT system] it is easier to move and manipulate objects. (I11)

Regardless of which system the subjects started with, most subjects shared
the same view, that the IPT system was more intuitive and easy to use. However,
in contrast to the majority opinion, one subject said:

I think that the computer [desktop system] was easier, but one is used to com-
puters. At the same time, here [IPT system], some things were easier to do here
such as walking around faster and seeing the colors. That one could do faster
down here, but the mere use of it, the computer was easier, but that is surely
a habit issue, one is used to control [with the keyboard]. Here, it was more of
trying to see the hand and, well, click on the right spot. I experienced that as
harder. (D6)

The majority of the subjects could intuitively and easily use the IPT system
even though they had no previous experience of the technology. A few subjects
expressed minor difficulties grasping objects with their virtual hand using the
wand, but the general experience was that it was easy to manipulate the virtual
objects using the IPT system in comparison with the desktop system.
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Another experience in relation to the technology was the difference in im-
mersion. Even though the majority of the subjects said that the IPT system was
more intuitive to use in comparison with the desktop system for actions such as
rotating the virtual blocks, some subjects experienced the IPT system as being
too immersive:

My feeling is that you can manage better the system through the computer [desktop
system]. That cube [the IPT system] is . . . it . . . causes a lot of difficulties. You
feel surrounded by cubes. And you sort of . . . you can grab one of them. But for
me from this monitor [desktop system] I can see everything and probably I can
manage my tools. I think so. (I13)

There they [the virtual blocks] are all around you so it is hard to get a real overview.
(I16)

Even subjects that did not mention the feeling of being “surrounded by
cubes” said that the desktop provided a better overview of the puzzle. The
following two quotes illustrate the general view of the subjects concerning the
advantage of using the desktop in comparison with the IPT system:

I think it was easier in front of the desktop using the mouse and keyboard to have
an overview and perhaps help out a bit and check it out and think a bit. (D9)

I think you get a better view from here from the computer but you cannot handle
the things from here [desktop system] very well. (I11)

It was not the case that the subjects were completely in favor of one system
compared to the other. The subjects appreciated the two different systems in
different ways. The different technical functionalities of the IPT and desktop
systems were useful for different purposes in solving the puzzle together. The
IPT system was seen as useful for manipulating objects and the desktop system
for obtaining a clearer overview of the puzzle. At the same time, the different
technical functionalities also caused different types of difficulties: the desktop
system was associated with problems in moving and manipulating the virtual
blocks due to the need for button pressing; using the IPT system, on the other
hand, was experienced as easy to use in relation to navigation and object ma-
nipulation but difficult in relation to getting an overview of the puzzle. This
yields the following picture (table 7-1).

Table 7-1. Difficulties associated with the two
different VR systems.

IPT Desktop

Manipulation Easy Difficult
Overview Difficult Easy
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4.2. Experiences of Using Different Systems: Social Aspects

The subjects were also asked a number of questions concerning their expe-
rience of using the two systems in relation to different social aspects. We will
present, first, their views on collaboration and then their views on communica-
tion.

The majority of the subjects experienced the trial as a highly collaborative
situation and expressed themselves in a positive way about working together.
Regardless of whether they solved the puzzle or not, working with a partner
on a task like this was seen as a good thing. However, although 11 out of 18
subjects had a positive experience of the collaboration, three subjects felt that
they could have very well solved the task without a partner. Only two subjects
reported that their collaboration was not working.

Most subjects thought that their collaboration improved after they had
changed systems, and thought that they could use this knowledge about how
the different systems worked to improve their collaboration:

I thought it [the collaboration] worked well. I thought it worked very well when
one knew, when one had tried out each other’s tools. In the first instance one did
not know what kind of capabilities the other had. I noticed that he could move
around much easier but I did not know if that was because of him being better to
manage the terminal [the desktop system] or what it was. I didn’t know that he
was down here [IPT system], that he had a tool like this. It became much easier
after, when one knew, then we could divide the work better between us. (D7)

I think the collaboration with my partner was really fruitful and especially because
we had two different views. From the computer I can see above better, and he can
handle better the cubes, so I think the collaboration is necessary to solve the task
faster. (I11)

You know, we started with no strategy at all. That was actually bad because we
didn’t see what next. But during this final stage we understood each other better
and that was a relief. (I13)

Even subjects who thought that they did not really make active use of their
knowledge about the different technologies believed that changing systems had
improved their collaboration.

I think it is better than working on my own because obviously there are some
tasks that are more difficult to do from the computer [the desktop system] but it is
easier for me to move around and he can turn around more easily different sides
of the block. So I think that it is good to compensate but all we need is to have a
better plan if we know the task earlier or in the middle. We should have some time
in the beginning to just [talk about]—how we should do the task . . . It’s easier to
control when you sit here in front of your computer [desktop system] of course.
So maybe it is good to have a strategy and then do some work from the computer
first and then go downstairs [IPT system] to make the detail. (I10)
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In relation to the experience of collaboration, most subjects thought that col-
laboration was useful and that it was improved by the fact that they had changed
systems. The change of system led to an increased understanding of each other’s
perspectives and capabilities. This understanding enabled them to divide the la-
bor between themselves based on the capabilities of the technology—such that
the IPT person took a more active role in manipulating and moving the virtual
blocks, and the desktop person had an overview and took a more “supervisory”
role.

As for communication, subjects regarded verbal communication via the
audio channel as crucial, but they also considered it to be as important to see
their partner’s avatar movements and actions. Typically they commented on
the way their partner moved around in the environment. In particular, those
who started off using the desktop system found it remarkable that their partner
moved around so easily and smoothly in comparison with themselves:

In some way I realized that he had a different tool. One understands that at once
when one can see how smoothly he can move. One understood that quite quickly.
Then it took a while before we talked about what kind of tool the other one had,
but that became obvious when we changed. (D7)

This quote also illustrates how some subjects attributed the differences in
movements to the technology without any knowledge about the differences
between the systems. Some subjects, however, associated this to their partners’
skills:

I thought it was a superman I had met that could do exactly as he pleased with
his keyboard. (D3)

The ability to refer to objects by pointing at or moving them back and forth
facilitated communication concerning which block was being handled at the
moment. However, as one subject noticed, the ability to refer to objects was
different in the two systems:

He was there in a way. It was really hard to express when one was upstairs [desktop
system]. Then one had to grab a cube and say—“I am over here”. But for him [in
the IPT system] he could say “here I am”, or, “I am going here”. In some way he
was there but I was not. (D8)

This quote demonstrates the subtle mix of verbal and non-verbal commu-
nication in a SVE which is further complicated by an asymmetrical setup. The
possibility of referring to objects depended on the system: when using the desk-
top system the subject had to select a virtual block to indicate to the partner
what object s/he was talking about. When using the IPT system the subject
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could refer to a block by simply pointing at it. Movement could be conveyed by
means of the dynamic avatar, which showed the physical movements of the user,
something which was not possible on the desktop system. Not only was action
more intuitive in the IPT system, but language use was also more intuitive in
the sense that “here” and “there” could be conveyed through the interface in the
same sense as in the physical world. Subjects realized that knowledge of the
two different systems also improved the way they communicated:

[Changing systems halfway through] was fun. One could see these different pos-
sibilities. But that also meant, given that one had tried both systems, that one
could more easily communicate with the systems and [also] communicate better
with each other. (D6)

Changing systems was thus important for a better understanding of each
other’s possibilities and constraints, which helped subjects to agree on who
should do what.

Finally, the experience of collaboration and communication is also reflected
in the subjects’ comments related to “being there together” or co-presence:

Without voice communication it would have been difficult, so it was crucial. (D8)

However, this same subject also felt that he sometimes forgot his partner
while busy handling the objects using the IPT system:

But also, since I did not see him, or rather he was over there so to speak, he was
not close to the cubes. Then it was very easy to forget [him] . . . not until I was
working alone I thought: oops, now I’m doing too much! (D8)

This quote also illustrates that it is the avatars that subjects respond to (not
to the “real” partner), and in this case, when the subject was busy with the
virtual blocks, he felt that he lost awareness of his partner.

5. Discussion

Previous studies have highlighted the disadvantages of asymmetrical setups.
But as shown in this chapter, if users can be made aware of the differences
entailed by different systems, users can obtain a better understanding of the
possibilities and constraints of the systems, and collaboration can in this way
be enhanced. The subjects in this study clearly thought that changing systems
was positive and that they could collaborate and communicate better after the
change. They also thought that they made use of the different capabilities of
the technology and that this improved their strategy for solving the task. They
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recognized that the IPT system provided them with better possibilities for object
manipulation and the desktop system provided them with a better overview of
the puzzle.

Interestingly, subjects recognized the benefits as well as the drawbacks of
each system. These were insights that they in some cases were able to implement
immediately, during the ongoing trial, after having changed systems, and in
other cases these new insights occurred to them only after they had completed
the session, insights that they should be able to make use of in similar future
collaborative situations.

Research that points to the importance of face-to-face meetings for dis-
tributed work typically highlights the importance of shared knowledge about
the situational context in which the collaboration takes place—such as knowl-
edge regarding what it looks like at the other site and “getting a feel for” the work
culture that may vary from site to site [19, 20]. As in many previous studies,
the present study underscores that shared knowledge enhances collaboration.
However, in addition to the shared knowledge about the context in which the
collaboration takes place, it is also, as the current study shows, important to fa-
cilitate knowledge-sharing regarding the capabilities of the technical systems,
since this knowledge is hidden to the users.

Before we discuss the implications of these findings further, it will be useful
to recall some of the disadvantages of unequal systems. One of the main dis-
advantages is that the collaborators may not be aware of the unequal technical
capabilities that they and their partners have, which may lead to misunderstand-
ings since they will communicate and collaborate with each other on the basis
of their own technical system. Although users will experience co-presence in
the SVE, they will still not be able to see or do things in the same way. Hence,
the users may adopt a poor strategy for solving the task since they believe
that they can contribute fairly and equally, which is not the case. In addition,
people who collaborate using unequal technical systems can obtain incorrect
impressions of their partner since the partner’s way of handling the technology
is interpreted as an indication of personal skills and character rather than of the
technology the partner is using.

However, overcoming the disadvantages of different technologies by “trad-
ing places” will often not be possible. The point of distributed work is usually
that partners should work together at a distance without meeting face-to-face,
in order, for example, to save time or travel costs. However, when the technical
set-up is so different as when an IPT system is linked to a desktop system, there
may be a trade-off between this disadvantage and effective collaboration. A
further insight from this study is that one should consider whether it is worth-
while to invest in and use a costly immersive system for an object manipulation
task when the partner on the opposite site has a non-immersive system. The
drawbacks with this set-up might actually be greater than the benefits. However,
although previous research has shown the benefit of symmetrical set-ups for ob-
ject manipulation [14, 15] collaboration can and must work with asymmetrical
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set-ups of VR systems. Some of the disadvantages of asymmetrical set-ups can
be overcome with enhanced knowledge about the possibilities and constraints
that the systems provide. If people know about the system differences, they can
make use of them in their collaboration.

It is also worth mentioning that there may be advantages for two or more
participants to have different technologies and actually take on different roles—
for example, when people need to perform different complementary tasks.
One result of using unequal systems is that, as mentioned earlier, even when
collaborators are unaware of the type of system that their partner is using, they
may be able to divide the labor between themselves. In the present study, when
the participants found out about the reason for their unequal participation, they
said that they could make use of this knowledge to figure out a better strategy
for carrying out the task. In other words, creating a “common ground” in a
situation of missing social cues allowed them to collaborate better [21]. It can
be seen that VR technology is not only a tool for social interaction, but also an
important feature in social interaction [22].

6. Conclusion and Future Work

The finding that distributed group-work via VR technology can be enhanced
by increased awareness of the technological capabilities will have obvious rel-
evance for the design of VR systems and their uses. How then can VR systems
provide knowledge about different capabilities? Can knowledge be built into
the systems, or should task sessions be structured so as to allow for “putting on
the other person’s virtual shoes”? One suggestion that one is tempted to make
in response to this study is that the differences between the VR systems—the
technical capabilities—should be made obvious to users, and that this can eas-
ily be done with VR technology. For example, avatars could have labels that
specify what type of system and input/output devices the users possess.

Note, however, that this solution would also have drawbacks: for example,
such labels might create a cognitive overload on the users’ part (how much
information can the user “take in”?). Moreover, the whole point of VEs is that
they are supposed to be natural interfaces, without the need to bring extraneous
information into the environment—information that the users then need to
maintain awareness of. It may also be that by focusing on figuring out what
capabilities their partners have, collaborators lose the ability to “naturally”
divide the labor between themselves and thus add to rather than reduce the
time they need in order to carry out the task. As in everyday work life, we
collaborate with people with various capabilities that are not made explicit,
and this seldom causes collaboration difficulties. On the contrary, different
capabilities often increase collaboration between people [23].

In the case of SVEs, however, the present study showed the benefit of being
made aware of the various capabilities of technology by means of trading places.
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Another suggestion for improving collaboration in SVEs might therefore be that
users develop a verbal protocol whereby they talk about what tools they have
access to instead of displaying this information. Developing a verbal protocol
could be that after: “Hi how are you?” it might become a convention to ask:
“What does the technology look like at your end and how does it work?”. Mark
[24] has demonstrated the benefits of explicit shared conventions in computer-
supported collaborative work whereby users save both time and effort by using
these.

One limitation of our trial was that it was short and that the subjects had
only one opportunity to solve the task together. It may be that collaborators
could easily adapt to the different capabilities or to the absence of social cues
which could make them aware of these differences, over the course of time
[25] (for time effects in text-based communication and collaboration, see also
[26]). It would be interesting in future research to test whether such adaptation
takes place, as well as whether longer sessions with different systems could
mitigate the need for “trading places”—or if doing so could be even more
valuable during longer sessions. It would also be interesting to examine whether
simply communicating the different capabilities verbally or by means of the
partners demonstrating them to each other remotely could be just as effective
as experiencing the different systems.

To sum up: putting yourself into the other person’s virtual shoes can enhance
the interaction and the strategy in a collaborative task, as well as providing peo-
ple with valuable insights into the use of VR systems. In other words, knowing
about the different capabilities of technologies can enhance collaboration, thus
creating “the good inequality”. As the discussion has shown, however, such a
setup for “trading places” may not always be possible or desirable to imple-
ment. Future research will show under what circumstances it can be useful to
change VR systems—for designers of VR systems, and to participants involved
in distributed group-work beyond the trial setting of this study.
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Chapter 8

CONSEQUENCES OF PLAYING VIOLENT
VIDEO GAMES IN IMMERSIVE VIRTUAL
ENVIRONMENTS

Susan Persky and Jim Blascovich

1. Immersive Virtual Environments versus Desktop Platforms

One way to gauge the implications that immersive virtual environments
(IVEs) hold for research, work, and play is to compare participant experi-
ences using IVE platforms with participant experiences using non-immersive
platforms. Hence, virtual environment (VE) researchers have increasingly in-
vestigated platform type as an important factor influencing media impact.
Experimental researchers can and have evaluated platform effects on par-
ticipants’ interactions and experiences experimentally by varying platform
type or configurations, such as IVE systems and non-immersive systems
(e.g., desktop computers), while holding content constant across platforms.
The outcomes of such experimental studies can help investigators determine
the added value of IVE technologies in various domains. Such outcomes can
be positive, contributing an important research tool for behavioral, biomedical,
and social scientists; increasing productivity and efficiency in the workplace,
and providing desirable leisure experiences. However, such outcomes might
also be negative, causing researchers to alert users to potential hazards of vari-
ous platform types and identifying application-platform combinations in which
caution should be exercised and care taken in development and distribution.

Immersive virtual environment technology is increasingly used to simulate
relevant environments for government and military training, for performance
assessment of various activities such as driving an automobile or piloting an
airplane, and for research in the behavioral and computer sciences. Research
supports the value of IVE use in such arenas. Empirical studies have shown
that IVEs are more effective than non-immersive platforms for various types
of training and learning purposes. For example, participants who were trained
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on a simple search and navigation task in a simulated environment using an
IVE platform that incorporated a head mounted display (HMD) and tracking
system later performed the same task in a non-simulated environment more
quickly and consistently than participants who were trained using either of
two non-immersive platforms [1]. In a more complex search task, participants
who were trained using a digital IVE training simulation later performed better
in an analogous physical simulation than did participants who were initially
trained using a desktop computer version of the digital training simulation
or who received no prior simulation training [2]. In addition to transfer of
training skills, research shows improved performance via IVEs compared to
desktop platforms as a medium for spatial and navigation training and tasks.
For example, participants asked to learn about configuration and movement of
3D chess pieces demonstrated better performance if the learning phase took
place via an HMD-based IVE rather than via a desktop monitor screen [3].

Use of IVE systems has also been shown to produce benefits for collabora-
tive task performance in terms of general efficiency, productivity and leadership.
In a small study in which one of three participants in a collaborative group was
immersed in a shared IVE using an HMD and in which the other two partici-
pants shared the environment via desktop monitors, the immersed participant
consistently emerged as a leader during the criterion task [4]. Other researchers
have also reported a positive correlation between use of IVE technology and
leadership in a molecular visualization task [5]. In terms of task performance,
in a study in which participants collaborated in a virtual building task in either
a Cave-type IVE or desktop platform, researchers reported a performance in-
crease for users of the Cave-type interface, particularly for the more difficult
tasks [6]. In addition, performance has been shown to suffer when one of two co-
operating participants uses a desktop rather than an IVE. Furthermore, studies
comparing collaborative performance in an IVE to performance in a physical
environment have found little or no differences in performance between the
two [7] suggesting that IVE collaborative groups are able to function at a high
level.

Immersive virtual environment use may not always result in the highest
levels of task performance, however. In one study, participants were assigned to
perform tasks in a single-user map-based battlefield simulation using four types
of platforms including a desktop computer and a Cave-type IVE system. In this
study, researchers reported the best task performance for users of the desktop
computer system [8]. However, the battlefield simulation used in this type of
simulation provides little advantage or immersion for users in IVEs compared
to desktop platforms. Indeed, other work has suggested that presence in an
IVE is a major factor in the advantages conferred by IVE use. Tasks involving
environments that require unrealistic viewpoints and actions might be more
appropriate for and therefore benefit more from a non-immersive interface.
Clearly, then, IVE use will not confer an advantage in all situations, however,
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for the tasks that are enhanced by IVE use, it is important to consider why this
particular type of platform confers such an advantage.

Simulations in IVEs can be quite compelling and can be experienced as
more realistic than on other platforms. When IVEs include advanced tracking
and orientation systems, users can interact seamlessly with media content, ig-
nore the physical environment in which they are located, and interact within the
environment in a naturalistic way. In many contexts in which IVEs are used,
enhanced realism and opportunity for naturalistic interaction within these en-
vironments can prove beneficial to users. In other contexts, however, enhanced
realism and naturalistic interaction can prove problematic.

One of the most obvious arenas in which IVE technology may prove prob-
lematic is in situations in which it involves violent content. The increased
immersion produced via IVE platforms is particularly relevant to the study
of violent video games in which users act aggressively and perform the vio-
lent actions necessary for game play. Before discussing the particulars of how
immersion, presence, and violent content can interact to produce heightened
anti-social outcomes, a review of the video game violence literature will be
helpful.

2. Violent Video Game Effects Research

Compared with the study of other types of media violence, research on
violent video game effects is relatively young with a small but growing research
literature. A spate of narrative review papers was published between 1998 and
2001, advancing varying conclusions as to the richness of the video game
violence literature [9–14]. At the time of their publication, most suggested that
it was too soon to draw broad conclusions about the potentially problematic
effects of violent video games, and cited mixed results in the available body
of literature. Also at issue were common methodology and demand problems,
and a general dearth of experimental publications.

Two meta-analyses were published during the same period, each reporting a
small-to medium effect size of violent video game play on various aggression-
related outcomes [15, 16]. One of these analyses found that year in which
a study was performed was the strongest positive indicator of overall effect
size and suggested that the technological advancement of games over time
was responsible in large part for mixed experimental findings [16]. As game
technologies became more advanced over time, they led to more realistic, more
intense, and ultimately more violent games that, in turn, appear to have led to
increases in aggressive outcomes.

More recent experimental studies of violent video games have resolved
many of the previous methodological issues. These recent studies also tended to
use contemporary games replete with high levels of realistic violence. With few
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exceptions [17], these studies contributed to increasing evidence of detrimental
outcomes resulting from violent video game play including aggressive behavior
[18–20], aggressive cognitions [18], increased hostility [21, 22], and implicit
associations between the self and aggressive traits [23]. The consistency of
these latest studies support the proposition that the mixed results in the early
video game violence literature may stem, at least in part, from the inconsistent
levels of realism in the violent games used in experiments.

Clearly, if technological advancement and increasing realism in violent
video games underlies an increase in aggression resulting from game play,
these technological developments are an important focus for research. Immer-
sive virtual environment technology is one such development that promises to
contribute to increasing realism in violent video games and indeed is already
beginning to do so.

3. Video Game Playing in IVEs

Immersive virtual video games are not new. Such games have been popular
since the 1990s when they first appeared at arcade gaming centers in shopping
malls, amusement parks, and entertainment complexes. Immersive virtual video
games generally took one of two forms, a vehicle simulation pod in which a user
would sit and watch a screen that acted as his or her window to the virtual world,
or a head mounted display system with various forms of tracking. IVE games
varied in content, but shooting or battle-themed games were quite prevalent.
Many of the original VE game centers have since closed, but newer centers,
such as Disney Quest in the United States, have opened to take their place.

Still, IVE games are not as widespread as might be expected given the
levels of enjoyment and repeated use reported by players [24]. Perhaps this is
due in part to a disconnect between what inexperienced users would expect of
virtual reality given its representation in popular media and the actual sophis-
tication of the technology in its current state. Technology for IVE simulations
continues to advance, however, due not only to the work of researchers and
game manufacturers, but due also to the development of training simulators
for military purposes. Furthermore, arcade game devices have begun to in-
clude aspects of immersive technology such as motion tracking that does not
create full immersion but comes close. These developments promise not only
more advanced IVE games in public spaces and centers, but also a move toward
more immersive gaming experiences in the home [25] where video games are
played most frequently.

As we move closer to widespread diffusion of IVE games, it is essential
to consider the ways in which this IVE technology will change gaming ex-
periences for the better and also, importantly, for the worse. Examination of
how platforms, violent video games, and presence might interact will help us
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understand what a move toward immersive technologies for gaming might mean
for post-play outcomes.

4. Immersive Virtual Environments, Violent Video Games,
Presence, and Aggression

4.1. Implications of Virtual Violent Video Games for Presence

We define presence as a psychological state in which one perceives one’s self
as existing in an environment. Presence, then, exists as a phenomenological state
independent of any particular hardware system. Researchers have identified
many antecedents to, and consequences of, the experience of presence within
IVEs both theoretically and empirically [26]. By investigating the ways in which
immersive virtual violent video games influence antecedents to presence, we
can arrive at a clearer understanding of the mutually reinforcing nature of this
relationship.

Media characteristics in a given context are influenced by their content, in
this case violence. Visual display characteristics such as image quality, motion,
color, and dimensionality can all enhance presence. These characteristics are
often quite rich and realistic in modern video games, especially those with vio-
lent content. Such games are typically designed to visually represent high levels
of violence realistically with high image quality. Auditory display characteris-
tics operate similarly. Sound quality in games continues to improve, as home
stereo systems continue to grow and designers create more graphic sounds
designed to accompany and amplify the violent visual images that users see.
Enhancement of the stimuli (e.g., haptic, olfactory) sent to other senses can
also increase presence though their implementation is not widespread. That
many immersive virtual video games allow user movements to directly control
character movements engages the kinesthetic and orienting systems leading to
an increase in both breadth and depth of stimulus quality. Thus, in the realm
of media characteristics, the way that contemporary violent video games are
designed serves to increase users’ experiences of presence.

User characteristics that can increase presence are particularly relevant in
the context of immersive violent video games. The experience of presence
should increase when the user experiences meaningful content and motivation
to engage in that content. So, if a user is prone to violent or aggressive cogni-
tions and is well suited to process such information, as users who voluntarily
and recreationally choose to play violent video games may well be, then the
user should be more likely to experience a heightened sense of presence when
playing such games. Finally, as users gain practice with IVEs, feelings of pres-
ence may increase [27]. Video games are popular among adolescents and young
adults; perhaps even addictive in certain cases [28, 29]. Video game users are
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likely to engage in high frequency play because of the enjoyable and/or addic-
tive nature of the games. As these games are increasingly played using an IVE
platform, heightened experiences of presence should result.

Because of media characteristics such as visual and auditory display, and
user characteristics such as dispositional tendencies for aggressive cognitions
and behavior, using IVEs to play violent video games should increase experi-
ences of presence over other types of content. While violent video game content
is expected to lead to heightened aggression in IVEs, a user’s level of presence
in violent games is also expected to affect the relationship between immersive
violent video games and resulting aggression.

4.2. Implications of Presence for Playing Virtual Violent Video Games

Presence is central to the prediction of differences in the consequences
of playing violent video games using IVEs versus traditional platforms (e.g.
desktop computers, arcade units). On a conceptual level, the better a situation is
simulated, the less likely individuals will activate a media schema to interpret the
situation [30]. Media schemata signal that what one is experiencing is artificial
and that responses that would be appropriate in natural situations may not be
appropriate. Hence, more realistic simulations should lead to greater presence
increasing the likelihood that individuals will experience a simulation situation
naturally and thereby be less likely to activate media schemata to control their
behaviors.

Other factors have previously been identified as affecting aggression and
presence in the violent game playing literature. Early writings and research
proposed that video games would lead to increased aggression over other less
participatory or interactive media in part because video game players gener-
ally take an aggressor’s viewpoint [10]. Media violence research supports the
claim that identification with the aggressor in a media context increases later
aggression against another individual [31]. Increase in the potential for indi-
viduals to identify with the aggressor in video games is apparent in two trends.
First, modern video games often adapt a viewpoint in which the player’s view is
identical to an aggressors’ view. The player sees through the eyes of the aggres-
sor, experiencing virtually what the aggressor experiences when committing
violent, hostile acts. A second development adding to increased likelihood of
identification with the aggressor is the ability of players to choose their own
(i.e., the aggressor’s) representation from a pool of characters who differ in race,
sex, build, and other individualizing characteristics. Players therefore have the
opportunity to construct a character and an identity.

Virtual environments can further increase identification with the aggressor
vis-à-vis presence. When using a virtual platform, not only is the player’s view
an aggressor’s view, the player’s body motions are the aggressor’s body motions.
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Identification with the aggressor and presence are clearly connected as the more
an individual experiences presence in the game environment, the more he or
she should feel connected to the aggressor’s actions.

Other work suggests that aggression should increase as the realism of vi-
olent acts increases. The most important type of realism is behavioral realism
capturing violent movements, sounds, and even facial expressions. Though,
as evidenced by studies of early video games, photographic realism is not a
necessary condition for linking violent game play and subsequent aggression,
links between increased realism and increased aggression have been found
(see below). With new technological advances not only has behavioral real-
ism increased but so has photographic realism likely adding to players’ ex-
periences of presence. Game development in the 1990s (e.g. Mortal Kombat)
brought more photographically realistic depictions of decapitation and other
gruesome actions. Contemporary games bring more photographically realistic
blood, screams, wounds, and other such features of violent encounters.

There is some evidence that increases in realism engender increases in vi-
olent behavior [32]. Also as mentioned above, more recent studies of violent
video games and aggression demonstrate larger effect sizes than earlier studies
[16]. Increases in realism, both behavioral and photographic, are likely respon-
sible in large part for increased findings of post-game aggression among video
game players. In the case of IVEs, again it follows that heightened realism
will play an important part in any increased aggression effects. Environments,
opponents, and objects as seen in IVEs are more realistic behaving and look-
ing. In IVEs, players experience objects and characters as three-dimensional.
Because presence in a violent game will in turn make experiences in the
game environment more realistic, those experiences should lead to increases in
aggression.

Tamborini et al. [33] proposed that the strength of the impact of violent con-
tent on aggression-related cognition and behavior should be determined by the
level of presence experienced during game play. More specifically, Tamborini
et al. suggested that a game’s impact rides on its ability to enhance involve-
ment and immersion. Involvement and immersion are two critical features of
presence [27] where involvement stems from focus on and attention to the en-
vironment and immersion results from an environment’s ability to isolate and
interactively engage the user.

Tamborini et al. suggested that because video games with high-resolution
graphics can engage multiple sensory systems, they have increased vividness
over other media forms. Because users can almost instantaneously influence
the form and content of the game environment, video games are also more
interactive than other media. These qualities, vividness and interactivity, share
a positive relationship with involvement and immersion such that increases in
the former lead to increases in the latter. Therefore, video games in general are
a medium that should lead to heightened involvement and immersion, and the
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addition of IVE technology should increase that involvement and immersion
to an even higher level. Tamborini et al. suggested that one of the mechanisms
by which immersion in a multi sensory environment would lead to increased
aggression is that it should facilitate the learning of more complete aggressive
scripts by increasing available and salient cues. The cues in response to which
actions are performed should also seem more realistic and should be more easily
recognized in the future. According to a cognitive neoassociationist theory of
media violence effects, recognizing cues to violence that were present in violent
media can underlie violent behavior outside of the game context by priming
related cognitions and increasing their accessibility.

All of the routes from immersive video games to increased presence and,
in turn, to increased aggression provide strong reason to believe that playing
violent video games in IVEs will lead to heightened aggressive responses.
Though one study was previously conducted by Tamborini and his colleagues to
investigate this possibility [33], the results were mixed, failing to replicate some
of the most well established findings in both the presence and the media violence
literature. Reasons for the inconsistencies were likely due to characteristics of
the VE platform used because the interface was found to be non-intuitive and
difficult to master. Convinced of our own and Tamborini et al.’s reasoning, we
sought to eliminate this methodological shortcoming. We therefore undertook a
series of studies aimed at answering the basic empirical question, does playing
violent video games in IVEs increase aggression more than playing these games
on traditional platforms?

5. Effects of Immersive Virtual Violent Video Games

5.1. Effects of IVE Platforms versus Traditional Platforms

We conducted two studies [reported in detail in 34] both of which shared
the same basic procedure. Participants were asked to play a specific video
game either on a desktop computer platform, or using an IVE platform. On the
desktop platform, participants viewed the game on a 17′′ monitor; they played
in a standing position using a hand-held arcade gun controller both to move in
the game and to aim and shoot at opponents. On the IVE platform, participants
viewed the game in a Virtual Research V8 stereoscopic HMD; they moved in the
game using natural body movements while their location and head orientation
were tracked. These participants also used the hand-held arcade gun controller,
but here they only used it to aim and shoot at opponents.

We developed a gun fight-themed violent video game that could be played
on either an IVE or desktop platform. The players’ experience was designed
to be as identical as possible between the desktop and IVE platforms with
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Figure 8-1. Screenshot of the violent gun fight-themed video game created for our
experimental studies.

the obvious exception of the differences inherent in the two platforms (e.g.,
wearing an HMD or not). The game was designed to be simple and easy to
play to eliminate issues of differences in playing interface. In the game, players
simply shot at two opponents located at the opposite end of the virtual room
and were able to hide behind any of three virtual walls to dodge opponents’
bullets (see figure 8-1).

To attempt to answer the question of whether playing violent video games in
IVEs would lead to increases in aggression compared to the desktop platform,
we recorded several types of dependent measures. We included a self-report
measure of aggressive feelings composed of a multi-item scale as well as a
multi-item presence scale and items assessing playing experience. In addition
to our self-report measures, we included two measures to assess behavioral
aggression. The first measure was the proportion of head hits to opponents
because shooting at the head is arguably more violent than shooting elsewhere
on opponents’ bodies.

We also, however, wanted to use a more established behavioral measure,
one that measured aggression outside of the game context. For this purpose
we included a computer-based competitive game. This measure was essentially
a reaction time contest with a partner. Participants were told that it was a
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competition to see who could respond faster to a stimulus. The loser on any
given trial was punished by a blast of white noise, the level of which was set
by his or her opponent. Participants played against the computer, there actually
was no opponent, and noise levels and win/loss trials were randomized. The
overall measure here was how high participants set the aversive noise, from
no noise at all to the highest setting of about 105 dB, to be delivered to their
partner.

In addition to the traditional self-report and behavioral aggression measures,
we believed it was important to include a measurement paradigm that was in-
vulnerable to demand and participant manipulation. For this reason we included
physiological measures in our experiment, specifically cardiovascular indices
of challenge and threat based on the work of Blascovich and his colleagues [35].
Although challenge and threat do not directly measure aggression, challenge
and threat do point to benign versus malignant ways of coping with a situa-
tion, and furthermore, threat and aggression can be closely tied conceptually,
as reactive aggression can be a response to threat. In the challenge and threat
paradigm, we looked for three cardiovascular indices to differentiate the mo-
tivational states of challenge and threat. Challenge is defined as the condition
that exists when resources to perform a particular task outweigh the demands,
and threat is defined as the condition when demand outweighs resources.

To index challenge and threat, we examined cardiac performance (indexed
by heart rate and ventricular contractility), cardiac output, and total peripheral
resistance. The challenge pattern is indexed by increased cardiac performance,
large cardiac output increases, and decrease in total peripheral resistance. The
threat pattern is indicated by increased cardiac performance, small increase or
no change in cardiac output, and small increase or no change in total peripheral
resistance.

5.1.1. Findings and Implications

First, enjoyment and satisfaction with the game playing experience as mea-
sured by self-report questionnaire items was found to be higher for participants
who played the game using an IVE platform versus a desktop platform [detailed
results can be found in 34]. This result lends support to the proposition that
IVE technology is more enjoyable and a preferred way to play video games and
is therefore likely to expand in popularity and use in the coming years.

Our self-reported aggressive feelings measure, reported after the game play
period, indicated that participants reported significantly more aggressive feel-
ings after playing the exact same game in an IVE versus on a desktop computer.
Our measures of behavioral aggression produced the same results, participants
in the IVE condition had a significantly higher proportion of head hits than
participants in the desktop condition. In terms of the competitive reaction time
measure, participants who played the violent video game in an IVE administered
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significantly higher levels of aversive noise to a partner than participants who
had played on a desktop computer platform.

Our physiological results were slightly complicated by the fact that we had
considered the possibility that being attached to physiological measuring equip-
ment, ambulatory though it was, might substantially change the experience of
immersion in an IVE, possibly by creating breaks in presence. To examine this
possibility and, hopefully, demonstrate that use of physiological measures was
appropriate for our paradigm, we varied their inclusion as an independent vari-
able, analyzing the responses of participants who had and had not been hooked
up to physiological equipment. These analyses revealed no differences in self-
report or behavioral measures by physiological measure inclusion, satisfying
us that inclusion of the measures did not alter participants’ experiences of the
game environment. Analysis of the physiological data from those participants
who had been hooked up to the measuring equipment revealed that participants
who played the violent video game using an IVE platform displayed the threat
pattern of response. Participants who had played the violent game on a desk-
top platform, however, were not significantly physiologically influenced by the
experience.

Taken together, our four measures of aggression and aggression-related out-
comes clearly suggest that playing violent video games using an IVE platform
results in more detrimental aggression-related outcomes than does playing an
identical game using a traditional platform. As previously suggested, we had
reason to believe that this difference might be caused by differences in presence
in the game environment. This hypothesis was partially supported by our data.
We found full statistical mediation by self-reported presence of the relationship
between playing platform and our self-report measure of aggression. Though
presence fully explained the relationship between platform and our self-report
measure, statistically, it did not explain the relationship for either of our behav-
ioral measures. We suspect that this disconnect in mediating construct between
our self-report and behavioral measures may be due to the explicit, self-report
nature of our particular presence measure in these experiments, though this has
not yet been experimentally confirmed.

These experiments support our hypothesis that playing violent video games
using IVEs lead to increases in aggression over play using traditional desktop
platforms, as well as lending support to our proposal that presence is responsible
for this effect. Still at issue though, is whether the content of the game matters,
as the previous experiments assessed only play in a violent game. Conventional
wisdom would suggest that IVE use should intensify only content-related out-
comes, in this case aggression from violent games. If this is the case, playing
a nonviolent game in an IVE should not lead to increases in aggression. This
prediction, however, had not yet been tested. Also yet unexplored was whether
nonviolent themes might similarly be intensified through experiences in an IVE
game with related content.
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Figure 8-2. Screenshot of the nonviolent art-themed video game created for our
experimental studies.

5.2. Effects of Violent versus Non-Violent Games

To address questions of game content-specific intensifying effects, we de-
signed a second, nonviolent game with art-themed content [fully reported in
36]. The non-violent game was designed to remain as similar as possible to
the violent gun fight-themed game, including a similar game environment and
identical body movements. In this game, players shot paint at a canvas located
across the virtual room to create an abstract painting. Players selected paint
colors by moving to different locations in the virtual room. By randomly as-
signing participants to play either the violent or new nonviolent game using
either a desktop computer or an IVE platform, we were able to investigate
content effects (see figure 8-2).

In this particular experiment, we included two types of dependent measures,
self-report and physiological. Our self-report measures included a multi-item
scale of aggressive feelings, as well as a multi-item scale of artistic and creative
feelings which were content-specific to the art-themed game. Physiological
measurement for challenge and threat states was included for all participants.

5.2.1. Findings and Implications

As expected, our self-report aggressive feelings measure revealed a signif-
icant interaction between game violence content and game playing platform
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[detailed results can be found in 36]. Participants who played the violent game
in an IVE reported the highest level of aggressive feelings whereas participants
who played a nonviolent game in an IVE reported the lowest level. This result
confirmed that IVEs, at least in this case, only intensify aggressive outcomes
for games with violent content. Additionally, analysis of the cardiovascular
psychophysiological data revealed a pattern consistent with our self-report ag-
gressive feelings measure. Specifically, only participants who had played the
violent game on an IVE platform exhibited increases in physiological respon-
sivity indicative of threat influenced during game play.

On our self-report measure of artistic and creative feelings, however, we
found no differences by condition. Neither game content type nor game playing
platform influenced how creative and artistic game participants reported feeling
after the game play period. This suggested that artistic and creative feelings did
not seem to be transferred when playing an art-themed game, nor were these
feelings intensified by IVE use. Because of the nature of these results, it is
difficult to draw a firm conclusion as to their implication. It may be that our
particular art game did not engender strong artistic feelings to begin with, or
that these particular nonviolent feelings do not tend to transfer from video game
play. These results might also suggest, however, that there is something special
about aggression and violence that transfers and is intensified particularly easily
by IVE game play.

5.3. Research Conclusions

Overall our program of research on video games played in IVEs has allowed
us to clarify various issues related to advances in video game technology. We
have shown that IVE use for violent video game play does lead to increased
aggression and physiological threat over play on a traditional desktop computer
platform. Further, we have shown that presence is apparently the critical factor
by which IVE use leads to increases in self-reported aggressive feelings as well
as congruent physiological responses. Furthermore, this intensifying effect of
IVE game play is limited at present to violent and aggressive game content.

6. Virtual Violent Video Game Effects in Multiplayer Games

Though findings with respect to the effects of IVE video game play in single-
player environments are important and useful in and of themselves, networked
gaming is becoming quite popular. Multiplayer networked games appear to be a
major direction in which mainstream video gaming is headed. How multiplayer
IVE violent video games might affect players’ interactions with one another,
then, is not simply an academic issue. To date, however, very little research
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has been performed in this area, and in particular there has been no research
specifically addressing any distinct effects of multiplayer games and potential
unique patterns of resultant anti-social responses.

Though there may not be much in the way of research focusing on unique
effects of multiplayer games, we do know that the outcomes following multi-
player games are similar to the effects of single-player games such that violent
games played in a multiplayer context also lead to more aggressive outcomes
than nonviolent multiplayer games [37]. In terms of multiplayer IVE violent
games, then, it would follow that playing against an avatar (i.e., a representation
of an actual human other) rather than against an agent (as in the study reported
here) would tend to evoke the same sorts of aggressive responses.

A single study performed by Buckley and her colleagues examined effects of
playing a violent video game in a multiplayer IVE [38]. In this study, participants
played either a two-player shooting-themed game or a two-player game of
virtual tennis. Findings from this experiment were mixed. Results from a post-
game behavioral reaction time competitive task, similar to the one we used,
revealed that participants administered more noise to opponents if they had
played the violent game using an IVE (i.e. Cave-type) platform rather than a
desktop platform. Researchers also reported an interaction such that levels of
noise administered after playing the nonviolent game on a desktop system were
by far the lowest. Results from written story completion task responses rated for
aggressive cognitions revealed an interaction such that participants completed
the highest proportion of stories aggressively after playing the desktop violent
game and the IVE nonviolent game. Story completion results were inconsistent
both with the behavioral results in the same study and with previous work.
However, in general, results of the behavioral measure do show a similar pattern
to results found for single-player IVE games.

More interesting than general aggression effects from the standpoint of a
multi-user environment, however, is the question of whether there might be
special consequences of playing against an avatar, particularly for a post-game
shared IVE experience. One way we can look at this question is through the
lens of Blascovich’s [39, 40] threshold model of social influence in IVEs.

7. Social Influence in Virtual Environments

The threshold model of social influence posits that social influence will
increase as social presence increases. According to this model, social presence
itself varies as a function of four factors, two of which are internal and two
external to the target of influence. According to the model, behavioral realism
and agency (whether interaction partners are believed to be agents or avatars)
are the two external factors influencing social presence. The internal factors
are self-relevance of the situation and whether the social influence response in
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Figure 8-3. The three-dimensional threshold surface of social influence as a function of
behavioral realism, human agency, and response system level.

question is a high versus low-level response. The threshold of social influence
will be lowest when the target is interacting with what he or she believes is
an avatar in a non-self-relevant situation where the response in question is
low-level or automatic (see figure 8-3).

Previous research has used the model to determine both deliberate, or high-
level social influence effects, and non-deliberate, or low-level social influence
effects. The model has been used to identify the level of certain social responses
based on the conditions under which a given response was elicited. For example,
because a conformity response was elicited by both an agent and an avatar in a
particular simulation, conformity was determined to be a lower-level response
than social comparison which was elicited only by an avatar (and not elicited
by an agent) in an identical situation [41]. According to the model, because
conformity in this situation can be elicited by social interaction with an agent
whereas social comparison cannot, we are able to conclude that conformity is
the more automatic response. When the level of the social influence response
behavior in question is held constant, however, the threshold model can also
be used to examine the effect of variations in one of the other three factors
affecting the social influence threshold.

In terms of our investigation of immersive virtual violent video games,
aggression is the relevant social influence outcome. Aggression, particularly
behavioral aggression, can be considered a low-level behavior when it is ac-
tivated without awareness, as is often the case [42]. In the model, low-level
processes such as aggression result in a lower threshold for social influence.
Examination of the other three contributing factors can help us understand
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how likely such social influence aggression outcomes are, given the typical
characteristics of the violent video game play situation.

Self-relevance, the other internal factor, involves the extent to which an
interaction involves a central aspect of the self. There are some aspects of a
virtual violent video game environment that are likely to be somewhat high
in self-relevance as one might be motivated to play well so as to be favorably
evaluated by one’s opponent. In addition, individuals for whom video games are
a large part of their life (i.e. gamers) may have a part of their self-esteem wrapped
up in video game performance. In general, however, playing games is likely to be
less self-relevant than many other activities, such as work-related collaboration
and interpersonal interaction, which can occur in IVEs. We therefore would
consider violent video game play situations, while not irrelevant, to be relatively
low in self-relevance, which again is predicted by the model to lead to a lower
threshold for social influence.

Examining the third factor, behavioral realism, it is important to note that
while not all violent video games are the same, it is likely that there are more
commonalities than differences in terms of behavioral realism. Inherent in
video games is both a limited context and a limited range of player actions and
responses. Though behavioral realism of a game opponent is partially tied up in
the complexity of artificial intelligence programming, given context and input
limitations, it does not take much for an agent or avatar in most games to appear
to be enacting realistic behaviors. In most video games, then, particularly those
of a violent nature where the context is often extremely limited, behavioral
realism is likely to be relatively high. As behavioral realism increases, the
threshold of social influence becomes lower.

The final factor, agency, is where we focus our examination on how the model
can inform us as to the likely effects of multiple versus single-player IVE violent
video games. Agency speaks directly to this issue as in single-player games one’s
opponent is by definition an agent whereas in multiplayer games, one’s opponent
is almost always an avatar. Because characteristics of virtual violent video game
environments and of virtual violent video game play, overall, should result
in low-to-moderate self-relevance and high behavioral realism, and because
aggression, our social influence outcome, is relatively low-level, we would
expect a low, shallow threshold of social influence. Given the configuration of
factors we have outlined, therefore, we would not expect agency to matter in
the majority of cases. In other words, whether a game opponent is or is believed
to be an agent or an avatar, immersive virtual violent video games are expected
to result in an aggression response. This interpretation is supported by the
studies presented earlier where violent video game play against agent opponents
resulted in aggressive social responses within the IVE (an increased proportion
of head hits). The experiment also found increased behavioral aggression in
a supposedly unrelated computer-mediated competitive game (the competitive
reaction time/noise-blast game) which though in this case occurred outside of
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the IVE, may be somewhat analogous to a post-game interaction within the
IVE.

We would also expect, however, that in the case where any of the other three
variables, level of response, self-relevance, or behavioral realism should change
such that social presence was decreased, the agency of the gaming opponent
might begin to matter. For example, if we were to use a very high-level measure
of anti-social feelings as our social influence response or if we were to limit
the opponents’ range of actions so as to reduce their behavioral realism, we
might increase the threshold such that agency would become a crucial variable.
Therefore, we would expect that playing a violent VE video game against an
avatar would be more likely to result in aggression than playing against an
agent, and would also be more likely to result in higher level, more intentional,
forms of aggressive and hostile behavior.

8. Conclusion

The threshold model of social influence predicts that playing violent games
in a networked multiplayer game environment versus a single-player environ-
ment should make a difference for aggressive outcomes within IVEs. Though
not specified in the model, it would be logical to expect unique or intensified
responses to one’s game opponent over other unrelated individuals. Whether
playing against avatars versus agents will prove to lead to heightened aggres-
sion and whether that aggression will be more acutely experienced by a gaming
opponent versus an unrelated other, however, are still open empirical questions.
Questions such as these highlight important themes for future research both in
the area of video game effects and in the area of IVE research.

In a practical sense, however, it is unclear how often and in what situations
game playing opponents currently have contact with one another either within
IVEs outside of the game context or outside of IVEs following the game pe-
riod. At present, VE video games are generally played in busy public spaces
in situations where one might not even be aware of one’s gaming opponents’
identities. Furthermore, as technology advances, it brings closer the promise of
combining immersive virtual technology and networked gaming where oppo-
nents will be separated by physical space, as in the networked non-immersive
games of today. In these situations, too, it at first seems unlikely that gaming
opponents will have much opportunity to interact outside of a gaming context.
However, the same technology that brings distributed gaming promises to bring
non-physically located social interactions, so perhaps more and more we may
be meeting our gaming opponents in social VEs. Based on our investigations
reported here, it seems likely that when these social interactions follow multi-
player violent video games, they will be marked by aggressive social influence.
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For now though, we know that in both single and multi-player contexts ag-
gression resulting from virtual violent video game play can be diffuse in nature
and directed toward non-opponent targets. This alone seems to be reason enough
to begin to expand our awareness to include the content of material experienced
in IVEs and effects of the immersive nature of IVEs when considering their
social or potentially anti-social effects.
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Chapter 9

THE PSYCHOLOGY OF MASSIVELY
MULTI-USER ONLINE ROLE-PLAYING GAMES:
MOTIVATIONS, EMOTIONAL INVESTMENT,
RELATIONSHIPS AND PROBLEMATIC USAGE

Nick Yee

1. Introduction

Every day, millions of users [1, 2] interact, collaborate, and form rela-
tionships with each other through avatars in online environments known as
Massively Multi-User Online Role-Playing Games (MMORPGs). For exam-
ple, in a planetary system known as Corbantis, geological surveyors are busy
inspecting their chemical harvesting installations to maintain their daily quota
for a cartel of pharmaceutical manufacturers. These manufacturers, allied with
a rebel faction, are struggling to research and supply key medical supplies to
the front lines of the conflict. Corbantis is an incredibly sophisticated online
environment capable of supporting thousands of users at a time. Users log on
to the server from remote locations independent of each other, and interact
with each other through graphical avatars to accomplish complex goals. But
Corbantis is merely one planetary system out of many other equally complex
worlds. These online environments offer tantalizing glimpses of how millions
of avatars interact on a daily basis outside a laboratory setting and what users
derive from that experience.

The study of MMORPGs is highly relevant to research on social inter-
action in Shared Virtual Environments (SVEs) and avatars at work and play
in these environments. Although many of the theoretical implications of so-
cial interaction in virtual environments have been explored in the artificial
confines of Virtual Reality (VR) research laboratories [3–8], MMORPGs
are the only existing naturalistic setting where millions of users voluntar-
ily immerse themselves in a graphical virtual environment and interact with
each other through avatars on a daily basis. The opportunity to study what
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people actually do when they choose to be in a virtual environment with
thousands of other people cannot be overstated, and the results and impli-
cations of a survey study of 30,000 MMORPG players will be presented in this
chapter.

In the following section, the history and structure of MMORPGs will be
presented, followed by an overview of the methodology used in the survey
study. The demographics, usage patterns and motivations of users will then
be presented. A combination of quantitative and qualitative data will guide
the discussion of relationship formation, role exploration, skill transfer, and
problematic usage in these environments. Finally, potential uses of these envi-
ronments for social science research will be discussed.

2. History of MMORPGs

MMORPGs are a new class of Multi-User Domains (MUDs) – online envi-
ronments where multiple users can interact with each other and achieve struc-
tured goals. The first MUD—an adventure game in a persistent world that
allowed multiple users to log on at the same time—was created in 1979 by Roy
Trubshaw and Richard Bartle [9]. While it is commonly thought that MUDs
descended from table-top role-playing games (RPGs) such as Dungeons and
Dragons, the two genres emerged around the same time and co-evolved begin-
ning in the early 1970s [10] and became popular during the 1980s. Both games
allow users to create characters based on numerical attributes (i.e. Strength,
Dexterity, Intelligence) and templated roles (i.e. Warrior, Cleric, Druid) with
different strengths and weaknesses. Game-play typically revolved around a
combination of interactive story-telling and logistical optimizations under the
guise of slaying monsters and attaining higher levels and skills. In RPGs, a
designated Game Master controlled the outcome of events based on dice-
rolls and references to charts and tables. In MUDs, this is controlled by the
server.

As the graphical and processing capabilities of the modern personal com-
puter increased, and as accessibility to the Internet became widely available, it
became possible in the early 1990s to build MUDs with graphical front-ends.
Ultima Online, launched in 1997, is recognized to be the first MMORPG—a
persistent, graphical, online environment that allowed thousands of users to be
logged on at the same time. The number of active users that Ultima Online could
support was what distinguished MMORPGs from existing graphical MUDs.
The second MMORPG, EverQuest, launched in 1999, quickly achieved a sus-
tained user base of 400,000 and remains the most popular MMORPG in North
America as of 2004 [2] even though at least 10 competing MMORPGs have
emerged since then.
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3. Details of MMORPGs

Users must purchase or download the specific MMORPG client and pay a
monthly subscription fee (around 10–15 USD) to access the central servers.
Users view the world in real-time 3D graphics, and use an avatar (a humanoid
graphical representation of the user/player in the game) to interact with the envi-
ronment and each other through a combination of a mouse-driven user interface
and keyboard commands. Communication between users occurs through typed
chat and animated gestures and expressions. The worlds of MMORPGs are vast
and presented in rich, graphical detail. It typically takes several hours to traverse
the entire world of an MMORPG, although different types of transportation are
available to teleport users to different locations in the world. Users are given
a large degree of control over the appearance of their avatars. For example, in
the recent MMORPG Star Wars Galaxies, users are able to manipulate their
avatar’s gender, race (Wookie, Human, Rodian, etc.), skin tone, age, height,
weight, musculature, cheek prominence, jaw prominence, brow prominence,
nose shape, eye shape, eye color, hair style, hair color, mouth shape, lip full-
ness, and the presence of body markings or freckles.

Users choose from a set of professions or roles that the MMORPG provides.
The permanence or fluidity of roles varies depending on the design of the envi-
ronment. Each role has varying strengths and weaknesses and most MMORPGs
are designed such that users must often collaborate to achieve goals within the
environment. While early MMORPGs were based on fantasy medieval worlds
made popular by RPGs and contained only combat-oriented roles (i.e. Warrior,
Archer, Healer, etc.), recent MMORPGs have offered more diverse profession
alternatives. For example, in Star Wars Galaxies, one can become a skilled
musician, chef, hair stylist, pharmaceutical manufacturer, or politician.

Goals and rewards in MMORPGs typically use a random-ratio reinforce-
ment schedule based on operant conditioning. Early achievements are quick,
almost instantaneous, and gradually take more and more time and effort un-
til progression becomes almost imperceptible. Most forms of advancement in
MMORPGs require increasing cooperation or dependency on other users, of-
tentimes mutually beneficial. In Star Wars Galaxies, surveyors locate deposits
of chemicals and minerals across different planets. To harvest these resources
in bulk, surveyors must purchase mining installations from architects. Alter-
natively, surveyors can choose to sell the locations of rich deposits (i.e. the
information itself ) to miners rather than harvesting the resources themselves.
Surveyors who choose to harvest resources may then become resource brokers
who market those resources to artisans and manufacturers who need those re-
sources to produce goods. Combat, medical or fashion goods then are sold on
the open market and bought by mercenaries, doctors and other members of the
general public.
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Ultimately, each user decides which form of advancement they will pursue,
and the richness and complexity of the environment eliminates the need for
super-ordinate goals or storylines. Every user is motivated by a different com-
bination of the possible rewards. The result is that adventures, stories, and most
importantly, meaningful interactions and relationships between users emerge.
Functional constructs within the environment facilitate these social networks—
combat groups (temporary collaboration between a few users), guilds (persis-
tent user-created membership organizations), and ideological alliances (agree-
ments between guilds or “racial” groups).

4. Collaboration in MMORPGs

Combat-oriented collaborations in MMORPGs become incredibly complex
once users have advanced beyond beginner levels. In typical battle-oriented
scenarios, groups of 4–8 users are confronted by multiple enemy agents based
on fairly sophisticated AI. These groups of users are typically composed of
a balanced combination of roles and must communicate and perform effec-
tively as individuals using a predetermined group strategy. Consider a fairly
typical crisis situation. Certain enemy agents will run away and elicit help
from allied agents when they are badly wounded. In a dungeon setting, these
enemy agents typically run towards deeper, more dangerous locations. If the
agent succeeds, he will return with several stronger agents. But if one user
chases the agent, while the others decide not to, then that jeopardizes the group
as well. This situation typically occurs while the group is still engaged with
other half-wounded agents. Also remember that different users have different
personalities (risk-taking propensities, assertiveness, and so on) and different
stakes at this point of their adventure, and differ in their loyalty to the group
and each other. In the span of 5–10 seconds, the risk-analysis, opinions and
decisions of the group communicated over typed chat, or the solitary actions of
a particular user, will determine the life or death of all members of the group.
This particular type of crisis is also embedded into the larger context of exist-
ing tensions such as emergent leadership, group polarization, and personality
differences.

More recent MMORPGs such as Star Wars Galaxies have also created col-
laboration scenarios of an entirely entrepreneurial nature. All non-basic goods
in the environment (clothing, housing, pharmaceuticals, etc.) are produced by
users. Unlike earlier MMORPGs, users cannot sell goods back to the server
itself. All transactions, and the resulting supply, demand, and pricing of spe-
cific goods, are user-driven. The environment has mechanisms allowing users
to survey for resources, harvest those resources, research schematics for as-
sembling resources into sub-components, construct factories to mass-produce
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finished goods, and market those goods to the public. The process is so com-
plex, time-consuming, and distributed over several skill sets that users typically
specialize as resource brokers, manufacturers, or retailers, and typically form
quasi-business entities with other users to facilitate that process. These entities
have to communicate effectively, develop a coherent product strategy, assess
market competition, and ensure that the production chain is running smoothly.
Many users comment that being part of such entities feels like having a
second job.

5. Existing Literature on MMORPGs

More than a decade has passed since Dibbel [11] pondered the significance
of a virtual rape in LambdaMOO as it was embroiled in a political reform. The
academic interest in MUDs it sparked was almost entirely driven by qualitative
scholars. Turkle [12] articulated how these environments revealed the fluid
and decentralized nature of identities. Others [13] have challenged the utopian
visions of cyberspace, arguing that online communities do not foster racial
equality but merely make racial minorities easier to suppress. The behavioral
sciences have kept their distance from these online environments. With regards
to video gaming in general, the field of psychology seems fixated on whether
video games cause real-life aggression [14–23]. Considering that new forms
of social identity and social interaction are emerging from these environments,
is aggression the only thing worth our attention?

Academic attention in MMORPGs has largely been driven by economic and
legal scholars. Castronova [24] has calculated the Gross National Product of the
world of EverQuest by aggregating e-Bay sales of virtual items and currency,
and has also shown that male avatars sell for more than female avatars of exactly
the same capabilities [25]. Legal scholars [26] have examined the ownership
of virtual property and whether avatars have enforceable legal rights. Griffiths
[27] has also aggregated online poll data at websites catering to EverQuest
players to provide the basic demographics and preferences of EverQuest
players.

In essence, there has been very little research available that has explored
the social interactions, relationship formation and derived experiences of the
users of MMORPGs. Since the spring of 2000, the author has carried out an
extensive survey study of over 30,000 MMORPG users that has examined who
uses MMORPGs, what motivates their use, and the salience and impact of
the experiences that emerge in these environments. While a previous paper
[28] focused on presenting statistical findings from the data set, the following
chapter summarizes and elaborates on those findings with qualitative data to
provide a richer perspective of these online environments.
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6. Methodology of Survey Study

The survey study consisted of a series of online surveys that were publicized
in web portals that catered to MMORPG users from the years 2000 to 2003.
The approximate number of active subscribers to each existing MMORPG was
publicly available [1], and it was usually clear which MMORPGs comprised
the bulk of all MMORPG players. Therefore, users of the four most popular
environments were targeted for the study—EverQuest, Dark Age of Camelot,
Ultima Online, and Star Wars Galaxies. A survey with new content was usually
publicized every two to three months. Each survey took about 5–10 minutes to
complete, and typically 2000–4000 respondents would complete each survey.
In each survey, respondents were asked to provide their email if they were
interested in participating in future surveys. At the beginning of each survey
phase, in addition to the recruitment at websites, respondents already in the
database were contacted via email to notify them of the new survey in which
they could participate. Over the course of four years, 30,000 unique users
participated in the survey study.

Lack of motivation and integrity in web-based surveys are two potential
concerns, but studies have shown that web-based respondents are typically
highly-motivated due to self-selection and anonymity does not have an adverse
affect on data integrity (for review, see [29]). Sampling bias is also a concern.
In particular, a skewed representation of dedicated and heavy users is possi-
ble. Because of market competition, demographic information about users of
these environments is not publicly available; however, informal communica-
tion with representatives of some of these companies has corroborated the basic
demographic representativeness (average age and average hours per week) of
the sample. Also, the sampling bias in using a large, non-random sample of
MMORPG users to generalize to other MMORPG users is probably not any
riskier than the standard practice in experimental psychology of using small,
non-random samples of mostly Caucasian students between the ages of 18–22
who are enrolled in introductory psychology courses to generalize to all of
humanity (for example, see [30]).

7. Only For Teenagers?

The stereotype that only teenagers partake in these environments discour-
ages broader interest in studying these environments. Indeed, the Journal of
Adolescence recently dedicated an entire special issue to the topic of video
game violence (February, 2004), fostering the stereotype that adults do not
engage in these kinds of activities, or that somehow adolescents interact with
video games in an entirely different way from how adults interact with them.
Data from Griffiths’ study [27] as well my survey study [28] challenge that
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stereotype. The average age of MMORPG respondents was 26.57 (n = 5509,
SD = 9.19); the median was 25, with a range from 11 to 68. The lower and
upper quartile boundaries were 19 and 32, respectively. Thus, in fact only 25%
of MMORPG users are teenagers.

Many MMORPG users have stable careers and families of their own [28].
50% of respondents (n = 2846) worked full-time, 36% were married, and 22%
had children. The data showed that teenagers, college students, early adult pro-
fessionals, middle-aged homemakers, as well as retirees were part of these envi-
ronments. Indeed, these seemingly disparate demographic groups would often-
times be collaborating and working together to achieve the same goals similar to
the ones mentioned earlier. This finding is particularly striking given that these
disparate demographic groups seldom collaborate in any real life situation.

8. Time Investment

The demographic reality of these environments is important to establish to
frame the significance of the following data on usage patterns. Users spend
on average 22.72 hours (n = 5471, SD = 14.98) each week in their chosen
MMORPG. The lower quartile and upper quartile boundaries were 11 and 30
respectively. The distribution showed that about 8% of users spend 40 hours
per week or more in these environments—the equivalent of a normal work
week. The significant amount of time that users are willing to invest in these
environments is further highlighted by the finding that 60.9% of respondents
(n = 3445) had spent at least 10 hours continuously in an MMORPG. The
correlation between age and hours spent per week was not significant, implying
that the appeal of these environments is comparable for high-school students,
middle-aged professionals and retirees.

9. Emotional Investment

The appeal and salience of these environments is further demonstrated by the
degree that users are emotionally invested in their avatars and the environment.
When respondents were asked whether the most positive experience they had
experienced over the period of the past 7 days or the past 30 days occurred in
an MMORPG or in real-life, 27% of respondents (n = 2170) indicated that the
most satisfying experience over the past 7 days occurred in the game, and 18%
of respondents indicated the same when the wording was changed to “over the
past 30 days”. With regards to the most negative event, 33% of respondents
indicated that the most negative experience over the past 7 days occurred in
the game, and 23% of respondents indicated the same when the wording was
changed to “over the past 30 days”.
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Open-ended questions asking users to elaborate on examples of these expe-
riences drew responses that revolved around interactions with other users [31].
Typical positive experiences involved an unexpected altruistic or courageous
action by another user.

He showed rare courage by staying until everyone was clear, including me, know-
ing that he would probably not make it out alive. That was the most selfless thing
I had seen done before or since. He stayed, knowing the corpse retrieval that
awaited him, the experience he would lose, and the wasted time he was about to
experience because of it. He could have run and lived, but he did n’t for our sakes.
When you make sacrifices for people, they will remember, and the best groups
are those built on loyalty, self-sacrifice, and courage. [male, 32]

On the other hand, typical negative experiences involved the selfish actions of
other users, or actions or behaviors that constituted an attack on the competence
or self-worth of a user.

I was playing my enchanter at the time, and his partner turned out to be an
enchanter, a level higher than I was. I was medding up after buffing the group
and switching my spells back to hunting/guarding spells, when the new enchanter
started casting everything I had just cast, overwriting everything I had done,
telling the group what to do and commenting on how they obviously hadn’t had a
chanter with them who knew how to take care of their group and they were lucky
he was there, he’d make sure they didn’t get into TOO much trouble. I disbanded
and headed for the zone, in tears of frustration. To be overwritten, pushed aside,
and belittled was unbearable. [female, 36]

What is clear is that these environments encourage both time and emotional
investment from the users, and that users derive salient emotional experiences
from these environments.

10. Motivations

The usage patterns of users force us to examine what makes these envi-
ronments so appealing. What motivates users to become so invested in these
environments? User responses expose the varied and multi-faceted reasons for
why users engage in these environments.

After many weeks of watching I found myself interested in the interactions be-
tween people in the game, it was totally absorbing!!!! The fact that I was able
to immerse myself in the game and relate to other people or just listen in to the
“chatter” was appealing. [female, 34]

I play MMORPGs with my husband as a source of entertainment. Overall it can be
a cheaper form of entertainment where you can spend quite a bit of time with a sig-
nificant other. To play well you end up developing more ways of communicating.
[female, 31]
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I like the whole progression, advancement thing . . . gradually getting better and
better as a player, being able to handle situations that previously I wouldn’t have
been able to. [male, 48]

No one complains about jobs or other meaningless things. It’s a great stress
reducer. I like that I can be someone else for a couple hours. [female, 28]

Currently, I am trying to establish a working corporation within the economic
boundaries of the virtual world. Primarily, to learn more about how real world
social theories play out in a virtual economy. [male, 30]

Having an empirical framework of articulating motivational differences be-
tween users is the foundation to understanding the emergence of more complex
behaviors and interactions in these environments. This framework provides the
foundation to explore whether different sections of the demographic are moti-
vated differently, and whether certain motivations are more highly correlated
with usage patterns or in-game preferences or behaviors.

In an attempt to create an empirical framework for articulating motivations
for MMORPG usage, a series of 40 statements covering a broad range of moti-
vations were generated based on open-ended responses as well as Bartle’s [32]
theoretical framework of “Player Types” based on his experiences in MUDs.
Examples of the resulting items include: “I like to feel powerful in the game,”
and “I like to be immersed in a fantasy world.” These statements were presented
using a 5-point Likert-type scale and then analyzed using an exploratory factor
analysis to arrive at a parsimonious representation of the associations among
the 40 items [28].

The analysis produced five factors. The “Relationship” factor measures the
desire of users to interact with other users, and their willingness to form mean-
ingful relationships that are supportive in nature, and which include a certain
degree of disclosure of real-life problems and issues. The “Manipulation” fac-
tor measures how inclined a user is to objectify other users and manipulate them
for his personal gains and satisfaction. Users who score high on the “Manipu-
lation” factor enjoy deceiving, scamming, taunting and dominating other users.
Users who score high on the “Immersion” factor enjoy being in a fantasy world
as well as being “someone else”. They enjoy the story-telling aspect of these
worlds and enjoy creating avatars with histories that extend and tie in with the
stories and lore of the world. The “Escapism” factor measures how much a user
is using the virtual world to temporarily avoid, forget about and escape from
real-life stress and problems. And finally, the “Achievement” factor measures
the desire to become powerful in the context of the virtual environment through
the achievement of goals and accumulation of items that confer power.

It was found that male users score higher than female users on Achieve-
ment and Manipulation, whereas female users scored significantly higher
on the Relationship, Immersion and Escapism factors. In other words, male
users are more likely to engage in these environments to achieve objective
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goals, whereas female users are more likely to engage in MMORPGs to form
relationships and become immersed in a fantasy environment. These gender
differences resonate with findings by Cassell and Jenkins [33] and suggest that
MMORPGs do not have one set of factors that appeals to everyone equally well,
but instead, have a host of appealing factors each of which draws in users with
different motivations. With regard to how these motivations related to usage
patterns, among male users, age was inversely correlated with the Manipulation
(r = –0.33, p < 0.001) and Achievement (r = –0.27, p < 0.001) factors, im-
plying that younger male users tend to objectify both the environment and
other users for their own personal gains. Among female users, age was in-
versely correlated with the Manipulation (r = –0.15, p < 0.001) and Immersion
(r = –0.13, p < 0.001) factors.

The articulation of the different reasons why users engage in these environ-
ments allow researchers to explore usage preferences and behaviors in relation
to the motivations of the user in addition to gender and age differences. It is sim-
ply not the case that all users engage in these environments for the same reason.

11. It’s All Pretend?

Because these environments are labeled “role-playing games”, it is easy to
assume that users treat it as a simplistic game of pretend-play. The emotional
investment that these environments derive from users is one way of countering
that assumption. Users in fact take these environments very seriously. Other
survey data also show that the majority of users indicate that the way they
behave and interact with others in these environments is very close to how they
behave and interact with others in the material world [31]. In other words, most
users are simply being themselves rather than experimenting with new identities
or personalities. It is also easy to assume that nothing serious or meaningful
happens in or can be derived from these environments because they are merely
semi-sophisticated forms of play. The following sections provide multiple lines
of evidence to argue that many different kinds of serious social phenomena
occur in these environments.

12. Relationships in MMORPGs

When asked to compare the quality of their MMORPG friendships with
their material world relationships, 39.4% of male respondents (n = 2971) and
53.3% of female respondents (n = 420) felt that their MMORPG friends were
comparable or better than their material world friends [28]. Furthermore, 15.7%
of male respondents (n = 2991) and 5.1% (n = 420) of female respondents had
physically dated someone who they first met in an MMORPG [28]. Thus, both
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platonic and romantic relationships seem to occur with significant frequency
in MMORPG environments. This finding resonates with Walther’s [34] notion
of the hyperpersonal effects of computer-mediated communication (CMC).

Indeed, the ingredients that Walther proposed for hyperpersonal
interactions—interactions that are more intimate, more intense, more salient
because of the communication channel—all exist in MMORPGs. First, the
communication channel allows the sender to optimize their self-presentation
because interactants do not have to respond in real-time. Second, the receiver
forms an impression of the sender by inflating the few pieces of information
that the sender has optimized. Third, participants can reallocate cognitive re-
sources typically used to maintain socially acceptable non-verbal gestures in
face-to-face interactions and focus on the structure and content of the mes-
sage itself, which comes across as more personal and articulate. Finally, as
interactants respond to personal messages with equally personal and intimate
messages, the idealized impressions and more personal interactions intensify
through reciprocity. The cumulative effect is that the interaction becomes more
intimate and positive.

It has also been suggested that there are factors unique to MMORPGs that
facilitate relationship formation [35]. The kind of high-stress crisis scenario
outlined earlier in the chapter occur with great frequency in these environments
under different guises. When paired with the degree of emotional investment
users place in these environments, many relationships are in fact triggered by
these trust-building scenarios, analogous to boot camps and fraternity initiations
in the material world.

To succeed in EQ you need to form relationships with people you can trust. The
game does a wonderful job of forcing people in this situation. Real life rarely
offers this opportunity as technological advances mean we have little reliance on
others and individuals are rarely thrown into life-or-death situations. [male, 29]

While it may appear that meeting other users with compatible personalities
and interests seems like finding a needle in a haystack in these environments,
users are in fact pre-selected for compatibility. 36% of employed respondents
(n = 1099) work in the IT industry, and 68% of respondents (n = 3415)
have experience with table-top role-playing games. IT workers are typically
analytical and rational; RPG players are typically imaginative and idiosyncratic.
Both tend to be non-conformist. MMORPG environments are a very specific
form of entertainment—gradual advancement via avatars in a fantasy medieval
or futuristic world with other users. Thus, in fact, MMORPG users are probably
similar in more ways than not.

And finally, the fantastical metaphors employed in these environments
encourage idealizations that parallel cultural myths of chivalric romance—
knights in shining armor, clerics with glowing auras. Thus, these metaphors also



198 Yee

encourage idealization in addition to the underlying inflated sense of compat-
ibility due to hyperpersonal interactions. MMORPGs are environments where
users are in fact falling in love with knights in shining armor:

The MMORPG relationship is inexplicably more romantic, more epic, more dra-
matic . . . [female, 16]

MMORPG environments allow us to think about how the mechanics and
functional constraints of a constructed world could be used to engineer the
relationships that form [36]. User dependencies, the mechanics of death, and
other structures all play a role in encouraging or discouraging relationships
to form in these environments. MMORPGs allow us to ask questions about
how the mechanics of a world influence the communities that form instead of
focusing on individual interactions.

13. Romantic Partners and Family Members

There is a very different kind of relationship “formation” that can be ex-
plored in MMORPGs. Many MMORPG users participate in the environment
with a romantic partner or family members. 15.8% of male respondents (n =
1589) and 59.8% of female respondents (n = 311) participate in the environ-
ment with a romantic partner, while 25.5% of male respondents and 39.5% of
female respondents participate in the environment with a family member—a
sibling, parent or child [28]. Open-ended responses from these users indicate
that their online relationships shape, influence and allow them to explore their
material world relationships.

Many romantic couples who participate in the environment together com-
mented on how the environment highlighted their individual differences. For
these users, the MMORPG environment reflected and accentuated differences
in their personalities and worldviews.

Our styles are totally different. For instance, I will rather play in a group just for
company, even if the exp gain is minimal, whereas my partner tends to literally
AVOID other players. I am often a pushy role-player, forcing others to RP or get
out of my face. Thus I am unafraid of starting an argument, whether in /say, /tell
or even /shout. This seems to make my partner very uncomfortable. For these
reasons, if we are playing together we try very hard to compromise. However, I
insist on having “solo” characters that I only play on my own. I tend to find his
gaming style restrictive. [female, 23, engaged]

I would say rather than having learned something new about him, it was more
like it emphasized differences between us that I already knew about. He is very
patient, I am very impulsive, etc. And these differences are a lot more apparent
in a game situation. [female, 27, dating]
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For other romantic partners, the MMORPG environment not only reveals
individual differences, but it also comes to shape the relationship itself.

Like children who play dolls to explore social situations and different perspectives,
EQ enables us to look at issues of dependence/independence, and gender percep-
tions. It’s increased the equanimity between us, and brought us closer through
exercises in trust that transcend in game terms, class, level, and gender. We will
discuss game scenarios and learn from each others perception (i.e., when to run).
After 3 years of playing together we are a well-oiled machine, and can lead a
group, follow or solo together or apart. [female, 34, married]

Our relationship has definitely been enhanced. We’re better now at working to-
gether towards goals. And we both really enjoy growing, learning and adventuring
together. It’s exciting to be involved in each other’s triumphs. [female, 29, married]

Parents and their children who participate in these environments provide
another perspective on how the MMORPG environment interacts with existing
relationships. Many parents commented on how the environment allowed them
to observe their children in social interactions that they usually had no access to
in the material world. For them, the MMORPG environment became a window
into parts of their children’s identity that they had not known about before.

I learned that my son is a very good strategist. I knew that to a degree before, but
it has been eye opening to watch him lead a group. I did not know he had these
skills. [female, 49]

It added depth and clarity to many traits that I knew they had to see how they
presented themselves in a different environment. Since I am pretty much removed
from their circle of friends and can’t watch them at school, EQ provides a window
into their behavior outside of the house [female, 37]

I found that my son handles himself in a very mature manner. (He’s 13 now).
I have also been told by many other players that know of our relationship how
courteous and well spoken he is. [male, 49]

Other parents commented that the MMORPG environment has allowed
them to transcend the strict roles of parent-child relationships in a rewarding
way. The MMORPG environment not only shapes these relationships, but in
fact restructures them by allowing the participants to redefine the boundaries
of their material world roles.

I think it has enhanced our relationship, we both treat each other more like equals
and partners in our private life. It is much easier to talk to her now and I have
found her talking to me about much more of her life and ideas. [female, 40]

Yes, playing EQ with my daughter has been very enjoyable, and I have learned
more about my daughters personality as she treats me as a friend on EQ and not
a parent. [female, 40]
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Thus, MMORPG environments are not only places where new relationships
are engineered, but in fact are windows into existing relationships as well as
catalysts for the restructuring of roles in those relationships.

14. Role Exploration and Skill Transfer

Turkle [12] articulated how MUDs allow users to explore new roles and
identities. MMORPG environments are also used for these purposes.

In reality I’m an Army Officer, very assertive and aggressive. In MMORPGs I’m
more like I wish I could be, quiet, introspective and sensitive of other’s feelings.
Taking on different roles has also taught me to “walk a mile” in other shoes before
judging—not useful as an army officer, perhaps, but very useful in becoming a
quality human being. [male, 42]

When I play my male characters, other male members of the party will listen to
me better, take me more seriously. In my male form I could give orders and have
them listened to, where as a female, my characters aren’t always taken quite as
seriously. Also, where my female characters were given many gifts by random
players when they were young, I didn’t see it happening with my males, which I
didn’t mind at all. I’ve enjoyed the higher level of “respect” for my abilities that
seems to come with playing in a male body. [female, 22]

But beyond exploring how MMORPGs can shape the identities of individ-
uals, these highly social and structured environments also allow us to explore
whether certain valuable skills learned in an MMORPG can transfer to the
material world.

Personal advancement in MMORPGs typically involves collaboration
among groups of users in an attempt to achieve a challenging task. Thus, a
prime candidate for acquired skills is leadership skills. In emergent groups
within the MMORPG environment, leaders deal with both administrative as
well as higher-level strategy issues, most of which arise and have to be dealt
with spontaneously. Administrative tasks include: role assignment, task delega-
tion, crisis management, logistical planning, and how rewards are to be shared
among group members. Higher-level strategy tasks include: motivating group
members, dealing with negative attitudes, dealing with group conflicts, as well
as encouraging group loyalty and cohesion. These issues are even more salient
in long-term social groups, such as guilds, which have formalized membership
and rank assignments. In other words, MMORPGs provide many opportunities
for short-term and long-term leadership experiences. As one user notes:

I’ve never been one who is particularly comfortable with a leadership role in real
life. In the game, friends and I left another guild that no longer suited us for
various reasons and formed our own. I was approached by several of these friends
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to assume leadership of the guild and agreed, even though I was uncertain of
my suitability. I’ve grown more accustomed now to directing various aspects of
running the guild and providing a vision and leadership to the members. Follow-
up and assertiveness now feel more natural to me even in real life. It has been
an amazing opportunity to push myself beyond my boundaries and a rewarding
experience. [female, 46]

This sentiment is shared by many users. In the survey study [28], 10% of
users felt they had learned a lot about mediating group conflicts, motivating
team members, persuading others, and becoming a better leader in general,
while 40% of users felt that they had learned a little of the mentioned skills.
This is striking given that these environments are not structured pedagogically to
teach leadership. Acquisition of leadership skills in these environments is in fact
an emergent phenomenon. But more importantly, these findings demonstrate
that real-life skills can be acquired or improved upon in these environments.
Certainly, self-reported assessments are not robust assessments, but these find-
ings lay the foundation for more controlled studies of the acquisition of complex
social skills in these environments.

15. Problematic Usage

As mentioned in the section on time investment, 8% of users spend 40
hours or more in these environments, and 70% have spent at least 10 hours
continuously in an MMORPG in one sitting. Both quantitative and qualitative
data suggest that a small, but significant, group of users suffer from dependence
and withdrawal symptoms [37].

I am addicted to EQ and I hate it and myself for it. When I play I sit down and
play for a minimum of 12 hours at a time, and I inevitably feel guilty about it,
thinking there a large number of things I should be doing instead, like reading or
furthering my education or pursuing my career. But I can’t seem to help myself,
it draws me in every time. I have been out of work now for over a month and
now find myself in a stressful, depressed state that is only quelled when I am
playing EQ, because it’s easy to forget about real world troubles and problems,
but the problem is when you get back to the real world, problems and troubles have
become bigger, and it’s a bad, bad cycle. I’ve tried quitting seriously on several
occasions. There are serious withdrawal pangs, anxiety, and a feeling of being
lost and not quite knowing what next to do with yourself. [male, 26]

On 5-point Likert scales, 15% of respondents (n = 3989) agreed or strongly
agreed that they become angry and irritable if they are unable to participate.
30% agreed or strongly agreed that they continue to participate in the environ-
ment even when they are frustrated with it or not enjoying the experience. And
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18% of users agreed or strongly agreed that their usage patterns had caused
them academic, health, financial or relationship problems. Agreement with
the mentioned statements was significantly positively correlated with average
weekly use of the environment. Even more striking, 50% of respondents (n =
3166) considered themselves addicted to an MMORPG in a direct “yes”/“no”
question. While it may be difficult to draw a line between healthy and un-
healthy usage of these environments, it is clear that certain users are engaged
in problematic usage of these environments.

While the design of these environments, such as the sophisticated reward
cycles based on operant conditioning paradigms [38], certainly plays a role
in engaging users in problematic usage, it would be overly-simplistic to focus
entirely on the architecture of the environment itself. After all, that perspective
fails to account for why only certain users engage in problematic usage. It also
fails to take into account that different users are motivated to participate in the
environment for different reasons. One proposed model of problematic usage
[37] approaches the environment as a place where many common anxieties
can be overcome. For example, users who have low self-esteem can become
powerful and competent in these environments and they are driven to achieve in
these environments as a way of overcoming anxieties they have in the material
world. Or for example, users who feel undervalued in the material world can
become needed and valued members of groups or guilds. Users with poor self-
image can choose to be as attractive and physically fit as they desire. Users
with low internal locus-of-control gain a stronger sense of agency in these
environments. Users with stressful problems can use these environments as
escape. In short, these environments are seductive for some users because they
empower them in ways specific to their anxieties.

16. Online Environments as Potential Social Science
Research Platforms

The structure and design of these environments make them good candidates
for a host of alternative uses for social scientists. For example, traditional per-
sonality assessment techniques are typically transparent and reactive. Because
actions in massively multi-user online environments can be tracked unobtru-
sively by the server, every users’ attitudes and personalities may be tracked
using behavioral measures. And because users are personally invested in their
avatars and the environment, every decision they make is personally revealing.
The length and frequency of utterances, as well as the breadth and depth of a
user’s social network can all be meticulously measured and tracked over long
periods of time. This database of measures provides rich longitudinal profiles
of individual users as well as how they rank amongst a large sample of other
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users. One could think of MMO environments as a gold-mine of personality
data as well as a platform to develop unobtrusive personality assessment tools.

The arguments that Blascovich et al. [39] make for the use of immersive vir-
tual reality technology as a methodological tool for social psychology can also
be applied to MMORPG environments. The movements, interactions and pref-
erences of large numbers of users can all be tracked unobtrusively and recorded.
For example, one could implement a transformed social interaction ([40], see
also Bailenson and Beall’s chapter in this volume), such as non-zero-sum gaze,
on one MMORPG server and use another server for control, and track the
aggregate changes in mean length of utterances or topology of social networks.
The MMORPG environment allows us to answer social psychology questions
on a social level rather than an individual level. How does non-zero-sum gaze
or other transformed social interactions reshape social networks, alter the flow
of information, or affect trust in a social organization? As social organizations
proliferate in MMORPG environments, research in transformed social interac-
tions becomes even more important as it will inform us of how designers could
engineer these environments to encourage the formation of strong and trusting
social networks.

17. Conclusion

As scholars who studied MUDs [11, 12] pointed out, our virtual identities
and experiences are not separate from our identities and experiences in the
material world. They co-evolve as they shape each other. MMORPGs are not a
new form of play as much as a new communication medium that affords new
forms of social identity and social interaction.

While typical VR environments try to replicate human avatars in contempo-
rary physical locations, MMORPGs offer fantastical avatars and worlds. After
all, if you could be anyone anywhere, would you choose to be exactly who
you were? This tension begs the broader question—given that we are not con-
strained to human forms or modes of movement and interaction that are bound
by laws of physics, why do we insist on replicating them? If the body is merely
the original prosthesis [41], can we not think “outside of the body”? Insist-
ing on visual veridicality also forces us to abandon interesting issues in self-
representations. What might decisions in virtual self-representation tell us about
users?

The strong appeal of these environments also has interesting implications.
MMORPGs do not only appeal to teenagers. They are online environments
where young professional adults, middle-aged home-makers and retirees inter-
act and collaborate on a daily basis. More importantly, the average MMORPG
user spends more than half a work week in these environments. As more peo-
ple engage in online environments instead of watching TV, it raises interesting
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questions with regard to Gerbner’s cultivation theory [42]. Gerbner found that
heavy TV viewers have a worldview that overestimates violence and the per-
centage of legal-enforcement workers in the general population due to their
over-representation in TV content. Might certain worldviews be cultivated by
heavy exposure to online environments? For example, users are given a high
degree of control and agency in MMORPGs, and all events are based on under-
lying numeric variables. So it might make sense to ask whether heavy users have
a stronger internal locus of control, or apply a more closed-system perspective
on thinking about events in the material world.

The data presented also explored how virtual environments impact relation-
ship formation in different ways. Not only can these environments facilitate
formation of relationships, but they are also windows into and catalysts in ex-
isting relationships. More importantly, relationships can be thought of as being
engineered by the architecture of the environment. For example, what are the
potential effects of transformed social interaction [40] on social interactions at
a community level? It also leads us to wonder how a community in the material
world could be shaped by allowing them to interact in an engineered virtual
environment.

The excessive usage exhibited by certain MMORPG users might appear
problematic at first, but in fact forces us to ask whether the mechanisms of
appeal in MMORPGs could be harnessed for pedagogical purposes. Story-
path curriculums, used in certain schools, embed the syllabus of each term
in an ongoing hypothetical setting, such as an iron-forging village in 19th
century England. Every student takes on the role of a member of the village,
such as blacksmith, pastor or farmer, and the syllabus material is woven into
relevant tasks that the villagers encounter. For example, basic algebra may be
embedded into a task that tried to optimize ratios of profitable crops, while social
policy material may be embedded into a town meeting over a local epidemic of
scarlet fever. The goal is to increase interest in learning by making the material
personally relevant to students. The structure of MMORPGs are well-suited
for story-path curriculums, and in fact, would also allow classes from different
schools to inhabit different villages and create a larger social community that
worked together to resolve conflicts or achieve common goals.

Finally, MMORPGs also blur the distinction between work and play in in-
triguing ways. Case studies of virtual real-estate brokers [43] are one of many
compelling examples of how digital media blur the distinction between work
and play. These users sell virtual real-estate (as well as virtual weaponry and
currency) for real-life currency on auction sites such as eBay. More compelling
are the “sweatshops” in developing nations that hire youths to generate profit
by accumulating these virtual goods and currency and then selling them for
real-life currency [44]. In this case, work and play are indistinguishable. As
Andrejevic [45] has pointed out, interactive media creates digital enclosures
that allow work to be performed under the guise of entertainment. For example,
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in There.com, brand-name fashion designers use the environment as a market-
ing test-bed for new clothing designs. Sales of the test products and whether
users who have large social networks buy them are aggregated automatically.
The irony is that not only do these users have to pay a monthly fee to subscribe
to the environment, but they are performing free labor for a third-party corpora-
tion. As these environments become more sophisticated, we can imagine them
transforming into predominantly sites of economic activity under the guise of
interactive entertainment.

We have seen that MMORPG users become highly invested in these environ-
ments, and that serious social phenomena occur in these environments that can
create, shape and restructure relationships in the material world. Every day, mil-
lions of users log on to worlds like Corbantis, performing highly-specialized and
complex tasks, interacting and collaborating with each other through avatars.
Some of them are accumulating virtual real estate to trade for US dollars. Some
are married to people they have never met. Some are collaborating with their
children to produce advanced pharmaceuticals, while others are planning a
mayoral campaign. Indeed, if we are interested in the social lives of avatars, the
citizens of worlds like Corbantis have a great deal they can tell us.
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Chapter 10

QUESTING FOR KNOWLEDGE—VIRTUAL
WORLDS AS DYNAMIC PROCESSES
OF SOCIAL INTERACTION

Mikael Jakobsson

1. Introduction

In this chapter I will discuss the nature of social interaction and game-play
in the massively multi-player online game Everquest. Based on my studies of
this particular type of virtual world, I will address the question of how the
experience of participating in virtual worlds changes over the course of time
and the implications of this on how we conceive virtual worlds from a design
perspective. In parallel, I will also address some methodological implications
of performing ethnographic studies in an environment where new levels of
interacting with the world and its participants continuously reveal themselves—
like new levels in a platform game.

For social interaction to exist within a virtual environment there have to be
social actors in it. This book as well as its predecessor [1] covers a wide range
of cases of social interaction from separate individuals all the way up to large
groups of people. In this volume, yet another dimension is added as this and
Nick Yee’s (chapter 9) look at a fully three-dimensional graphical environment
that attracts and supports participants on a massive scale averaging several
thousands of participants in the same virtual world.

In a previous essay (in [1]) I argued for the importance of an inside view in
order to grasp the unique properties of the social environments of virtual worlds.
In this chapter my focus is on the vantage point of a participant embedded in
the world. I will describe the game from four different points in the process of
progressing through the game as a player and through the empirical study as a
researcher. These discrete reference points will then be connected in an attempt
to reveal a richer picture of the processual qualities of virtual worlds in terms
of understanding the object of study as well as the process of studying it.

R. Schroeder and A.S. Axelsson (Eds.), Avatars at Work and Play, 209–225.
C© 2006 Springer. Printed in the Netherlands.
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While it is generally a bad idea to recount a study in chronological terms,
I will do exactly that here with the explicit purpose of showing how the un-
derstanding of an object of study can change when looked at over an extended
period of time. In this way I wish to uncover the research process rather than
hiding it beneath the surface of the text.

Until recently, there were no systems of this scale and complexity in
existence—but that changed with the arrival of the game Everquest in 1999.
Built on a real-time three-dimensional graphics system similar to e.g. Active
Worlds but with a closed graphics library, Everquest took the role-playing genre
of computer games to a new level of technological sophistication. The response
from the gaming community was overwhelming and a flood of similar games
has followed establishing a new genre of computer games, the massively mul-
tiplayer online game MMOG. (This kind of game is sometimes referred to as
MMORPGs, or role playing game, but since the role-playing element is often
very weak and some games lack it completely, the RP part of the acronym is
becoming ever less appropriate).

Everquest continues to be one of the most successful games in the genre
with over 2.5 million copies of the game sold and currently having over 400,000
paying subscribers of which around 100,000 play simultaneously at peak times
[2]. Operating via a client/server architecture, the world of Everquest is a fairly
elaborately rendered three-dimensional space in which players battle a variety
of characters and creatures. The world of Everquest is inhabited by participants
who wander a vast terrain covering a number of continents. Much like old-style
tabletop role-playing games, players create a character to play by selecting a
“race” such as human, halfling or troll, a class such as warrior, shaman or wizard,
and setting a few other parameters defining their character. On special servers
players can engage in combat against other players or in more formalized role-
playing, but the overwhelming majority play against the monsters in the world
without bothering with the role-playing aspects of the game.

2. The Beginner Level: Everquest as a Single-Player Game

To say that the Everquest world is vast feels like a bit of an understatement.
The amount of places to visit and monsters to battle is almost endless. Most of
this is, however, out of reach for a beginner. When a player first enters the world,
it is in the designated hometown. Before the player has put a few experience
levels under her or his belt and acquired some basic equipment, it is impossible
to venture very far beyond the city gates without falling prey to the creatures
that roam the game world.

The very first obstacle that the player has to overcome is, however, the user
interface. Before being able to interact with the environment, with non-player
characters, or with other participants, the technical aspects of interaction have
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to be mastered. A crucial part of this interaction is the communication with
other players. All text-based communication is carried out in different chat
channels. As long as the player has not selected a channel for the text input,
the keys on the keyboard work as shortcuts to different commands. This means
that if you target a non-player character and start typing to say something to it
without indicating the appropriate channel, the keystrokes will be interpreted
as commands. This will in turn prove deadly if the intended message includes
the character “A” since that key by default is set to trigger the command “auto-
attack”, and the non-player characters in the game are powerful enough to
quickly eradicate a beginner player. (Measures are continuously taken to make
the system more forgiving to the beginners, including a recent move of the
default key for auto-attack from typing the “A” key to typing the significantly
less used “Q” key.)

One of the promises of three-dimensional graphics was the possibility of
making interaction interfaces more intuitive and easy to use for beginners. What
we see in the user interface of Everquest should not necessarily be interpreted
as an indication that these promises were incorrect. Instead, it speaks of the
powerful impact of history in technology development. Despite the ocean-wide
difference in complexity and experience of play between the early text-based
MUDs and today’s MMOGs, many designers as well as players have come to
today’s MMOGs via the MUDs, bringing their history of previous influences
and experiences with them. Everquest displays a number of technological and
cultural traces to these earlier systems.

The command interface is so reminiscent of the DIKU (Datalogisk Institut,
Københavns Universitet) MUD system that people coming from a MUD of
that variety testify to feeling right at home in Everquest. The Everquest team
at one point had to release a sworn statement that they had not used any ac-
tual code from DIKU MUD which resulted in the following response: “The
DIKU group is proud that ‘the DIKU feeling’ has found its way into a game as
enjoyable and award winning as Everquest” [3]. Everquest also borrows from
other sources. Many of the sites and monsters bear a striking resemblance to
those in fantasy fiction in general and Tolkien in particular. The game system
is heavily influenced by Dungeons and Dragons [4]. There are also technical
solutions and modes of navigation originating from predecessors within the
field of three-dimensional graphical environments.

The notion of a beginner becomes more complex when the history of the
players—and the ways it coincides with the history of the game—is taken
into account. A Tolkien reading MUD veteran with previous experience of
virtual worlds is a very different kind of beginner than the person without this
background.

After a few fatal encounters with merchants and other non-player characters
in the hometown, the player will avoid at least the more devastating interaction
mistakes. There will, however, still be a barrier between the beginner and the
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other players in the game. One very palpable factor that keeps beginners separate
from other players is the geography. While the beginners cannot stray very far
from the guarded cities, the more experienced players have to find other hunting
grounds in order to find strong enough monsters to gain experience points from
slaying them.

Besides the geographically imposed obstacles to playing the game together
with the more experienced players, there is the lack of strategic knowledge.
The abilities of different characters are designed in a way to make it beneficial
for players to form groups and hunt together. The safety and efficiency of the
group is dependent on the participants performing their tasks correctly and
being able to efficiently communicate with the other group members. These
skills take time to learn and a beginner lacks both the knowledge and the ability
to communicate that is required. To accommodate for this, the developers have
made it possible for all classes to easily defeat monsters on their own the first
ten or so experience levels. A player who decides to start a second character
will on the other hand have the required knowledge set and ties to the social
networks between players [5] to be able to traverse the isolation of the beginner
player.

After having played Everquest for a week or so and gained around ten ex-
perience levels, I could claim to have gained first-hand experience of the object
of study and my notes were full of impressions from the intense experience.
But what had I really seen? My perception of the game was that it was a fairly
repetitive hack and slash game mainly played solo in a fairly confined space. I
knew there was much more of the world to explore out there and that the game
was full of other players, but I had no way of knowing if the experience of being
in the game world and playing the game would change significantly or if it was
going to be more of essentially the same thing. The only way to experience this
for myself was to continue playing.

3. The Intermediate Level: Everquest as a World
of Personal Communities

Just like a player bursting out in a triumphant “ding” signaling that a new
experience level has been reached, I remember feeling a sense of elation when
I stepped into the world of interconnected personal networks that signifies par-
ticipation in the world of Everquest at an intermediate level. In my case it was
not so much a question of being rewarded after a long hard struggle, as hav-
ing contacts outside the game that helped me get “connected” on the inside.
In [5], Taylor and I give a detailed description of the structure and impor-
tance of social networks in the game and the process of socialization. There
we describe how social networks share structural properties with the mafia
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(as we understand its organization from popular fiction). Everything from initi-
ations, pledges of trust and allegiance, vows of silence and favor systems exist
both in the mafia and the social networks of Everquest. They both also seem
to have their origin in a need for protection in an environment of insufficient
control of law and order. Here, I will concentrate on describing the way the
experience of the game and the world changes as a result of moving from the
outside to the inside.

While the beginner stage is passed fairly quickly, the second stage will take
months, sometimes years, and ranges approximately from level twenty to sixty.
For the majority of the players most of the time is spent in groups at this stage
of the development of the character. The gaming session typically begins with
the player spending some time looking for a group to join, or starting a group
and gathering the other five players needed. These players will then pick a place
to set up camp and start killing the monsters there. When a monster is killed a
new one will emerge at the same spot after a set time so the group will not run
out of things to kill no matter how long they stay. Normally, a session lasts a
couple of hours.

Although the players can move around more freely in the world at this stage,
they do so to a very limited degree. Since the monsters you kill have to be on
par with your own experience level to yield good experience earnings, there
are only a few zones to choose from at any given experience level. The activity
of camping around the same monsters for hours on end—sometimes referred
to as experience grinding—might seem repetitive and even a bit boring. But
with a fairly routine task to perform to keep the development of the character
in motion, the players have plenty of time to socialize with the other group
members and other friends in the game. Some people have social ties to other
players already when they come to the game in the form of family members
or friends. Others start from scratch in making friends through playing and
hanging out together and before long, almost all players have created a social
network of friends and acquaintances within the game.

From essentially being a single-player game on the first few levels, the
gaming experience transforms into a rich social experience for the intermediate
player. The game play stays basically the same. Instead it is the context around
the actual monster killing that has changed. Just as in non-game virtual worlds,
it turns out that the social interaction is the very foundation for the appeal
of the world (see chapter 9 in this volume for more about social interaction
as game motivation). At this stage of the game, the social networks are still
loose and informal for the most part. Every player has his own web of contacts
primarily organized by the friends list function in the game. The players perceive
belonging to a community but each player’s community looks different; in other
words, they are personal communities as defined in [6]. With continued playing
this will, however, change.
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4. The High-End Game: Organized Play

Somewhere around level fifty to sixty and after perhaps a year or so in the
game, players start feeling that there is something—more specifically their epic
weapon—that they are missing and that it is time to try to do something about
it. All classes in the game can take on an epic quest that will result in an epic
weapon as reward if it is completed successfully. The epic quests are designed
to require the help of more than just a handful of friends to complete. Besides
the monsters that need to be defeated for the epic quest, the high-end game
also includes many other tasks that require a raid force of up to seventy strong
players to conquer.

The personal communities that players create during their time as interme-
diate players are not strong enough to support the level of organization that
the high-end game requires. There are many reasons to be in a guild—such
as belonging to a community and protection of the gaming experience from
disruptive forces—but it is not until the high-end game that it becomes more or
less a necessity. Guilds are formalized social networks managed by the players
with the support of a few in-game tools. To start a guild, a minimum of ten
players have to commit to joining. The person starting the guild becomes guild
leader and chooses which other players to authorize as officers. The guild gets
a dedicated chat channel and a tag under their names showing which guild they
belong to.

The role of an officer in a guild differs depending on the size and type
of guild. The bigger guilds have officers dedicated to specific tasks such as
organizing raids or handling recruitment while the officers of smaller guilds
tend to all do a bit of everything. I am a member of a medium sized guild
with approximately three hundred registered characters. For about a year I have
been involved in managing the guild as an officer, raid leader and for a brief
time guild leader. We are a social guild which means that we do not make
any particular requirements on our participants in terms of experience level,
abilities, play time or attendance and we only raid once a week.

We do, however, require that our members adhere to our guidelines for social
behavior within the game. These guidelines—posted on the guild website—
cover topics of honorable and fair behavior towards other players and helping
guild members achieving their goals. We also keep a fairly strict norm on
language use in the guild channel since many of the participants are combining
playing with looking after their kids. The social guilds tend to attract a more
mature type of players while raiding guilds often appeal to a younger crowd.
Older players may still put a significant number of hours into the game every
week but often cannot commit to playing in the way a raiding guild demands.
Out of these differences in appeal grows a difference in culture between the
two types of guilds.
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The downside of not belonging to a raiding guild is that some parts of the
world require persistent raiding and these zones are the ones where you can find
the best items to equip your character with. An alternative to joining a raiding
guild is to join a raid channel. These channels are set up and administered by
one or more guilds that wish to raid but lack the critical mass of players within
their own guild. They therefore offer access to the channel to players who do not
have a guild or are in a non raiding guild but still wish to raid occasionally. The
raid channels are of course established to benefit the guilds behind them, but
work as a kind of community service to social players with a taste for raiding.

At one particular raid we picked up a person along the way who said that
he was looking for a guild to join and asked if he could tag along. Since he was
a high level character of a class that we had use for, we were happy to bring
him with us. While he handled his job of bringing monsters to the rest of us
very well, he was also a little too eager to get a cut of the items we were getting
by killing the monsters, suggesting that he had special needs for some of the
items and that they should be defaulted to him instead of letting the luck of
the draw decide who would get it. The officers running the raid and handling
the looting and distribution of items that dropped from the monsters, however,
paid no attention to these requests.

When we headed home at the end of the evening he mentioned that he
wanted to join our guild. At the time the rules for inviting people into the guild
were that at least three officers had to agree that a person was suitable for
membership before issuing an invitation. Since there were more than three
officers present at the raid we could immediately make a decision and he was
invited. This was to be the last time someone was invited to the guild this way.

It only took until the next day before our guild leader received a private
chat message from another player in the game issuing a complaint against our
recently invited guild member. The complaint regarded a case of “ninja looting”
which means that a player takes an item from a defeated monster that she or
he does not rightfully deserve (see [5] for more on social consequences of the
possibility to “ninja loot”).

The guild leader then proceeded to interview the accused, the person issuing
the complaint and one more person who had been in the same group at the time
of the incident. He then posted all this material in the officer-only section of
the guild website and requested comments from the other officers. After a few
postings back and forth between the officers it was the guild leader who decided
that the person should be removed from the guild.

The last thing a guild wants is rumors of questionable behavior to start
spreading on the server, since the reputation of a guild affects the reputation
of all its members and will make it harder for the guild to form alliances with
other guilds. So as a direct consequence of the incident the officers decided to
tighten up the recruitment process. Now applicants to the guild have to post
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an application on the guild website and then spend some time in a special
recruitment channel in the game before they can be invited. This increase in
rules, guidelines and formalized procedures is typical of guilds growing in
numbers and reputation on a server. It also leads to that the officers of the guild
spend more and more of their game-time on community management.

As an officer in general and a guild leader in particular, the nature of play
shifts dramatically from mostly minding your own business and helping out
others when needed, to management responsibilities that take up more time
than the actual monster killing. Besides making sure that the guidelines of the
guild are adhered to, officers spend much of their time reading up on how
to tackle certain monsters, screening guild applicants, managing guild bank
money and items and keeping the guild website in shape.

Somewhere in the middle of all this, the actual killing of the monsters still
works more or less the same way as at level one, but the scale and complexity
of what it means to play the game has reached a level that makes the gaming
experience completely different from that of a beginner player.

5. The Endgame: Players Turning Against Players

Before the first expansion of Everquest was released there was a very lim-
ited selection of monsters to kill at the very high-end level of the game. The
guild leader of one of the first raiding guilds on one of the first Everquest
servers told me that after having done all the other content in the game, there
were only two monsters left of interest to them. It was the two dragons Lady
Vox and Lord Nagafen. His guild was the first to defeat the dragons but another
was not far behind. Despite a fair amount of rivalry between the two guilds
they managed to stay out of trouble by taking turns killing the two dragons. The
situation became more complicated when a third guild on the server became
strong enough to challenge the dragons. The limited resources in the game had
created a volatile situation.

At one point, one of the guilds failed in an attempt to kill one of the dragons
and when they came back later for a new attempt, the next guild scheduled
was already there setting up for their turn. The exact details of what happened
that night may differ depending on who you ask, but everybody agrees that
things got ugly. Players tried to get players from the other guild killed and the
verbal exchange between the raid forces was harsh and abusive. The incident
led to an outright war between the guilds and both sides lost members as a
result of it. Peace finally came when all the involved guilds agreed to follow
a web-based event calendar operated by neutral players. With the aid of this
calendar, guilds could make reservations for a monster they wanted to kill and
the others would stay away from it until their turn came. The event calendar
was successful in making rival guilds share the limited resources equally. But
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eventually one guild decided that they were not going to honor the calendar
any more and would try to kill any of the dragons whenever they would see fit
to do so. This guild could be described as a rogue guild, a guild that thrives on
gaining a reputation—but not for being good and honorable but for being bad
and doing whatever they feel like.

Most servers have one or a few of these guilds and they are always the source
of huge amounts of discussions and complaints on the community message
boards. While the majority of players harbor negative attitudes towards the
rogue guilds, there are also players who are attracted by their boldness and
attitude. The impact of these guilds on the servers is undisputable. Once a guild
had publicly declared that they were not going to honor the event calendar, the
initiative was in effect dead since it required backing from all parties to work
as intended.

Things had, however, changed in the game world. New continents and mon-
sters had been added to the game and the two dragons were no longer the
most rewarding or prestigious targets. Since there were more possible targets to
choose from, the need to take turns for the monsters was no longer as pressing.
The issue of bottlenecks still existed though.

When the epic quests were introduced in The Ruins of Kunark—the first
expansion of the game—many players wanted to kill the particular monsters
that held the pieces they needed to complete the quest and receive the epic
weapon for their class of player. At the time, the dragon Zordakalicus Ragefire,
needed for the cleric epic, took several days to spawn again after it had been
killed. The discrepancy between supply and demand created a severe bottleneck
and according to [7] the waiting list for a shot at killing Ragefire was over a
year on some servers. Other servers had no waiting list, but instead had to deal
with large groups of players waiting around, hoping to engage the dragon first
whenever it would spawn, leading to a situation reminiscent of the one with
Vox and Nagafen.

While the developers tried to eliminate some of the problems stemming
from players fighting over limited resources by simply adding more content
and making the end-game more diverse, they were reluctant to shorten the
spawn time of Ragefire with the motivation that the cleric epic is a powerful
item and that “in Everquest power and rarity usually go hand-in-hand.” [7].

The designers continuously have to deal with the trade-off between frus-
tration and sense of accomplishment. If a quest is too easy in terms of time
investment or manpower, the items gained from it will not be regarded as very
special by the players. On the other hand there are players who know that they
will never see large parts of the content of the game since they cannot make
the commitment required. This leads to an ever changing environment where
the developers try to find new ways of accommodating different styles of play
with every new expansion of the game—at the same time as older content is
under constant revision.
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One of the defining traits of Everquest is that players exclusively fight against
non-player characters and not against each other as in many MUDs and other
MMOGs. In the endgame, however, when the selection of attractive targets
becomes narrower, the guilds tend to turn against each other. While players
still cannot directly fight each other, the competition for monsters between
raiding guilds can be fierce at times and disputes often lead to trash talking
and open animosity between members of the rivaling guilds. Many players who
initially were attracted to the game partly because of its focus on collaboration
rather than direct competition are deterred by this development. Although their
character has become strong enough to pass the entry requirements for a raiding
guild, some players choose not to join one, thus excluding themselves from
a large number of zones and even larger number of monsters. Others thrive
under these conditions and claim that it is at this point that the game truly
begins.

6. The Final Level: Death

The following interaction took place in Plane of Knowledge, a hub in the
game world that always is full of players, on a Saturday in September 2004.
The names of the characters have been replaced with generic names. Since the
communication in the game more or less constitutes a language of its own, I have
added some explanatory remarks. All of this was said in the out of character
channel which is a way of reaching all players in a zone without having to use
the more intrusive shout channel.

Monk says, “Bye bye Everquesters . . . monk gona go FD [feign death is a
monk specific ability used to fool monsters that you are dead] one last time in
Qeynos [one of the hometowns] . . . . if i knew you, well met . . . . . . see you on
EQ2 [Everquest 2] or WoW [World of Warcraft]”

Player 1 says, “Bye Monk!”
Player 2 says, “Take Care Monk . . . gl [good luck] man”
Player 3 says, “Fare Well MOnk!!!”
Player 4 says, “Bye Monk”
Player 5 says, “Be safe mon”
Player 6 says, “MONK NOOOOoooo not EQ2”
Player 7 says, “Farewell friend”

Death is a constantly present part of life in Everquest. A character that dies in
the game respawns at a predetermined location and can run back and reclaim
the possessions from the dead body, only suffering a minor penalty to the
experience level. But since there is no final goal to the game, the player will
sooner or later have to make the decision to stop playing the game altogether.
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While the Everquest game system is constantly evolving and many additions
have been made following requests from the player community, there is not a
single line of code or advice written to help players who want to quit.

Once a player stops paying the monthly subscription fee, the character
lingers on in a kind of limbo for an undisclosed period of time before eventually
risking deletion from the database and being gone forever without a trace. I
have come across many examples of how players react to and try to deal with
this issue. Some players sell their characters for real money [4]. Others keep
paying without playing or give away their characters. I have also encountered
players paying for other people’s accounts to keep those characters alive. There
is even a guild called Zombies of EQ that works as a support group for former
Everquest players [8].

When Sony announced that the Planes of Power expansion to Everquest was
going to include something called graveyards, my first thought was that they
finally had addressed the issues of the inevitable death of characters in the game,
but unfortunately these were only designated areas for corpses to re-spawn in
order to make them easier to retrieve. But what if graveyards where players
really could bury their characters when they are done with the game were
implemented? Maybe a culture of funeral ceremonies would develop within
the player community where friends and guild members could say farewell to
the character in a way that would provide a sense of closure both for the player
who is leaving the game as well as those who have developed a relationship to
the player within the game. While a high score list is a fitting way for gamers
to leave a trace from their encounter with a coin-op game, and a “hall of fame”
website is a suitable addition to a racing game, the persistent nature of MMOGs
creates special needs for the kind of traces the gamers should be able to leave
behind them when they go.

7. Discussion and Conclusions

7.1. The World as a Process

Everquest is both a game and a virtual world. As a game, it needs to drive the
process of playing forward. Exactly what that process is can only be determined
individually and at given points in time since different players have different
motivations for playing and these motivations change over time. The most
important driving force in the game, however, is to increase the abilities and
experience level of one’s character. The pursuit of experience points could be
regarded in terms of a number of possible paths traversing geographical space.
Right outside all hometowns are beginner areas with low level monsters that
players can kill to gain the first few levels, but soon they need to move on
through the world in order to keep the experience points rolling in. The issue
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Figure 10-1. Area of a spatially oriented map of the moon Luclin.

of where to go next once the experience gain starts dropping off is a constantly
hot topic among the players.

This gives rise to a need from the players to map the game landscape in
two different ways. The first is the traditional geographical maps which show
which zones are adjacent to each other and how to get from one place to
another (figure 10-1). The second is a process-oriented description showing
which zones provide the best trade-off between difficulty of the monsters and
gain in experience.

While the first map shows the shortest way from one place to another in
the virtual landscape, the second way of describing the world focuses on the
optimal way to develop the statistics of your character. The process-oriented
progression through the game becomes even clearer in the high-end game. In
figure 10-2, the high-end zones are ordered in a flow-chart telling players how
to progress through the zones to finally get to the Plane of Time, the most
rewarding zone in the game at the time when this illustration was made. It
also tells us that this world can be understood as a flow of people through the
environment working their way towards their goals.

In the case of Everquest, the process that the world is there to support—
or provide a pleasurable resistance against, depending on how you look at
it—is the development of the player’s characters. The process-oriented nature
is, however, nothing unique for the MMOG game worlds. In earlier studies
of general purpose virtual worlds, I have come to the conclusion that vir-
tual worlds need an activity of some kind to keep them going. The activity
provides the driving force that propels the process on which the world de-
pends forward. This should both help us understand the success of MMOGs
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Figure 10-2. Excerpt from a process-oriented map showing how to get to the Plane of Time.

and tell us something about how to create successful virtual worlds for other
purposes.

7.2. One World?

From the very beginning Everquest has struggled with the problem of its
own popularity. For one thing, the number of players wanting to be in the same
world at the same time leads to technical problems. Without any restrictions to
the number of players that can be present at the same location at the same time,
the fact that all the player’s movements and actions alter the state of the world
which has to be distributed to everybody puts a big strain on the networking
and processing power of both clients and servers. On top of that, the fairly
advanced graphics in the game put a strain on the rendering capabilities of
the participants’ computers. All these factors contribute to a lag between the
issuing of an action by the player and the actual execution of that action. This
lag is of course especially annoying if your life is in the balance, which it often
is when fighting monsters is on the agenda.

Besides making the technology handle all the people who want to play the
game, there is also the issue of having enough content in the world for everyone
as was discussed in Section 5. With the release of a number of expansions that all
add more territory to explore and more monsters to fight, the developers have
tried to reduce some of the bottlenecks on the paths of progression through
the virtual landscape and create an alternative solution to the same problem
as the event calendar aimed to resolve. In the fourth expansion—Planes of
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Power—the trend towards creating alternate progression routes was broken
with the introduction of the so called flag progression path: The new zones were
divided into tiers and access to higher tier zones was given by killing certain
monsters in the lower tier zones giving the character a “flag”—an intangible
check mark that works as a key to the next zone. The beginning of the flag
progression path can be seen in figure 10-2. In the figure we can for instance
see that a player has to kill the Manaetic Behemoth in the Plane of Innovation—a
tier one zone—to get access to the tier two zone Plane of Tactics.

Again the focus of many players was turned towards the same monsters with
traffic jams as the result. The rogue guilds found a particularly sinister way of
benefiting from the situation. Since a guild cannot go to any zones beyond the
zone they try flagging their members for, a rogue guild that already has that
flag can reduce the competition in the zones they are hunting in by making sure
that they kill the monster that gives the flags to get there whenever it spawns,
an activity known as “cock blocking.”

The developers again reacted to the situation, but this time with a new
strategy. Instead of creating a wider range of content, something called instanced
zones was introduced. What makes the instanced zones special is that a new
copy of the zone is created every time a group of players enter it. In Gates of
Discord—the seventh expansion—progression through the new zones is based
on the completion of a number of “trials.” These trials take place in instanced
zones—which means that a guild can begin a particular trial and another guild
can arrive five minutes later and start the same trial. For each guild, an instance
of the same zone with the same monsters in it is created. The need to wait for
particular monsters to re-spawn is thereby eliminated, as is the possibility of
blocking other guilds by keeping monsters inaccessible.

The instanced zones, however, break one of the more fundamental principles
of virtual world design. This principle—we can call it the singular world rule—
states that all the participants are part of the same geographical world and if
two participants go to the same place in that world, they will meet each other.
This rule was in one sense broken already from the beginning of Everquest
since there are a number of servers all running their separate copy of the game
world. But the instanced zones further weaken the concept of a singular world
that all participants are part of. Here the players can still communicate with
each other and thus share the same social space, but if they are not part of the
same instance, they cannot meet with each other.

In the eighth and latest (as of this writing) expansion—Gates of Discord—
the developers have once more adjusted the direction of the development of
the world and moved away from instanced zones. Alan Crosby, Community
manager of Everquest, explains the change like this: “We do feel that the task
system [quests given on demand] is a better solution than instanced zones, as
they will not remove you from the community and isolate you in a little area
by yourself. With tasks you remain a part of the world at large” [9].
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The singular world rule has not been debated much in the past. It has always
been seen as desirable by the virtual world design community; maybe because it
seems to dominate virtual world fiction completely. But when a world becomes
as large as the worlds the science fiction authors write about, we realize that
there is a distinct difference between design ideals and the best solution in
practice. In this regard, Everquest works as an interesting test-bed for virtual
world design concepts.

7.3. Researchers at the Doorstep

In game reviews and research presentations alike, it is very common to
hear references to character creation, exploration of the hometown and endless
killing of low-level monsters such as rats, snakes, and spiders. The problem
with these descriptions of the game is that they do not capture the typical
experience of the game of the people who actually play it. You only create
your character once, and although you can make more characters, most players
only ever make a few and put substantial play time into even fewer. Once the
character is created, however, it can be developed for years and years within
the game. By character development I do not just mean the way the statistics of
the character such as experience level, skills and abilities are developed. More
importantly, the social networks within the game that are slowly developed over
time contribute significantly both to the possibilities of success in the game as
well as a rich and rewarding gaming experience.

As I have tried to show in this text, the experience of the game changes dra-
matically based on where in the process the player is. This is easily overlooked
since the layers existing beyond the current position are in many ways hidden
to the player. I myself have several times thought that I had reached a status
quo where the gaming experience would not change dramatically again—only
to be proven wrong by continued play. The understanding of the properties of
the game world goes hand in hand with a more developed experience of the
game as a player. I understand that not everyone can spend years on the same
object of study and I do believe that there is a place for snapshot observations
of game worlds and game cultures. My point is rather that there are things to
be seen that cannot come through any other process than immersion over long
periods of time.

7.4. It is All about Learning

If you ask Everquest players why the game appeals to them you will find
a more or less even mix between exploration, achievement, socialization, em-
powerment and escapism. This list pretty well corresponds to the typical ideas
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of what games in general provide to their players. If you instead look at what
the players do, you realize that much of the activities revolve around learning
more about the game world and passing on that information to other players.

Studying tactics for how to defeat certain monsters or how to get to a certain
place is typically thought of as a meta-activity by the gamers themselves. It
is something that is needed to do in order to advance in the game, but not
considered as gaming as such. It is perhaps not surprising that the learning
aspect is diminished when gaming pleasures are discussed since learning can
be connected to work, school and studies—which is exactly what a significant
portion of the Everquest players want to get away from when they play. It is
nevertheless always present in the gaming activities and a substantial time is
spent on learning more and more about the game world. Reputation in the game
is also closely associated with the knowledge a player has about zone geography,
the value of tradable items, tactics for killing monsters or the history of other
guilds and players.

After two years of playing and studying the game I have started to take
interest more and more in questions connected to leaving the game and have
begun to interview people who contemplate or have decided to leave the game
after having played for a long time. In these interviews the issue of learning
plays a strong, almost dominating, role. Most players connect the loss of passion
for the game with having seen as much of it as they can hope to see at their
level of play and having so much knowledge about the game that it has in some
regard become transparent to them and therefore lost its mystical appeal.

This is where my two roles in the game merge. Both the quest of satisfying
my needs as a player and my quest to grasp the structures of the game are tightly
connected to knowledge and understanding of the world, and to reaching a point
where my experiences have reached a state of saturation. I have several times
experienced that I have reached a point where I know what I need to know and
that it has become time to move on to the next study. But every time I have
found new information or some aspect of the game that I had been previously
unaware of, and I have been pulled back in again. After years of playing more
than an hour every day on average I have to conclude that virtual worlds not
only can be seen as processes and places but also that these are processes in a
constant state of change and development; they are dynamic. This means that
the inside view always can be developed further by continued participation as
long as the world continues to exist.
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Chapter 11

PLAY AND SOCIABILITY IN THERE:
SOME LESSONS FROM ONLINE GAMES FOR
COLLABORATIVE VIRTUAL ENVIRONMENTS

Barry Brown and Marek Bell

1. Introduction

While online games have become increasingly popular in recent years, there
has been very little overlap between games research and virtual environments
researchers. Indeed, one could argue that for a number of years, the design
of video games have been ahead of virtual environment research, not only
in technical aspects such as graphics or networking, but also in how game
designers have managed their online worlds as social environments. Designers
of online games have had to take seriously both the details of social interaction
between individuals, but also how these interactions play out in the broader
socio-economic balance of their online worlds [1].

In this chapter, we explore the lessons which collaborative virtual environ-
ments (CVEs) could derive from online gaming environments, focusing on
mundane interaction.

Our activities and experiences in the real world depend in many ways upon
mundane interaction for their operation [2]. Organisations whatever their size,
in meetings and elsewhere, rely on talk [3]. Even the market transactions of
currency traders depend upon chat for their coherence and reproducibility [4].
In a similar way in virtual environments it is in avatar-to-avatar interaction that
experiences are configured. For virtual environments to be successful, we need
to be able to interact with others around objects, refer to objects in our talk and
share our awareness of other players and their movements [5].

This chapter focuses on these interactions, exploring how in the seemingly
simple building blocks of talk and interaction around objects, enjoyable expe-
riences are formed. We focus on the study of one game in detail, the social
environment There, examining how its flat displays of colour come to form
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meaningful social experiences for its players. As with other virtual environ-
ments, There moves beyond text chat to support acting together around objects.
These shared activities generate a qualitatively different experience to the tex-
tual interactions common in MUDs and MOOs.

We focus on how these interactions build two key features of social life: play
and sociability. Play is a prevalent feature of our experiences both in leisure
and work. Indeed, although often presented as distinct from work, play is an
integral part of work as well as leisure. Play gives us an ability to rest, learn,
or experience and experiment with new activities and experiences. In online
games, play is a focal concern. In particular, in There, we discuss how its non-
competitive nature makes it a more playful online environment than other, more
competitive online environments. Yet this can present a challenge to players in
deciding what to do next, and co-ordinating their activity with others.

The second feature we address is the role of sociability. While it is hardly
surprising to see online environments as social environments, the more conven-
tional meaning of “social”—as in “sociable”—has been somewhat neglected.
We argue that the key issue is not necessarily what sorts or number of social re-
lationships are formed online, but rather how those relationships are performed
in online spaces. We use Simmel’s discussion of sociability to give traction on
understanding what it is about online environments that does (or does not) allow
us to socialise online. In particular, we will argue that since in online virtual
environments we can do things with others, we can “perform” our friendships
in these environments.

2. Method: Studying There

Our original interest in There came from its innovative design for sup-
porting social interactions [6]. There’s designers paid special attention to sup-
porting avatar to avatar interactions, and chat more generally. This environ-
ment was therefore from the start designed as a social environment. There
(www.there.com) has been open to the public since October 2003, although
at that time it had been in beta testing for over a year, and development for
over six. It is an online commercial environment, charging around $4 a month
for access. There shares many of the features of other online virtual envi-
ronments, such as “Active Worlds” (www.activeworlds.com), “Second Life”
(www.secondlife.com), and other online, persistent role-playing games such as
Everquest or Star Wars Galaxies. There is a persistent world with objects which
can be manipulated, customisable avatars representing each user, and various
facilities for interactions between avatars, and between avatars and objects.

Rather than as a competitive game as such, There is marketed as a “virtual
getaway”—a world where social interaction and play are the main activities.
There is no overall goal to There and its environment supports a range of
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Figure 11-1. A screenshot from There.

activities such as buggy races, paintball, flying jetpacks, treasure hunts, card
games and even playing with virtual pets. Avatars are capable of expressing
emotional gestures, and chat is displayed in speech bubbles within the game
world, word by word, rather than in the complete lines of text displayed in
instant messaging (figure 11-1). There also has a rich range of features for
organisation that sit outside the 3D space in separate 2D web browser windows.
This augments There’s virtual world with support for instant messaging (both
text and audio), forums, tools for organising virtual “events”, and forming
groups. The interface of There is therefore split between a conventional set of
webpages and a 3D virtual environment.

We have studied There for nine months, playing There for two hours each
week. Our methods are informed by an emerging approach to studying online
activity characterised as “virtual ethnography” [7]. This approach involves the
familiar techniques of ethnography with a significant amount of time spent
online in the research setting, observing, participating and taking field notes.
As with all ethnographic work, the researcher’s own experiences are taken as
key data, yet due to the persistent nature of online data, virtual ethnography
also makes extensive use of textual materials such as webpages, screenshots
and videos.
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A special focus of our study was the interactions between players in the
game. Most ethnographic studies of online worlds have sought, in a broadly
anthropological way, to study online culture. In comparison in this study we
focused much more on the details of the interactions between players. Like any
online world, There is an unusual conversational environment. We were particu-
larly interested in how the resources (such as speech bubbles) were appropriated
by users to support their interactions.

Accordingly, in studying There we collected videos of our experiences inside
There, and our interactions with other players. These videos could be viewed
repeatedly to look in detail at how certain interactions were carried out. To
analyse the video data we broadly followed an interaction analysis approach [8].
This involved shared data analysis sessions where we observed key incidents
recorded from our time in There over and over again. One of the key inspirations
we used for this work was Sacks’ observations on ordinary interaction [2],
allowing us some useful comparison between There and real-world naturally
occurring interactions and conversation.

3. Themes: Play and Sociability

As with other online games, There is a complex social environment where a
host of different activities and actions take place. However, There is distinct in
two ways. First, There is explicitly presented as a “playful” environment. Unlike
games such as Everquest or Star Wars Empires, there is no overall goal to using
There. The focus is much more on play—non-competitive activities which
exploit features of the environment. As we will see, at times this can present
problems to players in terms of finding what to do in There—actions are not
directed by an overall goal. Second, with its focus on social interaction, There
has been presented, and has some success as, an environment for socialising.
Much of the business of There is chatting with others, “making new friends”
as There’s own advertising hopefully presents it.

3.1. Play

As playful experiences, games present a number of challenges to a con-
ventional HCI (human computer interaction) and design focus on optimising
behaviour. With games, optimising the efficiency of behaviour makes little
sense, since it is the experience rather than an end goal that is key. The plea-
sure of games can come from features such as aesthetics, narrative, or even the
connection with a broader culture—topics difficult to address under the troika
of effectiveness, efficiency and satisfaction. Yet research into HCI often suffers
from a “negative utilitarianism” [9]—the goal in design is usually to minimize
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the “pain” that a system produces—for example, by replacing a difficult phone
collaboration with a more effective interaction using a media-space (e.g. [10]).
There is little concern with the “pleasure” that systems can produce.

With games, enjoyment comes from play. Recent research on games (the
so called “ludology” approach) has argued that we need to move beyond con-
sidering the game itself (and in particular games’ narratives) to consider how
users “play” with games [11]. That is, studying users’ behaviour and explo-
ration of games rather than treating games as a static text. This makes the
flow of gameplay, and user activities, into the key research object, rather than
seeing games as a cultural object. In some senses, this is a very standard ethno-
graphic move—from studying text to studying action. Within cultural studies
it has some similarities with the moves made in the study of television [12],
from considering television programs (such as newsbroadcasts) as texts in their
own right, to understanding more how television programs were received and
understood by viewers.

Focusing on play can move us from the (at times arbitrary) re-description of
games to their treatment as social objects. Yet conceptually, play is a difficult
activity to define and demarcate. Salen and Zimmenman [13], for example,
describe play as “free movement within a more rigid structure” and although
this captures the flexibility of play, it gives us very little purchase on the different
forms which play might take in different settings. One approach could be to
define play by differentiating it from activities done as part of paid employment
or work. The problem with this definition is that it ignores much of the variety
in work. While we use terms such as “at work” to account for our activity
to others, this can hide many aspects of our activity [14]. For example, Roy’s
classic study of horseplay at work, “Banana Time” [15], shows how monotonous
work is made tolerable through “mucking around” or playing at work. Although
“work” contains considerable play, professionalism often relies upon denying
this play since it can conflict with accounts of work as a serious, professional,
well managed enterprise. In particular, defining work and play as opposed
loses an important area for design—the space of playful work technologies
[16].

An alternative approach is to build typologies of play, and a number of
authors have attempted to describe play and its different features in that way
(e.g. [17]). As ethnographers, however, we would be sceptical of the ability to
define play a priori. Play can instead be seen as a varied yet similar set of prac-
tices which lead into but also conflict with each other—a family resemblance of
activities. For example, research into slot machines [18] has shown how these
games fit into individuals’ lives by occupying time while waiting for others,
and how this is not necessarily the same as play in the office, or play amongst
children.

Despite these issues with conceptually describing play, and accepting it as
a varied set of practices, a focus on play does give us traction on the variety of
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activities that have been very much ignored in design—the open, flowing and
non-utilitarian. As in our other studies of leisure [19, 20], we start our enquiry
by asking what leisure is in this specific case—what form does play take for
the inhabitants of There? How is play organised?

3.2. Sociability

The second theme we address concerns the sociability of There. While
studies of technology for the last twenty or so years have been deeply concerned
with the social (e.g. [21]), research on technology has tended to ignore the more
colloquial meaning of social—the experience and enjoyment of companionship
with others. Even work on technologies such as instant messaging [22], while
considering the pleasures of communication, has seldom addressed what effects
IM has on friendship.

One of the few classic sociologists to consider the importance of friendship
was Simmel [23]. In his paper about “the sociology of sociability”, he argues
for the value of “sociability”, social experiences where their purpose is not
external to that experience but rather is that experience itself. We engage in the
company of others (in its purest form) when we engage for that company itself.
Yet, while in these exchanges we are separated from everyday external conflicts
and concerns, sociable encounters have within them a shadow of these conflicts
and concerns. As Simmel [23, p. 261] puts it, they intrude in a “play form”:

All sociability is but a symbol of life, as it shows itself in the flow of a lightly
amusing play; but, even so, a symbol of life, whose likeness is only so far alters
as is required by the distance from it gained in the play, exactly as also the freest
and most fantastic art, the furthest from all reality, nourishes itself from a deep
and true relation to reality, if it is not to be empty and lying.

For Simmel, play, sociability and real life were entangled but at a distance—
sociability was the play form of life where we could experience and experi-
ment with the concerns of the world. While sociability never loses its lightness
and justification in itself, it does not become sterile and removed from our
lives. Indeed, it relies upon reflecting our concerns and battles to maintain a
substance.

There are few sociologists who have taken Simmel’s lead in considering
sociability. While a number of recent ethnographic studies—particularly re-
cent auto-ethnographic studies and research in the sociology of the emotions
[24], have explored companionship, there is little discussion of the experi-
ence of sociability per se. Indeed, the study of friendship in sociology has
been dominated by social network approaches which apply more quantita-
tive methods to social relations—the research question becomes “how many
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friends, what type, and what support do they give you?” [25], rather than
the questions of activity or action in friendship. Indeed, discussions of the
activity involved in sociability are more prevalent in social psychological
discussions of friendship. For example, Duck argues that it is through ex-
periencing enjoyable activities together that we perform our friendships and
relationships [26]. This is a view of social relationships as collective action.
By choosing to do leisure activities with certain people they become our
friends.

Computer gaming has always been a social affair—the original video game
“Pong” was, after all, a two player game [13]. The massively multi-player en-
vironments of There and other games bring this even more to the fore. This is
at the heart of what makes There enjoyable—it supports, in a crude though still
enjoyable form, many of the ordinary activities that we engage in as part of
our social lives. Conversation is perhaps the most obvious, but There also sup-
ports travelling, buying goods, exploring new places and playing conventional
games (such as cards). While many of these activities are possible in single
player games, multiplayer features make these activities sociable, supporting a
community around these activities.

In the CVE community, this has been recognised in the notion of “social
presence”—the sense in which users of a CVE feel that there are real people
present in the online environment [27]. Alternatively, in the game literature the
social ties formed in online games have also been a focus [28]. However, we
would argue that both these approaches ignore the importance of social action
as a focus of CVEs. That is to say, a key advance of CVEs is their support
for doing things together with others over the internet. A focus on “social
bonds” misses the importance of the shared activity together—such as chat,
or interaction around objects, where we perform our friendships. Research on
friendship underlies the importance and enjoyment of leisure activities carried
out in the company of others. We would argue that it is this shared activity in
itself which is pleasurable and a goal for players, rather than necessarily making
new social bonds.

4. The Building Blocks of There

Play and sociability rely upon a number of interactional “building blocks”
for their operation. Interaction around objects, talk, topic and identity, all work
together to make play and sociability possible. As an environment distinct
from the ordinary and unexplicated, There constantly foregrounds simple in-
teractions such as answering a question, or leaving a conversation. Without
successful interaction, it is difficult for play to reach its potential, and without
conversation, sociability is near impossible. Each of these blocks contributes
to the accomplishment of broader activities.
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4.1. Interactions around Objects

The starting point to playing There, as with all online games, is mastering
the interface. Indeed, there are a number of subtle design decisions which the
developers of There have made which differentiate it from CVEs as convention-
ally studied and designed. First, and of perhaps surprising importance, is that
the avatar control method uses the standard gaming control method, combining
the use of the mouse (for direction of gaze) and keyboard (for movement). This
dual control method allows users to quickly move their gaze with their mouse,
and then slow that movement to rest their gaze on a particular object. As their
gaze moves, this action is visible to other players by the turning of their avatar’s
head and body. By holding down a control key, a mouse pointer can also be
made to appear, along with arrows over objects in the scene. These arrows can
be clicked to display a menu to carry out different actions on these objects.
There also places its default view above the head and some distance back. This
increases the field of view allowing easier interaction with objects that are close
to the avatar. It also goes some way to smoothing the interactions that take place
in There between avatars, and in particular around objects.

There supports some remarkably smooth, although not unproblematic, in-
teractions around objects. In the example in figure 11-2, the first author (known
as “Ba”) is giving a tour to a new player (“Bo”). Earlier the users had landed a
hoverboat to look round a forest and after deciding to get back in the boat, the
users search around to locate the boat once again. After a minute of searching,
Ba resorts to “retrieving” the boat—an in-game function that retrieves objects
to where the player is. When he sees that Bo has noticed the retrieved boat, he
climbs onboard, followed by Bo, and they take off.

While this interaction may not seem a source of enjoyment or a form of play
in itself, interactions around objects are a key part of everyday activity [29].
Most real world games feature some sort of interaction around an object—
such as a football. The players in this clip co-ordinate their activities (search,
retrieval and discovery) without having to explicitly describe to each other what
they are doing—both users search the local area, and are seen by each other to
be searching. At the end of the clip, after beckoning Bo, Ba sees Bo walking
towards the boat—he does not need further confirmation to jump on the boat.
The orientation of each avatar in this example allows what each user sees to
be predictable. A key part of this short interaction is how the object of the
hoverboat exists not as a single user object but as an object shared between the
two players.

When seen together, this short episode can be easily described—the two
players look for a boat, retrieve it, get in and fly off. Yet a textual description
does not do justice to the interaction, since it is much more than a textual
experience. It both has unusual features which add to its enjoyability—we
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1) Ba: Wana get back on the boat? 2) Bo: yes 

3) Ba: Where did we leave it?
    Bo: ’?

4)  Bo: I don t know
    (Ba retrieves the boat)

5) Ba: Hey Bo! 6) (Ba gets on boat, Bo gets on boat and Ba 
takes off)

Figure 11-2. Conversation around a boat.
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don’t usually fly around in boats—but it is also ordinary (looking for an object
collaboratively).

Not all interactions around objects are as unproblematic in There. In partic-
ular, gaze and orientation is only grossly available so, for example, an avatar’s
orientation towards a particular seat on the boat would be unavailable (and on
other occasions we observed this causes problems with negotiating who sits
where). Yet this is an example of a straightforward successful collective social
action, analogous to a real world situation where we drop our keys and find them
again with a friend’s help. That players can reliably interact around objects is a
crucial building block in enabling more complex interactions in There.

Along with their use in the 3D environment, objects have a less collaborative
existence in an e-bay style auction website. This takes the form of a separate
2D web interface that allows players to buy and sell objects. While this 2D web
interface is perhaps easier to use than a 3D interface, the move is with some
cost. As with real world shopping, aspects of identity creation are performed
through the purchasing and display of objects, such as in the form of avatar
clothing. Indeed, one of the main activities in There is making and selling
clothes. Many players have large collections of outfits—one player we spoke to
talked about having over one hundred outfits, with each outfit costing around
US$ 2 on average. Unfortunately, the buying and selling interface is only a
single user interface. The move from 3D to 2D interface has been at the cost
of the collaborative features of the virtual environment. This makes one of the
most important activities in There—shopping—a single user activity. Players
who wish to shop online together need to constantly switch between the 2D and
3D environments and manage the connection with talk or chat.

The complex uses of objects in There builds on the actions shown here—
interaction, transportation, trading—to produce complex compound activities
such as skydiving into falling cars, or making short films which are recorded in-
game. Importantly, objects in There have taken on a social function, in that they
centre the collaborative activities within the game and produce opportunities
for social action.

4.2. Chat

Along with interactions around objects, chat—what players say to each
other—is an important part of There. As evidenced by the popularity of instant
messaging, chat can be a valuable and enjoyable part of online interaction.
While previous research has uncovered problems with text chat, such as the out
of turn sequencing of turns [30], less attention has been given to the temporal
aspects of text chat. That is, the timing of chat as it is typed. These aspects
are particularly important in There since, unlike IRC or IM, text is displayed
in speech bubbles which rise above users as they type each word [6]. In its
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design, There takes the use of speech bubbles in systems such as Habitat [31]
or Comic Chat [32], and applies this to a 3D environment. Since sentences are
shown as they are typed, the system affords some dynamic features of chat,
with overlapping typing visible on screen as turns unfold simultaneously. For
example, in this extract a group of users are arranging where to meet up in
the UK (the square brackets show overlapping typing, the numbers in round
brackets are notable pauses):

Jim: We have arranged Internet meets not for this program but for IRC and
worlds.com the best place to (0.5 seconds) hold a (1 second) meet is
(9 seconds) [Birmingham]

Sam: [Holland?]

One player suggests meeting in Birmingham, but his pause allows a second
player to heckle him, completing the sentence with a joke destination. While in
many ways this is a very normal interaction, heckling does need some subtlety
in timing. Indeed, although text chat is in many ways a less rich experience than
voice, small delays in voice conferencing can disrupt this sort of action [33].

More generally, overlapping talk affords replying to chat as it is produced,
rather than waiting to the end of a turn, hastening conversation. Chat in There
is thus unusual in that, rather than having only one speaker at a time, the system
supports overlapping chat. In this extract a user replies while the previous turn
is still unfolding:

Jo: Something as simple as town hall meetings should be a [requirement of
each subcommittee thing]

Sue: [I agree or more vocal] webpage at there.com would be nice

Sue’s reply agrees with Jo’s suggestion before she has finished, displaying
an assumption about how Jo’s suggestion will finish. This display of chat as it
is produced limits the time in which players are waiting for others’ turns to end
and mitigates some of the frustrations of slow typing:

Jo: Maybe they read but don’t respond

Sue: Or can’t [officially respond]

Gail: [well they used to] really respond and gleam info from the forums

In this extract following Sue’s collaborative production of a sentence (as
in [43, vol. I, p. 144]), Gail’s “really respond” acts as a contrast right after
Sue’s “officially respond”, even though her sentence started before Sue had
finished. In this way unfolding overlapping text can be used as a live resource
by conversation participants.

The slow movement of the speech bubbles up the screen can also work
as a resource when entering a new conversation or walking past conversing
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groups—the bubbles allow users to see at a glance the previous turns in a con-
versation and thus quickly gain a rough concept of the topic of the conversation.

However, the use of speech bubbles does not come without cost. Speech
bubbles occlude much of the environment as they are relatively large and each
bubble may only contain a small segment of the conversation. To prevent over-
lapping speech bubbles, There also needs to put users into a specific “conver-
sation” mode when it detects a stable conversation, moving users into positions
where their speech bubbles will not overlap (as in figure 11-1). As with all
modes, users need to issue an explicit command to leave. While this does solve
problems with achieving positioning of avatars during conversation [27], it
also puts limits on the number of participants in a conversation as well as the
possibility of interaction around objects. Large groups also lead to problems
with speech bubbles overlapping on screen. Simultaneous chat can also lose
the sequential positioning of turns. This can cause confusion regarding who
players are addressing their talk to, and players often need to use naming (such
as in figure 11-1) to disambiguate turns.

4.3. Topic

The social interaction in chat rooms often disintegrates into “trivial, useless,
sex-oriented” babble (Esther Dyson, quoted in the New York Times [34]).

Much of the conversation in There concerns There itself. For example,
glitches (bugs or mistakes in the system) are common topics of conversation
with users, often manipulating the glitches to produce bizarre actions that are
otherwise impossible. In one “glitch” two users found themselves superimposed
upon each other. This allowed the players to appear as a combination of two
people, causing much play and conversation around the bizarre combined body.
Glitches have become “local resources” for conversation, topics for discussion
as much as problems or bugs in the system (see also [2, vol. 2, p.92].

This topicalisation of the game itself can also be seen in how gestures have
moved from a resource for conversation to a topic. Gestures pervade conversa-
tion in There, and, as with emoticons [35], players have adopted these gestures
to communicate lost aspects (e.g. emotions, illocutionary force) of face-to-face
conversation. However, gestures have also become a topic of conversation in
themselves. Users discuss the different gestures, and tutor each other in using
them effectively. Support for gestures has even led users to exchange ways of
producing avatar “dances”. Using keyboard macro software, different, other-
wise unrelated gestures, can be combined to make avatars “dance” on screen.
Indeed, “dancing competitions” have even become popular where avatars com-
pete for prizes for elaborate or inventive “dances”.

In this way much of the chat in There is actually about There. As Sacks
remarks, in some cultures there are topics that are inexhaustible as topics: they
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are “intrinsically rich, in the sense that whatever it is that members of that
culture tend to talk about [ . . . ] they can talk about via that thing.” [2, vol.1,
p.178] In American youth culture, Sacks observes that topics such as “respect”
can be discussed—often at great length—through talking instead about cars.
This can also be seen in There:

Jo: The advisory board seem really closed [off to the untrained eye.]

Gail: [Well if you have any time Jo get on the IM with them let em] know

Jo: I’m not sure my little voice would make a difference=

Gail: =oh please woman [you are public beta 1 you people get mad respect
from There]

Sue: [every little bit helps I don’t think it is due to a lack of listening] more
a slow development turn around.

While the topic here is ostensively the system itself, matters such as showing
each other respect and organisational politics are covered through a conversa-
tion about the system. So while chat in There often concerns There itself,
like with any group of enthusiasts, other topics are addressed through that
topic.

4.4. Status and Identity

In the classic text based MUDs there is often a differentiation between
“mortals” [33]—ordinary game players, and “immortals”—players with spe-
cial abilities who are usually involved in running the game. In newer games
such as Everquest or Star Wars Galaxies this has developed into “levelling
up”—player characters gaining levels through completing in-game tasks, with
different levels having different abilities.

While There does have levels for users, such as “socialisation” or “boarding”
level, the advantages of higher levels are limited. This makes levelling up less
of a goal in There. However, one clear visible divide that does exist is between
trial users (who play for a limited time for free) and paying users. Trial users
have no money to buy clothes, and so are usually adorned with a plain white
t-shirt and slacks, in contrast to the colourful outfits of other players.

Indeed, appearance is a major focus in There, with avatar clothing used
to present an identity in the world and differentiating oneself from others.
While much of the research on virtual online worlds has argued that online
identity is more flexible and transitory than real world identity [36], with users
experimenting with changes such as trans-gendered identities, identity in There
is a relatively stable and persistent phenomenon. The system itself presents
barriers to maintaining multiple identities; users can only have one avatar per
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account, with a fixed gender and name which is decided before a user even
enters the game. There also creates a standardized home page for each player
(which can be optionally filled in), listing their interests, the clubs of which
they are a member, a biography and a virtual and real photo. These features
encourage the maintenance and creation of a single online identity, with a fixed
gender.

This stability assists the formation of stable relationships—users create
virtual relationships listing each other on their “buddy” list. Indeed, our experi-
ences with identity manipulation in There was met with considerable resistance
from other players. When we experimented with logging into other accounts,
this generated hostility from our “buddies” who felt we were misleading them,
and subverting the relationships they had built up. Even experimenting with
changing our avatar’s body shape was a source of complaint.

5. Discussion

Each of these aspects of There help to make There a reasonably successful
environment. In particular, they contribute to making There both a playful
environment and a sociable one. Through the “open-ness” of action—the ability
to talk in different places, interaction around a range of different objects, There
supports a wide range of activities. Designing for appropriation is a familiar
recommendation for design [37], in that technology should be opened in its
design sufficiently that new uses and applications can be discovered by users.
Yet it is still a rare feature of computer games. Games are normally constrained
around a linear plot based on involving the completion of a set number of
tasks [38]. Yet in There, much of the play has come from the creation of new
activities—heckling, joking, dancing, skydiving and the like. As Hughes’ work
on playground games [39] shows, children invent whole repertoires of new
rules around traditional games, provided sufficient resources are available. For
children in a playground this can be as simple as chalk markings, free time,
and a ball (e.g. [40]). In There, these resources were its flexible support for chat
and interaction around a range of objects.

Consequently, this means that There is as much a platform for gaming and
play, as it is a specific game in itself. There provides resources for users, but it
is users themselves who decide what form their play will take. There has been
appropriated for play by its users in ways not intended by its designers, such
as in how accidental glitches in the system have become opportunities for play
and conversation. The social online environment, and fan websites around the
game, all produce an environment supportive of appropriation and sharing of
new activities.

There’s open nature also gives it a more “playful” form than many other
games. Sacks [2, vol 1, p. 475] remarks that in children’s games mistakes
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are seldom serious, since the games are short and imaginary. Yet due to the
persistent and competitive nature of online games, mistakes, such as losing
objects, often have serious consequences. In There, however, the consequences
of losing objects are minor, since missing objects can be easily “retrieved”. In
the situations discussed in figure 11-2, although the players lose their hoverboat,
Ba can “retrieve” the boat easily. The lack of a competitive goal allows for a
safe environment where users can play with different activities without conflict
with their overall goals or broader enjoyment.

Yet this flexibility does come at some cost—There presents a problem to
users in that they need to decide what to do next, rather than have a preset
goal or task. Users must find their own activities in the game and negotiate
their participation in group activities. Enjoying There thus involves some of the
commitment and organisation of real world activities. While the open nature
of There supports playful appropriation, it in turn requires commitment from
its users. The key problem for users in There is “what will I do next?”

Much of the design effort in There has gone into its chat environment, and
its rich support for talk and interaction. Of course, chat and talk are already
massively popular aspects of the internet—seen in the popularity of chat rooms
and message boards. Yet social action online—actions shared by others—has
tended to be limited to text communication. While text is an obviously powerful
medium, it is very different from face to face interaction. By offering a range
of collective activities around objects, There expands the opportunity for social
action. What is crucial here is a sense of acting together around objects—such as
skydiving, trading, travelling around the world, playing cards and such, building
up a shared history of collective experiences. For example, activities could be
designed to require the co-ordination of groups of individuals, encouraging
collaboration. Skydiving into a car in There involves co-ordination, since one
player needs to drop the car from high up, while the second player jumps into
the car as it falls. The pleasure of this activity comes in part from the difficulty in
co-ordinating actions together. Work on other online games such as Everquest
has also suggested the importance of shared activities in producing enjoyable
experiences, for example Seay et al. [41] argue that a key feature of guilds is
their shared activities in the game.

This suggests a key design goal for future environments will be supporting
in game social activities. Economic transactions are one activity that could
be enhanced in this way—with greater support for negotiation and interaction
during the exchange of objects. Systems could also assist in producing a sense
of group activity and belonging amongst users. For example, a system could
automatically generate a history of what a group does together (such as in the
form of a weblog), or of allocating a special game area to a particular group.

There is also unusual in that it encourages and supports interactions between
strangers, something which has proved difficult to support in face-to-face set-
tings [42]. One aspect of this is that presence in the environment shows an
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availability for talk. This suggests a lesson for the design of systems that re-
quire interaction between strangers: these systems should require some sort of
commitment from participants to a setting which is differentiated from ordi-
nary interaction. In that way a setting may work to produce an availability for
interaction amongst participants. This also suggests that interaction between
strangers will be harder around technologies which require little commitment
to their use—such as, for example, museum exhibits [42], compared to those
where there is a clear divide from ordinary interaction—such as in a tour group.
More success may be had in settings where participants show their availability
for interaction with others.

We started our discussion of sociability with Simmel’s arguments concern-
ing the form of pure sociability. Sociability in There follows very much Sim-
mel’s description, we interact in There not for the benefits to our career or goals,
but for sociability in itself. Enjoyment is in the conversation and chat in itself.
Yet, as Simmel warns, sociability stripped of its connection with the world,
with the shadow of life, can become farce. This highlights a key problem with
There—as with the problem of finding what to do next—its sociability lacks an
orientation to an overall goal. There is no competition in There, at least at the
level of other online games. There loses a close connection with the competitive
nature of much of the real world. Its design challenge then is to find a way of
connecting its rich support for sociability with a “deep and true relationship to
the world” [23].

6. Conclusion

This chapter has focused on two themes from There. First, we have described
the nature of play in There, and in particular how this depends upon the building
blocks of smooth interaction around objects and chat between players. While
these are not dramatic features, they enable many of the richer interactions in this
game. The open design of There, and in particular how users have appropriated
features of There, allows support for play in unpredictable ways.

Second, we discussed the importance of social action in There, and how
players can carry out social activities with other players. By offering a range
of collective activities around objects, There expands the opportunity for so-
cial action, and enjoyment for others. There also supports social action with
strangers, something that has proved difficult in face-to-face settings.

Virtual environments, perhaps more than any other application, have suf-
fered from hyperbolic accounts of their impact and development. Exaggerated
claims of “replacing reality” place unrealistic goals onto systems, and may, as
Fraser et al. argue, undermine the goal of designing compelling CVEs [43].
The nature of There and other virtual environments as games should be kept in
mind—they do not replace social encounters or life in the real world. Although
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for some users they can become obsessions, on the whole they fulfil the tradi-
tional roles of enjoyment and enrichment, a role that games have traditionally
played along with movies, music and fiction.

It is easy to dismiss games as of little significance, certainly when compared
with more weighty topics or activities. Yet games occupy our attention for longer
time than many of the traditional office applications studied by HCI. It is not
only that games are an interesting new application of collaborative systems, but
that in looking at games, HCI has the opportunity to consider new purposes for
the systems we design, and new social benefits that they can produce.
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Chapter 12

DIGITAL DYSTOPIA: PLAYER CONTROL
AND STRATEGIC INNOVATION IN THE
SIMS ONLINE

Francis F. Steen, Mari Siân Davies, Brendesha Tynes,
and Patricia M. Greenfield

1. Introduction

Around New Year 2004, a quiet year after the official launch, The Sims
Online hit the global headlines. Disappointingly, the topic was not a celebration
of how this “new virtual frontier,” this “daring collective social experiment,”
had succeeded in bringing “our divided nation” together, as Time magazine had
blithely prophesied [1]. Instead, the media reported that the online game had
turned into a Biblical den of iniquity, a Sin City, a virtual Gomorrah—and that
the whistleblower who bore witness to this had his account terminated [2–5].
Rivaling mafia organizations were practicing extortion and intimidation, pimps
running brothels where underage girls provided sex for money, and con artists
scamming newbies out of their start capital. Maxis, the company that designed
and operated the game, maintained a relaxed laissez-fair policy of light and
somewhat haphazard intervention. The first mafias and in-game brothels had
been established already in the early days of beta-testing; they continued to
operate unchecked. Pretend crime paid well and recruitment was good, leading
to a rapidly mutating series of inventive scams targeting the inexperienced and
the unwary.

It wasn’t meant to be like this. Gordon Walton, one of the chief designers,
had spoken in glowing terms of the game’s potential to provide opportunities
for better relations between people. While “all of our mass media positions us to
believe our neighbors are psychopaths, cheating husbands, and just bad people,”
The Sims Online would short circuit our distrustful negative stereotypes [6].
Echoing McKenna & Bargh [7], who had found that relationships initiated
online benefited from transcending the limitations of spatial proximity and
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physical appearance, leaving more room for a creative identity construction that
might act as a guide to a real self, Walton envisioned a game where people would
“interact with others anonymously, have physical distance, and not be judged
on your outward appearance. You interact with people on a pure intellectual
and emotional level, devoid of all those filters.” If his team did their job right,
The Sims Online would feel like Disneyland [6].

Careful steps were taken to forestall “griefers”, gamers who derive en-
joyment from anti-social behavior. In line with the vision of a privately run
amusement park as the contemporary image of the good society, The Sims
Online would have no common areas or public property where griefers could
harass people. The habitable landscape would be divided into lots, each of
which would be owned and controlled by an individual gamer. If a player was
giving others a hard time on your lot, you could throw him out or permanently
ban him. If that seemed too much trouble, you could restrict access to a reg-
istry of friends. The programmers even anticipated the problem of one player
blocking another’s exit from a room; to avoid this they decided the trapped
avatar would be able to escape by walking straight through its would-be captor.
Implementing Lessig’s (1999) dictum that on the Internet “code is law” [8] the
makers of The Sims Online (TSO) sought to prevent crime by writing software
code that made crime impossible.

These twin elements—the redemptive vision of the game’s potential for
creating friendships across barriers of distrust, and the proactive, structural
legislation within the computer code itself to remove the threat of anti-social
behavior—represent two of three main pillars of the game’s utopian project.
The third is more subtle: the freedom of the players themselves to create and
to govern their own virtual society. Its spokesman is Will Wright himself, the
lead designer and originator of The Sims family of games. Even before the
game was released, he had begun imagining a self-governing society, with
local governments and elections. But these features would not be built into the
game. “All of this political stuff has to come from the bottom up,” he insisted
from the start. “We can’t do it from the top down and dictate structure” [6].
A key inspiration was the architect Christopher W. Alexander’s work on the
emergence of communities. Alexander speaks of a “pattern language” that
evolves organically from people’s small acts. The patterns that define a town or
community “can never be ‘designed’ or ‘built’ in one fell swoop—but patient
piecemeal growth, designed in such a way that every individual act is always
helping to create or generate these larger global patterns, will, slowly and surely,
over the years, make a community . . .” [9]. Could TSO also be designed so that
each individual act added up to a whole? After putting a basic framework in
place and building some incentives into the game, it must be left to the players
to establish their own political and civic cultures. According to Wright, “totally
planned cities don’t work. It’s sort of like the Utopian society movement, where
there were these guys who went off and started building planned cities. For the
most part the cities were total failures” [6].
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The uncertainty that such freedom entailed, however, was also a cause for
worry: the team was painfully aware that nobody knew how the virtual world
within the game would develop. Walton and Wright envisioned a society in
which human relations were—paradoxically—more direct, because they tran-
scended space, physical appearance, and entrenched identities, where crime
was banished by the very architecture of the game, and where human freedom
would express itself in self-organizing cultures. Could this vision be realized?
Within the first year, this utopian dream was shattered, at least provisionally,
by persistent reports that human relations had taken a turn towards an eerily
familiar catalog of exploitative behaviors, where crime flourished and spread in
the face of attempts to remove its very conditions of possibility, and where free-
dom had led not to democracy but to warring mafias. “How would people act if
they were freed from real life laws and social constraints?” the BBC asked
rhetorically, responding with reports of “child prostitution, rampant crime,
mafia-controlled neighborhoods, shadowy self-declared governments strug-
gling to maintain order and runaway inflation” [3]. “Hobbes in Cyberspace: Life
in an online game world proves nasty, brutish, and short,” Reason Magazine
concluded [10].

In the following, our goal is to understand the role of the unanticipated
outbreak of crime in the dynamics of cultural creation in TSO. We start by
examining the origins of the game in the single-player offline version of The
Sims, focusing on the key design features that later become incorporated into
the multiplayer online version. In the second section, we examine the three main
dimensions of player involvement in the game: the immediate-term mechanical
control of the avatar, the medium-term control of strategic moves, and the long-
term control of the goals and ultimate meaning of the game. We argue that at all
three levels, control is inadequate and tends to produce dissociations between
player and avatar. In the third section we discuss the architectonic constraints
on cultural development, the scope for rebellion against these constraints, and
the significance of the strategy of crime. We end with an overall assessment of
the game and the lessons to be learned from this vast and exorbitantly expensive
experiment.

2. The Origins of The Sims Online

In order to understand the surprising dynamics of the online world of TSO,
we propose to begin by examining its history. The official birthday of the game
is the 17th of December 2002, when the game was first released to the general
public. At that point, however, The Sims Online was already a bustling world,
thanks to the activities of tens of thousands of beta-testers. Starting in mid-
September, they had been invited to join the game for free, to uncover any
show-stopping programming bugs, to ensure that the system scaled adequately,
and to populate and settle the vast and virgin electronic landscapes. Paying
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users, Maxis reasoned, would prefer to join an existing world to constructing
one from scratch. These beta-testers, in turn, encountered a world that was
already highly structured, even if this structure would become actualized only
by the gamers’ own activities. Some of these structural features are odd: key
design decisions of The Sims Online make little sense until one realizes they are
the result of code inherited from the earlier, off-line version of the game, The
Sims. We will suggest, in our analysis in sections two and three, covering player
control and the higher-level cultural dynamics of the game, that the high degree
of path dependence on code written for an off-line, single-player environment
is a significant contributing factor to the problems that subsequently unfolded.

It was the Oakland fire of 1991 that provided the impetus to what was to
become The Sims. Will Wright, a game designer at Maxis, lost his house in the
blaze, and in the following months he became fascinated with the process by
which his family gradually drew up the plans for the new house and its fur-
nishings. Wright abstracted the sequential characteristics of this process and
realized it could be turned into computer code. The program would supple-
ment and extend the power of the imagination, simulating the construction and
decoration of a house. He began to design Home Tactics: The Experimental
Domestic Simulator. In 1993, after 2 years of in-house development, he pre-
sented a prototype to Maxis executives during a focus session. The idea was
so unlike anything that had been done in computer games up to that point that
they rejected it outright. For the next 4 years, the game was only worked on by
Wright himself in his spare time [6]. When Maxis was acquired by Electronic
Arts in 1997, however, Wright’s reputation as the designer of SimCity earned
him a blank cheque with his new bosses. Home Tactics got all the attention it
needed and was released under the new name The Sims in January 2000. Once
scorned, The Sims and its expansion packs became the most popular computer
game of all times, selling more than 20 million units over the next 2 years [11].

At the core of The Sims is the act of building, landscaping, and furnishing a
suburban house. The natural environment is an invariant subdivision: a rolling
meadow by a brook, a road circling a dozen lots ready for construction. The
game invites the player to build a house, or a succession of houses, and to
move ready-made families into them. The building materials, the plants and
trees for landscaping, and the furnishings and interior decorations are selected
by the player from virtual shopping windows and assembled onto the three-
dimensional canvas of the building site at the click of a mouse. A profusion of
bricks and wood sidings, roof shingles, potted plants, wall papers, chairs, and
kitchen utensils makes this part of the game straightforwardly enjoyable. The
combinatorial possibilities are finite but astronomical; for all practical purposes
infinite. You can move the walls around freely, put in a kitchen, a bedroom, a
bath, a pool, a TV lounge, an exercise room. These practices build design rather
than genuine engineering skills—according to a classic text of structural engi-
neering, “a deep, intuitive appreciation for the inherent cussedness of materials
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and structures is one of the most valuable accomplishments” of an engineer
[12]. In TSO the materials are flawless, each brick or chair the spit image of
any other of its kind: there is a perfect and predictable match between the real
and the ideal. The very act of design is an act of building. This simplification
of reality allows the player to focus singlemindedly on the task of architectural
design, maneuvering through a gratifyingly vast possibility space. The task of
design is further aided by a series of elegant interface features: while you build
and decorate, you can zoom in and out and view your progress from different
angles. As you adopt a particular view, the walls in front of you becomes se-
lectively transparent, allowing you to see the entire layout of the house. This
aspect of the game bears the quality stamp of sustained iterative design [13]
and surprises the player with delightful features.

The second layer of code in the game is the sims, or simulated people. They
are the dolls that inhabit the houses built by the player. Controlled by artificial
intelligence (AI), the sims are imbued with a rudimentary form of agency.
They can walk from one location to another, perform a finite but expandable
repertoire of tasks, express emotions, and communicate desires. The player
interacts with the sims in a manner very different from that of the building
materials. Where the latter move only when the player moves them by clicking
and dragging her mouse, the sims behave as if they were alive, folding their arms
impatiently if you leave them standing, as if chafing at the bit. While they do
not actually move from place to place or perform tasks on their own initiative,
you also cannot move them directly, by grabbing hold of them with your cursor
and dragging them to a new location, as you can the building materials. For a
sim to do something, you must give him an instruction to act. This is done by
interacting with the sim’s virtual environment. Objects in the sims world are
endowed with Gibsonian affordances [14], or activities and behaviors that can
involve the sim in some way. By right-clicking on the object, a contextual menu
in the form of a cloud of affordances is displayed, and you make your choice.
Clicking on the sim itself will give you a menu of possible behaviors valid for
that particular location and circumstance, or you can click on a distant object
and instruct the sim to interact with it. For instance, you can wake your sim up
in the middle of his night and tell him to go for a swim in the pool simply by
right-clicking on the pool and selecting “Swim”. Like a truculent child in the
face of a stern parent, the sim will get out of bed and stamp his foot on the floor
repeatedly in a bout of displaced aggression and frustration, a fume of anger
rising from his mind. He finds his way through the house and out to the pool on
his own, without any player intervention: this shows his behavioral routines are
pre-programmed and robotic. As he gets into the pool and begins to swim, the
image of a bed floats in a thought bubble above his head, informing you that he
is tired and needs to sleep. In the morning, having so rudely been deprived of
sleep, he may become unresponsive to the instruction to go to work and require
time to regain a functional level of comfort.
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These responses create the impression, gratefully accepted in pretense, that
the sim is a dynamic, homeostatic system, whose behavior is regulated by a
simulation of causally connected mental and physical states such as hunger
and the need for food. Dominating a sim’s life is the physiological needs at
the bottom of Maslow’s pyramid [15]: the need to sleep, to eat and drink,
to go to the restroom, to be comfortable, and—this is after all suburbia—to
take regular showers. Each of these needs is tracked by a bar on the player’s
screen, turning slowly from green to red if it is neglected; taking care of your
sim so that his basic needs are being met is called “greening.” Higher needs
have a rudimentary presence: if you don’t provide your sim with regular social
company, he will become despondent and slowly refuse to function. With some
variations, this is as far as what Wright calls the “economy of motives” has
been elaborated [16]. Sims do not live in a world where they need to worry
about safety, and although in some versions of the game they can fall in love
and marry, they do not complain if this doesn’t happen to them. The built-in
motives are of a ground-level nurturing kind. The sims have no aspirations
to achieve social recognition through outstanding acts—to kill a dragon, to
become president: they don’t have a life project, a mission. Nor do they show
an interest in learning and understanding the world they live in, though if you
make them read employment-appropriate books, their skill levels increase and
they get promoted at work. They do not seek to actualize themselves artistically
or spiritually. They are, after all, dolls.

What are the design goals realized by creating sims with this particular
circumscribed degree of autonomy? A sim has a fixed set of clearly defined
needs, in part conveyed directly through emotional responses and through the
display of the simplistic and generally predictable content of his mind, yet
he is entirely incapable of taking care of even the simplest of these needs
himself. Devoid of independent initiative, he relies on you, the player, to instruct
him how to meet his own needs. For your benefit, a special “greening” panel
tracks the precise progress of the sim’s needs from moment to moment. If
appropriately instructed, the sim will be healthy, energetic, and promptly carry
out your commands; if his needs are not consistently met, however, he will
drift towards a non-functional state, become unresponsive to your commands,
and eventually die. This design creates—and is clearly aimed at creating—a
distinctive dependency relation between the sim and the player. The function of
this dimension of the game is to encourage the player to care for and nurture the
sim. The game in effect provides opportunities for a kind of practice parenting,
similar to playing with dolls, but with a more realistic feedback. By nurturing
the sim, the player experiences the systematically differential consequences of
proper care and neglect, and acquires skills relating to taking care of others.
Care and nurture are behaviors with a deep natural history and they remain
vitally important for any society, yet they had never before been the target
of a sophisticated computer game. The Sims tapped into a vast and hitherto
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neglected audience of young girls who were left cold by the typical competitive
or adversary shooter games favored by the boys [6].

Experienced players of The Sims, however, take the game far beyond the
elementary task of keeping your sims green. As a player, you are in a position
of directing the sims’ lives as a dramaturg directs his actors, creating dramatic
situations and developing extended narratives. Your capacity for absorbing in-
formation, for seeing connections, for opening up new possibilities, exceeds
that of your charges by orders of magnitude. Like a god you can control whole
neighborhoods of sims, staging their marriages, births, quarrels, reconcilia-
tions, and breakups. The writer Monique van den Berg’s illustrated Sims diary
[17], where a dozen families interact in intricate and often comic situations,
provides good examples of the game’s potential for staging complex narrative
scenarios in richly elaborated environments. If you so choose, the godlike power
of the player can even be used in the spirit of Gloucester’s “As flies to wanton
boys are we to th’ gods, They kill us for their sport” [18]: you can command
your sim with the terrible voice that the God of the Old Testament used to
instruct Abraham to sacrifice Isaac, wall him into a closed room, electrocute
him when he changes a light bulb, make him drown in the pool. If you adopt
the sim’s point of view, the situation is distinctly odd: in the middle of the
night, with nobody in view, you are commanded to perform some meaningless
act, strongly aversive to you, and you feel the anger welling up in you at the
pointless imposition. But the command is as ineluctable as it is mysterious, and
you are entirely incapable of disobeying. Such is the power of the player in The
Sims.

In summary, the immensely successful offline, single-player version of The
Sims developed out of a program designed to simulate the hands-on building
and furnishing of a house, and was elaborated to incorporate robotic agents
dependent for their basic welfare and continued existence on the constant nur-
turing behavior of the player. The game facilitated player psychologies ranging
from an architect and interior decorator to a doting mother caring for her fam-
ily and a movie director staging elaborate narratives. The secret of the game’s
phenomenal appeal lay in providing players with a godlike power to explore
and innovate in two complementary and fully developed permutational spaces:
that of building, landscaping, and decorating houses, mansions, and castles,
and that of caring for, directing, and narrating the lives of simulated humans in
evolving tangles of complex social relations. When The Sims was to be taken
online, Electronic Arts sought to build on the success of the existing game
and reuse tested code by preserving the core features of the game. Just like
The Sims, The Sims Online would present a suburban housing division, albeit
a much larger one, where players constructed and furnished houses on lots,
using the mature code inherited from the offline game. Just as in The Sims, the
simulated people within The Sims Online would respond robotically to instruc-
tions selected by the player from clouds of affordances surrounding in-game
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objects. The secret of the game’s phenomenal appeal lay in providing players
with a godlike power to explore and innovate in two complementary and fully
developed permutational spaces: that of building, landscaping, and decorating
houses, mansions, and castles, and that of caring for, directing, and narrating
the lives of simulated humans in evolving tangles of complex social relations.
The Sims would go online.

Yet massively multiplayer online games rely on a very different dynamic in
the relationship between players and on-screen characters. Key to a multiplayer
environment is that each player is represented in the virtual world by a single
character, his or her avatar. A relatively tractable dimension of this change is
that the game now needs to have a unique avatar for each player. Users typically
want to control their avatar representation and have input into its design, yet the
need to download tens or hundreds of thousands of unique avatar designs onto
each player’s computer would cause severe network and storage problems [19].
The Sims Online solves this problem by providing more than a hundred different
heads and bodies with outfits for the user to mix and match. This combinatorial
space is sufficiently large to minimize the risk of two avatars looking exactly
alike, yet avoids storage problems, as all avatars can be represented by a number
referring to the graphics in the selection. While this solution provides sufficient
differentiation between avatars, it does not allow players to contribute their
own graphics, thus limiting the work the representation can do in defining and
channeling a particular identity.

More troublesome than avatar design was the requirement of The Sims
Online that the player identify with his or her avatar. The mantra of the devel-
opment group was that in TSO, “the sims are real” [16]. Massively multiplayer
online games like EverQuest and Ultima Online had shown that players be-
came emotionally engaged in their own avatar and formed strong bonds with
others through their on-screen representations. Such identification would be
absurd and inappropriate in The Sims, where each simulated human being was
endowed with a carefully circumscribed autonomy, expressed in robot behav-
ior, designed to be endearing and to elicit a caring and nurturing stance. As
Will Wright himself put it during the alpha phase of the development process,
“That’s never been an issue in any of my games before. Most of the time I’m
dealing with little simulated AI people that pee on the floor all the time” [6]. In
The Sims, the player was in charge of the entire virtual world and all its inhab-
itants; in The Sims Online, tens and hundreds of thousands of players would
interact with each other. If the player was god in The Sims, what would be his
role in The Sims Online?

The conversion of The Sims to The Sims Online, starting in 2000, was an
enormously complex and expensive undertaking, with a development staff of a
hundred programmers, three million lines of code, and a rumored budget of $25
million [6]. It was undertaken at breakneck speed, and achieved its ambitious
goal of shipping in time for the Christmas season 2002. Subscription numbers
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shot up instantly to 40,000 and by New Year to 80,000, continuing to mount
until topping out around 105,000 in June 2003, far below the projected numbers
[20]. In the following section, we examine two players’ responses to the game
over the course of the first year, focusing on identification and player control.
How did the experience of player control change as the core features of The
Sims were ported to a radically different, multiplayer environment?

3. Player Control in The Sims Online

When The Sims Online was released in December 2002, Patricia Greenfield,
with the collaboration of Brendesha Tynes and the research team at Children’s
Digital Media Center at UCLA, had already recruited two players and initiated
data-collection. The intention was to treat the game as a laboratory in which the
spontaneous emergence and evolution of culture could be documented. By start-
ing participants at the game’s beginning, Greenfield hoped to be able to observe
not just the adaptation to an existing culture, but the actual creation of a cul-
ture from scratch. Steen and Davies joined the project in early 2004, and when
the assembled team began the task of examining the collected data, it became
clear that we needed to change the research focus. In the participants’ diaries
and captured gameplay we found little or no evidence of the players creating a
shared cultural world of meanings, norms, activities, and physical environments
through processes of social interaction and communication [21, 22]. The virtual
inhabitants of Alphaville, the first city within The Sims Online, appeared to have
surprisingly little to say to each other, and the game did not provide our study
participants with opportunities or tools to engage in sustained collaborative cul-
tural creation. As we observed their interest in the game slowly fade, we shifted
our focus to investigate what had gone wrong. In the following, we present a
summary of our findings, with selections from the data and some new analytical
points; for the full story, see Steen, Greenfield, Davies, and Tynes [22].

A massively multiplayer online role-playing game (MMORPG) can provide
its participants with control along a spectrum of time horizons, ranging from
the immediate to the long term (figure 12-1).

At the far left of the spectrum we find the immediate-term mechanical
control of the avatar. Is there a one-to-one correspondence between the player’s
manipulation of the game controller and the behavior of the on-screen avatar?
Such synchronous control is a mandatory feature of fast-paced shooter games;
Kirk [23] argues it is critical for a low-level, physiologically driven player-
avatar identification that powerfully enhances game immersion. The code that
The Sims Online inherited from The Sims handles avatar behavior through
artificial intelligence, thus removing a base level of support for an immersive
experience. In contrast to other MMORPGs, such as There [24], you cannot
directly control your avatar—you cannot, for instance, use the keyboard or
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Figure 12-1. The spectrum of player control in a MMORPG.

mouse to turn your avatar to face a certain direction, move its arms, or move
it step by step in some direction. All control is done through menu interaction,
where you give instructions the avatar acts out.

In the diaries and videotaped gameplay of our first study participant, KM,
a 23-year-old female graduate student, we found that the lack of synchronous
avatar control generated a series of dissociations between the players and their
avatars. KM described herself as a recovered addict of the off-line version of The
Sims and was thus familiar and comfortable with the sims’ robotic behavior in
the single-player environment. In the spirit of the new multiplayer environment
of TSO, she began play on 30 December 2002 by creating an avatar to represent
herself, an alter ego: “I created this character based on myself. It took me a while
to go through all of the hair and outfits to pick one that I thought resembled
me.” (KM, p. 16). In short order, she was confronted with what for all of us
was the most surprising feature of TSO: the low level of social interaction and
conversation. KM began by identifying the avatar she encounters with a real
person: “I said ‘hi’ to the other person playing chess, but little conversation
happened. I noticed that no one in this house was talking everyone was just
earning skill points.” (KM, p. 17). Skill points can be earned through activities
such as standing in front of a mirror (“practicing charisma”), playing chess, and
cooking. In order to encourage socializing, a key novel feature engineered into
the game is that skills are acquired more rapidly if practiced in the company
of other avatars. As with other avatar activities in TSO, the behavior itself
is robotic, and skills points take hours to build. KM’s suspicions were soon
aroused: “After about 10 minutes of playing chess, and seeing how long it took
for the skill meter to go up I could see why no one was talking—probably no
one was there!” (KM, p. 19). The substance of this insight is a dissociation
between the avatar and the player: the presence of one frequently does not
entail the presence of the other. In the absence of synchronous control, avatars
in the online chat rooms of TSO can be intermittently attended; it is common
practice to go “afk” or “away from keyboard” and leave your avatar, robotic
slave that it is, stay behind and accumulate points. An unfortunate downstream
consequence of this behavior is that players begin to see the presence of other
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sims in purely utilitarian terms, as an opportunity for earning skill points more
rapidly, rather than as a chance to meet people and socialize. This second
dissociation separates your own needs for real human social contact from the
avatar’s more pedestrian need for the proximity of other avatars, attended or
not.

The absence of synchronous control also created anomalies in the
immediate-term mechanics of social interaction. We analyzed a recorded con-
versation at Lucky Luc’s Slots, where AJ, the proprietor’s roommate, gives KM
instructions on how to play a particular gambling game. During most of this
conversation, the two avatars have their backs to each other, yet it would be
incorrect to infer from this that they had lost interest in the conversation. At
one point, AJ refers to a game score result that she could not have seen, as
it appeared behind her. These incongruities open up a third dissociation, that
between the panoptic perspective of the player and the embedded, in-game
perspective of the avatar.

Finally, robotic behavior can generate dissociations of intentional states.
In one session of recorded game play, we observed KM giving instructions to
her avatar to play the guitar. Once instructed, the avatar persists in the task
until it is completed. Other sims talk of leaving; half in jest, as she isn’t actually
playing, she says, “I am going to go too, can’t stand listening to my own music.”
Zooming out of the building, she ends up with a bird’s eye view of Alphaville,
from which you can see all the different properties and decide where to go next.
Her own intentions have dissociated from those of the avatar, who is left behind
playing the guitar (see figure 12-2).

In KM’s diaries, we begin to understand why so little conversation takes
place in The Sims Online: typical gameplay is characterized by long absences
from the keyboard, as the robotic work of skilling is itself experienced as boring.
Our analysis of her game play captured on video indicates that this boredom
forms part of a series of dissociations between player and avatar, which act
cumulatively to weaken the bond of identification. These dissociations have a
primary cause: the absence of immediate-term, synchronous player control.

At the other extreme of the spectrum of player control is the long-term
goal or overall purpose of the game. In the single-player, offline version of the
game, The Sims, the player is comfortably in charge of the purpose of the game,
whether it is to build castles in the air (there’s a trick to getting them up there),
to raise a sim family, or to start a gay karaoke bar [17]. In keeping with the
hallmark of Will Wright’s game philosophy, the promise of The Sims Online
was that it, too, would allow the gamer to formulate his or her own goals within
the game.

TSO, however, had introduced something co-designer Chris Trottier called
“a real secure economy” [6]. In The Sims, the economy is insecure. If
you enjoy the constraint, you can abide by the rules and hold off on that
swimming pool gazebo until your sim has boned up on his mechanical skills,
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Figure 12-2. Players can leave their avatars behind and—like disembodied spirits—view the
world from above. In the meantime, the avatar continues to engage in activities as instructed.

developed some friendships, and can start earning some real money. But if you
don’t, a Google search for “sims cheat codes” will pull up 283,000 hits. These
cheat codes, which are built into the game, allow a player to get unlimited
resources with a few keystrokes. The insecure economy of The Sims allows
players the flexibility of setting their own goals. The secure economy of The
Sims Online, in contrast, introduces a resource scarcity into the game that tends
to swamp all other goals, as illustrated in the following analysis.

Our second study participant was a 28-year-old man (SH), a free-lance
producer and part-time actor. On the 19th of January 2003, after spending
the first play sessions exploring the game, he creates an avatar, “Sammar”, to
represent himself:

I chose to develop this character because he is the closest thing to my alter ego.
I needed an outlet for that ego in order to help myself in real day to day life. I’m
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hoping that I’ll be able to learn from my other self and take those characteristics
that I feel I lack and forge them into my real life. (SH, p. 9)

His entry suggests a very rich vision of the game’s potential. By creating a
virtual self, he imagines he will be able to explore and to cultivate modes of
being and responding to the world that he can subsequently incorporate into
his own life in a selective manner. This is a goal he sets himself, demonstrating
his confidence in being able to control the overall purpose of the game. After
recounting Sammar’s first day of play, visiting places, getting a roommate,
and earning money—“simoleans”—making pizza, he states a subordinate and
interim goal in the game, now projected onto his avatar:

His main goal at present is to make enough money to build a party pad by the
beach. (SH, p. 11).

His entry contains the key elements of a narrative self: a goal (a party pad),
an obstacle preventing him from realizing the goal immediately (not enough
money), and a strategy for overcoming the obstacle (making money). The goal
itself is envisaged in social terms: his house will be constructed in an attractive
location and provide a venue for himself and other players to have a good time
together. As he continues playing the game, he maintains a strongly positive
disposition:

A lot of the people I’ve visited at their properties have been exceptionally nice. I
imagine it has to do with their visitor bonus. The people I met in the pizza place
are not nearly as friendly. It’s amazing what greed will do. (SH, p. 13)

The effect of the game’s incentive structure on the other players is beginning
to transpire. Property owners are paid for the time others spend on their lots; his
warm appreciation of their welcoming behavior is qualified by the suspicion
that they, just like the unpleasant pizza makers, are driven by greed. A few days
later he reports:

Sammar is feeling accepted in this community. He is still figuring out the finer
details but it’s coming along well. He aspires to make his skills at their peak and
make as much money as possible.” (SH, p. 19)

SH continues to view TSO primarily as a community, a place regulated by
norms and common meanings, in which he can feel accepted and welcomed. At
the same time, as he begins to master the rules of the game, his visionary goals
narrow. The next day, we find him for the first time thinking of friendships in
instrumental terms: “He’s building a friendship base that’s making him money
and skill.” (SH, p. 23). When SH returns to the game on 18 March 2003, he
reports:
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“Sammar” has built his skill levels, mostly mechanical & logical, and is making
a decent amount of money making gnomes. He has a home now and is in the
process of building it up to be a place where other sims can come to relax and
make money. (SH, p. 25)

He now shows little emotional involvement with his avatar, whose activities
in this session are directed not towards forming relationships, but on building
skills and making money. However, he sees these activities as a temporary
means to a more attractive goal of building a house. The purpose of this house
is still to provide a place for others, but he no longer imagines they will come
to party. Instead, they will come to his house to hang out, and to make money.
His basic motivation remains altruistic:

My characters main goal at present is to be a viable and successful character who
can help other Sims in their money and skill earning endeavors (SH, pp. 25 & 27).

At the same time, his interest in The Sims Online is starting to flag. The
game, he writes, is “somewhat boring” and does not facilitate the social contact
he came looking for:

The game would be more condusive to chatting if email were accessible while
playing to swap pics and personal info. A real possibility of meeting these people
off line would get the place buzzing. (SH, p. 39)

Avatar encounters, apparently, do not have the emotional and intellectual
qualities of real encounters. His suggestions of introducing e-mail, swapping
pictures, and meeting people off-line indicates that he experiences the on-screen
characters as poor representatives of the players’ social agency: identification
has become unattractive and the channeling role of the avatars is failing.

When he decides to give the game another try in April, he abandons Sammar
and begins Freakstick, a skeleton-like character to “express my off the wall
personality” (p. 37). He attempts to reformulate his strategies:

Now that I’ve learned the main tricks and tips in succeeding in The Sims, I have a
new way of going about things. I plan on amassing large amounts of mechanical
and logical skill. Those skills have the greatest amount of financial profitability
with the least amount of constant attention. (SH, pp. 37–39)

He soon learns, however, that TSO provides very limited opportunities for
rapid progress in the game, gets bored, and plays infrequently. On 27 July 2003
he goes on for a brief session to build skills. There were few people online, so
the effort didn’t pay off as much as he had hoped. “Maybe there will be more
people the next time I log on,” he comments (SH, p. 45). He is now speaking
of people as a simple means to speed up the gaining of skill points; he is no
longer interested in socializing or meeting friends. The incentives of the game
appears to have ground sociality out of him.
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On 4 August 2003, his goal is subtly reconceptualized, even as he represents
it to himself as unchanged:

My ultimate goal, still, is to gain enough skill and money to build the ultimate
house where I won’t have to work at making money. Rather I earn money by
collecting the revenues given to me by the Sims for visitors coming to my house.
Also I will get residuals for every dollar that my guests make. (SH, pp. 47, 49)

Shortly after, complaining that the “time it takes to build skill is a little
overwhelming, not [to] mention boring” (26 August 2003, p. 51), the record
trails off and he abandons the game.

From start to finish, SH displays an active desire to define the long term,
overall purpose as well as the intermediate goals of his gameplay. Step by step,
he lets go of his own goals and adapts to the goals built into the game. He
relinquishes the desire to become a better person by trying out new modes
of relationship within the game, he gives up on the idea of helping others
succeed and of becoming appreciated by a community of friends. Unable to
remain motivated by the time-consuming and mindless activities of skilling and
making money, he is drawn towards the ultimate goal provided by the structure
of the game: to become a “sim lord” (SH, p. 41) and live off the labor of
others. At that point, human relationships have deteriorated beyond the level
of instrumentality to something reminiscent of exploitation. An early review
spelled out the emerging culture of the game:

Since a player can earn money simply by enticing other players to congregate on
their property, and because all the other players truly want to do is earn money, the
object of the game is reduced to building—not a “house” in which your Sim will
live, but a labor camp in which other Sims will come to earn money. Providing
beds, showers, food and a pool table persuades your guests to stay longer and
spend more of the money they are earning, owing their souls to the company
store, so to speak, and never truly needing a place of their own. The result is a
“city” in which nearly every house is a sweatshop [25].

What The Sims Online failed to do, then, was to provide the players with the
tools to control the overall purpose of the game. From the early interviews, it is
clear that Wright and his development group fully intended to build this freedom
into the game. When large numbers of beta-testing citisims started spending
their time making pizza, the developers were distressed. “A few weeks ago,
we thought we’d have Disney World. But right now, everyone is just making
pizza,” Trottier lamented. Wright worried that too many people were chasing
money in the game—“we might start to lose the creative players” [6]. However,
no satisfactory solution appears to have been found (see figure 12-3).

The Sims online involved two major design challenges, one social and one
psychological. The psychological challenge was the shift from a godlike player
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Figure 12-3. Avatars practicing “charisma” before mirrors in a lavish interior. Clicking on another
avatar gives you a “cloud” of interactive options; the sequence of tasks to be carried out by your
avatar accumulates in the upper left corner. A needs panel monitors your avatar’s state along
eight dimensions.

to an embedded avatar. In KM’s experience, we see some of the player-avatar
dissociations that make this transition unsatisfactory. On the social front, the
challenge was to establish some kind of resource scarcity. Kollock’s seminal
“Design principles for online communities” argues that scarcity is an impor-
tant dimension of a vibrant online community, not just to keep things lively,
but because “moderate amounts of risk are required for the development of
trust . . . and encourage the formation of groups and clubs as a way of managing
that risk (or exploiting it, in the case of a guild of thieves)” [26]. Using only
a “secure economy” to create scarcity, however, backfired. It set up a domi-
nant incentive gradient that funneled most people’s energies into mindless and
boring money-making routines, destroying the fun and creativity of the game.

The effect of the design choices made in these two major transitions was to
curtail player control at both extremes of the spectrum—the immediate-term
mechanics of avatar movement, as well as the long-term goals and purposes
of the game. There remained, however, the central portion: player control of
intermediate-term strategic innovation. This area provided the developers with
ample possibilities of expansion, but they were not exploited. A rich set of tools
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and opportunities for medium-term, strategic innovation would have given play-
ers something to focus on, compensating in part for the loss of control at the
extremes of the spectrum. We see in SH’s diaries a mounting frustration at the
ineffectiveness of his actions and his inability to come up with strategic short-
cuts, indicating a strategic deficit. Player control at the intermediate, strategic
level involves the ability to formulate complex and clever sequences of moves
that help further the player’s goals in effective and original ways. In TSO, plod-
ding along a number of roughly equivalent routes was the only legitimate way
forward.

When the players of TSO found, to everyone’s surprise, that they had noth-
ing to talk about, the explanation may lie in the glaring absence of strategic
opportunities. In most multiplayer online games, it is strategy development
that provides the gamers with something worth communicating about. Indeed,
a distressing effect of the failure to develop the central, strategic portion of the
spectrum of player control is that players had no way of becoming uniquely
valuable to each other. Human beings are irreplaceable resources for each
other in part because each one of us gathers our own information, adopts
an idiosyncratic perspective, and develops our own strategies—complex se-
quences of actions that reliably achieve improbable results. In a society rich
in strategic opportunities, information becomes the critical scarce resource. In
the next section, we examine how a relatively small number of innovative play-
ers found a way of mining this middle of the control spectrum, with dramatic
effects.

4. Strategies and Limits of Cultural Evolution in The Sims Online

Full-scale social experiments are expensive. In order to put a new model
of social organization to a realistic test, you need tens of thousands of subjects
over a period of years. Finding a suitable and willing population is almost im-
possible; funding the enterprise is prohibitive; gaining human subjects approval
is impracticable; the logistics a nightmare. In the initial phases, you will need
to insulate your state to some degree from its surroundings, to give it time to
develop its own economic practices and civic institutions. The continuity of
history must be broken for your ideas to be implemented and given full play.
If your experiment goes awry and your ideas turn out to produce a monstrous
society, you will be held personally responsible, exposed to the murderous ire
of your own captive citizens. Until recently, short of a full-scale revolution or a
military invasion, the only viable alternative available to social visionaries was
the thought experiment. Where past ages were constrained to choose either the
expensive realism of war, colonization, and revolution, or the cheap but falli-
ble instrument of utopian thought experiments, we now have a technology that
permits us to create imaginary worlds and to populate them with real people.
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What was simulated in the mind for millennia can now be simulated in public,
in vast simulated online cities.

The utopian question is not “What emerges from a state of nature?” [5]. A
utopia is a social experiment that involves the explicit and deliberate manipula-
tion of certain structural parameters in establishing and running the imagined
state. The intricate thought experiments of Plato’s Republic, More’s Utopia,
and Butler’s Erewhon exploit the imagination as a cheap and readily avail-
able vehicle to explore the possibility space of social arrangements. They ask
the question, “How do the choices we make in setting up the structure of so-
ciety affect the behavior of individuals and thus its course of history?” As
computer-mediated active worlds proliferate, this question is pivotal not only
for understanding the evolutionary trajectory of a particular multiplayer on-
line game, but also for being able to develop the kinds of worlds we want.
The utopian question has become reformulated as a challenge of software de-
sign: in an active world, “what features must the environment have in order
to enable particular types of social interaction?” [19, p. 8]. The evolution of
culture in a massively multiplayer online world cannot develop from scratch; it
must necessarily emerge from the complex dynamics of interactions between
the programmers, the structural framework of the game they create, and the
gaming activities of the players, which may take place both within the game
itself and—as we shall see in a moment—extend beyond it. A game is not a
clean-room implementation of a new society, untainted by preexisting values,
beliefs, and conventions, but imports these dimensions, explicitly or implicitly.

In the case of The Sims Online, we begin with a richly featured environment,
structured on multiple levels. We argued in section one that the secret of The
Sims’ phenomenal appeal lay in providing players with a godlike power to ex-
plore and innovate in two complementary possibility spaces: that of building,
landscaping, and decorating houses, and that of caring for and directing the
lives of simulated humans in evolving tangles of social relations. In section two
we argued that the shift to TSO involved two major innovations, on the oppo-
site ends of the spectrum of player control: one social and one psychological.
The transition from an insecure to a secure economy effectively barred most
players from the joys of building, reducing their game play to sweatshop labor.
Adding insult to injury, the transition from the dollhouse to the avatar model
barred players from the godlike power to control and stage the lives of the sims
within the game. These architectural decisions were in large part forced upon
the developers: going online meant that you had to remove the godlike power
of the player. In this section, we will argue that TSO’s critical shortcoming
was that these constraints on the extremities of the spectrum of player con-
trol were not compensated for by new powers in the middle: by new strategic
opportunities.

The co-creation of culture within a multiplayer online game is not nec-
essarily cooperative; the goals of developers and gamers may be only partly
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overlapping. When the implementation of a game fails to provide attractive av-
enues to success, inventive players may seize the strategic initiative and attempt
to move the game in new and unanticipated directions. The game designers’
vision may be incoherent or produce unanticipated results, and the develop-
ers may falter in the implementation—in May of 2003, EA spokesman Jeff
Brown acknowledged that “The people who make The Sims [Online] believe
that its execution isn’t what it should have been when it was launched” [27]. As
we saw in section two, casual players, working with the tools provided to them
within the game, met with repeated frustration and boredom in trying to achieve
their goals. Creative players, on the other hand, may extend the boundaries of
the game, drawing in resources that supplement the game, and find ways to
compensate for its weaknesses.

The absence of a mechanism to import customized graphics into the
game, for instance, cut off an important dimension of user creativity and con-
strained the elaboration of in-game identities. Some of the players responded by
creating off-game web sites devoted to their TSO avatars, in which they were
able to utilize their own art work and draw freely on cultural references
that added resonance and power to their role play. A striking example was
www.thesimsmafia.com by JC Soprano, played by the 25-year-old Sacramento
native Jeremy Chase. It sported dramatic flash animations on the mafia theme
and a detailed list of available in-game services, from prostitution and gambling
to debt collection and assassinations—“Moe Green Specials” as he called them.
Another group of players established the Rose Bush Gardens neighborhood in
Alphaville devoted to “Bondage, Discipline, and Sadomasochism,” amplifying
this theme on the external Black Rose Castle Learning Center web site, with
detailed instructions by the avatar Lady Julianna on how to be a dominant with-
out being obnoxious, and how to participate in pony submissive races within
the game. Urizenus, played by University of Michigan philosophy professor
Peter Ludlow, created The Alphaville Herald, an online newspaper covering
in-game events. By conducting in-character interviews outside of the game, he
raised the profile of the inventive players, created a wider audience for their role
play, and provided them and other players with an opportunity to reflect on the
significance and impact of their in-game behavior. In these and other ways, the
limited opportunities for creating an arresting identity within the game were
transcended, as the gamers recruited a range of off-game resources to reinforce
and heighten their own game experience.

Expanding the game beyond the confines of TSO proper also increased
the effectiveness of the in-game character. To circumvent Maxis’ Online
Community Representatives, the Soprano mafia family members chatted with
other players on Yahoo Instant Messaging (IM) rather than using the game’s own
chat feature, logged by the company. This allowed JC and his recruits to refine
and develop a string of strategies for mimicking mafia-type activities within
the game, without giving them away to the developers. As presented on his
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web site, these strategies were mysterious, vaguely menacing, and clearly fun.
Maxis tried to keep up: “Most of the behavior described in stories about these
‘mobs’ is no longer possible, actually; we’ve been improving the game with
frequent updates,” associate director Kyle Brinx claimed in June 2003 [28], but
six months later JC confidently proclaimed, “The city is mine . . . I hate to say
it, but I got the juice in AV [Alphaville] and have for awhile” [29]. By figuring
out ways to “warp” the built-in features of the game for mafia role-play, he had
in effect seized the initiative from the developers and taken a strategic level of
control of the game.

The blatantly anti-social character of the mafia role, adopted within a game
that set out to simulate a real society, raised the question of how such a virtual
society can be policed and governed. By creating a publicly available represen-
tation of his in-game activities, JC Soprano made it easy for the non-playing
world to participate in contemplating this question. In the summer of 2003,
the Associated Press did a story on “Sex, mob hits: Sims tests virtual morals”
[30], reporting on the exploits of two rivaling mafia groups, the Sopranos and
the Sims Shadow Government (SSG). CNN followed up a month later with
live coverage [31]. In these interviews, both mafia families defended their ac-
tivities by claiming that they dispensed a rough justice to discourage griefers.
EA simply didn’t respond effectively to protect innocent players from abuse.
“Griefers . . . find and utilize loop-holes within the game,” Jennifer Mathieson
of the SSG said, “and it happens very, very quickly. So what we do, we just
fight back. We use the same tactics . . . against them.” [31]. Jennifer and her
husband, who jointly played the avatar Mia Wallace, recounted that they had
“ransacked apartments, sent out their ‘troops’ to urinate on others’ lawns, and
once drove another player from the game” [30]. By extending role-play into the
media, these gamers gave people a new reason to play the game: to experience
and to explore the ethical dimensions of online worlds. The “darker side of
Sims life,” Wright himself conceded, “makes the game more interesting. It is
pretty playful and harmless”—and the governance of virtual communities “is
something our society is grappling with” [32].

At the same time, The Sims Online was revealing its potential as a breeding
ground for a wide range of humiliating, anti-social, and exploitative behaviors.
In a BBC interview, Ludlow later explained that his make-believe newspaper,
created off-game but edited in-character, was founded to document “the emer-
gence of economic, social and political structures in the game” [3]. As events
unfolded, The Alphaville Herald turned out to be perfectly positioned to be-
come the media hub of the seething underworld of TSO. As Urizenus, Ludlow
covered the rise of the mafia families and their increasingly hardball tactics,
such as harassing a sim by sending her a new roommate, and then asking him
to tear down her house. The interviews show that the players invested consid-
erable emotion in the conflicts. In early December, he conducted a series of
instant-messaging interviews with Evangeline, a cyber-prostitute, who had set
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up a brothel early on in the game as a strategy to avoid the boredom of skilling
and working. Describing her business in graphic terms, Evangeline let it slip
that she was underage herself, and claimed that several of the girls that provided
“sexual services” within the game were also minors. Using the proceeds from
the prostitution racket, she had purchased the property at the top of the game’s
welcome list, naming it Free Money for Newbies. Here she cheated newcom-
ers out of their money, humiliated them by caging them in small rooms and
ridiculing black avatars as monkeys [24].

Of course it was just a game. The houses are pixels on a screen, “money”
is a play currency called simoleans, and sex between avatars is no more than
dirty talk in cartoon bubbles. The CNN anchors kept tongues firmly in cheek
and concluded that “this is all taking place in a virtual world. We can hope that
it stays there and that if you don’t like it you can just leave the game and stop
playing” [31]. Electronic Arts, the game publisher and Maxis’s parent company,
who had long been aware of these activities, handled the publicity angle by an
appeal to unreality. Confronted with stories of online prostitution in an interview
with The New York Times, Jeff Brown, vice president for communications at
Electronic Arts, said, “If someone says that is going on in cyberspace, is it lost
on anybody that it’s not actually happening? No law was violated. It’s a game”
[4].

Yet the interface between game and world does not present a simple and
clean-cut boundary. The motto at Maxis, as we saw in section one, was that
in TSO, “the sims are real” [16]. A subjective act of identification with the
sim is an integral aspect of the design of the game: from your perspective as a
player, your sim was intended to function as a virtual self onto which your own
subjectivity and agency is displaced, and you become emotionally invested
in the sim’s changing social relations, reputation, and resources. Equally, in
order to interact with and understand the other sims, you need to model the
sim as an avatar channeling a real person. Since the sims are real in the sense
that each one is a real individual once removed, displaced onto an avatar, then
ethical questions that could be entirely ignored as fictive in the offline version
of the game have inescapably moved much closer to reality. Add to this the fact
that creative players actively widened the boundaries of the game, extending
their gameplay far beyond the confines of the game itself, and in various ways
integrating their in-game character with the real world. Finally, they found ways
of taking strategic control by devising their own methods of earning money
within the game, bypassing TSO’s intended gameplay. EA continued to treat
the game as if everything were happening within their proprietary controlled
world, when this clearly was not the case. Ludlow’s research assistant, Candace
Bolter, pointed out that although prostitution was remunerated using simoleans,
the in-game currency of TSO, this “fantasy money” was readily convertible into
US dollars through money trading at online auction sites such as Gaming Open
Market and eBay [33]. Electronic Arts, they argued, had a moral responsibility
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of governance that they couldn’t simply walk away from: The Sims Online was
not just a game.

Urizenus’ The Alphaville Herald provides a case in point: it started out
as an in-character blog, but in the course of documenting the conflicts and
exploitation taking place within the game, it quickly morphed into a project
of serious investigative journalism. The significance of this stance towards the
game was underlined by the following incident. In October 2003, roleplaying
as the priest Urizenus in a TSO church, he was contacted by another player:

A sim IM’ed me claiming to be a 13-year-old boy and started asking me about
God and forgiveness. He claimed that he had beaten his 8-year-old sister because
she had annoyed him, and that she had gone to the hospital with a broken jaw. I
asked if he had reported this, and he said no, and then broke off contact with me
[34].

Responding to the reality of the situation and casting aside an implied in-
game seal of confession, Ludlow contacted EA to report a real-life crime,
repeatedly requesting they pursue the case with the boy’s local authorities.
EA responded with a string of boiler-plate customer service replies, advising
him that they could only take action on Terms of Service violations [34]. Bolter
finally threatened to take the case to the media; EA relented and handed the case
over to local police. They also terminated Ludlow’s account on a technicality. In
the following days and weeks, the termination story and the background corpus
of interviews was picked up by the international media, from The Detroit Free
Press to the Corriere della Sera and Izvestia, featured as an attempt to suppress
the public’s knowledge of the truth and a possible violation of freedom of
speech. In a recent academic paper, Ludlow notes that the real-world press
incongruously treated The Alphaville Herald as a real newspaper, even though
it was produced as an in-character blog as part of a game, and advances the
thesis that “there is no such thing as fiction, and there are no such things as
fictional objects” [35].

In this section, we have argued that taking The Sims Online entailed a loss
of player control at both ends of the spectrum (figure 12-1). While large numbers
of casual players, including our study participants, appear to have responded
to the highly constrained game by attempting to adapt and eventually losing
interest, a small number of highly inventive players found a variety of ways of
taking charge of the game. They accomplished this by developing intermediate-
term strategic control on two fronts. First, they found original ways of bending
and twisting the built-in features of the game into complex series of moves to
achieve their own defined goals. Second, they extended their gameplay beyond
the confines of the game to include web sites, instant messaging, and media
outreach, thus embedding their in-game character within a broader matrix of
cultural references and meanings. Moving in-character communication out of
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the game allowed the players to develop their “warped” use of the programmed
rules in a conspiratorial spirit of secrecy, away from prying eyes of EA’s moni-
tors, thus deepening the gameplay and staying ahead in the conflict of interest
between developers and adventurous gamers. Web sites served the function of
reinforcing and advertising social role and player identity, creating a commu-
nity memory of causally connected historical events, or a cumulative repository
of instructions.

Because the regular gameplay within The Sims Online was so boring, most
of what has been recorded about the game on web sites and discussion boards
relates to the events generated by the small number of players who played against
the grain. These players took charge of the game and moved it in new directions.
Evangeline, for instance, who turned out to be a boy, exposed himself and other
underage players to forms of adult sexual imagination that may have been
harmful and developmentally inappropriate. Jeremy Chase started playing JC
Soprano when he was unemployed; his masterful gameplay got him paid work
to play online games and design web sites [36]. Peter Ludlow became world
famous as the academic that exposed the seamy side of The Sims Online, and
his career may take a turn towards active worlds research. In each of these cases,
it was the originality of the gameplay that created the real-world consequences.
The fictional world blended into the real world because the players dragged the
real world into the game.

5. Conclusion and Outlook

The chief creator of The Sims, Will Wright, often cites the work of Christo-
pher W. Alexander as an important inspiration for his work, in particular his
A Pattern Language [37]. Communities, Alexander et al. write, emerge out of
“a hierarchy of social and political groups, from the smallest and most local
groups—families, neighborhoods, and work groups—to the largest groups—
city councils, regional assemblies” [9]. The enabling condition that allows such
groups to form spontaneously and to constitute communities is that “each group
makes its own decisions about the environment it uses in common . . . . Ideally,
each group actually owns the common land at its ‘level.’ And higher groups
do not own or control the land belonging to lower groups—they only own and
control the common land that lies between them, and which serves the higher
group” [9]. By assigning resources to be held in common at different levels of
organization, people would be challenged to institute appropriate collaborative
patterns of governance at each level.

In The Sims Online, these architectural principles of community design
were never implemented. The community has a flat structure of individual
ownership, with no land held in common at any level. In part, this happened
by default as the code was ported from The Sims; the single-player model
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of private, suburban lots was simply scaled up to a multiplayer environment.
Far from acknowledging this to be a massive design blunder, however, EA
championed private ownership of all land as the key to forestalling griefers, as
each player could bar any other from their site. The result is distinctly odd: since
many players don’t own properties, they must meet their avatar’s basic needs by
entering other player’s private houses, using their shower and bathroom, getting
food from their fridge, and even sleeping in their beds. This socially anomalous
practice is not only tolerated but encouraged, since owners are rewarded for the
time other sims spend on their properties. Indeed, as a result, the primary
function of a private property is not that of a home planned and decorated
to delight its owner and inhabitant. Instead, properties become investments,
designed to optimize return on capital by providing the skilling and working
equipment, along with food, gyms, motel-style beds, showers, and bathrooms,
to attract and retain the maximum number of visitors. As we saw in section two,
the incentive structure of this economic model not only produces very boring
play but reduces human relationships to one of instrumentality, grinding any
real sociality out of the game.

By leaving out the multiple levels of commons recommended by Alexander,
the game designers blocked the formation of effective higher-level community
structures within the game. It turned out that the hyper-privatized model was not
effective in preventing crime and griefing: Evangeline and others set up their
bordellos on their own properties, and the mafia leveraged the power of room-
mates, harassing chat and e-mail, negative reputation links, and a host of other
tools within and outside of the game to achieve their ends. Community-based
governing structures, in contrast, had a hard time getting off the ground. Con-
sider the case of the Alphaville Government, established by a group of friends
in early 2003. This act involved the creation of the avatar Mr-President, played
by Arthur Baynes, and the construction of a Capitol in the best neoclassical
tradition. Baynes web site at avg.simsgov.com showed an animated graphic of
Mr-President waving from the balcony. The focus, then, was on the trappings
of power, and since all properties were private, the Capitol, and later the Court,
had to belong to an individual player who might at any time decide to quit. The
Alphaville Government also aspired to take on the task of maintaining law and
order within Alphaville, but they had no legitimate tools with which to enforce
city-wide laws and regulations and never became anything like an effective
government.

In the fall of 2004, as this manuscript goes to press, there is widespread
expectation among the gamers that The Sims Online is about to close. The
initial prospect of hundreds of thousands of customers paying monthly fees of
ten dollars each had made the idea of porting their most popular game to the
Internet financially extremely attractive to EA. Suneel Ratan, its former vice
president, said informal projections had run as high as a million subscribers
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for the online version, implying a regular annual revenue of $120 million [27].
Instead, TSO subscriptions at the first anniversary were estimated to be around
80,000 [20] and by April of 2004, the company reported 57,500 subscribers
[38]. If the attrition rate of 5,000 a month is sustained, TSO will dip below
20,000 before the year is out—the level at which EA closed Earth & Beyond
[20].

Several of the key players have taken the consequences. After being kicked
out of The Sims Online in late 2003, Peter Ludlow continued for a while to
visit Alphaville through other players’ accounts, but soon moved on to Second
Life, a very differently managed online social space. In July 2004, Jeremy
Chase predicted TSO would close after a final Christmas season and reported
he had joined the online multiplayer game Star Wars Galaxies. In August,
Simoleanman, one of the main currency traders, announced his closing sale,
and The Alphaville Government shut down. It is possible that it’s still not too
late to rescue the game: the example of the innovative rebels has inspired a host
of online newspapers, mafias, and government players, and EA has continued to
make significant improvements to the game. A crucial innovation in friendship
formation has moved the game closer to a psychology of real relationships. Yet
these improvements may have arrived too late.

In its heyday, The Sims Online did a spectacular job as a dystopian experi-
ment and remains a rich source of opportunities for social research. Rushed into
production, it contains layers of questionable design decisions. Its doll-house
ancestry, emphasizing sims driven by artificial intelligence, militated in mul-
tiple ways against effective player-avatar identification. The incentive system
implicit in its economic structure produced mind-numbingly boring play and
purely utilitarian avatar relations. Its lack of strategic opportunities spurred cre-
ative players to extend their gameplay beyond the company servers and to bend
the built-in features of the game to their own purposes. Finally, the absence
of land held in common at different levels prevented the natural emergence
of effective layers of governance. Yet precisely by inspiring players to warp
the rules and to extend the game to the world-wide web, The Sims Online has
succeeded in introducing the larger practical and ethical questions of online
community governance to the public at large, making us all participants in a
virtual utopian experiment.
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