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USER-CENTRED DESIGN AND
EVALUATION OF AFFECTIVE
INTERFACES

A Two-tiered Model
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What a piece of work is a man! How noble in reason!
How infinite in faculty! In form and moving, how ex-
press and admirable!

—Shakespeare, Hamlet
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1. Introduction
Affective computing, or the development of computational systems which
can be aware of and respond to human emotions, has become the focus
of a great deal of attention in the Artificial Intelligence (AI) community.

Recent developments, such as the results from Tristão & Isolda (Mar-
tinho and Paiva (1999)), and Influencing Machine (Sengers et al. (2002),
Höök et al. (2003)) suggest that a too narrow understanding of emo-
tions will fail to address the important issues in interaction. The AI-
approaches to affective computing often focus on what one might call an
’informatics of affect’, in which emotions are treated as units of infor-
mation. Emotions are analyzed, classified, discretized, and formulated
as units whose purpose is to inform cognition or be communicated. The
often-used integrative cognitive theory of emotion of Ortony, Collins and
Clore (1988), for example, defines emotions in terms of a set of discrete,
basic types and focuses on the cognition or reasoning which may give
rise to them. Once a set of emotional units is defined, input devices
can be designed which can turn physiological responses into informa-
tion. For example, Fernandez, Scheirer, and Picard’s (1999) Expression
Glasses measure the movement of facial muscles and classify the result-
ing expression into a small, discrete set of emotions. Ark, Dryer and
Lu’s (1999) Emotion Mouse extends a normal computer mouse to de-
duce users’ emotional states from physiological information such as pulse
and galvanic skin response.

Frequently in this tradition, emotions are subsumed to rationality or
effectiveness. Damásio’s (1994) influential arguments for the importance
of emotion in scientific research, for example, gain currency from the
idea that emotion is necessary for true rational behavior. Similarly,
Picard’s (1997) ground-breaking work on Affective Computing argues
that computers must be able to process emotion in order to function
maximally effectively with human beings.

While defining, classifying, creating logical structure for, and under-
standing the relationship of rationality to emotions can be useful ex-
ercises, we believe this mindset is in danger of missing a fundamental
point: affect is not just a formal, computational construct, but also a
human, rich, complex, and ill-defined experience. Rationalizing it may
be necessary to make it computable, but an affective computation that
truly inspires and incorporates human emotion must include a broader
cultural perspective, in which the elusive and non-rational character of
emotion does not need to be explained away (Sengers et al. (2002)).
From this perspective, computation may be used, not to acquire and
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reason about user’s emotional states, but rather to create intuitive ex-
periences of affect by the user during interaction.

A substantial design challenge in constructing a technical system that
creates intuitive experiences and supports open interpretation, then, is
the need to bridge the rational objectivity of the software and the hard-
ware with the interpretational complexity of users’ subjective experi-
ences. Doing this well requires insights into how to develop the design.
The line of argument presented here is that design and evaluation meth-
ods placing the user and usage at core, can be one key component in
achieving the design goals of affective applications. Our starting point
is a set of user studies the author has performed previously that we shall
revisit and to some extent reanalyze. The methods that we have found
to be most useful in capturing the idea of user experience are open-
ended, subjective, interpretative studies performed through a two-tiered
method. The first step in this method is to get the interface expression
and interpretation right (usability). The second, more interesting step is
to try and evaluate whether the affective aspects of the system do indeed
contribute to the overall goal of the system, and users’ experiences.

The work presented in this chapter should therefore be seen as an
attempt to show that user studies interwoven into the design process
can be crucial in the design process, but only if we can move away from
simplistic measurements that ‘prove’ the efficiency of our affective inter-
active systems, and instead aim at deeper, interpretative understandings
of what is really going on between user and system.

Let us start by outlining our philosophy underlying our method and
the specifics of the method. We shall then go through previous work
and in particular turn to a set of user studies performed according to
our ideas1: a study of the Agneta & Frida system (Höök et al. (2000)),
two studies of the Influencing Machine (Sengers et al. (2002), Höök et
al. (2003)), and two studies of SenToy and FantasyA (Andersson et
al. (2002), Paiva et al. (2003), Höök et al. (2003)). While all three
systems are aimed at invoking affective responses from the user, they
also examplify three quite different forms of Embodied Conversational
Agents (ECAs), which is the focus of this book.

2. Underlying Philosophy and Method
As indicated above, the prevailing approach in the design of affective in-
teraction is to construct an individual cognitive model of affect from first
principles, implement it in a system that attempts to recognize users’
emotional states through measuring biosignals, and through this try to
achieve an as life-like or human-like interaction as possible, seamlessly
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adapting to the user’s emotional state and influencing it through the use
of characters in the interface or other affective expressions.

There has been quite some research on how to recognize users’ emo-
tional states through singular, one-off, readings of biosensor data, facial
expressions, body posture, interaction with devices, such as mouse or
keypad, or props, such as plush toys. However, repeatedly there seems
to be the same conclusion: while some basic emotions (fear, stress, and
arousal) may be recognized, the methods fail to get the whole picture and
often contradictory results arise between users’ self-reports of what they
think and feel and their physical expressions (e.g Höök et al. (2000)).
They also fail to understand any more complex and interesting emotional
states that users might be in – such as shame, guilt, positive arousal, or
flow.

It is probably impossible to detect fine-grained aspects of human emo-
tion. People are interesting intelligent beings, and their emotion process-
ing does not constitute some simple stimulus/response model. Human
emotion relates to so many complex interactions that no modeling will
ever be able to “detect” them. We have a personality, a mood, attitudes
and value systems that are individual as well as cognitively related, we
have bodily states that we influence and bodily states that we cannot
influence (hormone levels, diseases...); we are influenced by the current
context, and so on. An emotion state is usually not a single state – it is a
mixture of several emotions along several scales such as arousal level, en-
ergy involved, long-lasting moods, more cognitively-induced versus more
bodily-induced emotions, or valence (positive/negative) of the emotion.
You might be in a melancholic mood that lies like a blanket on top of any
emotion you have, or you might be in a context that does not allow for
jumping around and thereby experiencing and reinforcing the strength
of the inner emotion. It is hard to envision any modeling system that
would be able to deal with and mimic such a complex and changing
situation. As one of the studies discussed below showed, facial expres-
sions of users only reveal one tiny aspects of how and why users react
in certain ways to affective systems. Personality, value systems, ethics,
and other individual differences also come into play as determinants to
why we react in certain ways to these systems.

But the problem we would like to discuss here is not the problem of
understanding how complex the human mind is, or how difficult it will
be to try and correctly recognize users’ emotional states from simple
measurements of facial expressions or other biosignals, since we would
like to stay clear of discussing counterarguments such as that this could
be described as a problem due to lack of knowledge of how to model
human emotions in machines, lack of sensors to recognise emotion states,
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or lack of correct theory of the human emotional processing system and
consequently lack of good, computational models of emotions that can
be inserted into these affective systems. Instead, we would like to argue
that what is more crucial in creating affective interactive systems, is
to understand how to influence the users’ emotional states and be able
to maintain and build user emotional involvement to create a coherent
cognitive and emotional experience. With such a goal, bad modeling of
human emotions lacking respect for the complexity of our inner life can
be devastating. On the other hand, rightly used, affective interaction
based on some emotional models can make us learn more, make better
decisions, understand each other better in social applications and shared
workspaces, and sometimes simply enjoy the application more.

Creating such systems is, obviously, a hard and very difficult goal to
achieve. We know for sure that movies, novels, television shows, arts
and music are indeed able to get people affectively involved. But we
want to make end-users affectively touched by interacting with systems
that model emotions, reason using emotions and express emotions. How
can we aid the design process and make it more likely that we succeed?
Our argument here is that one tool in the repertoire, among many oth-
ers, could be a user-centered development methods. A user-centered
approach throughout the development of affective interactive systems
will aid designers to at least stay on track, focused on the end-user ex-
perience, even if it does not provide the whole answer to how to design
these systems.

2.1 Our Philosophy
Our approach in the design of affective interaction has therefore had
another starting point than that taken in Affective Computing. Our
user-centred perspective does, in turn, influence how we think user eval-
uation studies should be done. We base our work on the following three
assertions:

Assertion 1: People’s affective reactions are parts of ongoing interac-
tions embedded in a broader social context.

People’s affective interaction consists of much more than what can be
understood from simplistic local measurements of their bodily reactions.
Significant emotions (beyond elemental experiences such as of surprise,
disorientation, or disgust) are to a large extent social phenomena that
take place in specific cultural settings, taking on particular expressions
colored by the culture and the group of people at a particular place. The
meaning and expression of emotions like guilt or shame are given both
by their local social context as well as by their cultural context.
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Assertion 2: Affective interaction has a broader scope

Affective outputs should not be seen as an end product but rather be
made part of the interactive coupling. Through affective input through
affective toys, tangible input media, or affectiveware, and acquisition
of an understanding of the affective output these generate, users will
become more or less part of the system and will be more or less affectively
involved. We believe that it is crucial to tap into those affective input
and output modalities that speak more directly to our affective states,
such as soundscapes, colors, imagery, and tactile media.

Assertion 3: People’s affective reactions are adapted to the current
context

Through experience, by watching others, by studying the specific cul-
ture at places, people will learn to portray affect through different be-
haviors under different circumstances. Thus, someone might scream out
loud in happiness at a soccer game but only smirk in a research project
meeting, all because of context and interaction with others and the set-
ting. This becomes particularly relevant when we invent novel ways for
users to interact affectively. While we can be inspired by theories of hu-
man emotion, the particular interactions we invent have to be designed
and developed in ways that are particular to a specific activity and its
purpose. We must be aware that people will pick up and learn how to
interact in ways that are given by the specific interaction devices, the
context and purpose of use, and the expressive behavior of the system.
This interaction cycle has to be developed in a user-participatory design
cycle in order to identify the particular difficulties and opportunities for
design.

2.2 Our Method
There are very few user studies of the short-term and even fewer of the
long-term effects of affective interaction. On the other hand, design-
ers of artifacts, artists, musicians, writers, people in advertising, and
more recently web- and game designers have played around with evok-
ing emotions for ages. What differs here is the interaction between the
artifact aimed at raising emotions or expressing emotions and the view-
ers’/listeners’/readers’/users’ reactions and (affective) actions at the in-
terface. Users will be involved in the loop in a more active manner –
expressing their own emotions rather than only be influenced.

A lot of the work on affective interfaces is focused on implementing
affective interaction through interactive characters, but affective inter-
action may also be realized in various other ways. In many affective
interaction scenarios (besides interactive characters), the goal is to en-
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tertain. The HCI community has only recently started to debate how to
take those characteristics into account when performing usability studies
or providing input to design. These aspects are sometimes referred to
as hedonic usability factors (Hassenzahl et al. (2000)) or pleasure-based
human factors. Affective interfaces may also, of course, be used as part
of learning systems, e-commerce applications, or general desk-top appli-
cations.

Open Interpretation Since the field of affective interaction is fairly
new, there is no general agreement on what to evaluate through a user
study. Researchers in the field have been focused on issues like natural
expressions, perfect models of the user’s emotions, design of sensors and
readings of sensor-data, and not really concerned with whether this aim
for naturalness or the emotion models as such, do in fact contribute
to the overall success of the system. While Bates, who first coined the
expression believability of characters2, was aiming for a design that could
suspend disbelief (1994), other researchers have been using the concept
believability in the more simplistic sense of ‘naturalness’ of face, body
and voice of characters. The idea of ‘suspension of disbelief’ as coined by
Disney, has been misinterpreted as meaning as ‘human-like as possible’.
As put by Persson et al. (2002) when discussing how to create Socially-
Intelligent Agents (SIA):

In order to develop believable SIAs we do not have to know how beliefs-
desires and intentions actually relate to each other in the real minds of
real people. If we want to create the impression of an artificial social
agent driven by beliefs and desires, it is enough to draw on investigations
on how people in different cultures develop and use theories of mind to
understand the behaviors of others. SIAs need to model the folk-theory
reasoning, not the real thing. To a shallow AI approach, a model of mind
based on folk-psychology is as valid as one based on cognitive theory.

The approach suggested by Persson et al. is to look upon human-
computer interaction (the ‘shallow AI approach’) as a constructivist
perspective on users where they themselves make sense and create mean-
ing out of their interactions with the world. Thus, instead of viewing
end-users as passive viewers of what the ‘perfect’ system is construct-
ing based on models of their emotional states, end-users are viewed as
active co-constructers of meaning. Our approach is to agree with this
perspective and add some practical methods for understanding how users
react to the kinds of systems we want to build in order to further the
understanding of the design process.

Informal Methods Studies in other fields, such as natural language
interfaces, adaptive interfaces and intelligent user interfaces show that
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there are principles and peculiarities particular to the design of human
machine interaction (Dahlbäck et al. (1993), Höök, (2000)). A computer
system is a designed artifact – not a ‘natural’ thing. While the field
of HCI certainly recognizes that there are design considerations that
should be built from knowledge of human abilities and limitations (see
e.g., Norman (1990)), they also recognize that computers are part of
human culture, and thus subject to change. Over and over, artifacts are
designed that users then take into use in ways that are quite different
from what the designer expected (Suchman (1987)). A design process
that fails to involve end-users in the design loop, will fail to recognize
the particular quirks and problems of how to design these artifacts.

Within HCI, formal user studies (quantitative-scientific) are the gold
standard for evaluating computational systems. But the aim in the af-
fective interaction systems might not be best captured using formal user
studies as these rarely are able to capture end-user experience (in a
broader sense). We believe that informality and open-ended interpreta-
tion of users experience is key here as done in the more ethnographically
inspired parts of HCI. This approach is similar to how artwork is evalu-
ated through art critics and informal encounters between the artist and
the audience. This will not render results that are independent of time
and culture – but the point is that no user evaluation studies are inde-
pendent of time and culture anyway3, something that we come back to
below.

Informality can, e.g., be observed in the HCI literature on evaluation
of art-influenced speculative design. For example, the Presence project
was evaluated informally by describing the designers’ experience in in-
stalling the system and observing user interaction (Gaver et al. (2001)).

Anecdotal evidence, informal chats between users and system-
builders, tiny study sizes, forms structured to influence user interpre-
tation, no discussion or analysis of results: this may sound like a to-do
list for bad evaluation. But since the goal is to aid the process of improv-
ing the design until the end-user experience and the system interaction
harmonize, we prefer a rich, narrative, and singular understanding be-
fore a simpler but rigorous and generalizable understanding (Höök et
al. (2003)). This interest in singularity and narrative complexity allies
well with the recent ethnographic turn in HCI; yet many ethnographers
may feel uncomfortable in promulgating a personal vision to users to the
same extent as we have done in some of the studies discussed below.

No Averaging – No Normal User In looking for this rich, narra-
tive, constructive understanding of what is going on between user and
system, we are not looking for the average user reaction. We are inter-
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ested in the richness and complexity of unique, individual users, cultural
contexts, and resulting variety of interpretations and experiences of the
system. Since affective interactive systems in many cases will make end-
users engage in complex acts of interpretation, it would not be appropri-
ate to summarize the results of a study into a few statements that are
said to hold for everyone. Also, the statistical averaging and laboratory
simplifications necessary for reliable scientific statements may wash out
all the details that interest us.

Thus, we are not looking for representative user groups, or generalis-
able scientific results that last for ever – we are looking for input to the
design process.

Two-tiered Method In our experience from the user studies and de-
sign work with the three systems presented here, we noted that it was
necessary to divide the user studies into two different levels. The first ob-
vious challenge for affective interfaces is to find ways of checking whether
the expressed emotions are understood by users, and whether the sys-
tem can interpret user emotions correctly. It might be that a design of
an affective interactive character is perfectly valid and well-suited to the
overall goal of the system, but the facial emotional expressions of the
character are hard to interpret. Thus the overall design fails anyway. Or
the other way around, the emotional expressions might be easily under-
stood by the user, but the design does still not achieve its overall goal
of entertaining or aiding the user.

Thus once the interpretation loop is bootstrapped and working, the
second, even more challenging goal for evaluation of affective interfaces,
is whether the overall usage scenarios are achieving their purpose of be-
ing e.g., engaging, fun, believable, or creating a relationship with the
user, and how much of this can be attributed to the emotion modeling
and expression. These two levels of evaluation will not necessarily be
dividable into two different user studies or two different phases in the
design process – instead they should be viewed as two levels of interpre-
tation of what is going on when the system fails to achieve it goals.

What we are looking for, are ways of disentangling the bad design
choices from the interesting interpretative experiences end-users have
with affective systems that in many cases cannot be controlled (as they
are attempting to adapt the users’ emotional states and thereby changes
over time) or understood in a narrow sense (as they are oftentimes por-
traying interesting narrative or character-based dramas).

Timing and Control As we shall discuss below, in the process of
doing the studies, we found that there were some problems specific to



136 KRISTINA HÖÖK

affective interfaces that are not discussed much in the general HCI liter-
ature. These design problems concern the timing of events and the level
of control handed to the end-user.

When an emotion is displayed to the user it has to come at the right
point in time, and last for an appropriate length (Hendrix et al. (2000)).
If an affective response from the user is the aim, then the interaction has
to be carefully paced so that the user can follow it without being bored
or puzzled.

As affective systems based on modelling of users’ emotions are often-
times pro-active, end-users are given less control over the interaction
compared to direct-manipulation systems. The level of control and pre-
dictability needs to be balanced (Höök (1997)).

Anthropomorphism Other researcher in the field also discuss the is-
sue of anthropomorphism, which can be seen as a positive or negative
effect of affective interaction – in particular when realized through char-
acters in the interface. Synthetic characters tend to raise expectations
of anthropomorphism of the system (Reeves & Nass (1996)). Such an-
thropomorphic effects seem to have many dimensions. On the one hand
the user may expect the system to be intelligent and cognitively po-
tent. Brennan and Ohaeri (1994) showed that users talked more to the
anthropomorphic interface. King and Ohya (1995) showed that users
attributed more intelligence to anthropomorphic interfaces. Koda and
Maes (1996) showed that realistic faces are liked and rated as more in-
telligent than abstract faces.

Opponents of synthetic characters argue that raised anthropomorphic
expectations may lead to frustration in the user when the system cannot
meet the expectations (Shneiderman (1997)). For instance, the presence
of a talking face might influence the user to expect the system to possess
natural language and dialogue competence, which no system of today
can live up to. The general conclusion is that the more ‘natural’ the
interface, the higher expectations on intelligence in the system. The
problem arises when there is a mismatch between the users expectations
and the systems’ ability and this causes the user to fall out of their
‘suspension of disbelief’.

Using Existing HCI Methods It should be noted that our con-
tribution here is not an entirely new method for interactive design of
affective interaction systems. We are simply picking up the methods
existing within the field of HCI and attempt to see how they can be ap-
plied to this area. Thus, in the first study of the SenToy device, we used
the well-known ‘Wizard of Oz’-method. In the Agneta and Frida study,
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we used questionnaires and open-ended interviews. The Influencing Ma-
chine studies were typical laboratory-based video-recorded encounters
with demo versions of the system.

Summary of Proposed Method In summary, the method we pro-
pose is to:

bring in end-users several times during the design work;

apply methods that allow for a rich interpretation of users’ expe-
riences of interacting with the system;

separate the understanding of emotional input/output from the
overall experience and success of the design;

not average over some non-existent ‘normal’ user, but to bring in
a richer understanding of the users’ background into the interpre-
tation of what is going on between user and system;

put some extra attention to issues of timing, control of interaction
and effects of anthropomorphism (positive and negative) when ob-
serving user behavior, as well as any gaps that cause end-users to
fall out of their ‘suspension of disbelief’.

3. Studies of Three Affective Interfaces
The studies of the three different affective interaction systems, each il-
lustrate a step in designing and to some extent evaluating the overall
effects of affective interaction:

The study of Agneta & Frida shows the importance of interpre-
tation of the subjective experiences of affective systems and the
risk of taking too simplistic measurements. It also shows the need
to further study control and timing, and to be more open to how
users’ background and personality matters.

The two studies of the Influencing Machine show the importance
of first making sure that the affective output from the system is
understood by users, before checking if the overall interaction idea
is succeeding, thus showing the value of the two-tiered evaluation
cycle. It also points to problems with control and timing, and the
need for interpretative methods of analysing user study results.

The studies of SenToy also illustrate how a study in an early stage
of the design cycle can help bootstrap the design of affective in-
put (performed through gestures with a toy) and how the second
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Figure 5.1. Agneta and Frida reacting to the site of a film production company.

level of evaluation can address the overall purpose of the affective
interaction system. It also shows the need to differentiate between
‘natural behaviors’ and how users really will interact with designed
artifacts.

Since we did the Agneta & Frida study before the other three studies,
we shall start by describing it and the inspiration we gained on study
methods. In many ways, the flaws of this study are the basis and inspi-
ration to how we set up the studies that followed.

4. Agneta & Frida
Our first study was of the Agneta & Frida system (Höök et al. (2000)).
The two animated female characters – mother and daughter – sit on the
users’ desktop, watching the user’s browser more or less like watching
television, see Figure 5.1. They make humorous and sometimes nasty
comments of the web pages, the user actions, and sometimes just ran-
domly talk to one-another.

Initial testing helped us find the right timing for the jokes – a crucial
aspect of humor is to deliver it at the right moment. The early version
was too slow in delivering the jokes and in particular the punch line.
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Users would move on to other web pages before the joke was finished,
and sometimes this meant that the joke became unintelligible.

In the following study of Agneta & Frida, we measured how many
times users smiled or laughed, the amount of time they spent with the
system, their mood before and after using the system, and their re-
sponses to questionnaire questions after their session with Agneta &
Frida. 20 subjects tested the system with Agneta & Frida, and for com-
parison we also had 20 subjects who surfed the same set of web pages
but without the company of Agneta & Frida.

4.1 Non-correlation of Measurements
Interestingly, none of the measurements correlated. Subject 16, for in-
stance, smiled as often as 7.5 times per 10 minutes, spent 36 minutes
(9 minutes above average) with the system, which would indicate that
he had a good time. However, his post-usage view on Agneta & Frida’s
commentaries was only 3 on the 7-grade scale (where 7 was the highest
grade). On the other hand, subject 1, who smiled the least, only 1.2
smiles per 10 minute, and only spent 16.5 minutes with the system, re-
ally liked Agneta & Frida – giving them grade 6 on the 7-grade scale.
This might be because the measurements were bad and fuzzy, or because
people are generally known to behave in a socially desirable way, i.e. ac-
cording to what they believe the experimenter desires. But another way
of explaining the non-correlation is to assume that the variables simply
measure different things. We believe that although all of them try to
capture the overall experience of the system, they may, in fact, measure
different aspects of this experience.

For example, facial expressions of the subjects (how often they smiled
or frowned) may provide indications of the immediate, un-reflected ap-
preciation of the system. Facial expression will perhaps show the instan-
taneous reactions to the jokes, but not the retrospect overall apprecia-
tion of the whole experience of surfing together with Agneta & Frida.
The post-usage replies, on the other hand, might reflect subject’s ‘af-
terthoughts’ about the system, which may be influenced by moral and
ethical preferences – the more official views of what humor and enter-
tainment should or should not be according to a person’s value system.
This was in part confirmed by results such as the correlation we found
between how much subjects were disturbed by Agneta & Frida and their
web and computer experience. Users who had a lot of web experience
were also more disturbed by Agneta & Frida (r=.54, p <.05), the same
for computer experience (r=.60, p <.05). Computer experienced users
may have a task-oriented and quite strict model of how to interact with
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computer interfaces and web browsing. Since Agneta & Frida blatantly
break with this ‘tradition’, experienced users are more disturbed than
users who do not have such strong expectations or ‘preconceptions’. Es-
pecially subjects who are used to having complete control over the com-
puter – from the insides of the operating system and out – may find it
hard to accept characters in the interface and processes that run outside
their control. In fact, before, after, or even during the session, some
subjects said that they in general disliked interface characters for many
of these reasons.

The mood measurement – which lands somewhere in-between the in-
stantaneous reactions during use and the post-usage replies – will again
measure something else than immediate reaction or the post-usage re-
flective evaluation. Since it showed that the Agneta & Frida subjects
were in a better mood after the study compared to the subjects who
surfed without Agneta & Frida, it provides us with some evidence that
the system positively influences users’ experience of the system on an
emotional level. But being in a better mood does not necessarily mean
that we appreciate every aspect of it. Our views on humor are reflec-
tions of our personality and who we want to be in the eyes of others.
Sometimes Agneta & Frida make strongly ironic and sarcastic remarks
about the computer and web culture, as for example:

Frida: They say that computers save so much time. But sometimes
I wonder. . . At work I often feel like I’m spending 90% of the time get-
ting the damned thing to work, and about 10% of the time actually
accomplishing things with it. . . .

Agneta: I don’t really know. . . I’m not that experienced. . .

Frida: Maybe we should buy a home computer. . . ? Just for the fun
of it. . .

Agneta: Naa, I’d prefer a television set instead. . . there are more
stories on TV. . . .

Some jokes are concerned with the male dominance of the IT-world:
Frida: Stupid! Nothing works! Who would ever publish a page like
this?

Agneta: A man?

Users might approve or disapprove of this type of humor or the views
of Agneta & Frida. In order to determine and predict such processes,
we would need a thorough investigation of subjects’ attitudes towards
humor, irony, and fictional characters in general, and attitudes towards
these phenomena in interfaces in particular.

What aspect of experience is most important – and thus determining
the appropriate method of measurement – is of course dependent on
the design goals. If we aim to entertain for a onetime usage situation,
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then maybe it is more important that subjects smile a lot; if we want
subjects to return to the system, then their post-usage evaluation should
be emphasized. The fact that many users were disturbed by Agneta &
Frida – but still enjoyed their company – indicated that we failed to
create a feeling of flow or relaxed relationship to the space. If that had
been our design goal, then other design solutions need to be sought.

Our results point at the difficulty of gathering facial expressions and
using those as a means to measure subjects’ affective reactions towards
computer systems. Users’ physical reactions of interactions with sys-
tems are not necessarily good predictors of users’ inner mental states.
In order to pinpoint finer distinctions in the emotional reactions, we
have to consider the users interpretation, understanding, attitudes, and
expectations of computer culture. The experience of jokes and irony,
for instance, will be determined by personal expectations, but also by
social and cultural context. As argued above, our views on humor are
reflections of our personality and who we want to be in the eyes of others.

4.2 Narrative Experience
The most important design goal for the Agneta & Frida system was an
idea that end-users would tie together the web surfing experience into
a coherent whole: a story that would entail both the web page content
and the jokes of Agneta & Frida nicely intertwined and thereby helpful
to the end-user as a means of remembering the information space in a
narrative form rather than as a spatially organized information space.

Apart from the measurements above, we did two kinds of analysis
of the open-ended interviews performed after they had used Agneta &
Frida. We asked the subjects to describe what had happened while using
the system. Inspired by Maglio and Matlock (1999) and Lakoff and
Johnson (1999), we performed a metaphor analysis of the interviews.
From Maglio and Matlock’s study we knew that web browsing is often
perceived as a spatial activity: the user is viewed as an agent moving
through the space of sites and web pages. Maglio and Matlock found this
by examining the metaphors used when subjects described their surfing
through web pages: ‘I browse/surf the web’; ‘I go to pages’; ‘I enter/leave
pages’; ‘pages contain information’; ‘the web is an information space in
which I look for things’.

We decided to follow the method used by Maglio and Matlock, fo-
cusing on narrative versus spatial verbs and adverbs in the interviews
that followed after out subjects had explored the system. The metaphor
analysis revealed that the group of subjects who had encountered Ag-
neta & Frida tended to talk about their experience in terms of narrative
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verbs and adverbs (68% narrative), while the group of subjects who
only surfed the web pages without Agneta & Frida, used more spatial
verbs and adverbs (only 45% narrative). The difference between the
conditions was statistically significant (Mann-Whitney: p>0.95).3 This
seemed to indicate that users actually merged the narrative and the
spatial structure into one experience. A qualitative analysis of the inter-
views, however, sketched a somewhat more complex picture. Subjects in
our study did not gracefully merge Agneta & Frida and the web content
into one narrative whole. Sometimes they enjoyed the contents of the
web pages, sometimes they were amused by the comments by Agneta
and Frida, and at some points web browsing and interaction was inte-
grated into the story of the two characters, but mostly subjects divided
these experiences into two separated experiences of what was going on.

Finally, we measured disturbance and recall. If the user was able to
integrate the narrative of Agneta & Frida with the web content, we hy-
pothesized, that subjects would be less disturbed by the two characters,
than a case in which the Agneta & Frida story ran ‘in parallel’ to the web
content. In the latter case, the comments and activities of the characters
would be experienced as intrusive. As for recall, we assumed that the
emotional reactions caused by the remarks from Agneta & Frida – e.g.,
laughs, frustration, moral judgment and agreeableness – would enhance
the recall of the information remarked upon. We assumed that Agneta
and Frida would encourage the user to construct a narrative context and
associative links between information in the site, which would improve
memory. Thus, we expected the Agneta and Frida subjects to perform
better on a post-usage recall test, than would subjects without Agneta
& Frida.

There was no difference between the two groups in terms of how much
they remembered of the web pages. Out of the 38 randomly selected test
pages, the Agneta & Frida group remembered 88% of the pages they had
seen, while the group who surfed without Agneta & Frida remembered
89%. Subjects were able to accurately recall the comments Agneta &
Frida had made at particular pages. It seems like Agneta & Frida failed
to create the context needed to better tie the different sites in the space
together into one coherent narrative experience.

4.3 Implications for Design Method
While these results basically only tells us that the design was bad in
terms of achieving this particular goal (even if Agneta & Frida were in-
deed successful in many other ways), the results also tell us something
really important about the need for open interviews and deep interpre-
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Figure 5.2. Setup of the Influencing Machine.

tation of what is really going on between subject and system. Simplis-
tic measurements of time spent, bodily reactions, or questionnaires will
only provide a limited understanding of what users really feel and think
about complex, interactive systems such as Agneta & Frida. In fact,
if we would have decided to only tell the story of those measurements,
then Agneta & Frida would have looked like a very successful system.

Second, we also learnt how crucial the background and subjective
perspectives of end-users were in how they reacted to Agneta & Frida.
For any evaluation of a desk-top program, end-users values, humor or
personality would not be considered crucial to how they react to the
system. In this case, those aspects became key.

The level of control given to the users was also crucial to some of
the subjects. The computer-experienced users did not like the lack of
control that they experienced when Agneta & Frida interrupted their
interaction and acted independently.

5. The Influencing Machine
We took many of the experiences from the Agneta & Frida study with us
when we studied the Influencing Machine designed by Phoebe Sengers
and colleagues (Sengers et al. (2002), Höök et al. (2003)).

The Influencing Machine explores the tension between machines and
affective beings in affective computing; how people will relate to a ma-
chine whose emotions they can influence, but whose behavior they can-
not control. In some ways it can be seen as a provocative piece of
interactive art exploring some of the Artificial Intelligence (AI) dreams
with a more critical, cultural perspective.

The Influencing Machine is supposed to work as follows. Two people
enter a small room. Child-like scribbling appears across a wall: jagged
lines, circles, spirals, and other shapes build up, overlap, fade away
(see Figures 5.2 and 5.4). Scattered throughout the room are postcards
with art prints or color fields; on a table stands a wooden mailbox (see
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Figure 5.3. The constructed Mailbox.

Figure 5.4. Examples of generated scribblings.

Figure 5.3). One person picks up a card and tentatively puts it in the
box. Unusual and musical sounds begin to play. Drawings change speed,
color, pressure, form. The people begin sorting through cards, dropping
them in the box and seeing how the graphics and sound change. They
play, experiment, and discuss: “How is this reacting to us?” “How do
you think this works?”

Technically, the system works by using the input postcards marked
with machine-readable bar codes to influence an internal emotional
model. These internal emotions trigger sounds and the selection of draw-
ing behaviors and their dynamic parameters: speed, color, size, pressure,
etc. When the machine receives input, system drawings tend to become
gradually more complex; when it has not received input for several min-
utes, it restarts. While this technical description is precise and clean, the
emotional interpretation of the graphical output and postcards by users
is complex, incompletely specifiable, open-ended, and strongly culturally
influenced.

5.1 Study Method
The co-discovery method (Dumas and Redish (1993)), where users are
brought in two by two, was used with some slight modifications. We
brought in users in different group sizes. Also, we were not interested
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only in the talk-aloud effect, but also in group dynamics around the art
piece. Facial expressions and discussions among the subjects are much
more interesting to study with a group of users as opposed to single users
in front of a screen. Second, we asked more questions about the subjects’
background and attitudes than in the Agneta & Frida study. Thirdly, we
kept the interviews after their session much more open-ended to allow
for them to express various views and ideas, rather than a simple “Yes,
I like it” or “No I don’t” in a questionnaire.

Agneta & Frida and the Influencing Machine are quite different sys-
tems. The Influencing Machine grew out of the affective computing field,
but takes on a different stance. Affective computation generally focuses
on the informatics of affect: structuring, formalizing, and representing
emotion as informational units. Through the Influencing Machine Sen-
gers and colleagues proposed instead an enigmatics of affect, a critical
technical practice that respects the rich and undefinable complexities of
human affective experience. The Influencing Machine bridges the sub-
jective experience of the user and the necessary objective rationality of
the underlying code. It functions as a cultural probe, reflecting and
challenging users to reflect on the cultural meaning of affective compu-
tation. In doing so, it might not aim to please, as Agneta & Frida did,
but instead to spur reflections and discussions.

But what exactly were we going to check once we brought the Influ-
encing Machine and users into the lab?

The purpose of the Influencing Machine is to create a cultural provo-
cation, challenging our views of what a machine can be, in particular
whether it was capable of being emotional – but how would we check
what the machine in fact was able to provoke? What if users did not
get the idea at all, or if they only got frustrated and dismissed it en-
tirely? A provocation entails an experience that is not necessarily easy
or pleasant for users, so we may have the goal of developing painful or
difficult situations. This is something standard usability strategies will
try to avoid.

We had to disentangle frustration that came from bad design choices
from frustration that came from actually encountering a machine that
cannot be controlled – only influenced. The design of the Influencing
Machine is balancing on a thin line between being predictable and con-
trollable and thereby boring and not achieving its purpose, and being
unpredictable and uncontrollable and thereby alienating its users, mak-
ing them feel stupid and out of control entirely.
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5.2 The First Influencing Machine Study
Our first study of the machine was done at a very early stage in the
development cycle. The Influencing Machine did not have any sound
system at this point. The evaluation was explorative in nature, as our
main goal was to feedback into the design process.

Users were brought in small groups (six groups with in total 12 sub-
jects) into a room with the Influencing Machine. Users were told that
the installation had something to do with emotions, and were then al-
lowed to play with the system as long as they liked. On average, they
spent about 20 minutes in the room.

Generally speaking, users were first curious, then became frustrated.
Often this frustration stemmed from not being able to control the ma-
chine. They had a great deal of trouble figuring out the relationship
between postcards and drawings. For some users this became a barrier
that stopped their interest in the machine. Some users found the Influ-
encing Machine drawings too simple and drawn too slow. The mailbox
itself was liked. Unfortunately, the bar code reader in the mailbox made
a beep whenever a postcard was inserted. This led subjects to think of
the mailbox as a machine rather than a form of communication with a
semi-living being.

A complication was the frustration that users often developed with
lack of control. Many users got irritated and frustrated when they could
not figure it out. Certainly this is an affective reaction, but not one
intended, unless leading to the kinds of discussions sought by the de-
signer/artist. These thoughts and observations led to a number of sys-
tem design changes performed by Sengers and colleagues.

Users were confused about the emotional meaning of the imagery. The
addition of the sound system helps to clarify the agent’s interpretation
of input cards and its emotional state. Moreover, an internal emotional
display was developed showing the level of each of the internal emotions.
Although the designers of the Influencing Machine were reluctant to
show these internals, by offering the user an opportunity to understand
how the agent is designed to feel, users can and do engage in critical
reflection on whether they believe that the drawings actually express
the stated internal emotion state. This display can be set in a state
were it will fade away over time, supporting users through their initial
exploration without constraining further interaction.

Users were also confused about the nature of influencing versus con-
trolling the system. With the above improvements to emotional ex-
pression, including direct sound feedback instead of mechanical Mailbox
beeping for changes in emotion, users would hopefully have a better
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understanding of how they affect the system. At the same time, this
concept is subtle and runs counter to users’ everyday experiences with
computers; it may simply be in its nature that it is hard for users to
understand.

Finally, users were sometimes bored by the drawings themselves.
Speeding up the drawings, reducing the persistence of behaviors so that
new forms appear more quickly, and adding some more complex draw-
ings will probably raise user interest. Also, transitions between drawings
need to be handled more gracefully. In the old version, the system draws
for a while and then clears the screen and starts over. The graphics was
re-implemented to remove these rough breaks by layering over one an-
other and gradually fading away.

In general, the first study achieved the first level of feedback to the
design envisioned by our two-tiered design method discussed above. It
made clear what aspects of the affective input means and the affective
output from the system were understandable/failing to the users pre-
venting them from going from a ‘basic’ level of understanding the input
– output relation, to actually starting to reflect on the overall purpose
of the machine.

5.3 The Second Influencing Machine Study
The second study was performed in a similar fashion to the first study,
but on an improved and altered Influencing Machine. In this new version,
the timing was faster, the scribblings more complex and interesting, and
an explanatory ‘emotion bar’ was added to the top of the scribblings
showing the emotional state of the machine.

The results from this second study showed that the design changes
did indeed achieve the desired result; users were more positive, less con-
fused, and more of them did understand the point and were willing to
discuss the intended provocation than in the first study. The replies
to the interview questions and the interactions the groups did with the
machine indicated that the group who had the emotional display on did
more easily grasp that the machine expressed emotions and could be
influenced.

Subjects were more inclined to form theories of what was going on
inside the Influencing Machine and we got more positive comments about
the drawings and the overall experience. The subjects from the second
study also used the Influencing machine twice longer in average than the
subjects from the first study. But there were still those subjects who
experienced frustration and who were less inclined to ‘get the point’.
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5.3.1 Video Analysis The analysis of users’ experiences of the
Influencing Machine was done through carefully transcribing everything
that the subjects did with the machine as well as their dialogue with one-
another and not to avoid interpretation of what was going on and how
subjects’ personality interfered with their interaction. We will discuss
the case of group 6.

#6 Two Teachers and a Husband The three subjects were 61
(female), 65 (male) and 42 (female) years old. The two women were
teachers, and one of them, was married to the man.

The two women did not look very carefully at the cards that they
put in the machine. Nor did they analyze what was happening on the
screen. The machine restarted after 3 minutes. Both women kept on
entering cards very quickly. The man was quiet, kept to the background,
and only gave away something of his theories after about 8 minutes. In
general, one woman, his wife, was quite dominating and the man had
a hard time convincing her that his theories could be proven. The two
women realized that the machine kept on drawing even when they did
not put any cards inside the machine, and used this as an argument that
the man’s theories could be dismissed.

The man did not give up, but discussed the emotional display and said
that one has to put a card inside the machine in order to make the values
in the emotional display fluctuate. He got some positive feedback on his
theory from the machine, and albeit reluctantly, he got the two women
to take part in some more theory forming. Unfortunately, the machine
did not react to the postcard that the dominant woman inserted, at
least not visibly. The man got more visible reactions to his postcards,
which in turn made him think that the machine only reacted on him.
He suspiciously turned around, staring at the video camera, wondering
whether this was in fact where the ‘control’ was placed.

During this, the dominant woman made an interesting comment: she
pointed at the computer under the table with the table cloth, and asked
the man whether this computer was in fact connected to the machine.
She meant that if it was, then the Influencing Machine was just a com-
puter – not a machine in its own right. It seemed that to her a computer
cannot be what she perceives that the Influencing Machine is (according
to the man’s theories). If it is a computer, it must be predictable, not
influenced by them.

They stopped putting in cards for a while which caused the drawings
to change color until they were white and the machine restarted. They
put a few cards inside the machine and then they waited for it to restart
again, just to see if the drawing would change color to white again before
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the machine restarted. Again, the man argued that the cards they put
in the machine seemed to be influencing it, but the other two argued
that the card is not important and that the machine just went around
in a cycle: “placed on ‘repeat”’.

They waited for the machine to restart a third time, to check if the ma-
chine would start drawing even if they did not insert any cards, and they
found that it did. They discussed whether the machine would restart if
they stopped inserting cards or if it restarts after a certain time inter-
val. They speculated about whether the emotions were connected with
certain colors in the drawings. Finally, the dominant woman concluded
that it was entirely random, while the man kept on insisting that there
were certain relationships to his actions.

This summarised transcript shows how theories were formed and dis-
cussed, and how the Influencing Machine was even capable of spurring
the kind of discussion of what a computer can/cannot be that the de-
signer/artist sought.

In total, seven of the nine groups invented different theories that they
tested during their session with the machine. They tried to make the ma-
chine respond in a particular way by putting a certain card or a specific
category of cards inside the machine; for example, they tried to use only
dark-colored cards in order to see the response from the machine. The
groups that tested several different theories during the session seamed
to have more fun during the session than the other groups, but after a
while most of them got frustrated when the response from the machine
was not what they expected.

5.3.2 Timing and Control In the Influencing Machine, the
timing of emotion change and development, drawings, and system’s re-
actions to inserted postcards is key. The interaction cycle must be slow
enough for users to recognize the emotions, but fast enough to attract
and keep the users’ interest. The intent is not for the user to control the
machine, but also not to make users too frustrated when they cannot
control it at all. The second study showed that the design of the machine
was closer to a reasonable balance point.

5.4 Implications for Design Method
The two studies of the Influencing Machine showed the need for in-depth
interpretation and analysis of users’ behavior. The study is an explicit
attempt not to avoid the messiness of having several users together in the
lab, interpreting their behaviors based on some subjective understanding
of their personality and attitudes. Through such a study, we could
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give the designer of the Influencing Machine a grounded feeling for what
works.

The study also showed the usefulness of first making certain that the
affective input – output behavior could be understood, before studying
the overall design against its purpose.

Problems that reappeared in this study had to do with perceived level
of control – a natural consequence of provoking users preconceptions of
machines as stupid, rational, and predictable – and timing of the affective
behaviours. These two factors are not unrelated. After speeding up the
response from the machine, users felt that that they could understand
and control the machine to a larger extent than in the first study.

Laboratory evaluations helped us uncover problems in interaction de-
sign related to questions like: “Is this interaction cycle right? How is the
timing? Do users understand the affective expressions?” In the case of
the Influencing Machine this meant reaching the balance point between
control and complete randomness (in the eyes of the users), finding good
timing so that users are captivated (and not bored), finding the right
level of interesting drawings, and getting better sound.

Finally, let us point out that evaluation of this kind can give answer
to the question “Is it good interaction?”, but not to the one “Is it good
art?” If our question is “Is it good interactive art?,” we may need to
more fully integrate the perspectives of art and HCI. We suggest this may
be done by a ‘system critic,’ who analogous to a literary, movie, or art
critic is specialized in understanding the social, cultural, and intellectual
context of the system and who simultaneously can evaluate the system
using variations on standard HCI techniques.

6. SenToy and FantasyA
Finally, the last system we have designed and studied was an affective
input device – the SenToy – and a game named FantasyA (Andersson
et al. (2002), Paiva et al. (2003), Höök et al. (2003)). SenToy is a
doll with sensors that allows users to (partly) control their avatars in
an adventure game. SenToy allows players4 to influence the emotions
of a synthetic character placed in FantasyA, a 3D virtual game. By
expressing gestures associated with anger, fear, surprise, sadness and
joy through SenToy, players influence the emotions of the character they
control in the game. Players’ characters will be drawn into duels where
the expressed emotion determines which spell is cast at their opponents,
the players’ character will trade (using emotion expressions) with other
characters to win magic stones, and so on.
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Figure 5.5. Fear and two versions of Gloat as expressed by one of the avatars (stills
of animated behaviour).

The aim of SenToy is to ‘pull the player into the game’ through the
use of a physical, touchable affective interface. With sensors in its limbs,
sensitive to movement and acceleration, SenToy is designed to capture
certain manipulations patterns from players, which in turn are associated
with particular emotional expression.

The affective output in the system is shown through how the avatar
that the player controls behaves, see Figure 5.5. This in turn also deter-
mines what the character will do next. Emotions as expressed through
SenToy, controlling the avatars emotional state and subsequent actions
is therefore the only way that the player can play the game.

6.1 Wizard of Oz
When designing SenToy it was hypothesized that players would ma-
nipulate the toy to express emotions by using a particular set of ges-
tures. Those gestures were drawn from literature on how we express
emotions through bodily movements and from emotion theories (Dar-
win (1872/1998), Davies (2001)). To evaluate this idea we performed
a Wizard of Oz study (Andersson et al. 2002). Wizard of Oz studies
have previously been used for natural language interface (Dahlbäck et
al. (1993)) and intelligent agent design (Maulsby et al. (1993)) and we
showed that it can effectively be used also in the domain of affective
input design.

In a Wizard of Oz study, users are made to believe that they are
interacting with a system, while in reality they are interacting with a
human Wizard, sitting behind the screen pretending to be the system.
This study was performed with dolls that did not have any sensors at all,



152 KRISTINA HÖÖK

but where the Wizard interpreted users’ actions with the doll and made
the avatar express the corresponding emotion. Since subjects divided
their visual attention between the doll and the screen with their avatar,
subjects sometimes missed the actual performance of an emotion of the
avatar’s face or body as they were focusing on the doll and moving the
doll. The Wizard adjusted to this problem, delaying until the subject
had finished their movement with the doll, or sometimes, even making
the avatar perform the action twice.

The study showed that there are movements with the doll that most
users will easily pick up to express emotions, but that these are not
necessarily linked to any ‘natural behavior’. First, users will not behave
in the same way when expressing emotions through a doll rather than
through their own bodily behaviors. There are numerous reasons for this,
among them the cultural notions for how dolls and cartoon characters
behave when expressing emotions. Secondly, we needed to put users
in a loop where they are given feedback from the system through how
the avatar reacts. Users will learn how to create the right behavior
through watching the face of the avatar when they perform actions on
the SenToy. Thus there is room for ‘unnatural’ learnt behaviors. In
addition, imitation between avatar animation and end-users’ movements
with the doll, will probably take place (and did in fact happen during
the last study).

The WoZ study also revealed some other aspects of the design of
the doll and its interaction through the sensor technology, such as the
preferred distance between user and screen, movements of limbs that

Figure 5.6. SenToy to the left and boys playing the FantasyA game through SenToy
to the right.
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will most likely occur, desired softness and size of the doll, and which
facial expression it should have (neutral).

Based on the results from this study, the doll in Figure 5.6 was de-
signed and implemented. The movements for each emotion are described
in Table 5.1.

Table 5.1. Mapping of emotions to recognized expressions.

Emotion Expression

Happy Jumping/Dancing up and down
Sad Lean the body forward at least 45 degrees

Gloat Point right arm forward and jump up and down
Anger Shake doll forwards and backwards or side to side
Fear Hand(s) in front of eyes

Surprise Jump back rapidly, and tilt backwards at end

6.2 Second Study of SenToy Used in FantasyA
In the second study of SenToy, we were able to use a functioning proto-
type of the toy based on the movements collected from the WoZ study
and an early version of the adventure game named FantasyA. Users
(players) were brought in as pairs and were encouraged to play together.
In general, the conclusions were that SenToy was a great success, but
that some of the emotions did not necessarily make sense in the context
of the game. The game itself was also quite complex and only a few of
the players did understand what was going on.

Subjects found it fairly easy to express most emotions, with the excep-
tion of the emotion Surprise. Surprise was also only rarely used during
the game. The most used emotions were Gloat and Happy, on second
place came Sad and Angry, on third place Fear, and finally, Surprise.

During the game most emotional expressions were very physical and
encouraged players to act out the emotion. The exception from this rule
was Sad where subjects sat very still, bending the doll over waiting to
see the result on the screen. This is not necessarily a bad design choice
since sadness is characterized by an inwards posture among people, thus
encouraged by the design of the movement.

Some users, especially the kids, were really keen on having the doll
and would pull it from the other player or interfere and try to help the
other player in expressing some particular emotion. In the interviews,
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two kids commented that they would have liked to have a doll each and
be able to play against each other.

In the comments field of the questionnaire, one player wrote:
A few days after having played, I still like the doll very much. I really
appreciated his direct contact to give commands, even if in that case,
the commands were not that obvious and their result a bit fuzzy. (adult
player)

One of the kids remarked that he would probably like to use the
SenToy for a whole month before getting bored. Considering that he
was 12 years old, this is a very good result.

After the game about 80% seemed to like the doll. The kids were
in general more enthusiastic about the doll than the adults. In the
interviews about the SenToy some players felt that they became one
with SenToy, but others felt that a button-based interface would have
made them feel more directly in control of it. In general, the impression
given was that they could identify with the doll most of the time and act
through it, but that the avatar was reacting in strange ways sometimes,
thus they did not feel that they through the doll became the avatar.

Players also seemed to have an intellectual rather than emotional re-
lationship to the emotions of their own avatar and to the emotions ex-
pressed through SenToy. They would “instrumentalize” the emotion
to be one of the commands in the game, such as “cast blast” or “cast
shield”. They would be playing the strategic, intellectual game rather
than being influencing on a basic instinctive emotional level. This was
due to several different design decisions – some of which might be easily
changed if the aim is to make the player more emotionally affected by
the game.

On another level, players do get more and more involved with the
game – especially when they win a few duels – but to the experimental
leaders this seemed to be more in terms of “duel emotions” than the six
emotions that can be expressed through the doll.

The FantasyA game is currently being redesigned by Paiva and col-
leagues to better cater for an emotional involvement between user, Sen-
Toy and their personification in the game as their avatar. The narrative
structure connecting the game turns with the emotional states of their
avatar will be the key to further developing the game, together with
these study results.

6.3 Implications for Design Method
The design and user studies of SenToy and FantasyA show how user
studies can be very relevant to do even before a system has been im-
plemented or fully designed. The Wizard of Oz study saved a lot of
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energy in the project through pointing out the flaws in the theory of
how people would move the doll to express different emotions. The de-
sign of SenToy, similar to the design of the mailbox in the Influencing
Machine, also show how these affective interactive systems are indeed
designed artifacts with their own interaction problems that cannot be
solved simply through creating an even better theory of human emotions
and emotion expression. Arriving at a good affective game or an inter-
esting affective interactive art piece, is a process where the user studies
can help to debug the particular interaction functions.

While not used as much in the studies of SenToy and FantasyA, sub-
jective evaluation and interpretation of what where experiencing when
using the system were crucial. It is through such an interpretative anal-
ysis that we could see that users did not identify directly with the emo-
tions they were expressing in the game, such as sadness or surprise, but
that they instead were reacting with a different set of emotions much
more related to their game play experience. We believe that a careful
analysis and redesign of the relationship between emotion and the next
game turn could create a system where the two are more in harmony
and players will start to experience the emotions they are expressing
through the SenToy.

The two studies of SenToy and FantasyA again show the importance
of first getting the affective input – output relationship right before at-
tempting to evaluate, in this case, the success in terms of how well the
affective game captures users’ interest and achieves affective involve-
ment. Since the design of this system is not yet finished, yet another
study would probably be a good last step in the design cycle.

7. Discussion
The studies of the three different systems show the importance of boot-
strapping affective interaction and making sure that the affective expres-
sions or affective input opportunities are understood before the overall
system can be evaluated. The studies also reveal some important issues
to be dealt with once this bootstrapping has been done and the system
is evaluated against its overall purpose. In particular, we find that the
field of affective computing often make simplistic statements where it is
claimed that e g users will more easily bond with an affective system,
become more efficient if not stressed or disturbed at the right moment.
The Agneta & Frida study and the Influencing Machine study show how
complex the reactions are to these interfaces and how much depends on
the users’ background, age, attitudes and interest – to some extent this
is different from normal usability issues.
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Some general conclusions about design difficulties of affective inter-
faces can be drawn. First of all, all the studies confirm that issues of
timing are crucial. Agneta & Frida’s jokes have to arrive at the right
moment, the Influencing Machine has to be influenced at the right level
and draw its drawings fast enough in order for the interaction to work,
and finally, the avatar reactions to SenToy has to be delayed or pro-
longed enough for the user to both handle the doll and watch the avatar
on the screen in order to understand what happens next in the game.

For SenToy, many lessons were learnt before the costly process of
creating a doll with sensors was started. All studies, but in particular
the SenToy study, definitely show that it will be a mistake to only aim
for “naturalness” in the affective expressions. From the theory of human
expression, a set of movements were extracted, but in the two studies,
these movements were not the ones that best fitted with the particular
game situation and how users did really behave with the doll. Most
interactive agents and affective interfaces are interesting in that they
are different from how we behave in human-human relationships, but
still similar enough for us to recognize them and have fun with them.
This concurs nicely with theories such as those presented by Suchman
(1987, 1997) or by Dourish (2002). Dourish argues that rather than
embedding fixed notions of meaning within technologies, we should allow
users to create and communicate meaning through their interaction with
the system and with each other through the system, since this is how
artefacts are given their meaning in human culture.

We need to do more of these open-ended explorative studies, early
on in the design process, before we can start doing the studies that
really matter: namely those that show that affect in interaction does
indeed contribute something different from other kinds of design. In this
process, we need to more openly discuss which measurements will indeed
be related to the overall goals of the entire system. The non-correlation
between measurements in Agneta & Frida shows how difficult it is to
separate an understanding of what kind of experience we want to evoke
from users’ attitudes and values. It also shows that we need to be clear of
what kind of experience it is that we want to give the user: a short-term
fun thing, a post-usage positive attitude, a provocation that continues
even after using the system as for the Influencing Machine, or what?

While we have not presented a complete framework for how to boot-
strap design and evaluate affective applications, we believe that our stud-
ies could be the inspiration to taking some more steps in this direction.
In particular, we hope to encourage taking users into the loop when de-
signing the interaction cycle with respect to timing, narrative context,
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understanding of affective input and output, and being more open to
the effects of users’ attitudes and cultural values.
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Notes
1. It should be pointed out that though the author was involved in all the user stud-

ies described in here, the designs and studies of the systems were performed by teams of
researchers.

2. Believability refers to how well those characters are able to appear as living, coherent
characters that users are willing to interact with.

3. An evaluation of a web-interface from 1994 done by users 2004 would tell us that it
looks boring, old and unusable, has all its buttons in the wrong places, does not use frames
properly, while an evaluation of the same interface done back in 1994 would probably show
completely different results. Computer interfaces are cultural artefacts.

4. We use the term player rather than user throughout the description of this system to
emphasise that the target domain is a game.
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