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Preface

The Cryogenic Engineering Conference (CEC) marked its 50th anniversary this
past year. To highlight the occasion the CEC Board, in conjunction with the Inter-
national Cryogenic Materials Conference (ICMC) Board, proposed that a special
1-day anniversary program be scheduled prior to the CEC–ICMC joint meeting
in Keystone, Colorado, that would review the advances in cryogenic engineering
which had occurred in this distinct but relatively invisible field of engineering
during the past 50 years. Accordingly, a program of 14 papers, covering both the
interest of CEC attendees and ICMC attendees, was envisioned to cover the various
aspects of cryogenic engineering. Authors were invited to prepare these review pa-
pers, but because of time restrictions the technical program was limited and not all
papers were presented orally. As a result, the CEC and ICMC boards recommended
that a separate monograph, in addition to the regularly published two volumes of
Advances in Cryogenic Engineering, be prepared which would include all of the
invited papers. This monograph is the result of that recommendation.

To provide an assessment of the status of cryogenic engineering 50 years ago,
a historical summary of cryogenic activity is presented in the first chapter. The
purpose is to review the events occurring during the 100-year period prior to 1950
as well as to provide a better understanding of the events that took place after
1950. With that historical background, the advances in establishing databases for
cryogenic fluids and properties of materials, both metallic and nonmetallic, are dis-
cussed and their present status evaluated. The advances in cryogenic fundamentals
are then covered, with reviews of cryogenic principles, progress in cryogenic insu-
lation, development of low-loss storage systems for cryogenic fluids, establishment
of modern liquefaction processes, modifications occurring in helium cryogenics,
and improvements achieved in cryogenic thermometry.

The monograph then reviews several well-established applications resulting
from the cryogenic advances noted above. The cryocoolers developed for aerospace
missions are many in number and show a steady progress to achieve long-life cool-
ers and cryostats. The actual application of superconductivity is noted in two chap-
ters, one considering low-temperature superconductivity activities and the other
considering high-temperature superconductivity activities. Both are contributing
to modern concepts of power transmission and storage, high-power magnets, and
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vi Preface

sophisticated medical equipment. Cryopreservation of tissues and organs is under-
going considerable change with a better understanding of the effects of cryopro-
tectants. Obviously, there are other applications that could have been included, but
the value of the monograph would have been lost.

The preparation of even a monograph requires the assistance of many individu-
als. The editors thank the authors for their interest and time required to prepare a
review, a process that normally necessitates considerable effort in literature review
and evaluation. We also want to thank the many reviewers of the chapters and
the constructive comments that were provided. Finally, we want to recognize the
many contributions made by Cynthia Ocken, from the University of Colorado and
assistant to one of the editors. Her daily updating of changes made in the chapters
over many months and the overall control of the publication process are greatly
appreciated and admired.

KLAUS D. TIMMERHAUS

RICHARD P. REED
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1
Historical Summary of Cryogenic
Activity Prior to 19501

R. RADEBAUGH

National Institute of Standards and Technology, Boulder, Colorado, 80305 USA

Abstract

Cryogenics is the science and technology dealing with temperatures less than about
120 K, although this historical summary does not adhere to a strict 120 K definition.
The techniques used to produce cryogenic temperatures differ in several ways from
those dealing with conventional refrigeration. In practice, these two areas often
overlap and the boundary between conventional and cryogenic refrigeration is
often indistinct. Significant reductions in temperature often have very pronounced
effects on the properties of materials and the behavior of systems.

Many cryogenic applications have developed as the refrigeration techniques
prior to 1950 have improved, although many applications still face stiff competi-
tion from ambient temperature phenomena because of the associated refrigeration
problems. This review shows how the development of new applications over the
past 50 years is closely tied to the advances in cryogenic refrigeration prior to
1950.

1.1 Introduction

Temperature affects processes and material properties more than any other variable,
such as pressure, magnetic field, electric field, etc. The ability to harness and apply
these temperature effects is a unique feature of mankind, and it has contributed
to great advances in our civilization. Mankind has discovered abundant uses for
high temperatures, beginning in prehistoric times with the use of fire for warmth,
light, and cooking. Later, but still more than 20 centuries ago, mankind learned to
forge tools and make crude pottery using heat from fires. As civilization advanced
and higher temperatures could be achieved, stronger metals, such as iron, could be
forged into tools, and much stronger pottery and china could be produced by the
higher temperature firing (sintering) of clay. The industrial revolution ushered in

1 Contribution of the National Institute of Standards and Technology, not subject to
copyright.
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4 R. Radebaugh

the steam engine and the ability to generate tremendous power for efficient man-
ufacturing and transportation. The enhancement of chemical reactions at higher
temperatures has been exploited for the production of vast amounts of new and
improved materials in the last century or so.

High-temperature applications began rather early in the history of civilization
owing to the ease of producing increasingly hotter fires. In contrast, mankind’s use
of low temperatures has greatly lagged that of high temperatures because of the
greater difficulty in producing low temperatures. Low-temperature applications
were limited for many centuries to the use of naturally occurring ice. The practice
of using natural ice to treat injuries and inflammation was carried out by Egyptians
as early as 2500 BC [1], and the Chinese began to use crushed ice in food around
2000 BC. Although ice was first created artificially in the laboratory in 1755,
it was not until near the mid 1800s with the development of the steam engine
and practical compressors in the industrial revolution that artificial ice could be
produced in sufficient quantities to replace natural ice cut from lakes. Until then
the sole use of low temperatures was with natural ice for food preservation and a
few medical procedures.

The science of thermodynamics was just beginning to develop around 1850,
which related heat, work, and temperature. Though the concept of absolute zero
at –273 ◦C was put forward in the mid 1700s, the means of reaching temperatures
much below 0 ◦C were not known or possible until the development of thermo-
dynamics and high-pressure reciprocating compressors around 1850. Thus, nearly
all understanding and uses of low temperatures have occurred in the last 150 years.
Prior to that time, laboratory techniques for reducing temperatures relied on the
liquefaction of a small quantity of gas at high pressure in a thick-walled glass
tube surrounded by ice, followed by a rapid expansion of the vapor phase to
atmospheric pressure through a valve. The temperature of the remaining liquid
phase then dropped to its normal boiling point. Faraday used this one-shot pro-
cess on several gases, beginning in 1823 with chlorine (normal boiling point of
239 K) [2]. Over the next several decades nearly all of the gases were liquefied
at the ice point under sufficient pressure. Ethylene, with a critical temperature
of 282 K and a normal boiling point temperature of 169 K, yielded the lowest
achievable temperature with this technique. Those known gases such as methane,
carbon monoxide, oxygen, nitrogen, and hydrogen that could not be liquefied
by this technique, even with pressures up to 40 MPa, were called “permanent”
gases.

In an 1834 British patent, Perkins, an American who had moved to England,
showed how to carry out the Faraday process of liquefaction and expansion con-
tinuously [3]. That was the beginning of today’s vapor-compression refrigerators,
shown schematically in Figure 1.1. The Perkins refrigerator was designed for use
with ethyl ether, although the actual refrigerator built by John Hague and shown
in Figure 1.2 used caoutchoucine, a distillate of India rubber readily available at
that time, to produce small quantities of ice soon after 1834.

New applications of cryogenics are made possible whenever some lower tem-
perature is achieved. The difficulties and problems associated with achieving a
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VAPOR-COMPRESSION CYCLE
(Steady Flow)

FIGURE 1.1. Vapor compression cycle devel-

oped by Perkins [3].

particular temperature greatly influence the development of applications of these
temperatures. As a result, this review examines the development of refrigera-
tion techniques and cryocoolers to show how cryogenic applications are strongly
dependent on improvements in refrigeration techniques.

FIGURE 1.2. Perkin ice machine built by Hague.
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FIGURE 1.3. Cryogenic developments from 1850 to 1950.

1.2 The Beginning of Cryogenics

In examining low-temperature developments over the past 150 years, we note that
there is a convenient and interesting division into three 50-year time segments,
where the developments in each time segment have their unique characteristics.
Figure 1.3 summarizes the important developments in each time segment. Though
the papers in this monograph focus mostly on the last 50 years, it is instructive to
examine briefly the developments in refrigeration and cryogenics that occurred in
the two previous 50-year segments to understand how they contributed to the status
of cryogenics at the time of the first Cryogenic Engineering Conference (CEC) in
1954. Also, by comparing developments in each 50-year segment, we may have a
better idea how quickly future developments might progress in the first half of the
21st century.

Figure 1.3 shows that the development of thermodynamic fundamentals was
the primary contributor to advances in cryogenics between about 1850 and 1900.
The advances in that half century were primarily of interest only to scientists, and
there were almost no applications for temperatures below the ice point. At the
beginning of that time period the first and second laws of thermodynamics were
just being proposed. As part of those developments the thermodynamic cycles
required to liquefy the “permanent” gases like oxygen, nitrogen, hydrogen, and
helium were being invented. The critical temperatures of these “permanent” gases
are far below the ice point, and their very low normal boiling temperatures are now
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referred to as cryogenic temperatures. Cryogenics is usually defined as the science
and technology dealing with temperatures less than about 120 K [4,5], although
this review does not adhere to a strict 120 K definition. Onnes first coined the
adjective “cryogenic” in 1894 by using it in a paper entitled, “On the cryogenic
laboratory at Leiden and on the production of very low temperatures” [6]. The
techniques used to produce cryogenic temperatures differ significantly from those
dealing with conventional refrigeration. One of the most important differences is
the need to precool the compressed gas before it is expanded in order to reach
cryogenic temperatures when starting from 0 ◦C or higher. Precooling can be
accomplished with a cascade of refrigerant baths or with a heat exchanger. The
concept for a recuperative counterflow heat exchanger was developed by Gorrie [7]
in 1851 and refined by Siemens [8] in 1857. The Joule–Thomson (JT) effect
discovered in 1852 [9] was not sufficiently large to produce cryogenic temperatures
when starting from the ice point without the precooling afforded by such a heat
exchanger.

Oxygen was first liquefied (in the form of a mist) in 1877 by using the older
techniques of Faraday and Perkins, but with a cascade of precooling baths. Cailletet
in Paris used a hand-operated screw jack with mercury to pressurize oxygen hy-
draulically (155 K critical temperature Tcr) to 20 MPa in a thick-walled glass tube
cooled to 169 K by a surrounding bath of liquid ethylene. The liquid ethylene (Tcr =
282 K) had been produced earlier using the Faraday technique with an ice bath
for precooling. When the pressure on the oxygen was released via the screw jack
handwheel, a fog appeared in the glass tube, but it quickly disappeared because
of the heat input from the glass tube [9,10]. On the same day, Pictet in Geneva
produced a continuous mist of liquid oxygen from a JT valve by using a cascade of
vapor-compression systems for precooling the oxygen. The cascade of precooling
baths was operated continuously using piston compressors. The cascade consisted
of sulfur dioxide (Tcr = 431 K, TNBP = 263 K) and solid carbon dioxide (Tcr =
304 K, Ts = 195 K). The flowing high-pressure oxygen was cooled successively
by the two baths before expanding through the JT valve to the atmosphere. A jet
of liquid oxygen mist at 90 K sprayed out from the JT valve [9,10]. The first to
produce enough liquid oxygen and liquid nitrogen to study their properties were
Wroblewski and Olszewski of Poland in 1883. They used the same cascade method
as Cailletet, but the final stage was a pumped liquid ethylene bath at a temperature
of 137 K [11]. Because the temperature of that bath was less than the 155 K crit-
ical temperature of oxygen, liquid formed inside the glass tube under a pressure
of about 2.5 MPa. Upon reducing the pressure to 1 atm, a small quantity of liquid
boiling at 90 K remained in the tube for a short period of time. Figure 1.4 shows
the path in a temperature entropy (T –S) diagram followed by the various methods
for liquefying oxygen.

Though the recuperative heat exchanger had been invented in 1857 by Siemens,
little use was made of it until 1895 when Hampson replaced the cascade baths
used previously for precooling oxygen with the recuperative heat exchanger. A JT
valve at the cold end of the heat exchanger provided the cooling during expansion.
Figure 1.5 is a schematic of the cycle used by Hampson to liquefy air [12], which
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FIGURE 1.6. Drawing of Hampson’s air liquefier.

is usually referred to today as simply the JT cycle. Figure 1.6 is a drawing of
Hampson’s air liquefier showing the closely packed copper tubing heat exchanger
in the annular space between tubes D and F . The JT valve C is controlled by
the handle E . Glass wool surrounds the evaporator G and the heat exchanger.
The liquefaction rate was 1 L/h [13]. A very effective heat exchanger is necessary
to reach cryogenic temperatures with the warm end at 300 K. The requirement
for such a heat exchanger is one feature that distinguishes cryogenic refrigeration
from normal refrigeration. At the same time as Hampson’s work, Linde in Germany
also used the combination of a JT valve and a recuperative heat exchanger for the
continuous liquefaction of air in 1895 [14]. The simple cycle first used by Linde
is the same cycle Hampson used as depicted in Figure 1.5. Linde also developed
a dual-pressure cycle, as sketched in Figure 1.7, which was more efficient than
the simple cycle. About 80% of the gas was expanded from 20 MPa to 4 MPa
and returned to the second-stage compressor. The remaining 20% (mostly liquid)
was expanded from 4 MPa to 0.1 MPa, with the gas fraction being returned to
the first-stage compressor [15]. Figure 1.4 shows the path of this cycle on a T –S
diagram. With this cycle Linde was able to produce about 10 L/h of liquid air.
Linde quickly went on to commercialize the process and developed the technique
of distilling liquid air into oxygen and nitrogen. By 1899 Linde was producing
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FIGURE 1.7. Drawing of Linde’s dual-pressure JT air liquefier.

liquid air at the rate of 50 L/h [13]. The early liquefiers of Hampson and Linde
used glass wool for insulation, even though Dewar had invented the use of vacuum
for thermal insulation in 1873 and the silvered glass vacuum container in 1892 [9].

The regenerative heat exchanger (regenerator) was invented by Stirling in 1816
for use in an engine with oscillating flow. He called the device an economizer, in
which heat is stored for a half cycle in the heat capacity of the regenerator matrix.
The Stirling engine, as patented by Robert Stirling in 1817 [16], was first used to
pump water from a quarry and had the advantage of being much safer than the
steam engines of that time. The operating frequency was probably a few hertz.
Stirling’s patent drawing, given in Figure 1.8, shows the use of a displacer (#9 in
the figure) to move the working gas between the hot and ambient temperature
regions. However, the drawing does not show an ambient temperature heat sink
or the specific regenerator arrangement. In 1834, Herschel proposed to reverse
the cycle and use it as a refrigerator for producing ice [17]. However, it was not
until about 1861 that Kirk [18] reduced the concept to practice. Figure 1.9 shows
a drawing of the Kirk ice machine. The displacer filled with wire gauze O for the
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FIGURE 1.8. Stirling engine patented by Stirling.

FIGURE 1.9. Kirk ice machine.
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FIGURE 1.10. Two versions of the Stirling refrigerator.

regenerator has conical end pieces connected to it with insulation between them.
Fresh water entering at C removes the heat of compression. Air was the working
fluid in this early regenerative cooler. In spite of the high efficiency of the Stirling
cooler, Kirk never made any attempt to reach temperatures below about −40 ◦C.
[19]. Schematics of two versions of the Stirling cooler are given in Figure 1.10.
Kirk used the version with the internal regenerator. No further work was carried
out on the Stirling cooler for about the next 80 years.

An air-expansion engine for steady flow, similar to steam engines of that period,
was first used by Gorrie in 1851 for an ice-making machine [7,19]. Several other
air expansion engines for use in producing ice were developed in the latter half of
1800 [19]. In 1896, Onnes discussed in detail his concept to liquefy hydrogen with
the aid of an expansion engine, but the technical difficulties forced him to abandon
the idea [20]. The first successful use of an expansion engine to produce cryogenic
temperatures was by Claude. He liquefied air in 1902 by allowing a portion of the
high-pressure air in a JT cycle to expand and cool in a reciprocating engine before
returning it to the low-pressure side of the heat exchanger [19,21]. This combined
cycle, now called the Claude cycle and shown in Figure 1.11, increased the effi-
ciency of the liquefaction process and permitted the use of lower pressures. The
arrangement used by Claude in 1902 did not have the third heat exchanger (HX3)
shown in Figure 1.11. The path on a T –S diagram is shown in Figure 1.4. Claude
initially used a high pressure of 2.5 MPa (increased to 4 MPa by 1906), compared
with the 20 MPa used by Hampson and Linde for a JT expansion [13]. Figure 1.12 is
a photograph of the original expansion engine used by Claude. Its construction was
very similar to the steam engines and compressors of that period. Claude found
that a leather cup worked satisfactorily as a flexible and dry sealing mechanism
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FIGURE 1.11. Schematic of the Claude air

liquefier.

for the piston at low temperatures [19]. Within a few weeks of liquefying air,
Claude formed the company L’Air Liquide to commercialize the production of
oxygen using his air liquefaction technique and air separation through distillation.
Oxygen could be produced by air separation much more cheaply than by chemical
means. Both Claude and Linde were marketing the oxygen to the rapidly growing
demands of the welding industry for use in oxyacetylene torches perfected by

FIGURE 1.12. Expansion engine used in

Claude liquefier.
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Picard in 1900 [13]. Steel welding and cutting then became the first significant
application of cryogenics, and continues on to the present day.

Hydrogen was first liquefied at a temperature of 20 K in 1898 by Dewar using
the JT techniques of Linde and Hampson, but with a precooling bath of liquid air
[22]. The liquefaction rate was about 0.25 L/h. Dewar made use of the silvered,
vacuum-insulated glass dewars he had invented earlier to hold the liquid air and
liquid hydrogen with low boiloff rates after successfully liquefying hydrogen.

Helium was first discovered in the sun in 1868 and then found on Earth in
the mineral cleveite in 1895. After hydrogen was liquefied in 1898, the attention
of the cryogenic scientific community then turned to helium because it was the
only remaining “permanent” gas that had not been liquefied. Around 1900, both
Dewar of the Royal Institution in England and Onnes of the University of Leiden
in the Netherlands sought to obtain sufficient quantities of helium to liquefy it.
Contrary to common belief, their competition to be the first to liquefy helium
remained rather cordial and each provided the other helpful suggestions [23]. In
order to liquefy helium with the JT cycle, Onnes needed a sufficient quantity of
liquid hydrogen for precooling the helium. Previously, in 1894, Onnes had set up
a cascade air liquefier using the vapor-compression cycle in four separate stages
of methyl chloride (249 K), ethylene (169 K), oxygen (90 K), and air (82 K) [6].
No recuperative heat exchangers are required in this cycle. This liquefier produced
14 L/h of liquid air. To liquefy hydrogen, Onnes would first liquefy a sufficiently
large quantity of air (about 75 L) in the cascade liquefier. This liquid air was
then siphoned into the hydrogen liquefier through an expansion valve, where the
liquid air at subatmospheric pressure would precool the high-pressure hydrogen.
The hydrogen was pressurized up to 20 MPa by a compressor that utilized a
column of mercury to eliminate leakage of hydrogen by the piston. This type
of compressor was invented by Cailletet for his use in liquefying oxygen and
nitrogen. Counterflow heat exchangers between the high-pressure hydrogen and the
returning low-pressure air and hydrogen were also incorporated into the apparatus
to reduce the boiloff rate of the liquid air. After being cooled to 64 K, the high-
pressure hydrogen passed into the recuperative heat exchanger and then expanded
through the JT valve to form liquid hydrogen. Onnes completed this liquefier
in 1906, which produced 4 L/h of liquid hydrogen, much more than the 1 L/h
hydrogen liquefier of Dewar [24].

Onnes then built a similar liquefier for helium, but with the liquid air being
replaced by liquid hydrogen, which precooled the high-pressure helium to 15 K
before entering the recuperative heat exchanger and expanding it in the JT valve to
cool to the liquefaction point. The helium gas was pressurized to as high as 10 MPa
by the same mercury-sealed compressor that had been used for the hydrogen
liquefier. The unsilvered glass dewar for the liquid helium was surrounded by a
liquid hydrogen bath and a liquid air bath, both of which were in silvered glass
dewars with a slit in the silver to observe the liquid helium. Onnes succeeded in
producing about 100 mL of liquid helium at a temperature of 4.2 K on July 10,
1908 [25], for which he received the Nobel Prize in 1913. With the capability to
reach temperatures of 2 K, Onnes then discovered superconductivity in high-purity
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mercury in 1911 at a temperature of 4.2 K [26]. No other laboratory was able to
produce liquid helium until 1923, when McLennan at the University of Toronto
built a helium liquefier similar to that of Onnes. [27]. The first helium liquefier in
the US was constructed by Brickwedde at the US National Bureau of Standards
(NBS) in 1931. It also used liquid air and liquid hydrogen baths for precooling a
JT stage and produced 0.15 L/h of liquid helium [28].

As summarized in Figure 1.3, the years between 1900 and about 1950 saw
significant improvements in liquefaction technology, in which efficiency and reli-
ability were greatly improved and liquefaction rates were increased by orders of
magnitude. In the case of liquid oxygen, the liquefaction rate for a typical plant
was increased from about 3 L/h in 1895 to 2 t/day in 1910 and to 100 t/day in
1954 (1 t = 1000 kg). The fast growth in oxygen liquefaction capacity was driven
by the first commercial application of cryogenics, which was the use of oxygen
for oxygen–acetylene welding. Soon after Dewar liquefied hydrogen in 1898, he
proposed an exhibit on liquid hydrogen for the British Pavilion at the 1904 St Louis
World’s Fair. The hydrogen liquefier built for the fair had a two-stage reciprocating
hydrogen compressor capable of producing 20 MPa at the output with 0.6 MPa at
the intermediate stage [29]. The flow rate was about 14 N m3/h. The high-pressure
hydrogen was precooled first to 203 K with liquid CO2, then to 83 K with liquid
air at atmospheric pressure, and then to 68 K with a pumped liquid air bath before
expanding through a JT valve to form liquid at 20 K. The liquefaction rate was not
given; but, if we assume a liquid yield of 7% (85% heat exchanger effectiveness),
then about 1 L/h would have been produced. It performed well, but the leather
piston rings had to be replaced during the night after each day’s run. Thus, its
mean time to failure was probably not much more than 1 day.

At the close of the 1904 World’s Fair, the NBS, formed in 1901 (called the Na-
tional Institute of Standards and Technology after 1988), purchased the hydrogen
liquefier for research at low temperatures. It was not used for several years because
of the daily maintenance required; but, in the early 1920s it was overhauled by the
British Oxygen Company, with the compressor being replaced by one using steel
piston rings. The overhauled liquefier produced 2 L/h of normal liquid hydrogen,
which boiled rapidly because of the heat of conversion to parahydrogen [29]. Then,
in 1950, the US Atomic Energy Commission funded the NBS to design and con-
struct a much larger hydrogen liquefier for the development of the hydrogen bomb.
In 1952, the equipment fabricated in Washington was shipped to the new NBS fa-
cility in Boulder [30]. The plant first liquefied hydrogen on March 23, 1952, and
a short time later was able to produce 320 L/h of normal liquid hydrogen [4,31].
After installing an ortho–para converter in the liquefier in 1953, the plant could
produce 240 L/h of liquid parahydrogen. The NBS liquefier used JT expansion of
hydrogen compressed to 12 MPa and precooled with baths of liquid nitrogen at
77 K and 65 K. The liquid yield was 24.5%, compared with a theoretical value of
26.1% [4], which indicates a heat exchanger effectiveness of 98.4%.

In 1934, Kapitza, working at the Royal Society Mond Laboratory of Cambridge,
described a helium liquefier based on the Claude cycle [32]. The reciprocating
expansion engine replaced the liquid hydrogen precooling bath of Onnes’s JT
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process. A liquid nitrogen bath was still used. The lower operating pressure of
1.7 MPa also relaxed the requirements on the compressor. Kapitza developed a
nonlubricated expansion engine using a clearance seal with labyrinth grooves on
the piston. The expansion work was dissipated at room temperature in a hydraulic
mechanism. The connecting rod, in the form of a thin-walled tube, had a room-
temperature gland to prevent the leakage of helium. The liquefier produced about
1.7 L/h of liquid helium [33].

Kapitza visited Moscow on vacation in 1934 and was detained there by govern-
ment authorities until his death in 1984. He eventually became the director of the
Institute for Physical Sciences of the Academy of Sciences in Moscow. He built
another helium liquefier in Moscow to study the properties of helium. In 1937,
Kapitza [34] and Allen et al. [35] independently discovered superfluidity in liquid
helium below 2.17 K. Kapitza received the Nobel Prize in 1978 for this work and
for his work with helium liquefaction techniques.

The use of expansion turbines for gas liquefaction appears to have been first
carried out in 1934 at the Linde facilities in Germany [19,36]. In 1939, Kapitza
described the design and construction of an air liquefier with an 80 mm diameter
expansion turbine supported by ball bearings at room temperature and rotating at
a speed of 40,000 rpm [19,37]. The inlet pressure was 0.56 MPa, and the power
output of the turbine was 4 kW. The turbine handled about 570 kg/h of air and
achieved an isentropic efficiency of 79%.

In 1935, Collins also began work on a helium liquefier using the Claude cycle
and reciprocating expansion engines. The work was interrupted by World War
II, but the liquefier was completed in 1946 [38]. Collins used two reciprocating
expansion engines to eliminate the need for both liquid nitrogen and liquid hy-
drogen precooling. He also used a clearance seal on the piston, as did Kapitza,
but the expansion space was on top of the piston, so the connecting rod was al-
ways in tension. Thus, the connecting rod could be made with a thin flexible rod
to minimize heat leaks. The liquefaction rate with no liquid nitrogen precooling
was about 1 L/h using a commercial compressor providing a pressure of 1.5 MPa
and driven with a 7.5 hp (about 10 kW) motor. This efficient helium liquefier
has become known as the Collins helium cryostat or liquefier [19]. This liquefier
was then commercialized and allowed laboratories all over the world to produce
liquid helium for low-temperature research. The first commercial helium liquefier
of about 1950, shown in Figure 1.13, produced about 4 L/h with liquid nitrogen
precooling. Between 1947 and 1970, 365 units were marketed [39].

After the liquefaction of 4He at 4.2 K by Onnes there was no other gas with
a lower boiling point, except for the rare isotope 3He with a boiling point of
3.2 K. Temperatures of about 0.7 K could be achieved by pumping on liquid 4He.
An entirely new refrigeration method using adiabatic demagnetization of electron
paramagnetic salts was proposed independently by Debye [40] and by Giauque [41]
in 1926 to reach temperatures much lower than 1 K. For this technique the salt is
magnetized at a higher temperature around 1 K to align the magnetic spins with
the field and reduce the entropy. The heat of magnetization is transferred to the
surrounding bath. The salt is then thermally isolated from the bath and, as the
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FIGURE 1.13. Collins helium

liquefier.

magnetic field is removed, the salt cools to some lower temperature. This is a
one-shot process, and the salt warms up as it absorbs heat. The first successful
experiment was carried out in Berkeley in 1933 by Giauque and MacDougall, in
which a magnetic field of 0.8 T was applied to the Gd2(SO4)3·8H2O paramagnetic
salt at 1.29 K and then demagnetized to a final temperature of 0.242 K [42]. Giauque
received the Nobel Prize in 1949 for his work with adiabatic demagnetization and
the third law of thermodynamics. Many researchers enter this field of adiabatic
demagnetization of paramagnetic salts using higher magnetic fields and better salts
to achieve lower temperatures. In 1950, de Klerk et al. [43] at Leiden reached a low
temperature of 1.4 mK using a mixed salt of chromium alum and aluminum alum.

In 1938, the Philips Research Laboratories in the Netherlands began research on
the Stirling engine to develop electric generators which were later used to power
radios in remote areas during World War II [44]. The effort was carried out during
the war and led to a rather efficient engine. When it was driven in reverse with
an electric motor it acted as an effective refrigerator, like the machine developed
by Kirk in 1862 for production of ice. In 1946, the temperature of liquid air was
achieved when low-pressure hydrogen was used as the working fluid and loose
cotton wool was used as the regenerator [45]. The refrigeration capacity was low,
but the results were encouraging enough that a small group was set up at the
Philips Laboratories and headed by Kohler to study the Stirling cycle for use in
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FIGURE 1.14. Cross-sectional drawing of the Philips air liquefier.

liquefying air. After increasing the pressure of the hydrogen and using a dense
metal screen, liquid air condensed on the outside of the cylinder at a rapid rate.
An engineering model was demonstrated for the first time in 1953 at Grenoble for
the International Institute of Refrigeration [46] and the first commercial machine
(called the A-machine) was on the market in 1955 [45]. The operating principles
and construction details were given by Kohler and Jonkers [47]. A cross-sectional
drawing of the machine is shown in Figure 1.14. It is an integral machine with the
piston and displacer in the same cylinder. The regenerator of fine metal screen is
in the annular space outside the displacer. The helium or hydrogen working fluid
was at an average pressure between 1.6 and 3.5 MPa with an operating frequency
of about 24 Hz. The high speed and the high pressure resulted in a small machine
with high refrigeration capacity. It could produce 6.6 L/h of liquid air with a yield
of 1.14 L/kWh. A photograph of the first commercial machine (A-machine) is
shown in Figure 1.15.

1.3 Cryogenic Applications Around 1950

Around 1950 the only significant applications of cryogenics involved the use of
cryogenic liquids. The liquefaction technology for these cryogens was developed
primarily in the years between 1850 and 1900, and the transfer of the liquefaction
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FIGURE 1.15. Photograph of

the Philips A-machine

liquefier.

technology to industry and the rapid scale up of liquefaction rates occurred primar-
ily in the years from 1900 to 1950. As mentioned previously, the first application
of cryogenics was for the production of oxygen to meet the needs of the welding
industry. That application continues through to today. The size of a typical oxy-
gen production plant grew from about 2 t/day in 1910 to 35 t/day in 1925 to about
100 t/day in 1950. Figure 1.16 compares a 2 t/day plant from 1910 with a 100 t/day
plant of the early 1950s. The largest plants in 1950 produced about 200 t/day of
oxygen. In 1947, the US production for oxygen was 0.541 × 106 t (407 × 106 m3

of gas). By 1954 the production had increased to 0.830 × 106 t. The nitrogen pro-
duction in 1947 was 0.0167 × 106 t, which increased to 0.534 × 106 t in 1960 [48].
The delivery of oxygen or nitrogen from these plants to end users required the use
of vacuum-insulated tank trucks and rail cars, a relatively large industry in itself at
this time. Some of the nitrogen from these air separation plants was used for inert
atmospheres in the steel and aluminum industries and was beginning to be used
for the production of some chemicals, such as ammonia. Development of the basic
oxygen furnace for the production of steel was initiated in Switzerland by Durrer
in the late 1940s. The use of pure oxygen in these furnaces oxidizes impurities
more efficiently, increases production rates and reduces the nitrogen content of the
steel compared with the use of air. The first commercial 35-ton converter was set
up in Austria in 1952. Similar furnaces were soon being used in the US to meet the
rapidly growing steel demands of the automotive industry. This new application
for oxygen was poised in the early 1950s to bring about a very rapid increase in
the demand for oxygen. Other uses of oxygen in the 1950s were for medical and
military breathing supplies.

The first use of liquid oxygen for rocket propulsion began with experiments
by Goddard. On March 16, 1926, he achieved the first successful flight with a



20 R. Radebaugh

(a)

(b)

FIGURE 1.16. (a) 2 ton/day oxygen plant available around 1910. (b) 100 ton/day oxygen

plant available in the early 1950s.
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rocket fueled by gasoline and liquid oxygen. Though the 12.5 m high flight was
unimpressive, it led to much more development in this field of rocket science.
The V-2 rocket (in Germany called the A-4) developed by Germany during World
War II used alcohol (3800 kg) and liquid oxygen (4967 kg) for thrust [49]. Though
small (14 m long by 1.7 m diameter, 249 kN thrust) compared with today’s rockets,
it burned about 1 ton of the fuel–oxygen mixture every 7 s. After the war, further
developments of the V-2 rocket were carried out in the US, which led to the second
generation V-2, the Redstone rocket (21 m long by 1.8 m diameter, 333 kN thrust).
It was first launched on August 20, 1953, from Cape Canaveral, Florida [50].

In about 1945 the US Air Force at Wright Field began to look for aviation fuels
with higher energy content [51]. A 1945 Navy report showed that the hydrogen–
oxygen combination offered the highest specific impulse [52]. Near to Wright
field was the cryogenic laboratory at Ohio State University under the direction of
Johnson, where a hydrogen liquefier of about 25 L/h capacity had been built using
the JT cycle precooled with liquid air, like that of Dewar. The Air Force contracted
with Johnson’s laboratory to study hydrogen as a fuel and to study its properties.
In 1948, some large-scale experiments were conducted to investigate hydrogen
as a fuel for ramjets. From 1947 to 1951, experiments with hydrogen–oxygen
and hydrogen–fluorine in small rockets were carried out, including investigations
of liquid hydrogen pumps similar to the V-2 liquid oxygen pumps. Similar re-
search was being carried out on the West Coast under Navy funding at the Jet
Propulsion Laboratory and at Aerojet General. A hydrogen liquefier patterned af-
ter the Johnson liquefier was built there that produced 30 L/h in 1948. The capacity
was increased to 80 L/h in 1949 by adding additional compressors. To produce
enough liquid hydrogen, the liquefier was run nearly continuously for 3 months
with 4 days of lost time due to repairs. The rocket tests were mostly successful,
but a change in emphasis in the Air Force and Navy led to these programs fading
away.

In January of 1950, President Truman of the US gave the directive to begin de-
velopment of the thermonuclear (hydrogen) bomb and conduct some critical tests.
The Los Alamos Laboratory then intensified their study of thermonuclear fusion
and determined liquid deuterium would be required. Hydrogen liquefiers were
critical for this development. Los Alamos recommended a national laboratory for
cryogenic engineering be established. The Atomic Energy Commission selected
the NBS to build such a laboratory because of its extensive experience with cryo-
genics originating with the purchase of the Dewar hydrogen liquefier from the
St Louis World’s Fair in 1904. A new site in Boulder, Colorado was selected, and
in May 1951 construction of a research building and a liquefier building began. The
buildings were completed in March 1952 and the hydrogen, helium, and nitrogen
liquefiers were installed. As mentioned earlier, the hydrogen liquefier constructed
at NBS in Washington was shipped to Boulder and installed there. This effort was
described at the first Cryogenic Engineering Conference, held at NBS-Boulder in
1954 [53]. In March 1952 the hydrogen liquefier was operating and producing
320 L/h of normal liquid hydrogen or 240 L/h of liquid parahydrogen by 1953 [4].
Figure 1.17 shows this liquefier.
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(a)

(b)

FIGURE 1.17. (a) Hydrogen liquefier installed at NBS in 1953. (b) Instrument panel for

1953 NBS hydrogen liquefier.

Large transportable dewars for liquid hydrogen were developed during that time,
some of which included a small cryocooler to reliquefy the boiloff. A nonrefrig-
erated 750 L dewar had a boiloff rate of 1% per day and was designed for air
transport [54]. A third hydrogen liquefier was shipped to the Eniwetok Atoll in
the Pacific Ocean for the liquefaction of deuterium for the first hydrogen bomb
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FIGURE 1.18. Hydrogen bomb setup on the island of Elugelab in the Pacific Ocean.

test on the nearby island of Elugelab. This first bomb was named Mike and was
basically a large dewar of liquid deuterium 6 m high and about 2 m in diameter
with a fission nuclear bomb at the top to trigger the system, as shown in Figure
1.18. Transportable dewars were used to bring liquid deuterium (23.3 K) from the
liquefier to the Elugelab Island test site. On November 1, 1952, the bomb was
detonated, as shown in Figure 1.19, with a yield of 10.4 megatons of TNT that
vaporized the island and left a crater about 1.6 km wide. Subsequent H-bombs
used the solid lithium deuteride instead of the liquid deuterium. The end of the

FIGURE 1.19. Hydrogen bomb detonation cloud.
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“wet” bomb program reduced the need for liquid hydrogen after about 1954, but
research on its properties continued at NBS-Boulder.

In about 1954 a super-secret program funded by the US Air Force returned to
the study of liquid hydrogen for fuel, but this time for an air-breathing aircraft
engine capable of flying at an altitude of about 30,000 m with a speed of Mach
2.5 [51]. The purpose was for very high-altitude reconnaissance to replace the
U-2 spy plane. The plane to be built by Lockheed was designated the CL-400, but
was better known as the Suntan. Large quantities of liquid parahydrogen would
be needed, so a study and design of several sizes (up to 45,000 kg/day) of parahy-
drogen liquefiers were completed. A 0.68 t/day liquefier was built in Painsville,
Ohio, near a plant producing excess gaseous hydrogen. This liquefier was named
“Baby Bear” and became operational in May 1957. Another liquefier was built in
Florida with a capacity of 4.5 t/day and was called “Mama Bear.” A third liquefier
for 27 t/day was installed near “Mama Bear” and was called “Papa Bear.” It be-
came operational in January 1959 and was the world’s largest hydrogen liquefier.
The last two liquefiers used expansion turbines and lower pressures and became
the model for most subsequent hydrogen liquefiers [51]. However, before the
CL-400 aircraft could be built and tested, various political and management prob-
lems led to the cancellation of the $100 million program in 1959. The liquefiers
would not sit idle for very long, however, as the US space program was about to
begin.

The reliability of liquefaction systems in the 1950s was much improved over that
of 50 years earlier, but was much inferior to what is expected today. For example,
compressors required constant maintenance [55]. Also, cryogenic containers and
large cryogenic tanks experienced relatively large boiloff losses due to heat leaks
through the insulation system and support structures.

Methane was first liquefied in small droplets by Cailletet in 1867 at a temperature
of 112 K using his technique of compression and rapid expansion. The first large
liquefaction plant for natural gas (mostly methane) was installed in Cleveland,
Ohio, in 1941 with a capacity of 75 t/day (1.1 × 105 m3/day gas, 177 m3/day liquid).
It used a cascade JT cycle with ammonia and ethylene stages for precooling. The
total power input was 2.4 MW [56,57]. It was used for a peak shaving application
with three spherical storage tanks of 2700 m3 liquid volume each. After a new
cylindrical storage tank was added in 1944 it failed, resulting in a fire and the loss
of 200 lives. Interest in other liquefied natural gas (LNG) facilities was dampened
at that time until 1952, when a barge-mounted liquefier was put into operation
near Lake Charles, Louisiana, on the Mississippi River. It produced 114 t/day of
LNG, which was intended to be shipped via barge to Chicago [57]. However, the
transport of the LNG along the Mississippi River was never approved because of
a poor design of the LNG containers on the barges. However, this concept was
revived in the late 1950s when the British North Thames Board started shipping
LNG from Lake Charles, Louisiana, across the Atlantic Ocean to Canvey Island
in the UK. This success prompted an LNG transfer operation that is very much in
effect today.
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1.4 Summary

To provide a background as to why applications in cryogenics did not begin to
evolve until the last 50 years, it is helpful to understand the basic advances that
were required even to achieve these temperatures. This historical summary has
provided a progress report dating back to 1850, when thermodynamic concepts
were just being introduced and high-pressure equipment was being developed for
steam power stations. Prior to that time, laboratory techniques for reducing the
temperature of a gas, liquid, or solid only a few degrees below ambient tempera-
ture required considerable skill and only attempted by a few scientists around the
world. As practical schemes were visualized to achieve lower temperatures and
as supporting equipment was developed, the progress to achieving lower tempera-
tures required between 50 to 100 years to obtain sufficient quantities of cryogenic
fluids to provide the opportunities of using these fluids in applications that would
benefit mankind. This opportunity has presented itself only over the past 50 years,
and some of these applications are covered in this monograph.
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Abstract

It is commonly known that cryogenic data, technology, and information are applied
across many military, National Aeronautics and Space Administration (NASA),
and civilian product lines. Before 1950, however, there was no centralized US
source of cryogenic technology data. The Cryogenic Data Center of the National
Bureau of Standards (NBS) maintained a database of cryogenic technical docu-
ments that served the national need well from the mid 1950s to the early 1980s.
The database, maintained on a mainframe computer, was a highly specific bibli-
ography of cryogenic literature and thermophysical properties that covered over
100 years of data. In 1983, however, the Cryogenic Data Center was discontinued
when NBS’s mission and scope were redefined. In 1998, NASA contracted with
the Chemical Propulsion Information Agency (CPIA) and Technology Applica-
tions, Inc. (TAI) to reconstitute and update Cryogenic Data Center information
and establish a self-sufficient entity to provide technical services for the cryogenic
community. The Cryogenic Information Center (CIC) provided this service until
2004, when it was discontinued due to a lack of market interest. The CIC technical
assets were distributed to NASA Marshall Space Flight Center and the National
Institute of Standards and Technology. Plans are under way in 2006 for CPIA to
launch an e-commerce cryogenic website to offer bibliography data with capability
to download cryogenic documents.

2.1 Introduction

Prior to 1959 there were only two cryogenic engineering books: Separation of
Gases by Ruhemann and Cryogenic Engineering by Scott [1]. For many years,
this field of research was restricted to only a few laboratories. Many of the earlier
books on low-temperature physics contained a great deal of material which is
now considered to be cryogenic engineering. During these early years, several
important applications of cryogenics were developed; as a result, a large number
of engineers became engaged in efforts that required very low temperatures and

31
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hardware to accomplish the delivery of the applications hardware. Very quickly,
numerous papers were published and a few books on the subject appeared with
these applications.

Much of this cryogenic research and development (R&D) activity came as a
result of funding from the Department of Defense (DoD), the Department of En-
ergy, and the National Aeronautics and Space Administration (NASA). This R&D
activity provided a trained cadre of engineers and scientists working in cryogenics,
providing cryogenic technical know-how, and building a technical base of cryo-
genic engineering information which helped make the US cryogenics industry
what it is today. For the 30-year period starting in the mid 1950s, the National Bu-
reau of Standards (NBS) Cryogenic Data Center captured much of this information
in the form of a bibliography and many technical documents.

With the discontinuance of the Cryogenic Data Center in the early 1980s, there
was a period of 15 years where there was no centralized US source of cryogenic
technical data. In 1997, the Cryogenic Information Center (CIC), a not-for-profit
corporation, was established to preserve and distribute cryogenic information to
the government, industry, and academia. The CIC accessed the long history of
information traceable back to the Cryogenic Data Center. The heart of the CIC
was a uniform, consistent source of cryogenic data that comprised previous anal-
yses, designs, materials and processes, and test information. The CIC’s resources
included the largest and most comprehensive collection of cryogenic-related arti-
cles, papers, and journals, with citations going back as far as 1829.

With the demise of the CIC at the end of 2004 due to lack of market inter-
est, the technical assets have been distributed to NASA Marshall Space Flight
Center (MSFC) and the National Institute of Standards and Technology (NIST).
The Chemical Propulsion Information Agency (CPIA), one of the 11 Information
Analysis Centers (IACs) of the Defense Technical Information Center (DTIC),
has presented a plan to make the bibliography database and technical documents
available to the cryogenics community at an e-commerce website. The CPIA plans
to launch this website in 2006.

2.2 Early Sources of Data

Before the mid 1950s there was no single source of comprehensive fluid or material
properties for low-temperature applications. Cryogenic data were hard to find and
not always in a form convenient for use. To complete a cryogenic system design,
engineers relied on multiple books, handbooks, and compendiums, each with a bit
of information needed for material and fluid data. From the authors’ experience,
a few engineers in each organization seemed to collect this precious cryogenic
data: fluids data usually in the hands of a thermal engineer and materials data with
a structural engineer. The best engineers in the organization were those who had
this information at their fingertips, and the young engineers naturally gravitated to
these engineers as sources of data, relying on them for these data as well as design
and analysis advice.
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Some of the early handbooks commonly found in the engineering library were
Eshbach’s Handbook of Engineering Fundamentals and Baumeister and Marks’s
Standard Handbook for Mechanical Engineers. The handbooks contained a wealth
of reference tables and charts. Extrapolations were often necessary to extract ap-
proximate information at the lower temperatures.

In the late 1950s the NBS produced The Cryogenic Materials Data Handbook,
sponsored originally by the Air Force Ballistic Missile Division. This handbook
contained mechanical and thermal property data on 66 different structural alloys
and nonmetals. Data were primarily those measured at the NBS to 20 K during the
1950s, although over 1100 references were surveyed and about 300 were included.
The first report was issued by the Superintendent of Documents, US Government
Printing Office, Washington, DC, and later quarterly reports from the Office of
Technical Services [2,3]. Later this effort was transferred to the Martin Company
in Denver, under supervision of NBS personnel with funding of the Air Force
Material Lab, Wright–Patterson Air Force Base (AFB).

In the early 1960s, the Wright Aeronautical Division, with the help of the NBS,
published the three part-series entitled A Compendium of the Properties of Ma-
terials at Low Temperature [4]. The compendium covered 10 properties of 10
fluids (Part I), three properties of solids (Part II), and an extensive bibliography
of references (Part III). Density, expansivity, thermal conductivity, specific heat
and enthalpy, transition heats, phase equilibria, dielectric constants, adsorption,
surface tension and viscosity for the solid, liquid, and gas phases of helium, hy-
drogen, neon, nitrogen, oxygen, air, carbon monoxide, fluorine, argon and methane
were given wherever adequate data could be collected. Thermal expansion, ther-
mal conductivity, specific heat, and enthalpy were given for a number of solids of
interest. Data sheets, primarily in graphic form, were presented from “best values”
of data collected. The source of the material used, other references, and tables of
selected values with appropriate comments were furnished with each data sheet
to document the data presented. Conversion tables and other helpful information
were also included.

2.3 National Bureau of Standards Cryogenic Data Center

The former NBS maintained a database of cryogenic technical documents that
served the national need well from the mid 1950s until the early 1980s. The elec-
tronic database was maintained by the Cryogenic Data Center of the Cryogenics
Division of NBS, located in Boulder, CO. The database, maintained on a main-
frame computer, was a highly specific bibliography of cryogenic literature and
thermophysical properties that covered over 100 years of data [5,6].

In the early days of the Cryogenic Data Center, literature on cryogenics that
was being generated by the NBS, along with a few other government agencies,
universities, and companies, was being collected and cataloged by the Cryogenic
Data Center. The 20-year period from 1950 to 1970 saw the peak of cryogenic
R&D. The Cryogenic Data Center gathered all the technical papers generated at
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this time, as well as historic documents on the early development of the field
of cryogenics. By 1980, the Cryogenic Data Center had over 115,000 technical
documents (hardcopy and microfiche) covering a period from 1829 to 1980.

The Cryogenic Data Center’s responsibilities included data compilation, docu-
mentation, and technical services. A dedicated group of professionals supported
these activities at the NBS for several decades. A brief description of the three
major database activities at the Cryogenic Data Center, taken from a 1967 NBS
reference, is included below to give a snapshot in time and describe the thorough-
ness and extent of NBS professional staff involvement in maintaining the electronic
and hardcopy databases [7].

2.3.1 Data Compilation

Data compilation included the evaluation and compilation of data on the ther-
mophysical properties (thermodynamic, transport, and other properties) for the
principal fluids, and common mixtures of these fluids, used at low temperatures.
These fluids were helium, hydrogen, neon, nitrogen, oxygen, air, carbon monoxide,
fluorine, argon, methane, xenon, and krypton.

The literature for these fluids was monitored on a continuing basis. As specific
tasks were undertaken, comprehensive bibliographies were prepared and some-
times published. Task notebooks were made for preliminary selection of data and,
where feasible, preliminary data sheets were issued. The senior staff, consisting
of two physicists, one thermodynamic engineer, one chemist, and one physical
chemist, did critical evaluation.

2.3.2 Documentation

The documentation activities at the NBS Data Center are summarized in Table 2.1.

2.3.3 Technical Services

The technical-service activities of the Cryogenic Data Center are summarized in
Table 2.2.

In the 1970s, the NBS published two useful handbooks containing materials and
fluids data at low temperatures, namely the Handbook on Materials for Supercon-
ducting Machinery and LNG Materials and Fluids [8,9]. The latter handbook title
is a misnomer, since it contains properties data on all of the common cryogens.
Both are excellent resources for consistent data for materials and fluids used in the
successful design of many cryogenic systems.

In the late 1970s, the NBS implemented a change in its charter. As a result, it not
only took on a new name, the NIST, but also took on new research directions. The
field of cryogenics was considered to be a mature discipline, one that no longer re-
quired research using NIST base funding. NIST management undertook a gradual
reorganization of the Cryogenics Division staff. New divisions were formed with
the former Cryogenics Division staff as leaders. The database of bibliographic ref-
erences was transferred from magnetic tape to floppy disks, and many documents
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TABLE 2.1. Summary of documentation activities

Activity Description

Literature searching Regular review of nearly 200 periodicals and some 15 abstract journals,

and noting references in cryogenic documents; 150–200 items were

noted weekly.

Literature procurement Published literature was obtained from local, national, and foreign

libraries; report literature was procured from the large national centers

(NASA, DDC, and clearinghouse); many reports were obtained directly

from corporate sources as part of an information exchange program.

Cataloging, coding and

processing

Data were coded into nine main subject categories, such as properties of

solids and fluids, cryogenic processes and equipment, instrumentation

and laboratory apparatus, and cryogenic techniques; further

characteristic coding was assigned to the type of document,

temperature range, type, and range of data; comprehensive subject

coding followed, based on a thesaurus of terms.

Bibliographic storage

and retrieval

All cataloging and coding was converted to machine-readable form for

automated processing on the NBS’s Control Data Corporation 3600

computer; principal programs were used for searching, dictionary term

identification, and for catalog tape output; custom bibliographies were

prepared for specific subjects or for broad subject areas.

Distribution of

literature and data

Announcements and abstract cards of new literature evolving from the

laboratory’s program were sent to more than 4000 persons and

institutions periodically; nearly 500 separate items of literature were

available; 15,000 to 20,000 documents a year were distributed in

response to some 2000 orders.

TABLE 2.2. Description of technical services at the Cryogenic Data Center

Activity Description

Current awareness Weekly lists of new literature of cryogenic interest were prepared and

distributed to subscribers; subscription price was $10 per year ($15 for

foreign with airmail delivery).

Custom bibliographies Over 42,000 accessions of cryogenic literature were entered into the

Cryogenic Data Center’s system; approximately 20,000 of these on

properties of materials (for both fluids and solids) were processed for

machine searching; detailed and/or extensive bibliographies could be

prepared with computer facilities; likewise, some 2000 patents, 2000

articles on processes and equipment, and 1000 articles on

instrumentation were processed for machine retrieval; cost of custom

searches was based on rate of $12 per minute of computer time plus

15 cents per reference for listing and indexing.

Preliminary data and

advice

Data and advice on the thermodynamic and transport properties of

cryogenic fluids and selected solids could be obtained from the Project

Leader for the Data Compilation Group.

Announcements of

reports

Available to anyone wishing to be placed on the mailing list; requests

could be made for inclusion on the mailing list by completing and

returning a postal reply card.

Local use of Data Center Visitors were invited to use the center’s library, world literature file,

catalog and abstract files, and microfilm facilities; the staff of both the

Data Compilation and Documentation units helped with answers to

questions, and with hard-to-find types of literature, or offered advice as

to best sources of information.
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related to superconductivity/solid material properties were transferred to the Naval
Research Laboratory in Washington, DC, and eventually placed in storage at the
National Archives. The fluid properties library, along with fluids research, was
retained at NIST.

With this disbanding event, there was no centralized US source of cryogenic
technical data. Existing data were fragmented and dispersed, and coverage was
incomplete for engineers and scientists. In the years that followed the closure of
the Cryogenic Data Center, there was a trend in which many experienced cryo-
genic engineers were either retiring or being relocated to other job specialties. In
addition, the lack of a home for the data collected by the Cryogenic Data Cen-
ter meant the eventuality of losing this valuable resource. There was an obvious
need in government and industry for a highly specific database to provide a uni-
form, consistent source of cryogenic data and access to previous analyses, designs,
materials and processes, and test data.

2.4 Period after National Bureau of Standards Data Center

2.4.1 Commercial Electronic Databases

In the 1980s, many commercial electronic databases were available with access
to bibliographic citations including the field of cryogenics. The list of network
vendors is long; several noteworthy databases having science and engineering
backgrounds include Nerac, Inc. at http://asp.nerac.com and Dialog Corporation
at www.dialog.com. These vendors will assist the user in locating information with
extensive search engines and provide alerts on industry and patent developments
as they occur. Once the citation of interest is located with author, title, and source
information, in many cases it is up to the user to locate the document by using a
nearby library or interlibrary loan service.

There are several shortcomings of these commercial electronic databases, in that
they provide access to only the most recent citations (usually 7–10 years); i.e., they
do not provide citation searches and/or document access in the 1950–1970 period—
a period often referred to as the “Golden Age of Cryogenics,” when a wealth of
cryogenic R&D data was generated and published for NASA and DoD projects.

2.4.2 Book on Cryogenic Materials

In 1983, the NIST materials staff published a book, Materials at Low Tempera-
tures, that includes discussion and review of mechanical, thermal, electrical, and
magnetic properties of metals, alloys, superconductors, and composites at low
temperatures [10]. It is the latest book now published on cryogenic materials.

2.4.3 Cryogenic Information Center

By 1997, several individuals within the government and aerospace industry recog-
nized the difficulties in satisfying requests for cryogenic data research conducted
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during the last generation. Technology Applications, Inc. (TAI), using its contacts
within the aerospace industry, contacted the CPIA, a DTIC agency. With the help
of CPIA, an industry/government survey was conducted that demonstrated a need
to retrieve and update the information contained in the former NBS Cryogenic
Data Center, as well as a willingness to support this effort.

CPIA, the IAC having the closest fit and significant overlap of cryogenic ac-
tivity, is located at Johns Hopkins University at Columbia, MD. CPIA is the US
national clearinghouse for worldwide information, data, and analysis on chemi-
cal, electrical, and nuclear propulsion. Many of the nation’s chemical launch and
upper-stage vehicles use cryogenic propellants, including oxygen, hydrogen, and
methane. The Propulsion Information Retrieval System (PIRS), maintained by
CPIA, is a combined database and retrieval system that consists of over 53,000
document citations that relate to missile, space, and gun technology.

A proposal was submitted to NASA-MSFC in 1997 by CPIA and TAI. This
team, in collaboration with NIST, submitted a three-phase, 3-year program that
would: (1) retrieve the information contained in the former Cryogenic Data Center
maintained at the NBS until 1980 and transfer these data to PC-based technology;
(2) update the library to include current literature back to those entries contained
in 1980; and (3) become a self-sufficient entity providing technical services to the
cryogenic community.

Funding and in-kind support were provided by a combination of NASA centers
and DoD agencies given in the Acknowledgments section of this chapter. The first
phases of the contract were completed with the release of two CD-ROM products
containing updates to the NBS bibliography database along with a Windows-
compatible search engine. The third phase was completed in 2001 with the forma-
tion of the not-for-profit CIC. The original contract concluded in the fall of 2001,
meeting all the requirements of the contract deliverables, including CD-ROMs of
the bibliography database now referred to as the Cryogenic Information Retrieval
System (CIRS).

By the end of 2003, over 43,000 entries had been added from the original
database, and over 40,000 abstracts had been added to the original database bibli-
ographic entries. No other library or database has a more comprehensive collection
of cryogenic-related articles, papers, and journals. Any researcher seeking techni-
cal information in the field of cryogenics will not find a more inclusive set of data
to meet their needs.

Priorities were set for updating and adding bibliographic references to the CIRS
database. The highest priority was given to several long-term series, such as Ad-
vances in Cryogenic Engineering, Cryocooler, Thermophysical Properties Sym-
posium, International Cryogenic Engineering Conference, Applied Superconduc-
tivity Conference, and the periodical journal Cryogenics.

Within this priority area, every publication available to the CIC staff through per-
sonal collections and libraries was reviewed and added to the database. Abstracts
were written or copied into the bibliographic references from the original NBS
collection. Many meeting papers had been entered into the Cryogenic Data Center
database from preprints collected at conferences and meetings, in the interests of
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TABLE 2.3. Updates to the CIRS database

No. of journals No. of bibliographic No. of citations

Date and proceedings citations with abstracts

Sep 1998 1 110,000 0

Jul 1999 10 133,000 5,758

Jan 2000 10 137,680 10,438

Jun 2000 11 140,500 26,248

Jul 2001 16 146,021 33,130

Sep 2003 22 153,570 40,679

immediacy. The references to these papers have now been changed to reflect their
appearance in published proceedings. In addition, references and abstracts were
added from publications after 1980 to bring coverage of these first-priority series
up to date.

Several other series have been added to the CIRS database, including the In-
ternational Conference on Cryogenics and Refrigeration, the Cryogenic Optical
Systems and Instruments Conference, and the periodical journals IEEE Trans-
actions on Applied Superconductivity, Superconductor Science and Technology,
Cryogenic Engineering (Japan), and Journal of Low Temperature Physics.

From 2001 to 2004, the products and services of the CIC were made available
to those in the cryogenics community requiring such information. Subscriptions,
per-use-fees, and product sales were the primary means of funding operations. The
primary product was CIRS, a bibliography database, which was initially updated
on a yearly basis by incorporating new reports and documents as they became
available. CIRS now contains references to over 153,000 documents, dealing with
cryogenic engineering, materials development and properties, and applications.
Unlike other electronic databases, CIRS contains data from the period 1950 to
1970, the most intensive period of cryogenic R&D.

CIRS originally contained about 115,000 references (some were duplicates
and/or corrupt) from the former NBS Cryogenic Data Center. A second release
added references on fluid properties collected by NIST after the Cryogenic Data
Center was disbanded, along with more recent references collected from CPIA’s
PIRS, NASA-RECON, and DTIC electronic databases. Table 2.3 provides a chart
showing the progression and volumes added to the database.

CIRS is a helpful asset to locate specific articles within large-volume period-
icals and journals such as Advances in Cryogenic Engineering. For example, by
performing a keyword or author search, one is able to locate the article of interest
by volume and page number.

Figure 2.1 highlights the collection and span times of the database. CIRS gives
the user the capability of simple searches and advanced searches by title, author,
corporate facility (of the first author), reference source, date, and subject matter as
found in the abstract, alone or in any combination. It allows simple refinement or
limiting of a search after review of an initial search. It provides means of printing
formatted reports on the results of searches.
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Cryogenic Information Retrieval System
Journal Proceedings Coverage in the Database by Year

September 2003 Release
Cryogenic Database covers documents from 1829 - 2002

Advances in Cryogenic Engineering

Advances in Superconductivity

Applied Superconductivity Conf Proc

Chem Eng Progress Symposium Series

Cryocoolers Proceedings

Cryogenic Engineering (Japan)

Cryogenic Optical Sys & Instr. Proceedings

Cryogenics Journal

IEEE Trns. on Applied Superconductivity

Fluid Phase Equilibria

Intl Conf on Cryogenics/Refrigeration Proc

Intl Cryogenic Engineering Conf Proc

Intl Cryogenic Materials Conf Proc

Intl Journal of Modern Physics B

Journal of Low Temperature Physics

Journal de Physique

Journal Physical/Chemical Ref Data

Physica B: Condensed Matter

Physica C: Superconductivity

Superconductor Science & Technology

Symp. on Thermophysical Properties Proc

Thermochimica Acta

PIRS / DTIC

NASA/RECON

NBS Cryo Data Center

Inventoried entries from NBS Cryogenic Data Center - 9,752 abstracts added

Entries are complete except missing volumes from NIST library

Entries complete including abstracts & key index terms

New entries since last edition - complete entries (abstracts & key terms) 4,689 New entries since July01 update

19,659 New citations since 8/99

22,546 Updates

153,570 Total entries available

Legend:

(44,926 Docs, 9,752 Abstracts, 6,203 Patents)

1829 ~ 1960 1970 1980 1990 2000

FIGURE 2.1. Journals and proceedings coverage in the database by year.

The CIC staff also provided an engineering design software program called the
Cryogenics Material Properties (CMP) Program. The CMP Program is a “user-
friendly” interface that provides access to various materials and properties at cryo-
genic temperatures. The data provided are directly traceable to NIST [11]. CMP
makes available the material property data in a form convenient for engineers.
CMP is currently only available for the Windows operating system.

The initial set of materials was selected for their common use in cryogenics.
Currently, available properties include thermal conductivity, specific heat, and
thermal expansion. Table 2.4 shows the material properties collected in CMP in
2003.

Graphs or tables may be created for any property. The table option works much
like a spreadsheet, and data can be selected and copied to other programs as
desired. The user can create a graph of any property and has complete control over
the appearance. Figure 2.2 shows a publication-quality graph created by CMP and
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TABLE 2.4. Material properties collected in CMP in 2003

Linear Thermal

Thermal thermal Specific expansion Yield Young’s

Material conductivity expansion heat coefficient strength modulus

1. Aluminum 3003-F × × ×
2. Aluminum 5083-O × × ×
3. Aluminum 6061-T6 × × ×
4. Balsa Wood ×
5. Beechwood/Phenolic ×

Composite

6. Beryllium Copper × ×
7. Fiberglass/epoxy × ×

G-10CR

8. Glass Fabric/Polyester ×
Composite

9. Inconel 718 × ×
10. Invar 36 × × ×
11. Kevlar 49 ×
12. Nickel Steel (Fe2.25Ni) × × ×
13. Nickel Steel (Fe3.5Ni) × × ×
14. Nickel Steel (Fe5.0Ni) × × ×
15. Nickel Steel (Fe9.0Ni) × × ×
16. Oxygen-Free Copper × × × ×

(Avg)

17. Oxygen-Free Copper × × × × × ×
(RRR)

18. Oxygen-Free Copper × × × × × ×
(Typical)

19. Phosphor Bronze ×
20. Polyamide × ×
21. Polyimide ×
22. Polystyrene Foam × ×
23. Polyurethane Foam × ×
24. Polyvinyl Chloride × ×
25. Stainless Steel 304 × × ×
26. Stainless Steel 304L × × ×
27. Stainless Steel 310 × × ×
28. Stainless Steel 316 × × ×
29. Teflon × × ×
30. Titanium 6Al4V × ×

imported directly into this document. Any number of graph or table windows can
be open at one time, allowing easy comparisons.

Two sets of units are available, SI and English. References are provided so
that the user can have confidence in the data. Limited room-temperature data are
provided for each material and are based upon manufacturers’ information.

The final accomplishment of the CIC was to collect the superconductivity/solid
material properties documents (hardcopy and microfiche) from the National
Archives in Washington, DC, in 2001. The documents were stored in 130 boxes
for safe keeping. Upon inspecting the documents at arrival at TAI, all documents
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FIGURE 2.2. Graph created in

CMP and directly imported into

document.

were in readable condition, although many of the older documents’ paper showed
signs of deterioration. Many of these older documents are difficult to find in li-
braries. The CIC staff was able to offer copies of these documents as a service to
the cryogenic community for a small fee.

Owing to a lack of interest by the cryogenic community to use the services of
the CIC, it was decided to discontinue the subsidiary in 2004. While in operation,
the CIC staff accomplished three significant milestones for the cryogenics com-
munity. These are: (1) the CIRS bibliography database containing over 130,000
citations dating back to 1829; (2) the CMP Program with material properties of
30 different materials; and (3) the return and use of approximately 80,000 super-
conductivity/solid material property documents from the former NBS Cryogenic
Data Center.

In early 2005, the CIC technical assets were distributed to two governmental
organizations: NASA–Marshall Space Flight Center and NIST. MSFC has the
hard-copy documents from the former NBS Cryogenic Data Center and is cur-
rently electronically scanning them for incorporation into their LaSSe program.
LaSSe, which uses a full text search engine, is available to approved government
contractors. At the conclusion of the scanning effort in early 2006, the hard-
copy documents will be returned to NIST’s Cryogenic Technologies Group in
Boulder, CO.

TAI will continue to offer the CIRS bibliography database through the year
2006. The latest CD-ROM version, updated in 2003 and released in 2004, can
be purchased by contacting TAI through their website (www.techapps.com) and
completing the Information Request Form.

The CMP Program, a software package designed to provide thermophysical
material properties for both metals and nonmetals, has been transferred to NIST’s
Cryogenic Technologies Group. For material properties information at cryogenic
temperatures, please contact:

Peter Bradley (303) 497-3465
NIST Fax (303) 497-5044
325 Broadway, Boulder, CO 80303 pbradley@boulder.nist.gov
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2.4.4 Information Resources: Defense Technical Information
Center and the Information Analysis Centers

The DTIC (http://www.dtic.mil/dtic/index.html) is the repository for all DoD
Science and Technology documents, and houses the program office for 11 DoD-
sponsored IACs (http://iac.dtic.mil/). DTIC was established as a DoD Field
Activity in 2004 under the Under Secretary of Defense for Acquisition, Technol-
ogy, and Logistics and reporting to the Director, Defense Research & Engineering.

DTIC customers include the DoD, industry, and academia. It is responsible for
the DoD IACs, supporting highly specialized technical areas. The scope of DTIC’s
collection includes areas normally associated with defense research, as well as
information on biology, chemistry, energy, environmental sciences, oceanography,
computer sciences, sociology, logistics, and human factors engineering.

DTIC serves as the central collection and dissemination point for DoD’s sci-
entific reports—over 2 million collected since DoD’s inception in World War II,
with an annual acquisition of 25,000–30,000 new reports. Ongoing and planned
R&D project information is garnered from both the DoD community and indus-
try. DTIC also provides web services to over 100 DoD websites, including the
official DoD site (http://www.defenselink.mil/) and various DoD sites related to
R&D.

IACs are research and analysis organizations chartered by the DoD and op-
erated by DTIC to help researchers, engineers, scientists and program managers
improve the productivity in the defense research, development, and acquisition
communities by collecting, analyzing, synthesizing, and disseminating worldwide
scientific and technical information in clearly defined, specialized fields or subject
areas. The IACs are staffed by experienced technical area scientists, engineers,
and information specialists. They establish and maintain comprehensive knowl-
edge bases, which include historical, technical, scientific, and other information
collected throughout the world and pertinent to their respective technical commu-
nities.

The IACs’ secondary mission is to promote standardization within their respec-
tive fields. They accomplish these missions by providing in-depth analysis services
and by creating products. IACs respond to technical inquiries; prepare state-of-
the-art reports, handbooks, and databooks; perform technology assessments; and
support exchanges of information among scientists, engineers, and practitioners
of various disciplines within the scope of the IAC. IACs also collect, maintain, and
develop analytical tools and techniques, including databases, models, and simu-
lations. Eleven contractor-operated DoD IACs are administratively managed by
the Office of the Program Manager, DoD IACs within the DTIC. Ten others are
managed by other DoD activities. The IACs offer:

� Abstracts & Indexes: announcements of pertinent reports in the IAC’s field of
interest

� Bibliographic Inquiry Services: culled and authoritative bibliographic search
reports
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TABLE 2.5. History of DoD IACs

Current name Previous names/collections

Advanced Materials and Processes Technology

IAC (AMPTIAC)

http://amptiac.alionscience.com

Metals and Ceramics Information Center, Metals

IAC, Ceramics IAC, High-Temperature

Materials IAC, Metal Matrix Composites,

Plastics Technology Evaluation IAC

Chemical Warfare/Chemical Biological

Defense IAC (CBIAC)

www.cbiac.apgea.army.mil

Chemical Propulsion Information Analysis

Center (CPIAC) www.cpiac.jhu.edu

Chemical Propulsion Information Agency (CPIA)

Data and Analysis Center for Software (DACS)

http://iac.dtic.mil/dacs

Information Assurance Technology Analysis

Center (IATAC)http://iac.dtic.mil/iatac

Manufacturing Technology IAC (MTIAC)

http://mtiac.alionscience.com

Nondestructive Testing IAC (NTIAC)

www.ntiac.com

Reliability Information Analysis Center

(RIAC) http://quanterion.com

Reliability Analysis Center (RAC), Supportability

Investment Decision Analysis Center

Sensors Information Analysis Center

(SENSIAC) www.sensiac.gatech.edu

Infrared Information Analysis Center (IRIA)

Survivability/Vulnerability IAC (SURVIAC)

www.bahdayton.com/surviac

Weapon Systems Technology IAC (WSTIAC)

http://wstiac.alionscience.com

Guidance and Control Information Analysis

Center (GACIAC), Defense Modeling &

Simulation Tactical Technology, Tactical

Warfare Simulation & Technology, Tactical

Technology Center

� Critical Reviews & Technology Assessments: the latest scientific and engineer-
ing information on specific technical subjects

� Current Awareness: newsletters and literature to promote subject area awareness
� Referrals: consultation with or referral to world-recognized technical experts
� Scientific & Engineering Reference Works: useful and authoritative information

in handbooks, data books, and databases
� State-of-the-Art Reports: summaries of the status of current technologies
� Technical Area Tasks: detailed expert assistance in a wide range of technical

support services
� Technical Inquiry Services: expert and authoritative advice in response to tech-

nical questions.

The IAC areas of expertise cover the full spectrum of defense science and tech-
nology. The areas are shown in Table 2.5. The two IAC’s that are information
sources for cryogenic data are the Advanced Materials and Processes Technology
IAC (AMPTIAC) and the Chemical Propulsion IAC (CPIAC). AMPTIAC is a
focal point for data and information relating to advanced materials and processes.
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FIGURE 2.3. CPIAC has been continuously operated since 1946.

AMPTIAC’s technical scope includes all scientific and technical information per-
taining to:

� ceramics and ceramic matrix composites
� metals, alloys, and metal matrix composites
� electronic/optical and photonic materials
� environmental protection and special function materials
� organic structural materials and organic matrix composites.

The CPIAC, formerly the CPIA, is the oldest of the DTIC IAC’s and has been
continuously operated by The Johns Hopkins University since 1946; refer to Figure
2.3 for the CPIAC historic timeline.

The broad technical areas covered by CPIAC include chemical propulsion sup-
port to space, missiles, and guns and to the applications of cryogenics technologies
within the DoD. More specifically, the areas of interest include: assisting in solu-
tions to cryogenics and propulsion problems; standardizing tests and nomencla-
ture; coordination of interagency technology programs; and promoting exchange of
technical information in the fields of cryogenics and rocket, missile, space-vehicle,
launch-vehicle, air-breathing, and gun propulsion based on chemical, electrical,
and nuclear energy release. The scientific and engineering areas of interest of the
Joint Army, Navy, NASA, Air Force (JANNAF) Interagency Propulsion Com-
mittee and CPIAC include: chemical synthesis; thermochemistry; kinetics; fluid
dynamics; combustion; interior ballistics; and the physical chemical, mechanical,
and engineering behavior and characterization of cryogens, propellants, grains,
fuels, and inert propulsion materials and components; nondestructive evaluation;
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theoretical and experimental performance; component and propulsion unit design;
reliability; vulnerability; safety and environmental protection; exhaust plume flow
fields; and operational life and serviceability.

CPIAC also provides technical and administrative support to JANNAF in ac-
cordance with the JANNAF Agreement and Charter. CPIAC provides long-term
corporate memory for the DoD and the opportunity to avoid duplicate operations
in various DoD components.

2.4.5 National Institute of Standards and Technology

The Cryogenic Technologies Group at NIST (http://cryogenics.nist.gov) is work-
ing to make available equation fits to the most common materials used in cryogenic
systems.

NIST Pure Fluids is a widely used tool for providing data for the thermophysical
properties of pure fluids. The standard property surfaces provided in the database
are presented as thermodynamically consistent models which can be used for
such applications as custody transfer, calibrations, and innovation, and design
and optimization of processes involving pure fluids. Version 5.0 is a complete
revision of the pure fluid database, and it is based on the most accurate pure-fluid
equations currently available. For each fluid, the recommended thermodynamic
surface is represented by an empirical multiparameter classical equation of state
based either on a modified Benedict–Webb–Rubin equation of state or a more
general type of Helmholtz energy equation of state. The viscosity and thermal
conductivity are modeled with either fluid-specific correlations or a new variation
of the extended corresponding states model. Other properties, such as the dielectric
constant, surface tension, and melting line, are calculated with the fluid-specific
correlations.

A graphical user interface, designed for Windows operating systems, generates
tables and plots for any user-specified fluid. Online help is provided. Numerous
options to customize the output are available as well. The fluids now available in
this database are:

Ammonia Hexane Propane
Argon Hydrogen R-123
Butane Isobutane R-124
Carbon dioxide Methane R-125
Carbon monoxide Neon R-134a
Deuterium Nitrogen R-143a
Ethane Nitrogen trifluoride R-152a
Ethylene Oxygen R-22
Fluorine Parahydrogen R-32
Helium Pentane Xenon
Heptane Krypton
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2.4.6 Vendor Data Packages

Cryodata (http://www.cryodata.com): Hepak, Gaspak, Cryocomp, and Metalpak.
These are electronic material properties databases for a variety of common cryo-
genic materials.

CINDAS is an electronic version (http://cindasdata.com) of the venerable ‘Ther-
mophysical Properties of Matter Database’ (i.e., Touloukian). This is an excellent
source for a very large set of material properties and does contain some cryogenic
properties.

While not directed at cryogenic materials, the Material Properties Database by
JAHM Software (http://www.jahm.com) contains numerous useful materials in an
easy-to-use format for finite element analyses or spreadsheet use.

2.4.7 NASA Centers

MAPTIS is a program at the NASA Marshall Space Flight Center (MSFC) with
the goal of providing a single-point source for materials properties for NASA and
NASA-associated contractors and organizations. The MAPTIS-II system contains
physical, mechanical and environmental properties for metallic and nonmetallic
materials. The MAPTIS homepage can be found at http://maptis.nasa.gov.

As mentioned previously, MSFC personnel maintain a program named LaSSe,
which provides on-line access to historical propulsion documents for NASA and
associated contractors and organizations. It uses a full text search engine for a large
number of cryogenic documents, including the documents recovered and scanned
from the NBS Cryogenics Data Center. The LaSSe homepage can be found at
http://lasse.nasa.gov.

2.4.8 Universities

In a search of university websites for material and fluid properties data, no useful
cryogenic information was found. Many universities are involved and use cryo-
genic information, but none is available on their websites for public use.

One website, however, has a paper with good data and references. Weisend et al.
have a paper “A Reference Guide for Cryogenic Properties of Materials” of both
solid and fluid properties which can be found at http://www.slac.stanford.edu/
cgi-wrap/getdoc/slac-tn-03-023.pdf. This paper provides excellent references to
most of the good literature sources for cryogenic data, as well as several electronic
databases and programs.

2.4.9 New Book Releases

Several new books have been published that offer excellent handling, processes,
and materials information. The first was released in early 2006 by Jack Ekin of
NIST, Boulder, CO. It is titled Experimental Techniques for Low Temperature
Measurements by Oxford University Press (www.oup.co.uk). This book presents
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a highly integrated, step-by-step approach to the design and construction of low-
temperature measurement apparatus. It is effectively two books in one: a text-
book on cryostat design techniques and an appendix data handbook that provides
materials-property data for carrying out that design. The main text encompasses
a wide range of information written for specialists, without leaving less experi-
enced students behind. After summarizing cooling methods, Part I provides core
information in an accessible style on techniques for cryostat design, selection of
materials, construction, wiring, and thermometry, accompanied by graphs, data,
and clear examples. Part II gives a practical user’s perspective of sample mounting
techniques and contact technology. Part III applies the information from Parts I and
II to the measurement and analysis of superconductor critical currents, including
in-depth measurement techniques and the latest developments in data analysis and
scaling theory. The appendix is a ready reference handbook for cryostat design,
encompassing 70 tables compiled from the contributions of experts and over 50
years of literature.

The other books are described in Cold Facts, The Magazine of the Cryogenic
Society of America, Inc. and repeated here for completeness [12]. Low Loss Energy
Storage and Handling of Cryogenic Liquids: The Application of Cryogenic Fluid
Dynamics is a new monograph by Ralph Scurlock, Emeritus Professor Cryogenic
Engineering and former director of the Institute of Southampton. He brings 50 years
of experience and research in the fundamentals of liquid behavior of cryogenic
fluids, which supports the research and design of liquid storage systems. To order,
contact Kryos Technology, 22 Brookvale Road, Southampton SO17 1QP, UK
(scurlock@soton.ac.uk).

Cryogenics—Low Temperature Engineering and Applied Sciences by the late
Traugott H.K. Frederking, Professor Emeritus, UCLA, and Sidney W.K. Yuan,
Raytheon Space & Airborne Systems. This book is a complex discussion of cryo-
genic practices. Combining the authors’ professional experience and research, the
book reviews basic principles of cryogenic substances and cooling processes, su-
perconducting and other magnets, safety issues of cryogenic systems, and future
prospects. To order, go to www.yutopian.com/Yuan/Book.html.

Industrial Noise Control and Acoustics by Randall F. Barron, describes useful
procedures in the design of industrial noise-abatement systems and equipment to
reduce the generation and transmission of noise and to comply with Occupational
Safety & Health Administration, US Environmental Protection Agency, and other
standards. Cryogenic engineers can apply the information to design for noise reduc-
tion from compressors, pumps, fans, and other equipment used in gas liquefaction
systems. It contains case studies and example problems illustrating the principles
discussed in each chapter. To order, contact Taylor, Francis and Routledge, Inc.,
800/272-7737, and provide the ISBN number: 0-8247-0701-X.

2.4.10 Monographs

Special cryogenic topics have been printed with the International Cryogenic
Monograph Series since 1964. The publisher printed limited copies for sale;
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TABLE 2.6. Cryogenic topics printed in monographs

Title Author Status

Thermoelectric Refrigeration H.J. Goldsmid Out of print

Electrical Resistance of Metals G.T. Meaden Out of print

Specific Heats at Low Temperatures E.S.R. Gopal Out of print

Safety with Cryogenic Fluids M.G. Zabetakis Out of print

Applied Superconductivity, Metallurgy and Physics

of Titanium Alloys—Volume 1: Fundamentals

and Volume 2: Applications

E.W. Collings Out of print

Cryocoolers—Volume 1: Fundamentals and Volume 2:

Applications

G. Walker Out of print

Heat Transfer at Low Temperature W. Frost Out of print

Helium Cryogenics S.W. VanSciver In print

Modern Gas-Based Temperature and Pressure Measurements F. Pavese and

G. Moliner

Out of print

Polymer Properties at Room and Cryogenic Temperatures G. Hartwig In print

Stabilization of Superconducting Magnetic Systems V.A. Altov, et al. Out of print

Superconducting Electron – Optic Devices I. Districh Out of print

Superconducting Materials E.M. Savitski, et al. Out of print

Cryogenic Process Engineering K.D. Timmerhaus

and T.M. Flynn

Out of print

Safety in the Handling of Cryogenic Fluids F.J. Edeskuty and

W.F. Stewart

In print

The Hall Effect in Metals and Alloys C.M. Hurd Out of print

The Generation of High Magnetic Fields D.H. Parkinson and

B.E. Mulhall

Out of print

Helium-3 and Helium-4 W.E. Keller Out of print

Cryogenic Laboratory Equipment A.J. Croft Out of print

Current Trends in Cryobiology A.V. Smith Out of print

Advanced Cryogenics C.A. Bailey Out of print

Mechanical Properties of Materials at Low Temperatures D.A. Wigley Out of print

Thermodynamic Properties of Cryogenic Fluids R.T. Jacobsen, et al. In print

Cryogenic Regenerative Heat Exchangers R.A. Ackerman In print

Heat Capacity and Thermal Expansion at Low Temperatures T.H.K. Barron and

G.K. White

In print

Joule–Thomson Miniature Cryocooler B.-Z. Maytal In preparation

Space Cryogenics P. Mason and

F. Scaramuzzi

In preparation

Cryogenic Mixed Refrigerant Cycles G. Zenkatarathnam In preparation

unfortunately, once they are gone, the publisher will not print more. The titles,
authors, and status of each monograph are shown in Table 2.6.

Nancy J. Simon of NIST and several coauthors published a number of notewor-
thy references involving solid material properties. The references are listed below:

� Simon, N.J., Drexler, E.S., and Reed, R.P., Properties of Copper and Copper
Alloys at Cryogenic Temperatures, NIST Monograph 177, National Institute of
Standards and Technology, Boulder, CO (1992).

� Simon, N.J., Drexler, E.S., and Reed, R.P., Review of Cryogenic Mechanical and
Thermal Properties of Al-Li Alloys and Alloy 2219, NISTIR 91-3971, National
Institute of Standards and Technology, Boulder, CO (1991).
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� Simon, N.J., A Review of Irradiation Effects on Organic-Matrix Insulation,
NISTIR 93-3999, National Institute of Standards and Technology, Boulder, CO
(1993).

� Simon, N.J., Irradiation Damage in Inorganic Insulation Materials for ITER
Magnets—A Review, NISTIR 94-5025, National Institute of Standards and Tech-
nology, Boulder, CO (1994).

� Simon, N.J., Cryogenic Properties of Inorganic Insulation Materials for ITER
Magnets, NISTIR 94-5030, National Institute of Standards and Technology,
Boulder, CO (1994).

� Simon, N.J., Wong, F., and Reed, R.P., Metallic Materials Mechanical and
Thermal Property Database, Annex I, Metallic Material Specifications for ITER
Magnets, Superconducting Coils and Structures Division, ITER EDA, Naka Joint
Work Site, Naka, Japan (1997).

2.5 Plans for Data Retrieval and Material Properties

2.5.1 Data Retrieval System

Approximately 130 boxes of reports and microfiche were transferred from the
National Archives to TAI and NIST-Boulder, and subsequently shipped to NASA-
MSFC where the documents have been electronically scanned. These scanned
documents, linked to the CIRS, will be available for purchase in 2006 from an
e-commerce website to be developed and maintained by CPIAC.

In addition to providing documents for purchase, CPIAC will provide a number
of links on the site to other sites that the cryogenics community might find useful.
In particular, there will be links to NIST for their fluid compatibility database,
high-temperature material property data, and their CMP software (if it is made
available on the web).

2.5.2 Material Properties

For future assembly and distribution of cryogenic materials references (including
papers and reports and unpublished reports), the International Cryogenic Materials
Conference (ICMC), the National High Magnetic Field Laboratory in Tallahassee,
FL, and the National Institute for Materials Science in Tsukuba, Japan, are ten-
tatively discussing the creation of a worldwide data network [13]. This network
would have focused US and Japanese cryogenic data collection and dissemination
activities in the US and Japan, respectively, and worldwide data gathering (and,
possibly, dissemination) coordinated by the ICMC.

2.6 Conclusions

The former NBS Cryogenic Data Center served as a centralized US source of
cryogenic technology data from the mid 1950s until the early 1980s. When the
Cryogenic Data Center was discontinued in 1983, it created a cryogenics data
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gap for engineers and scientists. The CIC was established in 1997 to preserve
and distribute cryogenic information to government, industry, and academia users.
The CIC captured the long history of information traceable back to the NBS
Cryogenics Data Center. While in operation, the CIC was able to complete and
deliver: (1) the CIRS bibliography database of over 130,000 citations dating back to
1829; (2) the CMP Program with material properties of 30 different materials; and
(3) the return of approximately 80,000 superconductivity/solid material property
documents from the former NBS Cryogenic Data Center.

Unfortunately, the CIC was discontinued in 2004 due to lack of market interest
by the cryogenics community. Good stewardship demands that this situation be
turned around before it is too late and the technical assets of the CIC are lost.
These assets were distributed to NASA-MSFC and NIST. Plans are under way in
2006 for CPIAC to launch an e-commerce cryogenic website to offer bibliography
data and downloading of cryogenic documents. NIST plans to continue the CMP
Program at their Boulder Group.

In summary, there is now a wealth of data and information available to the
cryogenics engineer and scientist. Unfortunately, it is sometimes difficult to locate.
From only a couple of books in 1959 on cryogenic engineering, there is now
available a multitude of data and information, numerous books, published papers,
and websites.
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Abstract

Increased emphasis has been placed on research and development of specialized
materials for use in low-temperature applications. Most research has been driven by
(1) the construction of large superconducting coils, (2) requirements for transport
and storage of liquefied natural gas, and (3) the discovery of superconductors
with critical temperatures Tc as high as 90 K. The integration between structural
design and material properties for critical low-temperature applications has been
facilitated by the incorporation of fracture mechanics concepts. This development
has led to measurement of an entirely new set of mechanical properties at low
temperatures, to increased nondestructive inspection to measure in-situ flaw sizes,
and to the development of fracture control practices for a number of cryogenic
applications.

3.1 Introduction

To provide focused dissemination of new low-temperature-materials property in-
formation, the International Cryogenic Materials Conference (ICMC) was formed
in 1974. The conference provided the only means for presenting and discussing
the research and development of low-temperature structural metals and alloys and
their welds, structural composites, and electrical and thermal insulators, as well
as the application of fracture mechanics to inspection, properties, and design for
cryogenic structures. And, since it held its meetings in parallel with the Cryogenic
Engineering Conference, it provided an opportunity for synergistic interactions
between cryogenic engineers and cryogenic materials specialists.

For discussion of cryogenic materials research over the past several decades, this
paper is divided into two parts, namely overall trends and more significant specific
technological advances. In the discussion of overall trends, the papers published in
the ICMC proceedings are used to provide quantitative comparisons of variables,
such as the origins of the research from various laboratories and worldwide and US
trends. The trends of the focus of research (such as on structural alloys, composites,

52
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or superconductors) are categorized over this time period. The use of the ICMC
proceedings is thought to be a representative source for quantitative estimates
of the trends in low-temperature materials (other than superconductors) research
since they represent the only source, worldwide, that is focused on this subject.
On the other hand, the general trends of research presented on superconductors
in the ICMC proceedings may be skewed, since there are other conferences, of
equivalent or larger size, on applied superconductivity and specialized workshops
on high-Tc superconductors.

The second part of this review covers the technological advances that are re-
lated to materials at low temperatures. Since other review papers in this book focus
on achievements related to superconductors, and since the author’s interests have
been directed toward structural alloy and composite development and characteri-
zation, this part emphasizes advancements in nonsuperconducting materials.

3.2 Trends in Cryogenic Materials Research

To quantify the overall trends of cryogenic materials research related to origins
of the research, both worldwide and locally in the US, and the types of material
studied, the number of papers in each volume of the proceedings of the biannual
ICMC conferences held in the US and Canada for the past 30 years are tabulated.
Two factors affect the correlation between the number of papers published in each
of the proceedings and the number of papers actually presented at each conference:
(1) not all speakers chose to prepare papers and (2) a modest number (∼5%) of
submitted papers have been rejected. It is doubtful that these variables will result
in skewed results of the trends presented in this section.

Over the past 30 years, the number of papers included in the ICMC proceedings
in volumes 22 to 52 (even-numbered volumes only) from 1975 to the present [1]
have increased from about 60 during the two early, formative conferences. The
number peaked at nearly 190 papers in 1995, and currently it is about 150 papers.
This trend is illustrated in Figure 3.1. The decline from the conference in 2003 is
likely caused by the less accessible location of the conference, i.e. Alaska.

The contributions from the US and Canada, Europe including Russia (RF) and
Ukraine (Ukr), and Asia plus Australia to each of these proceedings are shown in
Figure 3.2. In some cases, the conference location or timing of the conference has
affected attendance from particular parts of the world. But, if averaged over the
last six conferences, the US and Canada have contributed about 40% of the papers,
Asia and Australia about 38%, and Europe including RF and Ukr 22%. Thus, the
contributions of the US and Canada and Asia and Australia are almost equivalent,
despite the fact that all the conferences have been held in the US and Canada. Over
the entire 30-year period, these data indicate a slight increase in low-temperature
R&D from the US and Canada and Europe including RF and Ukr, but a much
greater increase in Asia plus Australia. This large increase correlates well with the
strong increases in technological growth and gross national product of many of
the Asiatic countries during this time period.



54 R.P. Reed

FIGURE 3.1. Total number of ICMC papers from 1975 through 2005.

Figure 3.3 presents the distribution of papers related to the types of material
that were studied. The material classes used for this presentation include structural
alloys (structural metals and alloys), composites/insulators (structural compos-
ites, thermal and electrical insulators, resins), functional (regenerator materials,
normal-metal conductors, shape-memory alloys, others), and high- and low-Tc

FIGURE 3.2. Geographical distribution of first authors of all ICMC papers from 1975 to

2005.
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FIGURE 3.3. Topical distribution of all ICMC papers from 1975 to 2005.

superconductors. Obviously, there was a sudden and large emphasis in the R&D
related to high-Tc superconductors after their discovery in 1986. Research on other
material classes has increased slightly or remained constant. However, since the
1985–1989 time period, emphasis on low-Tc superconductors, structural alloys,
and composite/insulator materials has steadily declined.

When we consider only three material categories (superconductors, struc-
tural alloys/composites, functional), their relative trends are easily recognizable
(Figure 3.4). Emphasis on superconductors has continued to increase, functional

FIGURE 3.4. Very general topical distribution of all ICMC papers from 1975 to 2005.
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FIGURE 3.5. Geographical distribution of ICMC papers on structural alloys from 1975 to

2003.

material studies remain about constant, and emphasis on alloys and composites
has declined. These trends represent the perception that additional studies related
to superconductivity are likely to be more productive than gradual improvement
of structural materials and insulation. The relative trends of the major continental
areas for research on structural metals and alloys are shown in Figure 3.5. Note the
ever-decreasing pattern of US contributions. Since about 1985, contributions from
both Europe and Asia have gradually increased. Very similar 30-year trends are
found in research contributions on composites (structural composites, electrical
and thermal insulation and resins) shown in Figure 3.6. If we consider only the
past 20 years, it is evident that all geographical sectors have contributed about
equally and constantly over this period of time. Thus, since Europe and Asia have
made equivalent contributions over the past 20 years, we may conclude that the
US no longer dominates research on structural metals and alloys and composites.
In fact, since all ICMC conferences have been held in the US or Canada, scientists
from overseas are less likely to attend. This suggests that more R&D is currently
being performed in Europe and Asia than in the US on these topics.

Figure 3.7 depicts the relative trends of US studies in alloys (structural metals
and alloys), composites (structural composites, electrical and thermal insulation,
resins) and superconductors (high and low Tc). The contributions on functional
materials are omitted from this figure; these contributions have remained constant
at about 10% over the time span considered. Quite clearly, as indicated in the
overall projections, research has been increasing in superconductors and decreas-
ing in alloys and composites. Now, over three times more research is presented
on superconductors than on alloys and composites. Since ICMC is typically the
only international conference used for the presentation of low-temperature al-
loy and composite information but is the smallest of several conferences for the
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FIGURE 3.6. Geographical distribution of ICMC papers on composites from 1975 to 2003.

presentation of research on superconductors, the ratio of superconductor to al-
loys plus composite papers may be an order of magnitude greater, perhaps 35:1.
Figure 3.7 suggests that this ratio continues to increase.

The relative contributions of government laboratories, industry, and universities
to all cryogenic materials research are plotted in Figure 3.8. University contri-
butions are steadily increasing. The contributions from industry and government

FIGURE 3.7. Topical distribution of US ICMC papers from 1975 to 2003.
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FIGURE 3.8. Distribution of US ICMC papers from companies, industry, and universities.

laboratories are irregular but approximately equivalent and tend to remain constant
over time.

The contributions from various US government departments and agencies are
plotted in Figure 3.9. The general decline in contributions from the Department
of Commerce (exclusively, the National Institute of Standards and Technology

FIGURE 3.9. Percentage of US papers from various US government laboratories.
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(NIST)) over the 30-year time frame is due to the gradual reallocation of inter-
nal resources to other R&D activities and to abatement of obligations to other
agencies. The contributions from research at the Department of Energy (DOE)
laboratories (Brookhaven, Argonne, Lawrence Livermore and Berkeley, Fermi,
and Los Alamos) have remained at about a constant percentage over time and
have usually exceeded those from other government laboratories. Contributions
from Department of Defense (DOD) groups have been relatively low but constant
until 2005, when a large increase occurred. One wonders whether this portends
an adjustment towards low-temperature materials research in several DOD labo-
ratories or whether it represents a reaction toward the first ICMC chairman from a
DOD laboratory. Finally, one must be surprised at the very low, particularly in the
14-year time frame from 1979 to 1993, nonexistent contributions from NASA. At
best, it contributed only two papers in 1997. The absence of NASA papers clearly
suggests a divergent management philosophy, one that forsakes in-house expertise
and, thus, sacrifices decision-making and corporate memory relative to materials
design, properties, and processing for its emphasis on contracting to many and di-
vergent companies. It is worth noting that very few NASA subcontract results have
been reported at ICMC and that, typically, NASA has not sponsored alternative
low-temperature material workshops.

In summary, the following trends on low-temperature materials R&D over the
past 30 years can be discerned from the papers published in the ICMC proceedings:

� Overall, the total amount of research has increased.
� This increase has been confined to the study of superconductors, whereas R&D

on structural metals and alloys, composites and insulators, and functional mate-
rials has remained approximately constant.

� Asia’s R&D on low-temperature materials has increased notably; that of the US
and Europe has increased very modestly.
◦ Research on structural metals and alloys has increased in Asia and decreased

in the US, relatively.
◦ Research on composites (structural composites, resins, electrical and thermal

insulation) has declined in the US, relatively.
◦ Research on superconductors has significantly increased in all geographic sec-

tors.
� US research on superconductors has increased, relatively, while research on

structural metals and alloys and composites has declined.
� US research has been presented in nearly equal numbers by companies, univer-

sities, and government laboratories.
� The DOE, of all the US government departments and agencies, has tended to

contribute the greatest number of papers, while NASA’s contribution has been
very low or nonexistent.

3.3 Advances in Cryogenic Materials R&D

This part focuses on advances in low-temperature materials research related to
metals and alloys and composites. The application of fracture mechanics and
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the related testing to establish sound fracture control for large-scale cryogenic
applications are also included. Research on superconductors is not emphasized in
this review; others are reporting on this topic.

3.3.1 Fracture Mechanics

During the past several decades, one of the major advances in materials research for
cryogenic applications has been the introduction of fracture mechanics concepts,
testing, and analysis. In particular, the testing laboratories at the NIST in Boul-
der, Colorado (Tobler, Read, Reed), at Forchungszentrum Karlsruhe in Karlsruhe,
Germany (Nyilas), at the National Institute for Materials Science in Tsukuba,
Japan (Ogata), and at the Japan Atomic Energy Research Institute in Naka, Japan
(Nakajima, Yoshida, Shimamoto), have been leaders in providing properties and
analyses related to fracture mechanics for the cryogenic community.

Fracture mechanics relates particular material properties to flaw size and oper-
ational stresses to produce quantitative predictions. Estimates of minimum flaw
size that would result in structural failure, maximum allowable operating static
and cyclic stress, and expected operational lifetime can be calculated. This sec-
tion briefly describes the basis, testing and properties, and prediction techniques
that are now used in fracture mechanics analysis for cryogenic structures. Good,
generalized descriptions of fracture mechanics concepts and utility are found in
presentations by Hertzberg [2] and Dieter [3].

The fracture mechanics approach assumes that flaws exist within the structural
material. Regardless of their content or geometry, the flaws are assumed to be
cracks. The stress distribution K around the crack can be described, in most cases,
by the generalized form

K = Yσ
√

πa, (3.1)

where σ is the applied stress and a is the crack (through-thickness) length or
depth and Y is a parameter that depends on crack geometry and specimen type or
loading parameters. Here, K is called the stress-intensity factor. Tabular lists of Y
parameters for various crack locations and geometries have been developed [4–6].
When the stress intensity at the crack tip reaches a critical value, fracture occurs.
This critical value is called the fracture toughness Kc. The fracture toughness is a
material property, dependent on metallurgical variables, crack orientation, plastic
deformation and temperature. When the plastic deformation at the crack tip is very
limited, plain-strain loading conditions are prevalent, and the fracture toughness
is a minimum value labeled KIc. When testing, specimen thickness is maximized
in an attempt to achieve plain-strain loading conditions.

One can substitute the fracture toughness KIc for K , the maximum allowable
applied stress; σop for σ ; and the critical flaw size ac for a in Equation (3.1) and use
the equation for quantitative assessment of any of the three major design (σop), ma-
terial (KIc), and inspection (ac) parameters if the other two are known or assumed.

KIc = Yσop

√
πac. (3.2)
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For example, the critical flaw size ac that will result in fracture can be calculated
if one uses the maximum allowable operating stress and minimum value of frac-
ture toughness. Or, if the minimum fracture toughness and minimum inspectable
flaw size are known, the maximum allowable operating stress can be calculated.
In some cryogenic applications, the calculated critical flaw size may exceed the
wall thickness. In these cases, if the structure contains a cryogen, when the crack
size exceeds the wall thickness under fatigue conditions, leakage before break-
age will occur. In the transport of cryogens, such as liquefied natural gas (LNG),
“leak before break” design criteria may be employed, and sensitive leak detection
equipment must be demonstrated to preclude subsequent failure and/or dangerous
buildup of inflammable gases. In other cases, such as superconducting conduits
that contain liquid helium and are enclosed within a vacuum, conduit wall leakage
will be evidenced by loss of vacuum.

Ultrasonic, nondestructive inspection (NDI) is usually used to detect small flaws
in cases where their size is critical. Flaw sizes of about 5 to 10% of the plate or
wall thickness are usually detectable with calibrated ultrasonic NDI techniques.

Maximum allowable stresses for cryogenic applications with ductile structural
alloys are usually one-half to two-thirds of the minimum tensile yield strength or
one-half of the tensile ultimate strength at the operating temperature, whichever
is lower. In many cases, ASME Structural Codes, Section 8 for Pressure Vessel
guidelines [7] are followed. Usually, for annealed alloys, such as 316 and 316LN,
two-thirds of the tensile yield strength results in a lower allowable stress. When
less ductile structural alloys are used, the design criteria are sometimes lowered
from one-half to one-third of the tensile ultimate strength.

3.3.1.1 Fracture Toughness

The fracture toughness is usually measured by using compact tension specimens.
This type of specimen contains a sharp, machined notch along one side (see Figure
3.10) that is oriented normal to the direction of the applied load. At the base of
this notch, a crack is formed by cyclic loading of the specimen at 77 K for fracture
toughness tests at 4 K. Guidelines for compact-tension specimen geometry and
dimensional tolerances, precracking conditions, and performance of the test are

FIGURE 3.10. Compact-tension specimen that is commonly

used to measure the fracture toughness and fatigue

crack-growth rates, where P is the applied load.
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TABLE 3.1. Typical fracture toughness, tensile yield strength,

and Young’s modulus at 4 K for common structural alloys

Alloy σy(MPa) KIc(MPa m1/2) E(GPa)

AISI 304 (annealed) 500 330 209

AISI 316 (annealed) 800 260 207

AISI 316LN (annealed) 1000 215 207

JN-1 (Japan, austenitic) 1240 200 207

Inconel 718 (aged) 1400 110 211

1200 165 211

Incoloy 908 (aged) 1250 265 175

1280 155 175

Al 2090-T81 680 50 79

Al 2219-T87 530 45 78

Ti–5Al–2.5Sn (annealed) 1520 35 133

1291 80 125

Fe–9Ni (quenched, tempered) 1340 70 205

4340 steel (ferritic) 1750 35 200

given in ASTM E-399 [8]. A minimum specimen thickness is always necessary
to achieve plane-strain loading conditions. A clip-on strain-gage extensometer
that senses crack-opening displacement is usually used to measure crack growth.
After precracking, the specimen is loaded at the test temperature to achieve stress
intensity levels at the crack tip that are sufficient to promote additional crack
growth or immediate fracture. If the specimen fails after limited crack growth and
plastic deformation at the crack tip, usually the ATSM guidelines for linear-elastic
fracture toughness can be used to calculate the fracture toughness KIc from the
load–crack-growth curve. If more extensive crack growth and associated plastic
deformation occur prior to fracture, elastic–plastic conditions are prevalent, and
the J -integral ASTM E-813 test guidelines [9] must be employed to measure
KIc(J ).

Typical values of the fracture toughness at 4 K for common structural alloys are
listed in Table 3.1. The reader is cautioned, however, that for any particular alloy,
there can be large variabilities in the fracture toughness at 4 K that result from the
amount of cold work, heat treatment, impurity levels, grain size, amount and lo-
cation of precipitates, and specimen crack orientation relative to the orientation of
these metallurgical variables. Owing to this sensitivity of low-temperature fracture
toughness on metallurgical parameters, it is necessary to conduct fracture tough-
ness measurements at the lowest operating temperature and to use specimens with
cracks oriented in specific worst-case directions on heats of alloys selected for use.

Also included in Table 3.1 are the tensile yield strength σy and Young’s modulus
E for the same metallurgical condition corresponding to the fracture-toughness
condition. The tensile yield strength, like fracture toughness, is considerably more
sensitive to metallurgical and test variables at 4 K than at room temperature. (For
example, see the discussion of the temperature dependence of nitrogen addition
and grain size on yield strength of austenite in Section 3.3.2.1.) Therefore, tensile
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at low temperatures.

tests of actual alloy heats used for fabricating cryogenic devices are required when
the design stress levels and design yield strengths are close to each other.

The fracture toughness depends only mildly on temperature for most face-
centered cubic metals and alloys (e.g. aluminum and copper alloys, austenitic
steels). An example is the temperature dependence of the austenitic Fe–13Cr–
19Mn–0.2N steel shown in Figure 3.11. Most body-centered cubic (e.g. ferritic
and martensitic steels, refractory metals) and hexagonal close-packed alloys (e.g.
titanium and magnesium alloys) exhibit a ductile-to-brittle transition at lower tem-
peratures, as illustrated for two ferritic/martensitic Fe–Ni alloys in Figure 3.11.
The temperature range of the transition can be lowered by improving alloy purity
and, in the case of ferritic/martensitic steels, also by modifying the composition
and heat treatment.

3.3.1.2 Fatigue Crack-Growth Rate

By using identical or very similar compact-tension specimens and ASTM E-647
guidelines [10], fatigue crack-growth rates da/dN (where a represents crack
growth and N is the number of fatigue cycles) can be measured. In such tests,
crack extension is continuously monitored with strain-sensing equipment similar
to that used in fracture-toughness testing. Maximum and minimum stresses (�K
values) are never negative during these tests (R > 0). During the test, increasing
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crack extension results in ever-increasing stress intensity at the crack tip; thus, one
obtains crack-growth rates as a function of �K during each test.

Plots of log da/dN versus log �K have three stages, as depicted in Figure 3.12.
At low �K and da/dN levels, a �K threshold value is reached, below which there
is no detectable crack growth during fatigue cycling. At intermediate values of
each variable is the Paris range, where log da/dN is linear with log �K and

da/dN = C(�K )n. (3.3)

Here, C and n are constants that vary with alloy and test parameters (such as R,
the ratio of �Kmax to �Kmin). At higher �K values, crack growth is accelerated
and �K approaches the fracture toughness Kc. These concepts are illustrated in
Figure 3.12.

Fatigue crack-growth rates at 4 K of a number of structural alloys are presented
in Figure 3.13. Note that the very brittle (at 4 K) Fe–9Ni alloy has much higher
fatigue crack-growth rates than the other structural alloys. In Figure 3.13, the
“normalized” values of �K/E , plotted versus da/dN , are also included. Similar to
the case of KIc/E versus σ , plotting 4 K data in this manner results in much smaller
variability for a large range of different structural alloys. The da/dN is virtually
independent of temperature (over the range 4 to 300 K) for austenitic steels (see
Figure 3.14 for the temperature dependence of 316LN); this is likely true for most
face-centered cubic metals and alloys.
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FIGURE 3.13. Fatigue crack-growth rates for austenitic steels (304, 316, 310, A-286), tita-

nium alloys, an aluminum alloy (5083-0), an age-hardened nickel alloy (INC 750), and a

ferritic steel (9% Ni) as a function of applied �K and “normalized” �K /E .

Equation (3.3) is used to estimate the length of crack growth with prior knowl-
edge of the initial stress intensity (from crack configuration and cyclic applied
stress), initial flaw size (from NDI), and desired operating lifetime. Typically, esti-
mates of the initial flaw size are derived from estimates of the minimum measurable
size from ultrasonic inspection. Flaws may safely grow under fatigue conditions
(subcritical crack growth) until the critical flaw size (determined from fracture
toughness tests and described earlier) is reached; at that time catastrophic failure
will occur. Safety factors of at least two are employed in the design criteria to
account for measurement imprecision and material variability.

3.3.2 Austenitic Steel Advancements

Austenitic steels have been selected almost exclusively as the structural material
for restraining the magnetic forces of superconducting magnets. Their excellent
toughness and relatively high strength, combined with high elastic modulus, low
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FIGURE 3.14. A compilation of the measured temperature dependence of da/dN for

austenitic steel AISI 316LN at a constant �K of 30 MPa m1/2 and R ratio of 0.1.

magnetic permeability, low thermal and electrical conductivities, and relative ease
of welding, have led to their selection for many cryogenic applications. On the
basis of the emphasis placed on the use of austenitic steels for the principal struc-
tural alloy for the case and, perhaps conduit, for the International Thermonuclear
Experimental Reactor (ITER), a tremendous amount of research on this alloy
class has been conducted over the past 20 years. This effort includes develop-
ment of an entirely new set of commercial-grade, high-nitrogen austenitic steels
in Japan. Development of these steels followed realization, through research in the
US (NIST: Tobler, Read, Reed, Simon, Walsh) and Japan (Japanese Atomic En-
ergy Research Institute (JAERI): Shimamoto, Yoshida, Nakajima; Nippon; Kobe;
Japanese Steel Works; and Kawasaki steel companies) that adding nitrogen, rel-
atively inexpensively, to base-300-series stainless steels resulted in substantial
increases of the tensile yield strength at 4 K. Primarily strength, toughness, and
fatigue mechanical properties and contraction and conductivity thermal proper-
ties have been measured. The effects of thickness, orientation with respect to the
rolling direction, metallurgical and processing variables, and test parameters have
been studied on this alloy class for 4 K applications. This section briefly reviews
selected advances from this research over a number of decades under the subsec-
tions of strength, toughness, and alloy development. Over this period of time, a
number of reviews that include development, low-temperature properties, welding,
and utilization of austenitic steels for cryogenic applications have been published
[20–30].
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3.3.2.1 Strength

Although it has been known for a long time that nitrogen additions to austenitic
steels increases their strength, only in the past 20 years has nitrogen strengthening
been used to develop alloys for use at cryogenic temperatures [20]. The addition of
nitrogen to the melt of austenitic steels through alloying (such as adding chrome
nitride) or through gas (bubbling under positive pressure) is relatively easy and
not expensive. The addition of nitrogen increases austenite phase stability, corro-
sion resistance, and improves strength. Nitrogen occupies interstitial lattice sites
in the austenite matrix, and it is especially effective in increasing strength at low
temperatures. The temperature dependence of the nitrogen-strengthening effect
is quite strong: The addition of 0.1 wt% nitrogen increases the σy at room tem-
perature by about 50 MPa, but the same amount of added nitrogen results in an
increase in σy of about 250 MPa at 4 K—a factor of five difference. Figure 3.15
depicts the dependence of σy on nitrogen as a function of temperature [20]. The

FIGURE 3.15. Dependence of the tensile yield strength on nitrogen content for Fe–Cr–Ni

austenitic steels at 295 K, 77 K, and 4 K [31–36].
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FIGURE 3.16. Dependence of tensile yield strength on grain size in annealed AISI 316

austenitic steel as a function of temperature.

alloys with nitrogen contents above about 0.5 wt% were produced by using spe-
cial, noncommercial, pressurized nitrogen atmospheres with electroslag-remelting
techniques.

The yield strength of an austenitic steel also depends on its grain size. Figure
3.16 illustrates that smaller grain sizes result in stronger alloys and also indicates
that this strengthening effect is temperature dependent. At 4 K the dependence of
σy on grain size is approximately twice that at room temperature. Indeed, grain
size variability from 50 to 100 μm in an austenitic steel plate results in variations
of σy of ±100 MPa. In Figure 3.16, a Hall–Petch relationship is assumed: σy =
kd−1/2, where d is the average grain diameter and k is a constant.

The yield strength at 4 K is predictable for AISI 316-type austenitic steels if one
uses a linear fit for dependence on [N] content (weight percent) and a Hall–Petch
fit (d–1/2, where d is in micrometers) for the grain size dependence:

σy(MPa) = 430 + 2500[N] + 740 d−1/2. (3.4)

This relationship was obtained from regression analysis of about 100 NIST ten-
sile measurements at 4 K of AISI 316, 316LN, and 316LHN alloys produced in
the US, Japan, and Europe [21]. The standard deviation of the fit to the data is
45 MPa, and the standard deviations of the three coefficients are 20 MPa, 90 MPa,
and 116 MPa respectively. The use of Equation (3.4), or similar equations devel-
oped for other austenitic steels, enables alloy design to a preselected tensile yield
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strength by either variation of the nitrogen content or thermomechanical processing
to affect the grain size.

The addition of carbon is not as effective as the addition of nitrogen in increasing
austenitic steel strength at 4 K. The contribution from carbon is about half that of
nitrogen for equivalent weight percent additions. Additionally, carbon additions
decrease the weldability of austenitic steels and increase the tendency toward
sensitization (embrittling carbide forms at grain boundaries during cooling through
the temperature range from about 300 to 600 ◦C after welding).

The additions of solid-solution alloying elements, such as molybdenum and
manganese, contribute to strength increases at 4 K much less significantly, and
properties resulting from these additions have not been clearly characterized. Cold
work also increases low-temperature strength, but, again, data are insufficient to
provide quantitative detail.

3.3.2.2 Toughness

At low temperatures, the toughness of austenitic steels depends strongly on their
strength, nickel content, impurity level, and inclusion spacing.

At NIST, extensive testing of various commercial grades of austenitic steels at
4 K established a clearly linear relationship between decreasing fracture tough-
ness and increasing tensile yield strength (see Figure 3.17). All the strength-
ening mechanisms described in the previous section contribute to reductions of
austenitic steel toughness. Throughout the yield strength range of about 300 MPa
to 1500 MPa, the fracture toughness (both linear elastic and J -integral) was
found to decrease linearly in 4 K tests from about 350 MPam1/2 to 50 MPa m1/2

respectively.
The addition of nickel beyond the 8 wt% normally required for most spec-

ifications of austenitic steels increases the low-temperature toughness of these
steels, as illustrated in Figure 3.18 for an Fe–20Cr–4Mn base alloy with sufficient
nickel additions to ensure austenite stability. Nickel additions also increase the
stacking-fault energy. Thus, in alloys of higher nickel content, one expects less
deformation-induced martensitic transformation products (from increased nickel
stability and stacking-fault energy) and less deformation twinning (from increased
stacking-fault energy).

Cracks initiate primarily at inclusion sites in ductile austenitic alloys. Alloys
that contain fewer or smaller inclusions, usually referred to as cleaner steels,
exhibit higher toughness at low temperatures. The reduction of impurity con-
tent contributes to cleaner steels. A number of mills, at added cost, can process
austenitic steels by using electroslag remelting (ESR); this process results in con-
siderably cleaner steels. Current specialized melting practices, such as ESR, result
in phosphorus and sulfur levels below about 0.015 wt% and 0.005 wt%, respec-
tively, which is a significant improvement over conventional practices that result in
weight % ranges of 0.020 to 0.045 for these impurities. Quantitative correlations
between increasing inclusion content and decreasing fracture toughness have been
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FIGURE 3.17. Trends of the dependence of fracture toughness on tensile yield strength at

4 K of austenitic steels as influenced by variations of cold work, grain size, nickel content,

inclusions, and welding.

determined for austenitic steel welds. Estimates for 316LN base metals at 4 K were
determined by the ITER project [29]:

σy = 1080 MPa inclusion spacing = 0.06 mm KIc = 160 MPa m1/2

σ = 1080 MPa inclusion spacing = 0.14 mm KIc = 350 MPa m1/2

σ = 930 MPa inclusion spacing = 0.06 mm KIc = 210 MPa m1/2

σy = 930 MPa inclusion spacing = 0.14 mm KIc = 400 MPa m1/2

Inclusion spacings larger than 0.14 mm are found in high-purity ESR-treated
material. Weld-metal inclusion spacings are typically less than 0.10 mm.

In Figure 3.17, note that the fracture toughness of stainless steel welds is lower
than that of the base metals at 4 K for equivalent yield strength. Usually this
difference is due to the larger size and amount of inclusions within the welds,
although, in some cases, ferrite is present, and premature cracking in this phase
leads to degradation of weld toughness.
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FIGURE 3.18. Dependence

of fracture toughness at

4 K for two austenitic

steels as a function of

nickel content.

3.3.2.3 Alloy Development

A number of improved austenitic steel alloys were developed in Japan during the
early 1980s. At that time, the JAERI encouraged the Japanese steel companies
to develop extremely strong and tough austenitic steels by establishing design
objectives for structural alloys to be used in high-field superconducting magnets
of the ITER project [30]. After taking into consideration high magnetic forces
and the ability to inspect austenitic steels and then adopting fracture mechanics
principles to establish a sound fracture control plan, JAERI arrived at the alloy re-
search objectives of 200 MPa m1/2 fracture toughness and 1200 MPa tensile yield
strength at 4 K. Since construction of these objectives produces two sides of a box
on toughness–yield strength plots (see Figure 3.17), these guidelines were termed
the JAERI box. As Figure 3.17 shows, these guidelines were considerably above
the tensile and toughness properties of commercial-grade steels at the beginning
of the 1980s. The Japanese steel industry (Nippon, Kobe, Kawasaki, Japanese
Steel Works) chose to use both Fe–Cr–Ni and Fe–Cr–Mn alloys to develop six
or seven new austenitic steels whose strength and toughness at 4 K were suffi-
cient to be placed within the JAERI box. Better manufacturing practices (vacuum-
induction melting, ESR, vacuum oxygen decarburization, submerged-arc refining,
rapid cooling after hot rolling), use of higher purity alloying (e.g. electrolytic-grade
manganese) and alloy additions (nickel and, in some cases, chromium) to improve
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toughness; nitrogen to improve strength; and manganese and chromium to increase
the nitrogen solubility range) were employed. Impurities were maintained at very
low levels: less than 0.005 wt% sulfur, usually less than 0.015 wt% phosphorus,
and minimal oxygen. Use of large-capacity hot-rolling mills led to smaller, more
uniform grain sizes. This consistently small grain size, combined with hot work,
also improved the yield strength of these alloys at 4 K.

3.3.3 Nonmetallic Composite Electrical Insulation

Considerable improvements and characterization of existing nonmetallic compos-
ites and development of new composites for use as electrical insulation at low
temperatures have taken place over the last few decades. In particular, glass-fiber-
reinforced epoxy-resin matrix composites have been rather thoroughly studied.
Applications have focused primarily on turn, layer, and ground insulation and on
matrix bonding of superconducting coils. Many have made strong contributions:
Okada and Nishijima (Osaka University) in Japan; Evans (Rutherford Labora-
tories) and Broadbent (Oxford Instruments) in England; Rey (CEA/Saclay) in
France; Weber (Atominstitut der Österreichischen Universitäten) in Austria; and
Kasen, Schramm, and Simon (NIST), Fabian, Munshi, Rice, and Schutz (Compos-
ite Technology Development, Inc.), Benzinger (Spaulding Fiber, Inc.), and Reed
(Cryogenic Materials, Inc.) in the US.

Other research on composites has been directed toward low-temperature,
thermal–mechanical support structures, such as straps and struts (tubes, cylin-
ders). Adequate reviews of developments and properties for thermal–mechanical
supports have been presented previously [37,38]. This presentation is limited to
applications for superconducting coils.

Three general types of composites are prepared by different fabrication schemes
for use as electrical insulation of superconducting coils. The fabrication techniques
are high-pressure lamination (HPL), resin preimpregnation (usually called prepreg
(PP)), and resin-transfer molding (commonly called vacuum-pressure impregna-
tion (VPI) by the superconducting-coil community). Properties and characteristics
of composites fabricated by these three techniques are compared in Table 3.2. Re-
cent advances in each of these areas are presented in the following subsections.
Advances in the development of new resins, in new test techniques, and in radiation
testing and analysis are also discussed.

3.3.3.1 High-Pressure Laminates

For many years, the composite laminates used in plate or block form in supercon-
ducting coils for fill within spaces, as buffer zones, to brace incoming or outward
going leads, and for ground or layer insulation have been the National Electri-
cal Manufacturers Association (NEMA) grades G-10 and G-11. These grades are
composed of E-glass fibers and bonded within a matrix of epoxy resin. However,
as the sophistication of superconducting coil design increased, so did the need to
know more precise mechanical, thermal, and electrical properties at the operating
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TABLE 3.2. Typical properties at 4 K and characteristics of glass–epoxy composites used

in superconducting coils (50 vol.% glass content)

Type of composite

Property HPL (G-10CR) PP (TGDM–glass–Kapton) VPI (epoxy–glass)

Density (g/cm3) 1.8 1.8 1.8

Young’s modulus

(GPa)

in plane 35 22 22

through thickness 22

Shear modulus (GPa)

interlaminar 9.0 4.4 7.6

Shear strength (MPa)

interlaminar 80 40 70

Compressive strength

(MPa)

through thickness 800 800 800

Thermal contraction

295 K → 4 K (%)

in plane 0.24 0.20 0.20

through thickness 0.72 0.70 0.73

Thermal conductivity

[W/(m K)]

through thickness

(4 K/300 K)

0.030/0.55 0.064/0.47 0.062/0.50

Inspection Complete visual Complete visual No visual

Detailed electrical Detailed electrical General electrical

Repair Complete exchange

of parts

Defect cut/grind followed

by replacement PP

Not possible

Manufacture Independent of

coil fabrication

Wrap around

conduit/conductor

On line

Industrial laminate Off line Final stage

Under pressure, cure at

150–300 ◦C

Complete coil resin

cure at 110–150 ◦C

temperature of 4 K. It was discovered that the NEMA specifications for G-10 and
G-11 were astoundingly broad. Various types of E-glass cloth weaves could be
used; the volume fraction of glass varied more than 25%; many different resin
systems could be used with or without fillers (SiO2, Al2O3); the pressure and tem-
peratures for the high-pressure laminate cure were not specified; and the maximum
porosity was not specified. Whereas these broad specifications, primarily electrical,
had been sufficient for most uses at room temperature, they resulted in very large
property variations at cryogenic temperatures. With this incentive, Kasen (NIST),
working primarily with Benzinger (Spaulding) and the NEMA committees, was
successful in developing two specialized grades of high-pressure laminates that
had much narrower specifications: NEMA grades G-10CR and G-11CR. They
were developed in the late 1970s, and their low-temperature mechanical, thermal,
and electrical properties were thoroughly characterized [39,40].
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The NEMA grades G10-CR and G11-CR are produced under high pressure
(about 7 MPa). Consequently, their void content is very low and their glass content
is relatively high (55 to 65 vol.%). Thus, their mechanical and electrical properties
tend to be quite good. The laminate grades can be procured in various shapes (plates
and cylinders) and sizes (as thick as 10 cm), and other forms can be obtained by
cutting and/or grinding. Recently, however, it has not been possible to obtain G11-
CR in other than complete mill runs, owing to lack of demand for this grade.

3.3.3.2 Pre-impregnation

The use of pre-impregnation of glass cloth with resin that assumes a very viscous,
sticky (B-stage) composure, called prepreg, had limited use for the insulation of
superconducting coils. However, for the ITER central solenoid model coils (one
each was constructed in the US and in Japan) in which the react, then wind coil-
fabrication sequence was employed, the turn insulation around the conduit was
fabricated by using composite prepreg technology [41]. With this procedure after
the Nb3Sn reaction, the pre-impregnated cloth in tape form is cowound with Kapton
tape around the conduit. It is then cured and inspected prior to winding the insulated
conduit onto the coil mandrel. The resin-cure cycle is performed under pressure
(expandable silicone rubber sleeves may be used) at slightly elevated temperatures
(about 150 to 300 ◦C). Advantages of this fabrication technique include: (1) use
of Kapton film for an electrical barrier that does not impede the flow or placement
of resin is an option; (2) complete visual and electrical inspection is possible; (3)
repair procedures are relatively easy and not space restricted if local areas of the
prepreg composite sheath do not meet the inspection criteria; (4) more radiation-
resistant resin systems than the low-viscosity resins required for the VPI process
can be used when needed; (5) the pressure cure ensures a better bond between
the turn insulation and conduit; and (6) the pressure cure in combination with
the independent strength and orientation of each turn of the precured prepreg
composite (with or without Kapton) acts to preclude failure of the turn insulation
system and to limit debonding from the conduit when tensile forces are generated
between the turn insulation and conduit of the coil during cool-down or operation.
Balanced against these many positive factors are the relative novelty of this process
in the superconducting coil community, the costs that are added to procure special
orders of prepreg tape, and the time and costs for setup and pressure-curing at
elevated temperatures of the prepreg resin system after winding around the conduit.
Also, the use of epoxy-based prepreg turn insulation precludes the wind-and-react
fabrication coil procedure.

3.3.3.3 Resin-Transfer Molding (Vacuum-Pressure Impregnation)

The last step in the fabrication of superconducting coils is the transfer of resin into
the coil form to bond all turns into a monolithic structure. The three, fundamentally
different approaches to this resin-transfer process are (1) flood filling, (2) partially
sealed tool, and (3) sealed tool. In the flood-filling technique, the coil is placed
within a containment vessel, and this system is placed within a vacuum chamber.
After evacuation, resin is pumped or poured into the containment vessel. This



3. Trends and Advances in Cryogenic Materials 75

most simple system has been used for some of the coils in the CERN Atlas pro-
gram and in increasing applications of magnetic resonance imaging (MRI), where
routine coil fabrication of many similar coils is required. In the partially sealed
tool technique, the coil is placed within a resin-tight (but not vacuum-tight) tool
assembly that is then positioned in a vacuum chamber. Resin is transferred into
the tool assembly after evacuation. The sealed-tool technique consists of vacuum-
and resin-tight tooling surrounding the coil. Resin is transferred into the tooling
following evacuation. Traditionally, this technique has been used on one-of-a-kind
coils and on most large-scale coils.

A detailed report [42] of the very large-scale VPI process for the US ITER central
solenoid model coil (about 2.7 m in diameter and about 2.84 m high) includes resin
data, laboratory resin-flow research and trial runs, resin-injection equipment, large-
scale trial runs, model-coil tooling and temperature and pressure control, and input
data during the transfer of 1400 L (370 gal) of resin into the coil. To assist resin flow
for the VPI process and to provide strength, glass-cloth tape is wound around each
conduit or conductor prior to assembly into coil form. The resin plus glass cloth
form a glass–epoxy composite whose strength depends on the volume fraction of
glass, the amount of porosity within the cured resin, temperature, radiation, and
orientation of the applied stress relative to the orientation of the glass-cloth layers.
Interlaminar shear strengths (with cracks running only through the matrix resin)
are always lower than in-plane tensile or compressive strengths. During the past 20
years, the effects of many of the variables listed above on the orientation-dependent
strengths of glass–epoxy composites have been investigated. The influence of
radiation (so important for potential superconducting magnets for fusion and high-
energy physics) on VPI composite mechanical properties at low temperatures has
been examined. In most superconducting coils that are exposed to large radiation
doses (especially neutron), the glass–epoxy composite formed by the VPI process
has been considered the weak mechanical link in the complex superconducting
coil structure.

Unfortunately, use of the VPI-produced composite structure as an integral elec-
trical insulation system presents problems:

� The setup and process is time consuming, expensive, and very detailed to prevent
vacuum and resin leaks and to ensure complete resin flow throughout the coil.

� The resulting glass–epoxy composite insulation cannot be inspected, and internal
defects are not repairable.

During the resin impregnation process, the flow of the resin throughout the entire
coil, usually from the resin inlet at the coil bottom to the outlet(s) at the top of the
coil, may be irregular and follow the path of least resistance. This may result in
areas void of resin within the coil. Sometimes, these voids cannot be seen from
the surface of the coil. Even if they are observed, they are seen only after resin
cure and removal of the coil tooling. Thus, the builder is faced with the dreaded
decision of either accepting the flawed coil or starting the fabrication process all
over again. Intuitively, design of one-of-a-kind, noncommercial coils should strive
for the independent mechanical and electrical integrity of the turn, layer, and ground
insulation through the use of high-pressure laminates and prepreg composites.
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3.3.3.4 Test Techniques

Glass fibers act to both stiffen and strengthen glass–resin composites. They stiffen
because their elastic moduli are considerably higher than the resin. They strengthen
because the fibers act as crack arrestors: cracks prefer to grow through the resin
matrix, not through layers of glass cloth. Thus, crack propagation under inter-
laminar shear always is rather easy, as there are no glass layers along this path
to impede crack growth. This results in relatively low values of the interlaminar
shear strength. However, the interlaminar shear strength depends on the associated
normal stress, whether that be in compression or tension. In superconducting coils,
cool-down and magnetic forces produce both interlaminar shear and, usually, nor-
mal compressive forces on the glass plies of the turn insulation. A new test was
developed to measure the “shear/compression” strength of composites [43]. This
test enables variation of the ratio of applied interlaminar shear to normal com-
pressive stresses on composite or bonded specimens at any desired temperature
(see Figure 3.19 for specimen and loading details). A plot of shear/compression
properties for a VPI E-glass cloth–epoxy composite is shown in Figure 3.20. Fa-
tigue tests can also be conveniently conducted with this measurement procedure.
In Figure 3.20 note that the fatigue strengths at 105and 106 cycles at 76 K are
included. From the figure, static and fatigue strengths can be easily compared and
design envelopes with appropriate safety factors obtained.

This shear/compression test has been used during the past 15 years to quantify
the applicable properties of various proposed insulation systems and to assess the
radiation sensitivity of resin systems. They may also be used to provide quantitative
design criteria to establish maximum allowable shear/compression operation stress
levels.

FIGURE 3.19. (a) Schematic of test fixture and specimens used to load two composite

insulation specimens in shear and compression. (b) Specimen configuration (later specimens

were circular in shape) and mold used to fabricate specimens using either the VPI or PP

process.
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FIGURE 3.20. Combined shear and compressive stress to cause failure of VPI fabricated

epoxy as-received (AR) S-glass specimens with about 50 vol.% glass under static loading

(4 K and 76 K) and after 105 and 106 fatigue cycles at 76 K for various loading angles (ratio

of shear to compressive stress).

During this time period, the dramatically increased computer capabilities have
led to more precise and comprehensive finite-element stress analyses for super-
conducting coil insulation systems. These analyses have been assisted by mea-
surements of some of the nine elastic constants for the orthotropic fiber-reinforced
composites. Unlike isotropic metals, along the three major axes of fiber-reinforced
composites (warp, fill, through-thickness for glass-cloth reinforcement), both ten-
sile/compression and shear elastic constants and the associated Poisson’s ratio are
all distinct. Even now, additional ultrasonic or resonance measurements at low tem-
peratures could increase the accuracy of these constants and indicate their variabil-
ity with glass content and processing pressure. However, the inclusion of detailed
stress analyses combined with improved compression and shear-strength measure-
ment techniques has led to the inclusion of mechanical properties in the design
criteria for composite electrical insulation for large superconducting coil projects.

3.3.3.5 Radiation: Resins and Coatings

Most applications for superconducting coils in the recent past have been for MRI
medical equipment; large, high-energy physics facilities; and fusion plasma con-
tainment (ITER). In the latter two applications, coils must operate in a radiation
environment. Nonmetallic composite matrix resins are usually the most radiation-
sensitive component within these coils. Consequently, there have been a number of
studies to characterize the more sensitive mechanical properties at 4 K to radiation
dose or neutron fluence. Associated with these studies has been the introduction
of new resin and insulation systems that are more radiation resistant. Leaders in
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the development of these potentially better systems have been Evans, formerly of
Rutherford–Appleton Laboratories in England, Composite Technology Develop-
ment, Inc. in the US, and Nishijima and Okada of Osaka University in Japan (JA).

Some of the resin systems that have recently been used in large-scale magnets
projects are1

DBEBA/anhydride epoxy CERN Atlas VPI
JA (central solenoid coil) VPI
EU (toroidal field coil) VPI

DGEBF–anhydride US (central solenoid coil) VPI
DGEBF–DETD–PPGDGE CERN Atlas VPI
TGDM–aromatic amine US (central solenoid coil) PP (turn insulation)

Other systems have been developed and proposed for use in superconducting
coils that are exposed to very large radiation doses (>5 × 107 Gy) [44–48]:

cyanate ester VPI
cyanate ester–polyimide VPI, HPL
cyanate ester–epoxy VPI, HPL
ceramic PP, coating
ceramic–epoxy VPI

The cyanate ester systems are more radiation resistant than the epoxy systems
listed earlier, but, unfortunately, they are quite a bit more expensive. Cyanate
ester–epoxy or polyimide blends have been proposed to reduce the added costs
somewhat. Utilization of ceramic prepreg or coating, wound around or applied to
the conductor, enables the use of the wind, then react, coil-fabrication procedure.
The ceramic prepreg, after curing to a green state at around 150 ◦C, will solidify
and withstand the Nb3Sn reaction heat treatment of 600 to 700 ◦C for about 240 h.
Research has also been directed toward application of a ceramic coating directly
on the conductor and to anodization, if the conductor is aluminum; both of these
possibilities enable the use of the wind, then react, coil-fabrication sequence.

After radiation at low temperatures and warming to room temperature H2, CO,
and CO2 gases are formed in epoxy resin systems. Some of the gas molecules
diffuse and escape from the composite surface, especially the smaller H2 molecules.
Typical gas evolution rates of about 1.2 cm3/g · MGy have been measured for epoxy
resin systems; the evolved gas is primarily hydrogen [49]. This evolved hydrogen
gas must be considered a safety issue during coil warm-up.

Some of the gases, mostly the larger CO and CO2 molecules that have more
trouble diffusing through the matrix, remain trapped within the composite and
contribute to internal swelling. Swelling as much as 5 to 6% in the through-
thickness direction of glass–epoxy composites has been reported for dose levels of
5 × 107 Gy [50]. Similar measurements along in-plane directions revealed no

1 DBEBA: diglycidyl ether of bisphenol-A; DGEBF: diglycidyl ether of bisphenol-F;
DETD: diethyl toluene diamine; PPGDGE: polypropylene glycol diglycidyl ether; TGDM:
tetraglycidyl diaminodiphenyl methane.
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evidence of swelling. Quite obviously, the presence of swelling would contribute
to increased compressive stress in the through-thickness direction of the insulation
systems.

When conducting tests to assess the radiation sensitivity of various matrix resin
systems within glass–resin composites, it is very important that the test be designed
so that the crack path proceeds within the resin system and does not have to
intersect layers of glass cloth, for it is the resin that is sensitive to radiation;
glass remains insensitive at radiation levels normally contemplated for use in
superconducting coils. Interlaminar shear testing results in crack initiation in the
resin system and growth within the resin layers bounded by the laminar glass cloth.
All other compression and shear tests result in crack-growth intersection with
glass-cloth layers. Many such cryogenic tests have been reported in the literature.

3.3.4 Superconductors

Rapidly following the identification of the presence of high-temperature supercon-
ductivity in the Ba–La–Cu–O alloy system by Bednorz and Muller [51], reported
in 1986, Y–Ba–C–O superconductors with Tc values slightly above 90 K were
discovered. This stimulated research in four new areas: (1) the search for even
higher Tc superconductors; (2) the characterization of these new high-Tc super-
conductors; (3) optimized processing and chemistry of the new superconductors;
and (4) applications incorporating the use of these new superconductors.

The obvious potential for practical applications of high-Tc superconductivity has
produced a rapid acceleration in research on this topic and, since at many agencies
total research is a “zero-sum game,” the new focus may have been responsible for
corresponding decreases in research on other aspects of cryogenic materials (see
Figure 3.4 for comparisons). The very significant advances from research on low-
and high-Tc superconductors are not detailed here.

3.3.5 Other Advances

Other areas of cryogenic materials research over the same time period that, perhaps,
should have been included in this review are listed here.

For ITER, the US conduit structural alloy Incoloy 908 (an age-hardened, nickel-
based alloy) was developed at MIT and International Nickel Co. [52]. It has the
desirable traits of matching thermal contraction to the conductor and excellent low-
temperature strength, toughness, and stiffness. The alloy suffered from possible
stress-accelerated oxide precipitation at the grain boundaries during the Nb3Sn
reaction treatment; considerable research was performed to minimize the effects
of this trait.

The mechanical properties of the new Al–Li alloy series and its welds at low tem-
peratures for aerospace use were extensively studied [53]. These alloys are stronger
than the industry standard, i.e., 2219-T87, and their toughness is good in certain ori-
entations. However, the grain structure of the commercial alloys is very laminated
and, consequently, they tend to delaminate when tested in certain orientations.
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Composites for use as structural reinforcement for cryogenic tankage or for
thermal–mechanical strap or strut supports have also been studied at low temper-
atures [54]. For these applications, the composite-fabrication technique is usually
filament winding. With filament winding, fiber tows can be oriented as desired
under winding tension (to ensure straightness). Carbon, boron, S- and E-glass, and
alumina fiber–epoxy matrix composites have been tested for their low-temperature
properties.

3.4 General Discussion

Over the time frame considered, materials research at low temperatures has in-
creased, but there are signs that the effort has leveled off during the past 10 years.
Within this time span, superconductor R&D has steadily increased, but structural
material and insulation-oriented R&D has correspondingly declined. The discov-
ery of higher Tc superconductivity in 1986 provided the spark for increased inter-
est in superconductors. During this time frame, the low-temperature strength and
toughness of structural alloys have been improved sufficiently to meet the current
needs for cryogenic applications. Research on electrical and thermal insulators has
also achieved an adequate status quo, with available materials and properties to
meet most application needs. There are many exceptions to these very general state-
ments: electrical insulation materials for superconducting coils are very sensitive
to radiation requirements and to coil fabrication conditions and sequence; conduit
alloys for large-scale coils, such as ITER, require further R&D to justify their se-
lection and use. Research related to space propulsion and vehicles has experienced
a relative dearth of activity over the past 30 years, and R&D on thermal insulation,
superconductivity, structural alloys and composites, as well as fracture control,
would likely prove very productive for materials used in advanced space structures.

But, when one looks back, it is clear that the cryogenic materials community
has come a long way. Reliable fracture control practices are usually in place for
critical cryogenic structures. The structural alloys (austenitic steels, aluminum
alloys, Fe–Ni alloys, age-hardened nickel-base alloys, and titanium alloys) are
well characterized, and much experience has been gained in the joining of these
alloys and in their use. We now know the important properties of most composites at
cryogenic temperatures, and many glass fiber–epoxy and some carbon fiber–epoxy
composites are now in use at low temperatures. Early work on thermal insulation
and later R&D of electrical insulation has led to a large body of low-temperature
data for these materials.
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Abstract

Nonmetallic materials are used for electrical and thermal insulation and structural
elements. Ceramics are important for high-frequency insulation and support ele-
ments under compression. Polymers are applied for impregnation and as a matrix
for fiber composites under compression. Fiber composites are used for lightweight
construction and for fatigue-resistant and tensile structural elements.

The following properties will be considered:
• Modulus • Thermal conductivity
• Strength • Thermal expansion
• Stress-concentration factor • Electrical resistivity
• Fracture energy • Dielectric damping
• Mechanical damping • Electric strength
• Specific heat
A brief treatment of functional nonmetallics is given in Section 4.3.4.

4.1 Introduction

Each period in the history of mankind is characterized by special materials: wood,
stone and bones were the first nonmetallics used:

� The application of stone is older than the International Cryogenic Materials
Conferences (ICMCs).

� The application of carbon fiber composites, however, is younger than the Cryo-
genic Engineering Conference.

Low-temperature technology has been triggered by superconductivity. However,
superconducting applications include the use of nonmetallic insulators and struc-
tural elements. Polymers and composites, especially for cryogenic applications,
were considered unimportant in the 1970s. In fact, the design study for the Large
CERN-Collider was modified partly because of the lack of data on insulating and
structural materials.
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The organization of several ICMCs on nonmetallics in Munich and Heidelberg,
Germany, in Geneva, Switzerland, and in Hawaii greatly assisted in the accumula-
tion of low-temperature data. The need for cryogenic nonmetals was enhanced by
new applications. In addition to superconductivity, hydrogen technology is now
becoming important. Liquid hydrogen is under consideration as a fuel. Hydrogen
motor cars work rather well; however, logistical problems arise from hydrogen
distribution. Especially important for a clean environment is the introduction of
hydrogen propulsion in airplanes. For all these developments, nonmetallic mate-
rials, especially fiber composites and ceramics, are necessary.

4.2 History and Materials Development

The oldest nonmetallic, structural materials are stone, wood and bones. Stone is a
strong and cheap material, but is expensive to shape.

The application of clay offered much more flexibility in shaping earthenware,
but it is brittle and weak. Probably in ancient times, when people heated their
meals in clay pots they realized that clay became harder when exposed to fire.
Thus, ceramics began to be produced about 6000 BC. Since 4000 BC, ceramic
wares were produced in special stoves in factories.

Glass production started in Egypt at about the same time by mixing and heating
of quartz, sodium, and lime. Then, glass was used for screening metallic parts, and
later on for glassware. Strings of glass were used to reinforce bottles.

Roughly at the same time, metal production became important in the Far East.
It is astonishing that gold was the first metal to be used by mankind. The rea-
son for its early application comes from its easy production. Gold is an in-
ert element and can be obtained directly in its pure state. Copper was the next
metal worked by man, since 3500 BC. It is known that extensive copper mining
started as early as 2500 BC. Reduction processes necessary for copper produc-
tion had been well developed at that time. From 2000 BC, bronze alloys be-
came a common material, initiating the Bronze Age. Iron production is more
complicated, since several chemical processes and heat treatments are neces-
sary. In antiquity, iron was more expensive than gold. Iron production started
in the Far East in about 1800 BC; steel production began somewhat earlier in
Armenia. After that time, there was a long time period without great material
developments.

In 1870, the properties of liquid crystalline polymers were described (but never
used until 1970). They consist of strong polymer segments that are able to align
themselves. In the direction of alignment they are very strong and could be used
as fibers.

Production of fiberglass started in 1930. At that time, the matrix of fiber com-
posites was bakelite. It is important to note that geometric shape determines the
strength of a material. Fiber geometry strongly influences fracture strength and
elongation. Fibers are much stronger than bulk material. The modulus, however,
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is unaffected by shape. After 1950, polymer production started on an industrial
scale. Polymers were used also as a matrix for fiber composites. For fiberglass,
the most important application worldwide, started in recent years, was optical data
transmission and telecommunication. A pair of 0.1 mm thickness fibers can be
used for a simultaneous optical transmission of nearly 2 million phone calls, both
for terrestrial and transoceanic lines.

The invention of carbon fibers in 1970 increased the importance of fiber com-
posites. Several types are produced: high-strength fibers, high-stiffness fibers, and
intermediate grades. Common to all carbon fibers is their strong fatigue resistance.
Their low-temperature thermal contraction is nearly zero; thermal conductivity is
low only at low temperatures.

Kevlar fibers, produced since 1970, consist of aligned aramide molecules that
are connected by hydrogen bridges and Van der Waals forces. They are strong in
the fiber direction, but weak in the perpendicular direction. The thermal expansion
coefficient is negative (they expand when cooled).

Superconductivity of niobium alloys at temperatures near 4 K was discovered
in 1911, but real applications started much later. Superconducting magnets have
been built on a technical scale since 1960. The problem is the very low temper-
ature needed for their operation. Superconducting high-Tg ceramics, discovered
in 1980, have the great advantage of working at much higher temperatures. Their
disadvantage is brittleness.

The history of materials development is sketched in Figure 4.1.

4.3 Applications and Properties

4.3.1 Ceramics

The following applications are important for ceramics:

� Electrical resistivity
� Devices with low dielectric losses
� Dielectrics in condensers
� Devices for high voltage
� Thermal insulation
� Support elements under compression
� Fatigue-resistant elements

There are special types of high-Tg ceramics which become superconducting
when cooled. The functional ceramics for piezo-, ferro-, or pyro-electrical appli-
cations are described Section 4.3.5. These types of ceramic contain dipoles, which
can be oriented by electrical, thermal, or mechanical loads.

4.3.1.1 Properties of Ceramics

Vessels used by ancient mankind were made out of clay, which was transformed
into ceramic by heat treatment. The basic process is dehydration of, e.g., aluminum
silicate hydrate.
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FIGURE 4.1. History of material development.

The properties of ceramics are determined by

� Chemical composition
� Density and porosity
� Grain size
� Mixing of different ceramic types

Ceramics (e.g., Al2O3) are known to have a very high (probably the highest)
compressive strength, which is rather independent of temperature. The ceramic
compound Al2O3 has the highest compressive strength of ∼4.5 GPa at room
temperature.
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The tensile strength of ceramics is much lower and also independent of temper-
ature. The description of this property is difficult, since it is influenced by different
stress concentrations at microcracks, voids, or dislocations.

The elastic modulus is rather high; tungsten carbide has the highest value of
∼720 GPa at room temperature. Common ceramics exhibit values in the range
∼200–400 GPa at this temperature.

The modulus is strongly dependent on grain size and density (porosity), which
is determined by the production method. The strong influence is demonstrated for
Al2O3values at room temperature, where the elastic modulus is ∼410 GPa for
100% density and ∼250 GPa for 88% density.

Degradation by fatigue loading is rather low for tensile threshold cycling
(R = 0), but higher for tension–compression loading (R = −1).

The critical stress concentration factor KIC and the critical fracture energy GIC

for ceramics are rather low. Crack initiation is enhanced because of low KI values,
and during crack propagation little fracture energy GI is consumed. This is the
reason for the brittleness of ceramics. Most ceramics show values in the following
ranges:

KIC ≈ 2–8 MPa m1/2

GIC ≈ 0.02–0.05 kJ/m2.

Glass shows values still lower by an order of magnitude. For comparison, steel
has much higher values: KIC ≈ 70–150 MPa m1/2 and GIC ≈ 6–12 kJ/m2.

The thermal conductivity κ of most ceramics is low, and values range from 3 to
100 W/mK at room temperature. SiC has a higher value, similar to that of metals,
namely 30–200 W/mK at this temperature. The large data spread is due to grain
size and porosity.

The specific heat of ceramics is high relative to a volume or weight basis. Heat
storage is achieved mainly by using ceramics. There are several ceramics which
have the same molecular weight and, therefore, a similar specific heat. For example,
the specific heat for AlN, Al2O3, and SiC at room temperature is ∼0.7–1.0 J/(g K),
but for ZrO2 it is ∼0.45 J/(g K). At low temperatures the specific heat decreases.
At −200◦C, the specific heat is lower by an order of magnitude. Above the Debye
temperature, the specific heat is essentially constant.

Thermal expansion of ceramics and glass-ceramics is very low, being about
0–0.5 × 10−6/K for glass-ceramics and 0–5 × 10−6/K for glass at room tempera-
ture.

Electrical insulation is one of the main applications for several types of ceramics,
both for dc and ac applications. Electrical insulation includes low electrical resis-
tivity, low dielectric losses, and a high breakdown voltage. These requirements are
realized by several ceramics.

The electrical resistivity of ceramics exhibits a wide band of values. The specific
resistivity comprises at least 20 orders of magnitude. The highest specific resistivity
at 300 K has been found for Al2O3, namely 1014 � cm. It increases at lower
temperatures. As already mentioned, SiC has a low resistivity at room temperature
of 0.1–100 � cm, similar to that of metals.
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The dielectric loss factor is very low, e.g., for Al2O3 at 300 K it is approximated
by tan δe ≈ 10−4 to 10−5. At low temperatures the values are still lower.

The dielectric strength of ceramics is very high, comparable to that of fiberglass
composites. For a gap of 1 mm it is 40–110 kV/mm. The breakdown voltage by
no means is a linear function of the gap width. Dielectric properties are important
for capacitors. There are special types of ceramics, such as barium titanate, with
a dielectric permittivity as high as 10 000. The high value comes from a strong
interaction of dipoles within the material. A disadvantage is the low breakdown
voltage and the fact that this value is realized only at high temperatures. A com-
promise has been achieved by alloying with other materials (e.g., ZrO2). Most
ceramics have lower values because of lower dipole interactions (εe ≈ 3–10 at
room temperature). The permittivity decreases somewhat at low temperatures.

4.3.2 Polymers

Polymers have these main applications:

� impregnation (e.g., of superconducting coils)
� matrix of fiber composites
� high mechanical damping capability
� electrical insulation
� thermal insulation
� heat storage

The properties are somewhat influenced by the amorphous, semicrystalline,
or cross-linked structures of polymer chains. Liquid crystalline polymers consist
of rigid segments with self-orientation. Polymer properties are more difficult to
describe, since two different binding potentials are involved:

� weak Van der Waals potential between chains
� strong covalent potential within chains

Special low-temperature properties and processes are discussed in the following
subsections.

4.3.2.1 Low Temperature Asymptotic Behavior of Polymers

Many polymers show similar mechanical and thermal properties at very low tem-
peratures whether they are amorphous, semicrystalline, or cross-linked polymers.
The first example is given in Figure 4.2 for the elastic modulus E below 15 K
(the results are analogous for the shear modulus) [1]. Polymers are very ductile at
elevated temperatures, but they become brittle at low temperatures; for example,
the fracture strain at 4 K is ε ≈ 2 % for most polymers.

The specific heat is independent of chemical composition even up to tempera-
tures of 100 K. This is shown for four different cross-linked polymers in Figure 4.3.
The great similarity of values is surprising [2].
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For amorphous thermoplastics or semicrystalline polymers, the results are analo-
gous; however, the range of values shifts somewhat. An interesting feature is the
temperature dependence of the specific heat C . Several vibrating modes with differ-
ent temperature dependencies are involved and overlap. At very low temperatures,
tunneling vibration prevails:

C ∝ T below 1 K (tunneling vibrations).

At low temperatures, only long-wavelength chain vibrations of low energy
(interchain vibrations) in the weak Van der Waals potential can be activated. Lon-
gitudinal standing phonon waves in three dimensions are possible, which lead
to

C ∝ T 3 T ≈ 2 K to 10 K (interchain vibrations).

Because of intrinsic chain stiffness, three-dimensional transverse vibrations are
also possible, which leads to

C ∝ T 1/2 T ≈ 10 K to 50 K (bending vibrations).

At higher temperatures, short-wavelength, one-dimensional standing waves
within the covalently bonded polymer chains become dominant. Here, the spe-
cific heat is proportional to the absolute temperature, or

C ∝ T (one-dimensional intrachain vibrations).

For the transverse component it is evident that

C ∝ T −1/2 (one-dimensional bending vibrations).

Each of these contributions becomes dominant in a certain temperature range,
as shown in Figure 4.3.

The mechanical damping (loss factor) tan δ of most amorphous polymers is
similar at very low temperatures:

tan δm ≈ 10−3 at 4 K to 15 K.

Dielectric damping, however, is different within polymers, since dipole moments
specific to the material are involved. But the ratio of mechanical to dielectric loss
factors is a polymer-specific constant independent of temperature [3]:

tan δe/tan δm = f (μ).

The ratio is a function of the mean dipole moment μ of the polymer considered.
In Figure 4.4, the mechanical and dielectric loss factors are plotted versus tempera-
ture. On the semilogarithmic ordinate, both loss factors are shifted by a constant
value, i.e., they differ by a constant factor.
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FIGURE 4.4. Mechanical (dashed line) and dielectric (solid line) loss-factors: (a) HDPE:

high-density polyethylene; (b) PS polystyrene [3].

Fatigue behavior at 77 K is shown in Figure 4.5 for two polymers [4]. The
fatigue endurance limit after 107 load cycles is rather low. It should be mentioned
that moduli do not degrade remarkably in uniaxial fatigue cycling.

4.3.2.2 Electrical Properties

Dielectric damping was introduced in the preceding section. The topics of this sec-
tion are electrical resistivity, permittivity, and breakthrough voltage (or dielectric
strength).

Electrical resistivity is rather high for polymers. The specific resistance is on
the order of

ρ ≈ 1012–1013 � cm at RT.
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FIGURE 4.5. Wöhler curves of some polymers at 4 K and 77 K. EP: epoxy E 162/E 113,

Shell [4]; PEEK: polyether ether ketone.
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FIGURE 4.6. Dielectric permittivities and loss factors of polymers as a function of

temperature.

The dielectric permittivity ε′ of polymers is a strong function of the temperature,
since dipole orientations by an external field are involved. At very low temperatures
no orientation is possible and only a constant electron polarization remains. As is
shown in Figure 4.6, the constant electron permittivity is about ε′ ≈ 2. The range
of ε′ for polymers is ε′ ≈ 2−15.

Dielectric strength is a function of temperature, since different modes of con-
ductivity are activated at different temperatures (see Figure 4.7). It is also a strong,
but not linear, function of the thickness of the insulator. A stack of many thin foils
withstands a much higher voltage than a foil of the same total thickness. In a thick
foil, a large electron avalanche develops. With many thin foils, these developments
are stopped many times.

4.3.2.3 Boundary Scattering

Thermal conductivity of semicrystalline polymers at elevated temperatures is
higher than that of amorphous polymers [5]. Below 30 K, however, they show
lower values because of boundary scattering of the phonons at the crystallites.
This effect becomes dominant only at very low temperatures and only for very
small filler particles. Smaller filler particles have a larger total surface per filler
content. The smaller the particle, the higher is the total boundary resistance and
the lower is the thermal conductivity. Consider the following example. The ther-
mal conductivity of polymers at 2 K can be reduced by a factor of 50 when filled
with φ ≈ 1 μm glass particles to 30 vol.%. The thermal resistance of the filler is
negligible compared with the boundary resistance.
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Figure 4.8 shows the thermal conductivities of semicrystalline and amor-
phous polymers. At low temperatures the thermal conductivity of semicrystalline
polyethylene (PE) becomes lower than that of amorphous polymers, e.g., PC or
PVC. This is a consequence of boundary scattering at low temperatures.

4.3.2.4 Glass Transitions of Polymers

It has been shown in the last section that, at low temperatures, most properties
are rather independent of chemical composition. This is true only below the glass
transition temperature Tg. Most glass transitions start above 100 K. Tg marks the
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unfreezing of a molecular group depending on its chemical composition. Several
groups can be arranged in two (or more) positions. The transition between both
positions is hindered by binding forces. They can be overcome by high thermal
(vibrating) energy together with applied external energy. There is a time delay
between load and reaction. This time shift causes damping, which is given by the
loss factor tan δ. At Tg, the loss factor tan δ has a damping peak. Temperatures
above Tg cause the expansion and chain segments gain more thermal mobility. The
following changes occur above Tg:

� Modulus and strength decrease (larger chain distance, lower binding density)
� Thermal expansion increases (more volume involved)
� Mechanical and dielectric damping increase (damping peaks at Tg)

In Figure 4.9 the rise of the thermal expansion coefficient at the glass transition
temperature is shown for several semicrystalline polymers [6].

4.3.3 Fiber Composites

Fiber composites are used mainly for the following applications:

� Reduced-weight construction
� High-tensile or high-stiffness elements
� Fatigue-resistant elements for carbon-fiber composites
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TABLE 4.1. Fiber properties at room temperature

σ (GPa)

Tensile Comp.

Modulus ε tensile Fatigue Thermal

Fiber (GPa) (%) strength expansion

Carbon High Very high Medium Medium Very high Very low and

high tensile negative

300–500 4–8 1–2 1.5–2

high modulus Very high Medium Medium Low Very high Zero

500–900 2–3 1–2 <1

Kevlar Medium High Low High High Negative

130–180 3–4 2–3

Glass Low Very high High Very high Medium Medium

70–90 3–6 2–3 3–5

Ceramic Medium Medium High Low Low Medium

(SiC, Al2O3) 200–350 2–3 2–4 <1

� Electrical insulation for glass-fiber composites
� Thermal insulation
� Compensation elements with negative thermal expansion
� Zero-expansion elements
� Cryostats for hydrogen tanks (motorcars and airplanes)

Composite properties depend on the following parameters:

� Fiber type. The specific merits or disadvantages of fiber types are summarized
in Table 4.1.

� Fiber thickness. Thin fibers exhibit improved mechanical properties. The usual
thickness is about 7 μm. Only ceramic fibers are produced with a large thickness
of about 20 μm.

� Fiber volume. This property is especially important in the thickness direction
for nondirectional properties.

� Matrix type (rigid epoxy matrix, flexible thermoplastic matrix, ceramic matrix).
The matrix type is important for several properties. Astonishing is the fact that the
matrix controls the fatigue endurace limit of Wöhler curves. We have verified this
behavior on many carbon-fiber matrix systems. Figure 4.10 shows an example

FIGURE 4.10. Strain life diagrams

of UD–carbon-fiber composites

with different matrices [7].
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FIGURE 4.11. Thermal expansion

coefficient α for several angle plies

versus fiber angle [8].

for unidirectional composites with one fiber type but several matrices [7]. At high
load cycles a lower fatigue degradation has been found for rigid epoxies than for
different thermoplastic matrices. The reason is not very clear, but microscopic
inspections suggested that different fracture mechanisms are developed during
cycling. Transverse cracks are found in epoxy matrices and defibrilation occurs
with thermoplastic matrices.

� Fiber–matrix interface.
� Fiber arrangement (unidirectional, cross-plies, and angle plies). Fiber arrange-

ment at ±ω angles allows for a great variation of properties. The following
arrangements are important for applications of carbon and Kevlar composites:

ω ≈ 0◦

ω ≈ ±30◦negative thermal expansion (the magnitude

is about that of steel, but with a negative sign)

ω ≈ ±45◦zero-expansion composites.

The thermal expansion coefficient is shown versus fiber angles ±ω in
Figure 4.11.

The thermal conductivity is also controlled by fiber orientation. As is seen from
Figure 4.12, this is true at elevated temperatures. At decreasing temperatures,
however, a small-value band is approached rather independent of fiber angles. The
reason for isotropic behavior is the phonon wavelength, which becomes larger than
the fiber distance at very low temperatures. The general results for unidirectional
composites hold: static values are controlled by the fibers; the fatigue endurance
limit, however, is strongly influenced by the matrix. A rigid epoxy matrix yields a
higher value than a thermoplastic one [8].

4.3.3.1 Properties in the Thickness Direction

The following properties depend on the fiber volume, but not on the fiber direction.
The specific heat is related to the mass of fiber composites. In addition, the specific
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FIGURE 4.12. Thermal conductivities of differently arranged carbon fibers [9].

heat is rather independent of the fiber type, at least for fiber glass and carbon; this
is shown in Figure 4.13 [10].

Permittivity ε′ and dielectric loss factor tan δ are shown in Figure 4.14 [2].
The dielectric strength is rather high, especially for fiber-glass compos-

ites. The highest values for materials at room temperature are probably about
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FIGURE 4.13. Specific heats of
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composites versus temperature.

�, ◦: E-glass-fiber composites;

×: carbon-fiber composites.
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FIGURE 4.14. Permittivity ε′ and dielectric loss factor for different fiber-glass composites.

50–100 kV/mm for a 1 mm gap. At low temperatures, the values are even higher
because the dielectric strength of the polymers is increased.

The specific resistivity at room temperature is on the order of 1016 � cm for
fiber-glass composites and 104 � cm for carbon-fiber composites.

4.3.4 Functional Nonmetallics

4.3.4.1 Superconducting Ceramics

Several high-Tg ceramics, e.g., yttrium ceramics, have been discovered that become
superconducting by moderate cooling (about −180 ◦C). A rather high current
density is maintained in high magnetic fields. The critical current density versus the
magnetic field strength (induction) is shown in Figure 4.15 at constant temperatures
for each material [11]. A current density of ∼107 A/cm2 can be achieved at low
fields and temperatures.

4.3.4.2 Conducting Polymers

Several polymers with alternating single and double bonds in the chain backbone,
e.g., polyacetylenes, can be made conducting by doping with fluorine or bromine.
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The double bonds are shifted by an external voltage and cause electron transport.
The conductivity is rather high, on the order of ∼102−104/(� cm) at room tem-
perature for conducting polymers. The disadvantage is the soft consistency of that
material. It would be a lightweight electric conductor.

4.3.4.3 Conducting Carbon Fibers

Carbon fibers can also be made more conductive than copper by doping them with
fluorine or bromine.

4.3.5 Polarization Properties

Several ceramics or polymers contain dipoles which can be oriented by an electrical
field, by stirring or by freezing under strain at decreasing temperatures.

Piezoelectric materials convert the field strength applied into strain, and vice
versa. The most reactive ceramic is barium titanate. Its coefficients are g = 400 ×
10−12 m/V and d = 590 pC/N. The reaction of the polymer is lower by a factor of
100; e.g., consider polyvinydilene difluoride and quartz. An electric signal can be
induced by strain, and vice versa.

Ferroelectric materials convert an electrical field change into a temperature
change.

Pyroelectric materials are able to freeze-in field-induced polarization by de-
creasing temperatures under the application of an electrical field. Such materials
include polyvinydilene difluoride, polyvinyl chloride, and barium titanate. The
pyroelectric constant b for PVC at room temperature is 4 × 10−6/(cm2 K).
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Abstract

During the past 50 years, the use of digital computers has significantly influenced
the design and analysis of cryogenic systems. At the time when the first Cryo-
genic Engineering Conference was held, thermodynamic data were presented in
graphical or tabular form (the “steam table” format), whereas thermodynamic data
for cryogenic system design is computer generated today. The thermal analysis
of cryogenic systems in the 1950s involved analytical solutions, graphical solu-
tions, and relatively simple finite-difference approaches. These approaches have
been supplanted by finite-element numerical programs which readily solve com-
plicated thermal problems that could not be solved easily using the methods of
the 1950s. In distillation column design, the use of the McCabe–Thiele graphical
method for determination of the number of theoretical plates has been replaced by
numerical methods that allow consideration of several different components in the
feed and product streams.

5.1 Introduction

The first Cryogenic Engineering Conference was held at the National Bureau of
Standards (now National Institute for Standards and Technology) Laboratories in
Boulder, Colorado, on September 8, 9, and 10, 1954. During the 50 years following
that initial conference, the use of digital computers has significantly influenced the
principles and techniques used in the design and analysis of cryogenic systems.

In the 1950s, the primary computational tool used by cryogenic engineers and
scientists was the slide rule. In fact, the ubiquitous slide rule attached to the stu-
dent’s belt was one of the identifying characteristics of university engineering and
science students. In the 1970s, the hand-held electronic calculator replaced the
slide rule as the technical computational tool. Today, engineers and scientists use
the laptop computer for many of their design and analysis activities.

The computers of the early 1960s, such as the IBM 1620 mainframe, were room-
sized systems that required an air-conditioned environment for survival. In 2005,

105
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the mainframe computers used by engineering organizations are on the order of
the size of a small household refrigerator. In fact, mainframe computers are being
replaced in many areas by networked computer systems with terminals distributed
throughout the plant or university.

The availability of the digital computer has enabled cryogenic engineers and
scientists to solve problems that would have been intractable in the 1950s. For
example, in analysis of transfer lines for cryogens, Jacobs [1] observed that:

The solution of Equation (14) for the investigation of any particular problem can become

quite involved. If extensive analyses are to be undertaken, it is recommended that the

equation be plotted for the range of variables which are of interest. Then, all results can be

readily obtained by interpolation.

The equation mentioned is

p0 = f L

D

(m/Ac)2

2ρ
+ exp

⎡
⎢⎢⎣

λ

RT0

1 +
(

mcpT0

π DL q ′′

)
⎤
⎥⎥⎦ . (5.1)

The friction factor f in turbulent flow was evaluated from the following corre-
lation:

f = 0.00560 + 1

2
Re−0.32. (5.2)

The pipe cross-sectional area Ac = 1
4
π D2 and the Reynolds number Re =

D (m/Ac) /μ both involve the inside pipe diameter D. The objective was to solve
the equation for the inside pipe diameter, given the liquid inlet pressure and tem-
perature (p0 and T0), the pipe length L , the liquid mass flow rate m, the heat transfer
rate per unit surface area q ′′, and the fluid properties (density ρ, heat of vaporiza-
tion λ, gas constant R, and specific heat cp). This problem may be easily solved
and the results graphically displayed by present-day standard computational tools,
such as MathCAD R© or TKSolver R©.

Present-day commercial computational fluid dynamics (CFD) computer pro-
grams have the capability of solving much more complicated and extensive cryo-
genic fluid dynamics problems than were possible to solve using the computational
tools available in the 1950s. For example, the laminar flow over a surface having a
backward-facing step could not have been solved using computational techniques
of the mid-1900s; however, this problem is frequently used as a standard test
problem for numerical methods in use at present [2].

5.2 Thermodynamics

At the time of the first Cryogenic Engineering Conference in 1954, thermodynamic
data were generally presented in graphical (analog) form or in tabular form (the
“steam table” format). In one of the pioneering books of cryogenic engineering
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prepared by Russell B. Scott, and published in 1959 [3], all of the thermody-
namic data are presented in temperature–entropy or pressure–enthalpy diagrams.
Thermodynamic data (density or specific volume, enthalpy, internal energy, and
entropy) for several cryogens were available in tabular form for gases such as air
[4], helium [5], normal hydrogen [6], and nitrogen [7] in the early 1960s. The
tabulation of the data for helium and nitrogen required a digital computer, because
the equation of state used to develop the data (a modified Benedict–Webb–Rubin
equation) involved 16 or 17 constants and 16 or 17 terms.

Fifty years after the first Cryogenic Engineering Conference, thermodynamic
data, including transport properties, needed for design of cryogenic liquefiers and
cryocoolers may be generated directly from commercially available computer pro-
grams, including NIST-12 R©, GASPAK R©, and HEPAK R© (for helium) [8].

Although the first and second laws of thermodynamics have not changed dur-
ing the past 50 years, the presentation in engineering publications has evolved
somewhat. The explicit inclusion of the “mechanical equivalent of heat” (J = 778
ft-lb f /Btu) and the “gravitational constant” (gc = 32.2 ft-lbm /(lb f s2)) has been
discontinued. For example, Hohmann and Patterson [9] presented the “general
energy equation” or first law of thermodynamics for steady flow as follows.

h1 + V2
1

2gc J
+ g z1

gc J
+ q = h2 + V2

2

2gc J
+ g z2

gc J
+ w

J
. (5.3)

The constants J and gc are actually conversion factors for units and are not
necessary in the equations. The widespread use of the SI system for units has
influenced the elimination of J and gc, because work and heat are expressed in the
same units in the SI system. The energy expression would be written as follows in
present-day notation:

h1 + 1

2
V2

1 + g z1 + q = h2 + 1

2
V2

2 + g z2 + w. (5.4)

5.3 Heat Transfer

In the widely used 1954 heat transfer textbook by McAdams [10], the techniques
used in solution of conduction heat transfer problems included analytical (algebraic
equations), graphical, analog, and relatively simple numerical methods. Many of
the analytical solutions were presented in graphical form, such as the Heisler charts
for transient heat transfer in a slab, cylinder, or sphere. Nomographs were used
extensively as design tools to solve thermal problems.

Transient conduction problems, such as the determination of the temperature
distribution in the evacuated powder insulation on a cryogenic fluid storage vessel,
were often solved using a graphical technique, called the Schmidt method [11].
The first few steps in the graphical method applied in solving for the temperature
distribution in the cryogenic vessel during cool-down are shown in Figure 5.1.
T t+1

n , the temperature at any point xn and at the time tt+1, is found graphically,
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based on the following expression:

T t+1
n = 1

2

(
T t

n+1 + T t
n−1

)
. (5.5)

The space increment �x and the time increment �t are related by the following
expression for the graphical Schmidt method:

(�x)2

α�t
= 2, (5.6)

where α is the thermal diffusivity of the material. For example, for an insulation
thickness of L = 600 mm and �x = 100 mm (six space increments) and an
insulation thermal diffusivity α = 0.01736 mm2/s, the required time increment for
the graphical method is

�t = (0.100)2

(2)
(
0.0173636 × 10−6

) = 288, 000 s = 80 h = 3
1

3
days.

It may be noted that 16 pages were devoted to the graphical method in the
first edition of Kreith’s textbook on heat transfer (published in 1958), whereas the
graphical method of solution was not mentioned in the fifth edition of Principles
of Heat Transfer (published in 1993) [12].

The Schmidt graphical method involves the restriction on the time increment,
given by Equation (5.6), in order that the method be numerically stable, because
the method is an explicit method. In addition, the Schmidt method required that
the thermal properties of the materials be treated as constants. This is a highly
restrictive requirement for cryogenic heat transfer problems, because the thermal
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properties of the materials generally vary considerably with temperature in the
cryogenic range [13].

Cryogenic engineers often employ the finite-element method (FEM) in thermal
analysis and design today [14]. The FEM is especially advantageous for solution of
problems involving complicated shapes and boundary conditions. In addition, the
FEM can easily include effects of variable material properties. Several commer-
cial FEM packages, such as ANSYS R©, are available for thermal analysis. These
programs generally include preprocessing (grid generation) and postprocessing
(color display of temperature distribution) features.

The FEM involves discretization of the temperature field equation for a finite
element of material. The equations for the temperatures in the discrete elements are
solved by matrix manipulations. For the transient thermal problem (cool-down of a
cryogenic insulation layer) mentioned previously, the governing matrix equations
are of the following form [15]:

[K]
{
Tt+1

} + [M]
({

Tt+1
} − {

Tt
})

/�t = {
Qgen

} + {qbnd} . (5.7)

The quantity [K], called the conductivity matrix, involves the thermal conduc-
tivity of the material and may be a function of the temperature T at the various
element nodes. The quantity [M], called the thermal mass matrix, involves the
material density and specific heat and may also be a function of the element tem-
peratures. The temperature vector {Tt+1} involves the element temperatures at the
next (future) time step, and {Tt} involves the temperatures at the present time step.
This is an implicit method of solution, because all of the “future” temperatures are
unknown and must be computed by solving a set of simultaneous equations. The
vectors {Qgen} and {qbnd} are the heat “generation” or heat “source” vectors (rate
of energy dissipation per unit volume) and boundary heat flux vectors, respectively.

The solutions of the cool-down of a cryogenic insulation layer by the Schmidt
method and by the FEM are compared in Table 5.1. In the Schmidt solution, the

TABLE 5.1. Temperature distribution obtained from Schmidt graphical solution

compared with the finite element solution for the cool-down of a cryogenic vessel

insulation layer

T (K)

Schmidt graphical solution Finite-element solution

Location x (mm) 480 h Steady state 480 h Steady state

0 300 300 300 300

100 293 263 296 279

200 273 227 287 255

300 252 190 271 226

400 200 153 241 190

500 149 117 186 145

600 80 80 80 80

Heat flux at cold 0.825 0.440 0.868 0.445

surface (W/m2)
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thermal conductivity and thermal diffusivity were taken as constant, k = 1.20
mW/(m K) and α = 0.0174 mm2/s.

In the FEM solution, the thermal conductivity and specific heat for an evacuated
powder insulation were taken as the following functions of temperature [16]:

k = k0 exp

(
T

Tr

)
, (5.8)

where k0 = 0.335 mW/(m K) and Tr = 157.5 K, and

c = a0 + a1

(
T/T ∗) + a2

(
T/T ∗)2

, (5.9)

where a0 = −0.088 kJ/(kg K), a1 = 1 kJ/(kg K), a2 = −0.25866 kJ/(kg K), and
T ∗ = 250 K.

The temperature distributions found by the two methods are significantly differ-
ent because of the variation of the material properties. The values for the heat flux
at the cold side of the insulation layer are not significantly different in the steady
state, because the mean thermal conductivity corresponding to Equation (5.8) was
used in the Schmidt method.

With little increase in complexity, the FEM may be applied to solve two-
dimensional transient problems, such as cool-down of a cryogenic vessel insu-
lation with pipe penetrations through the insulation layer. On the other hand, the
Schmidt method is limited to one-dimensional transient analysis only.

Analog techniques were extensively used in solving cryogenic heat conduction
problems in the 1950s [17]. The analog methods included electrical analogies,
membrane or soap-film analogies, and hydrodynamic analogies. The principle of
the various analogies is that the governing differential equations for conduction
heat transfer (Fourier equation, etc.) are mathematically similar to the equations
governing electrical current flow (Ohm’s law, etc.) or deflection of a membrane or
streamlines in inviscid fluid flow.

In 1957, Kayan and Gates [18] used the electrical analogy to study the perfor-
mance of fins used in cryogenic equipment. The electrical circuit used to determine
the temperature distribution and heat transfer in the fin is shown in Figure 5.2. The
temperature difference along the length of the fin was proportional to the electric
voltage change at the same point, and the heat transfer rate was proportional to
the electrical current. Thermal conduction and convection resistances were propor-
tional to the corresponding electrical resistances used in the analogy. The difference
between the analytical solution and the solution by the electrical analogy was on
the order of 1 to 2% for the cryogenic fin problem.

Analog techniques are seldom used in solving cryogenic heat transfer prob-
lems today. Liquid crystal thermography has been used in investigations of the
temperature field around a cryosurgery probe tip [19]; however, thermography is
not a true analog technique. Liquid crystals in the form of microcapsules (about
20 μm in diameter) or an unencapsulated grease are applied in a thin layer (ap-
proximately 10 to 20 μm thick) on another thin layer of chemically compatible
black paint on the thermal model. Temperature changes of the liquid crystal layer
produce changes in color of the material. For transient temperature measurements,
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[17]. The conduction thermal resistance is RC = 1/kt P , the convection thermal resistance

is Rh = 1/(2hC P�x), where P is the width of the fin, and Rt = 1/hC P(�x + δp) is the

convection resistance at the fin tip, where δ is the thickness of the fin.

the changes in color (or temperature) are recorded by a high-speed color video
camera at approximately 200 frames/s. The system is calibrated by using a known
temperature field, and then the model temperatures are determined by comparison
of a particular combination of the red–green–blue hue ratios through a computer
data-reduction program.

5.4 Gas Separation Systems

As was the case for thermal design, the principles of design of columns for gas sepa-
ration were based on graphical techniques in the 1950s. The enthalpy–composition
or (h–x) diagram was used to determine the number of “theoretical plates” (plates
on which the liquid and vapor are in thermodynamic equilibrium) for air separation
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systems [20]. An alternate graphical method, shown in Figure 5.3, called the
McCabe–Thiele method [21], was also used to determine the number of theo-
retical plates; and with data on the plate efficiency, the number of actual plates
could be found graphically.

The equilibrium curve shown in Figure 5.3 was obtained from the temperature–
composition data at the column pressure. The vapor mole fraction y1 of the lower
boiling-point component (nitrogen in this example) was related to the liquid mole
fraction of the same component x1 by selecting the values from the dew-point
curve and bubble-point curve at the same temperature for the N2–O2 mixture.

The “operating line” for the upper section (enriching section) above the feed
plate was found from the following expression for the two-component mixture
[22]:

(y1)n = Ln+1

Vn
(x1)n+1 + nDx1,D

Vn
. (5.10)

A similar expression may be written for the lower section (stripping section)
of the column. The operating line relates the composition of the vapor leaving the
nth plate to the composition of the liquid leaving the (n + 1)th plate.

The quantity (Ln+1/Vn) is called the reflux ratio, which is the ratio of liquid
leaving the (n + 1)th plate (and entering the nth plate) to the vapor leaving the nth
plate. The reflux ratio is related to the material enthalpies and heat transfer rate
QD in the condenser.

Ln+1

Vn
= (QD/nD) + hD − Hn

(QD/nD) + hD − hn+1

. (5.11)

The quantity hD is the enthalpy of the product material leaving the condenser,
or the top product, which leaves the column at a molar flow rate of nD. H and
h are the vapor enthalpy and liquid enthalpy, respectively. The constant term in
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Equation (5.10) is related to the reflux ratio:

nD

Vn
= 1 − Ln+1

Vn
. (5.12)

The vertical construction lines in Figure 5.3 correspond to the liquid on the
corresponding plate or condenser surface. The example shown in Figure 5.3 is for
an N2–O2 column operating at 101.3 kPa (1 atm) with a condenser heat transfer
rate of 4745 J/mol and a top product leaving as a saturated vapor with a N2 mole
fraction of 0.95. The operating line equation for this example is as follows:

(y1)n = 0.426 (x1)n+1 + (0.574) (0.95) . (5.13)

From the construction shown in Figure 5.3, the required number of theoretical
plates for the enriching section is found to be four theoretical plates plus the
condenser surface. If the plate efficiency is 80%, then the number of plates required
in the enriching section would be (4/0.80) = 5 plates. Similarly, we find that four
theoretical plates are required for the stripping section.

There are several restrictions that apply for the McCabe–Thiele graphical
method. The method is limited to the analysis of columns with mixtures of only
two components. Separation of multicomponent mixtures, such as N2–O2–Ar mix-
tures, could not be accommodated with the McCabe–Thiele method. In addition,
the enthalpies of the liquid phase and vapor phase should not vary significantly
with composition, or the accuracy of the method would be compromised.

Instead of using a graphical technique, air separation column design is carried
out with the aid of a computer system today. The governing equations are solved
directly for each plate in the column. For example, if the conservation of component
mass is applied for the nth plate in the enriching section, then the following set of
equations is obtained:

(yi )n − Vn−1

Vn
(yi )n−1 − Ln+1

Vn
(xi )n+1 + Ln

Vn
(xi )n = 0. (5.14)

The reflux ratio for the enriching section may be evaluated from Equation (5.11),
and the other ratios may be found from the conservation of energy equation for
the nth plate:

Vn−1

Vn
= Hn − hn

Hn−1 − hn
− hn+1 − hn

Hn−1 − hn

Ln+1

Vn
, (5.15)

Ln

Vn
= Hn − hn

Hn−1 − hn
+ Hn−1 − hn+1

Hn−1 − hn

Ln+1

Vn
. (5.16)

The Murphy plate efficiency for the i th component on the nth plate (Ei )n may
be introduced to determine the number of “actual” plates:

(yi )n = (yi )n−1 + (Ei )n

[
(Ki )n (xi )n − (yi )n−1

]
. (5.17)

Curve-fit data are used for the relations between the liquid mole fraction of the
i th component xi and vapor mole fraction of the same component yi on the nth
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plate in thermal equilibrium:

(yi )
eq
n = (Ki )n (xi )n . (5.18)

The distribution coefficient for the i th component Ki is a function of temperature.
For example, the distribution coefficients for H2, HD, and D2 may be determined
from an expression of the following form [23]:

ln

(
Ki p

pref

)
= C1 − C2

T
+ C3T . (5.19)

The quantity p is the mixture pressure, pref is a reference pressure (usually
101.325 kPa), and C1, C2, and C3 are constants for a particular component of the
mixture.

The set of simultaneous equations, Equations (5.14)–(5.19), may be solved by
matrix techniques. The enthalpies are functions of composition and are obtained
from real-gas equations of state, such as the modified Benedict–Webb–Rubin equa-
tion, and the generalized thermodynamic relations or from the commercially avail-
able thermodynamic property computer programs. The temperature of the fluid on
each plate is found by iteration from the requirement that

∑
(yi )n = 1 and

∑
(xi )n

= 1.

5.5 Fluid Flow and Convective Heat Transfer

The analysis and design of fluid flow systems and convection heat transfer problems
in the 1950s involved empirical correlations based on experimental data, except
for some special geometries, such as laminar flow through a tube and laminar
flow over a flat plate. To generalize the relationships, dimensionless moduli, such
as the Reynolds number and friction factor, were often used. For example, the
experimental data for forced convection heat transfer and pressure drop for flow
through woven-screen matrices used in cryogenic regenerators was correlated by
an equation of the following form [24]:

f = C1

(
1 + C2 Re0.88

)
Re

, (5.20)

jH = Nu

Re Pr2/3
= C Re−n. (5.21)

The constants C1, C2, C , and n are functions of the void volume or porosity
of the screen matrix and numerical values are found by least-squares curve-fitting
techniques. For example, the constants C and n are given by the following empirical
expressions:

C = 1.415 − 2.490 (1 − ev) , (5.22)

n = 0.483 − 0.236 (1 − ev) . (5.23)

The quantity ev is the void volume or porosity of the screen. The range of validity
of the empirical correlations was limited to the range of variables used in obtaining
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the experimental data on which the correlation was based. For example, Equations
(5.22) and (5.23) are valid for the range 0.55 < ev < 0.85.

With the development of complex CFD programs and computers with a large
quantity of computing and storage capacity, it is possible to model a wide variety of
components used in cryogenic fluid flow and convective heat transfer applications
today. For example, a FLUENT R© CFD software package was used to model and
analyze the pressure drop and fluid flow through a screen regenerator under both
steady unidirectional flow and oscillating flow conditions [25]. For one of the
models, a total of 6.7 million elements were used, and the time for generation
of the steady flow solution was 4 h with three parallel processors with 12 GB of
memory. Both the pressure distribution and velocity distribution was obtained in
the CFD solution. This amount of data was extremely difficult, if not impossible,
to obtain experimentally in the 1950s.

The analysis and design of plate-fin heat exchangers represents another area in
which CFD programs have allowed the solution of thermal and hydraulic problems
that could be solved only by experimental methods in the 1950s. Plate-fin heat ex-
changers were introduced in gas turbine systems in the 1940s and were used in
some cryogenic systems in the 1950s. Researchers at Stanford University initiated
a program in 1947 to measure experimentally the friction factors and convective
heat transfer coefficients for a variety of plate-fin geometries, including the offset
strip-fin matrix [26]. The experimental data were presented in graphical and tabu-
lar forms in terms of dimensionless moduli (friction factor, Reynolds number, and
Colburn J -factor). A multiple-regression power-law correlation was later devel-
oped to predict the values of the friction factor and Colburn J -factor for the offset
strip-fin array [27].

In recent years, a general purpose CFD code called PHOENIX R© has been used
to solve the governing partial differential equations numerically to obtain the fluid
velocity field and friction factor and to obtain the temperature field and heat transfer
coefficient for forced convection heat transfer in an offset strip-fin array used in
present-day cryogenic liquefaction and refrigeration systems [28]. Solutions for
different fin spacing and fin dimensions were determined by the CFD code in a
much shorter time and with a lower cost than that required for an experimental
solution.

5.6 Technical Presentations

There has also been progress in the principles of presentation of papers at the Cryo-
genic Engineering Conference since the initial conference. The standard technique
of presentation of data and results during the 1950s and 1960s involved the use
of 35 mm slides and a carousel projector. Problems were often encountered with
slides being loaded upside down or reversed in the carousel. During the 1970s,
slides were used by many presenters; however, some presenters began using trans-
parencies and an overhead projector for information presentation. The cost for
preparation of the transparencies was much less than the cost for slides, because
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the camera system needed for slide preparation was not required for transparencies.
As computer tools improved, presenters began using computer-generated slides in
their presentations. Graphs, pictures, etc. could be “scanned” by the computer and
converted to files within the computer.

At the 2005 Cryogenic Engineering Conference, held in Keystone, CO, August
29–September 2, 2005, technical presenters utilized projectors driven by a laptop
computer and a presentation program, such as PowerPoint R©, which has become
almost universally used in technical presentations today. The PowerPoint R© presen-
tations were transferred from the flash memory unit of the presenter to the laptop
computer available in each room in which presentations were made. Both slides
and short film clips could be presented through the same projection system, and
the problem of the 1960s of changing back and forth from carousel projectors and
movie projectors during a presentation was eliminated.

5.7 Conclusions

During the 50 years following the first Cryogenic Engineering Conference, much
progress has been made in the design and analysis principles used in cryogenic sys-
tems, as is evident in the papers presented in the 50 volumes of Advances in Cryo-
genic Engineering, the collection of peer-reviewed papers from the conferences.
Many of the advances were directly influenced by the use of the digital computer
in design and analysis of thermal, thermodynamic, and mechanical systems.

Nomenclature

Ac pipe cross-sectional area, m2

C, C1, C2, C3 constants
cp fluid specific heat J/(kg K)
D pipe inside diameter, m
ev void volume or porosity of wire matrix
(Ei )n Murphy efficiency for the i th component on the nth plate
f friction factor
g local acceleration due to gravity, m/s2

gc units conversion factor, 1 kg m/(N s2)
hC convective heat transfer coefficient, W/(m2 K)
hn molar enthalpy of liquid on nth plate in a column, J/mol
h1, h2 enthalpy at the pipe inlet, outlet respectively, J/kg
Hn molar enthalpy of vapor on nth plate in a column, J/mol
jH Colburn J -factor for heat transfer
J “mechanical equivalent of heat”
k thermal conductivity W/(m K)
Ki distribution coefficient for the i th component
[K] thermal conductivity matrix, W/(m3 K)
L pipe length, m
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Ln+1 molar liquid flow rate leaving the (n + 1)th plate, mol/s
m mass flow rate, kg/s
[M] thermal mass matrix, J/(m3 K)
n constant
nD molar flow rate of the top product in a column, mol/s
Nu Nusselt number, defined as equal to hC D/k
p pressure, Pa
p0 pressure at the pipe inlet, Pa
pref reference pressure, Pa
P width of fin, m
Pr Prandtl number, defined as equal to μcp/k
q heat transfer per unit mass, J/kg
q ′′ heat transfer rate per surface area of pipe, W/m2

QD heat transfer rate from condenser in a column, W
{Qgen} heat generation rate vector, W/m3

R gas constant, J/(kg K)
Re Reynolds number, defined as equal to D(m/Ac)/μ
T temperature, K
T0 fluid absolute temperature at the pipe inlet, K
�t time increment, s
Vn molar flow rate of vapor leaving the nth plate, mol/s
V1, V2 fluid velocity at the pipe inlet, outlet respectively, m/s
w work per unit mass, J/kg
(yi )n mole fraction of the i th component leaving the nth plate (vapor

phase), mol
(xi )n mole fraction of the i th component leaving the nth plate (liquid

phase), mol
�x space increment, m
z1, z2 elevation of the pipe inlet and outlet, respectively, m

Greek symbols

α thermal diffusivity, m2/s
δ thickness of fin, m
λ heat of vaporization, J/kg
μ viscosity, Pa s
ρ density, kg/m3
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Abstract

Storage vessel and cryostat design for modern cryogenic systems has become
rather routine as the result of the wide use of and application of cryogenic fluids.
Such vessels for these fluids range in size from 1 L flasks used in the laboratory
for liquid nitrogen to the more than 200,000 m3 double-walled tanks used for
temporary storage of liquefied natural gas before being transported overseas to
their final destination. These storage vessels for cryogenic fluids range in type
from low-performance containers insulated with rigid foam or fibrous insulation to
high-performance containers insulated with evacuated multilayer insulations. The
overriding factors in the type of container selected normally are of economics and
safety. This paper will consider various insulation concepts used in such cryogenic
storage systems and will review the progress that has been made over the past 50
years in these insulation systems.

6.1 Introduction

The major concern in the selection of the proper insulation for a cryogenic system
is the reduction in the heat leak. The insulation strategy is to minimize the radiative
heat transfer, minimize the convective heat transfer, and introduce a minimum of
solid conductance media. Factors considered in the selection of the most suitable
choice generally place thermal effectiveness and cost at the top of the list. However,
other factors, such as convenience, ruggedness, volume required, mass involved,
ease of fabrication, and handling, also need to be considered. Additionally, one
must also consider the specific characteristics of the storage container or transfer
line and what constraints they place on the insulation choice. These system char-
acteristics include such items as type of liquid to be stored or transported, whether
usage is intermittent or continuous, the environment surrounding the system, or
the safety of the system. However, the choice of the insulation is governed by an
attempt to balance the cost of the installed system with the savings anticipated
from the lowered energy requirements.

120
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The various types of insulation available to the designer of storage and transfer
systems in the early 1950s included (1) vacuum insulation, (2) powder insulation,
(3) foam and fiber insulation, and (4) some special purpose insulations. Multi-
layer insulation as an insulation concept was proposed by Peterson [1] in 1958.
Once it became evident that this type of insulation could provide the possibility
of an order of magnitude lower thermal conductivity for the insulation, many re-
searchers turned their attention to improvements in the concept and established
fabrication and operating guidelines. For example, from the more than 120 re-
search papers covering some aspect of cryogenic insulation published in Advances
in Cryogenic Engineering over the 20-year period beginning in 1960, more than
45% of the research activity was devoted to some aspect of multilayer insula-
tion. Since 1980 this flurry of activity has decreased considerably as researchers
have established the thermal effectiveness limits associated with multilayer in-
sulation. Nevertheless, the more important advances associated with this high-
effectiveness insulation that have occurred during the past 50 years will be noted in
Section 6.5.

Heat transfer through these various insulations can occur by several different
mechanisms, but generally involves solid conduction, gas convection and conduc-
tion, and radiation. The purpose of any insulation is to minimize the total transfer
of heat by the various mechanisms. The apparent thermal conductivity of an in-
sulation, measured experimentally to incorporate all of these heat transfer modes,
still offers the best means by which to compare the effectiveness of any insulation
that has undergone changes in materials used and modifications in operational
procedures or process conditions.

6.2 Vacuum Insulation

The effectiveness of vacuum insulation in minimizing heat leak into cryogenic
systems was recognized over 100 years ago by Sir James Dewar. Because of its
simplicity in insulating cryogenic fluids, there has been little progress in trying
to improve the performance associated with vacuum insulation over the past 50
years. The use of floating shields within the vacuum space between the warm and
cold surfaces of a storage dewar or cryogenic engineering container involves one
modification in this type of insulation system that has been considered. Another
improvement in vacuum insulation has been the search for specialized polymers
or paints that can be used to reduce the emissivity that exists between the warm
and cold surfaces of these cryogenic systems. These concepts will be considered
later in the discussion.

Of the several modes of heat transfer, vacuum insulation greatly minimizes
gaseous convection. In addition, depending on the level of vacuum achieved, it
can also significantly reduce the heat conduction through the residual gas. When
the radiation from the warm surface to the cold surface is the dominating mode
of heat transfer, the heat transferred can be approximated by a modified Stefan–
Boltzmann equation as developed by Barron [2].
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In order to reduce the emissivity factor and thereby decrease the heat transfer
by radiation, floating shields with low emissivity surfaces can be inserted in the
vacuum space between the warm and cold surfaces. The insertion of 10 floating
low-emissivity shields in the vacuum space while avoiding thermal shorts be-
tween the floating shields can reduce the radiant heat transfer by as much as 300
times.

Even though radiation generally represents the key mechanism by which heat
is transferred through a vacuum space and heat transfer by conduction through
the supports is considered separately, gaseous conduction may also contribute
to the total heat load [3]. At atmospheric pressure and above, the heat load is
independent of pressure and a linear temperature gradient exists between the warm
and cold surfaces. However, when high vacuum (1.3 × 10−10 MPa) conditions are
established, free molecular conduction can exist, since the mean free path of the
gas molecule is large relative to the distance between the two surfaces involved.
When free molecular conduction exists, the heat flux per unit surface area varies
linearly with changes in pressure. To determine, whether free molecular conduction
is significant in the cryogenic system requires comparing the distances between
the two surfaces that enclose the vacuum with the mean free path of the residual
gas molecules in the vacuum space. Recognizing that the energy transferred per
unit area of surface by free molecular conduction between these two surfaces is
the product of the mass energy per unit mass, using the kinetic theory of gas and
ideal gas law, and making some simplifying assumptions, permits evaluation of
the free molecular gas conduction between the two surfaces. Computer programs
are now available to perform these calculations.

6.3 Powder Insulation

The primary characterization of most powder insulations includes low thermal con-
ductivity, low density, and particle size distribution to reduce shock and vibration
effects. Powders have been used either in an evacuated or nonevacuated mode. One
method of application is usually more suitable than the other for a given system.
In most cases, the small particle size of the powder limits the gaseous heat transfer
in evacuated powders to free molecular conduction. Often, the heat transfer by the
residual gas is further reduced by the lower vapor pressure of the powder itself.
The powders widely used at cryogenic temperatures include perlite, colloidal silica
and silica aerogel. Other powders occasionally used are mica, diatomaceous earth,
carbon, calcium, silicate, and plastic or glass microspheres. Recent interest has
been generated in microspheres as a replacement for perlite [4].

6.3.1 Nonevacuated Powders

Insulation with specific nonevacuated powders is attributed to the reduction or
minimization of convective heat transfer due to the small gas voids present within
the powder. The presence of the fine powder also reduces radiation and inhibits gas
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conduction. This leaves solid conduction and gas conduction as the predominant
heat transfer mechanisms. Using the experience developed by Nusselt and Bayer
[5] and making some simplifying assumptions justifiable at cryogenic temperatures
reveals that the thermal conductivity of nonevacuated powders approaches the
thermal conductivity of the residual gas. In the case of very fine powders, where
the gas voids are smaller than the mean free path of the gas, nonevacuated powder
insulation may even provide a lower conductivity than the residual gas by itself [6].

Like most insulation materials, nonevacuated powders have their limitations.
For example, the fill-gas must be unreactive and compatible with the powder
material. A vapor barrier is necessary around the powder to prevent diffusion of
air or water into the insulation. These vapor barriers generally take the form of
structural, membrane, or coating barriers.

Another limitation of most powder insulations, regardless of whether they are
nonevacuated or evacuated powders, is their tendency to pack as a result of thermal
contractions upon cooldown of a storage container and thermal expansion of the
same container upon warmup. This action, as experienced in many liquid natural
gas containers insulated with perlite powder, has created higher than anticipated
solid conduction in one area of the container while leaving larger than expected
insulation voids in another area [7]. This variation in packing density appears to
have been lessened by the use of glass microspheres as the insulation material [8,9].

6.3.2 Evacuated Powders and Fibrous Insulations

To decrease the thermal conductivity of nonevacuated powders and fibrous insu-
lations is to reduce the residual gas pressure in the insulation space. The effect
of this reduction in gas pressure on the apparent thermal conductivity of several
powder insulations is shown in Figure 6.1 [10]. Note that there are three distinct
dependencies of thermal conductivity on residual gas pressure. Upon reducing the
gas pressure from atmospheric to pressures around 1.3 × 10−3 MPa to about 1.3 ×
10−6 MPa there is a linear log–log dependency of the thermal conductivity on gas
pressure due to the existence of free molecular conduction. Upon further reducing
the pressure below 1.3 × 10−6 MPa, the thermal conductivity again becomes inde-
pendent of pressure and approaches a value that depends only on the heat transfer
mechanisms of radiation and solid conduction.

For highly evacuated powders operating between room temperature and liquid
nitrogen temperatures, calculations show that the heat transfer by radiation is nor-
mally larger than that by solid conduction. Thus, within this temperature range,
evacuated powders can exhibit lower thermal conductivities than by vacuum alone,
since the powders limit the radiative heat transfer. However, heat transfer by solid
conduction with evacuated powder insulations becomes larger than that for radi-
ation below liquid nitrogen temperatures. Therefore, vacuum insulation alone is
frequently better than the highly evacuated powder.

The apparent thermal conductivity of a powder insulation is a function of the
thermal conductivities of the powder and interstitial gas and the ratio of solid
volume to total volume at cryogenic temperatures. The Fourier rate equation for
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conductive heat transfer is generally used to calculate the heat transfer rate per unit
area through the evacuated powder insulations.

6.3.3 Opacified-Powder Insulations

The radiant heat transfer rate in powders can be significantly reduced by the addi-
tion of copper or aluminum flakes [11]. The insulating ability of these opacified-
powder insulations approaches an optimum when the powder contains between 35
and 50 wt% of the metal flakes. Since aluminum has a large heat of combustion
with oxygen, copper flakes are generally preferred. Even though thermal conduc-
tivity of the evacuated powder may be reduced significantly by using these metal
opacifiers, there is a tendency for these flakes to settle with time and greatly in-
crease the solid conduction mode of heat transfer in the lower section of the storage
container. Work by Xu et al. [12] indicates that there is an optimum size of the
metal flakes that will minimize its settling with time.

6.3.4 Microsphere Insulation

As noted earlier, microsphere insulation is considered a special type of evacuated
powder insulation. Good thermal insulation performance has been achieved using
packed, hollow glass spheres, typically of a size ranging from 15 to 150 μm in
diameter and sometimes coated on the exterior of the glass spheres with a low-
emittance film. These hollow spheres, with a wall thickness of 0.5 to 2.0 μm,
substantially increase the conduction thermal resistance but significantly reduce
the heat capacity and mass relative to the normal powder insulation. Hollow glass
microspheres offer a lightweight and low heat capacity alternative to multilayer
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insulation. Even though heat transfer rates for glass microsphere insulation are
as much as seven times greater than installed multilayer insulation, their thermal
isotropy and ease of use make them a potential choice for a variety of applications.

6.4 Foam and Fiber Insulations

Cryogenic foam insulations, such as polystyrene and polyurethane, are produced
by gaseous expansion of organic and inorganic solids. The solid–gas mixture cre-
ates a low-density solid with many voids. This relatively lower density, an order of
magnitude less than that for powder insulations, results in a smaller heat transfer
by solid conduction. On the other hand, the cellular structure of the foam provides
continuous paths by which more heat is conducted through the foam than in the
powder insulations, where the interparticle contact areas are very small. The domi-
nant heat transfer mechanism is conduction through the interstitial gas and there is a
small contribution from radiation. Obviously, if the volume of the voids in the foam
is decreased to permit free molecular gas conduction, then the overall performance
of the insulation could be improved. However, since the thermal conductivity of
these foams is also dependent upon the bulk density and mean temperature of the
insulation, such attempts may provide only minimal improvement.

The major advantages of foam insulations are their ease of fabrication, relatively
low cost, and self-supporting structure. However, one of the major disadvantages of
foams, besides their higher thermal conductivity, is their large thermal expansion.
In general, the thermal expansion coefficient of the foams considered is two to
five times that of aluminum and four to ten times that of steel. Because of this
large thermal expansion, it is necessary that the foam be designed and applied to
accommodate this difference. The foam shrinks more than the metal when the foam
is in contact with the cold surface, creating cracks that open passageways for the
admission of both water vapor and air, which significantly increases the thermal
conductivity of the insulation [13,14]. Several solutions to this problem of thermal
expansion have been investigated, including the addition of glass fibers, reinforcing
threads, expansion joints and the development of vacuum-panel insulation.

Another problem of concern with foams is the removal of the expansion gas
from the interstices of the cellular foam. This gas removal is quite difficult and
time consuming, because the gas-filled cells are closed. However, since the cells
are semipermeable, atmospheric gases can slowly diffuse into the cellular foam
and noticeably increase the apparent thermal conductivity. If the gases are helium
or hydrogen diffusing into the cellular structure, then there can be a significant
increase in the thermal conductivity of the foam.

Fiber insulations are generally preferred in insulation applications where vi-
bration and shock to the cryogenic system are anticipated. For such applications,
submicrometer-diameter glass fibers have been used [15]. Care must be exercised in
the packing of the fiber insulation to eliminate gaps in the insulation resulting from
the movement of components located in the insulation space during cooldown.
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6.5 Multilayer Insulation

The most important advancement in cryogenic insulation over the past 50 years
has been the development of multilayer insulation, also known as MLI. The con-
cept of multilayer insulation was motivated by an attempt to minimize all possible
modes of heat transfer. Multilayer insulation generally involves 30 to 80 layers
of low-emittance radiation shields separated either by low-conductivity spacers or
by crinkling or embossing the shields so that, when placed next to each other in
the vacuum space, the shields only touch each other at a few discrete locations.
For low-temperature applications the radiation-reflecting shield is many times a
6 μm aluminum sheet. However, for greater strength and ease in application, the
shield is often a thin (5–76 μm) plastic material, such as polyethylene terepthalate
(Mylar R©), coated on one or both sides by a thin vapor-deposited layer (∼10−8 m)
of high-reflectance metal such as aluminum. Spacer materials range from very
coarse nylon or silk net to more continuous substances such as low-density foam
or glass-fiber mat. Most common among these are glass-fiber spacers such as
Dexiglas R© (71 μm nominal thickness) and Tissuglas R© (15 μm nominal thick-
ness). For example, Ohmori et al. [16] reported on the thermal performance of a
number of multilayer insulation systems using different materials for the shields
and spacers. They noted that a system using double aluminized Mylar R© film with
a fiberglass mat spacer combination provided better results than a system using
dimpled and perforated double-aluminized Mylar R© film without spacers. A search
of the literature provides results for many different combinations of shields and
spacers [17–26].

The multilayer assembly is placed perpendicular to the flow of heat in the
insulation space for the cryogenic system. The space containing the multilayer
assembly is evacuated and baked-out at an elevated, but safe, temperature for an
extended period of time to remove as much of the adsorbed residual gases as
possible [27]. Since a high vacuum in the insulation space is required to attain low
apparent thermal conductivity values for the cryogenic system, a getter material
such as activated charcoal or molecular sieve (cooled by thermal contact with
the inner cold surface) is normally used to adsorb gases that desorb from the
various surfaces in the evacuated insulation space. When the optimum density of
multilayer insulation is properly applied, an apparent thermal conductivity as low
as 1 × 10−3 W/mK can be achieved between temperature boundaries of 20 and
300 K [28].

Radiant heat transfer is directly proportional to the emissivity between the warm
and cold surfaces and inversely proportional to the number of shields. By using
many overlapping layers of low-emissivity material, radiation is significantly re-
duced as long as there is no compression load placed on the layers because of the
space limitations in the evacuated insulation space [29]. The low conductivity of
the fiberglass used as spacer material, the irregular size and geometry of the fibers,
and the numerous discontinuities of the fibers all tend to reduce the solid conduc-
tion. Finally, by evacuating the gas from between the many shields, gas convection
can be minimized and only free molecular conduction persists. Figure 6.2 shows
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the variation in apparent thermal conductivity of multilayer insulation as a function
of residual gas pressure for several insulating material combinations [30].

For highly evacuated multilayer insulation, on the order of 1.3 × 10−10 MPa, heat
is transferred through the insulation primarily by radiation and solid conduction
and minimally by gas conduction. McIntosh [31] has presented a computational
program that evaluates the heat contribution for each of these heat transfer modes
for each layer of the multilayer insulation. In this calculation, one layer is defined
as the combination of a reflecting shield and associated spacer, whereas the bulk
density of the multilayer insulation is a combination of the spacer material per
unit area and the number of layers per unit thickness. The resulting equation
and calculation procedure provide the tools necessary to optimize the insulation
with respect to number of layers, layer density, insulation mass, and separator
configuration. Use of different thicknesses of spacer material (in strips) makes it
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TABLE 6.1. MLI design guidelines

1 Floating shields, providing no thermal shorts are present, are superior to practical multilayer

insulation with separators.

2 Heat transfer per unit area is continuously reduced with an increasing number of reflectors if the

layer density does not increase.

3 There is an optimum layer density for each material combination and temperature range.

4 Optimum layer density decreases for lower temperature ranges.

5 For warm temperatures below 150 K, the outer multilayer insulation layer should be a reflector

that does not touch the warm surface.

possible to determine variable-density multilayer insulation in which the colder
layers have a lower layer density than those close to the warm surface, where
thermal radiation has a greater impact [32].

By using the relationship described above, Stochl et al. [33] have estab-
lished several guidelines useful in multilayer insulation design; these are listed in
Table 6.1. Several experimental studies reinforce these conclusions [34,35].

The layer-to-layer calculation, however, does not take into account the effects
of penetrations through the multilayer insulation [36], the effects of compressive
loads, nor the method of attachment and how these effects may alter the apparent
thermal conductivity. For example, Lindquist and Niendorf [37] found that the
compression of multilayer insulation by the application of external forces resulted
in an appreciable increase in heat flux best described with a linear relationship on a
log–log scale. Black and Glaser [38] noted that between compressive loads of 6.9
× 10−5 and 0.10 MPa the heat flux through the multilayer insulation is proportional
to the 1/2 to 2/3 power of the externally applied load. However, it has been shown
that, once the compressive load is released, the multilayer insulation regains up to
90% of its original thickness and returns to near its original thermal conductivity.

Methods of attachment for multilayer insulation can also alter the apparent ther-
mal conductivity of the insulation. Three basic techniques, developed in the space
program, have been used to attach multilayer insulation to a cryogenic container.
(Other techniques are also available.) The button type (see Figure 6.3) was de-
veloped to support fragile fiberglass spacers with either aluminized Mylar R© or
aluminum foil radiation shields. The buttons, fabricated of very low-conductivity
material, add both a solid heat transfer element and a compressive load factor to
the overall insulation conductivity. On the other hand, the shingle and tape meth-
ods require adequate strength in the multilayers to permit attachment along one
side. Even though the solid heat conduction associated with the button attach-
ments is eliminated, radiation tunneling between the shingles can increase the heat
leak.

Another characteristic of multilayer insulation is that the overall thermal con-
ductivities parallel to the radiation shields can be between three and six orders of
magnitude greater than those normal to the layers [39,40]. Such a large disparity
in the directional thermal resistance can cause problems in thermal insulation de-
sign for systems where structural supports and feedlines penetrate the insulation
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FIGURE 6.3. Multilayer

insulation attachment techniques

developed in the US space

program.

and provide lateral heat leaks at the junctions. An advantage of the aluminized
Mylar R© over the aluminum–glass fiber combination is that it reduces this lateral
heat conduction.

Simply because of the variety of degrading effects on multilayer insulation,
the laboratory experimentally determined thermal conductivity values obtained
with careful attention to every design and fabrication detail are generally consid-
erably lower than those actually observed in practice. Solutions to these problems
generally take the form of improved reflecting shields with lower lateral thermal
conductivity and efficient isotropic intermediary insulation systems around the
external penetrations. Multilayer insulation, because of its complicated structure,
not only is more difficult to apply, but is considerably more expensive than other
insulation materials. The use of multilayer insulation is normally reserved for those
applications requiring high thermal efficiency. To simplify the installation process
and to reduce the material and installation costs, new insulation materials, such as
aluminized polyester nonwoven fabric and aluminized carbon-loaded paper, have
been developed and show considerable promise in certain applications.

6.6 Summary

As noted in prior sections, cryogenic insulations come in a variety of forms, with
each having its own characteristic properties. Some of these properties are qualita-
tive, such as ruggedness, convenience, and ease of fabrication. Other properties are
very quantitative, including bulk density, emissivity, moisture content, evacuabil-
ity, and porosity. The objective in selecting an insulation is to obtain greater savings
in reduced cryogenic boiloff than are experienced in the purchase, installation, and
maintenance of the insulation material.

It is evident that the most thermally resistant material is quite often not the
most adequate insulation for a given application. Cryogenic systems generally
have constraints, such as the desire for a low-density material for insulating a
component scheduled for space flight. Table 6.2 presents a qualitative analysis of
the cryogenic insulations used over the past 50 years.
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TABLE 6.2. Advantages and disadvantages of cryogenic insulations used over the past

50 years

Advantages Disadvantages

Fiberglass paper–aluminum foil combination
Very low thermal conductivity Needs high vacuum for best performance

Easily applied to cylindrical shapes Paper relatively weak and easily torn

Thermal conductivity increases with compression,

but less than for other layered insulants

Will not resist appreciable vibration

Can be heated sufficiently for outgassing Difficult to apply to complex configurations

Not flammable in oxygen Difficult to evacuate

Synthetic fiber net–aluminum foil combination
Very low thermal conductivity Needs high vacuum for best performance

Organic fiber strong and easily handled Difficult to apply to complex geometries

Dimensionally stable Upper temperature limit of 425–475 K

Resists vibration Application skill required for best performance

Can be heated sufficiently for outgassing Flammable

Organic nets give comparable performance to

fiberglass but require fewer reflecting layers

Restricted to nonoxidizing materials

Readily obtained from many suppliers Difficult to evacuate

Crinkled aluminized Mylar R©

Only single layer for shield and spacer Does not resist compression

Very low thermal conductivity Has greatest increase of conductivity with

Installation easier than for combination layered

insulation

compression for layered insulation

Easily handled Needs high vacuum for best performance

Low lateral heat flow Flammable

Easily evacuated, outgassing completed during

aluminizing step

Restricted to non oxidizing materials

Expensive Nonflammable material is available but more

expensive

Fiberglass
Acceptable thermal conductivity Requires careful packing for best performance

Fine fibers comparatively easy to handle Difficult to install in vacuum-insulated vessels

Dimensionally stable Needs protection from atmosphere

Elastic in compression; allows for contraction and

expansion

Not hygroscopic

Recoverable after water contact

Readily available

Expanded perlite
Acceptable thermal conductivity Easily damaged during handling with increase

in bulk density

Low density and low cost Dusty and abrasive

Readily available Cannot be used to insulate moving parts

Noninflammable Maintenance may require complete removal of

insulant

Non toxic or hygroscopic Limited transformability

Easy to install in insulation space Nonelastic in compression and may have

insulation gap after pressure release

Flows readily when new

Easily conveyed pneumatically

Recoverable even after water contact
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TABLE 6.2. (Continued)

Advantages Disadvantages

Does not cake in use

Can be produced on site

Useful in vacuum insulation

Easy to evacuate

Silica aerogel
Acceptable thermal conductivity Price is about 10 times that of expanded perlite

Lightweight and easy flowing

Dimensionally stable when dry

Does not shrink when larger particles are broken

Slight elastic compressibility

After water contact forms silica gel on drying

with an increase in bulk density by a factor of

10 and decreased insulation properties

Will not settle due to vibration after initial

compaction

Needs protection from atmosphere

Not hygroscopic

Easy to evacuate

Foamglass
Strong structure Expensive

Readily available Needs skilled labor for proper installation

Closed pores, not permeable to water Needs vapor barrier between insulation blocks

Useful as a support for inner vessel Rather high thermal conductivity

Dimensionally stable

Not hygroscopic

Noninflammable

Foamed plastics
Lightweight Needs skilled labor for proper installation

Acceptable thermal conductivity Has large contraction and expansion

Relatively available in many grades Upper temperature limit can be as low as 350 K

Useful as support for inner vessel Foaming materials generally flammable

Available with closed pores, not permeable to

water

Unusable in an oxygen-enriched atmosphere

Can be foamed in situ, simplifying installation Requires nitrogen purge if used below 90 K
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Development of Low-Loss Storage
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Abstract

Since 1954, the extraordinary growth in the use and application of cryogenic
liquids has followed very significant improvements in cryogenic insulation.
Today, for example, hold-times of 1000 days for liquid helium and liquid hy-
drogen systems can easily be achieved, in comparison with hold-times measured
in hours some 50 years ago. These improvements have also been applicable to the
low-loss transport and handling of liquid air gases for an ever-widening range of
industrial uses.

Since 1960, the cryogenic liquid hydrocarbon business, including liquefied
petroleum gas mixtures of liquid propane and butane, and liquefied natural gas
mixtures of liquid methane with ethane and higher hydrocarbons, has expanded
rapidly to become a major part of the global energy markets. The use of storage
tanks with capacities up to and over 300,000 m3, and with hold-times well in excess
of 1000 days, has become standard practice.

This review will discuss how applications have become practicable since 1954
through (1) the systematic development of insulations and structural materials and
(2) studies on the convective behavior of cryogenic vapor and liquid columns,
which have led to design criteria for minimizing heat leaks.

7.1 Introduction

The development of practicable applications of cryogenics over the past 50 years
has taken place in parallel with the development of improved storage of cryo-
genic liquids (i.e. all liquids with normal boiling points below the ice-point at
273 K [1]). What is remarkable is that, before 1954, the low-loss storage of
cryogenic liquids had progressed very little for over 60 years, following the
pioneering work of Sir James Dewar at the Royal Institution in London, with
his invention of the vacuum-insulated, double-walled, silvered-glass dewar vessel
in 1892.

134
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The change to higher efficiency cryogenic storage vessels began in 1952, when
the National Bureau of Standards built the Cryogenic Engineering Laboratories
(CEL) at Boulder, Colorado, to support the US hydrogen bomb (Super) program
and, later, the NASA space program. Research and development effort was focused
on the storage, transport and handling of large quantities of liquid hydrogen on
a scale which was, at that time, at least an order of magnitude greater than any
previous operation. It was based around the construction and operation of a “giant”
hydrogen liquefier with a nominal output of 350 L/h.

In parallel with CEL starting work on hydrogen, the petroleum industry, in the
USA but particularly in Europe, was becoming interested in liquefying natural
gas at 112 K and shipping it across oceans in purpose-built seagoing tankers. In
1952, trial shipments in storage tanks mounted on barges were taking place up the
Mississippi River from Lake Charles, Louisiana, to Chicago, Illinois, but without
much commercial success. The first trans-oceanic shipments began in 1959 in a
British-built liquefied natural gas (LNG) tanker, the Methane Pioneer, carrying
5000 m3 of LNG from Lake Charles, Louisiana, across the Atlantic to Canvey
Island, UK, under the auspices of the British North Thames Board (which became
part of the British Gas organization). The success of these trials was followed
in 1964 by the construction of two further British LNG tankers, the Methane
Princess and Methane Progress of 27,000 m3 capacity, together with land-based
storage tanks, liquefiers and evaporators, to pioneer the first LNG supply chain
between Algeria and the UK. Thereafter, from 1969 to the present time, many
other shipyards in Europe, the US, Japan, and more recently in South Korea have
been building larger and faster LNG tankers to meet the growing importance of
natural gas as a global energy source.

The scale of LNG operations, with 50,000 tons of cryogenic liquid at one time, is
some 25 times larger in scale than the 2000 tons of liquid oxygen (LOX) and liquid
hydrogen required to propel the Space Shuttle into orbit. That both technologies
developed in parallel during the late 1950s and 1960s was no coincidence: it
was the period when cryogenics grew up from a laboratory tool into a global
industry.

Returning to CEL catalyzing the growth of cryogenics in the US, the first of the
series of US Cryogenic Engineering Conferences was held in Boulder in 1954.
This was partly as a publicity exercise, to introduce US organizations to the CEL
resources and expertise, which were suddenly no longer required by the Super
program, following the introduction of noncryogenic deuterium. The concurrent
declassification of CEL activities enabled universities and industrial organizations
to join in the development of cryogenic engineering. It stimulated an explosion of
research and commercial interest, contributing to improved cryogenic storage in
particular, not only for liquid hydrogen and helium, but also for liquid air gases
and the liquefied hydrocarbons.

This chapter discusses the various developments in low-loss storage, which are
incorporated into the design and operation of all types and sizes of cryogenic
systems today, and indeed into the many small cryogen-free systems coming into
use in the last 10 years.
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7.2 Heat Flows into a Cryogenic System

It is now well known that, for any reasonably well-insulated vessel or tank, the
major heat flows entering the liquid are through the wetted area of the inner con-
taining wall and are typically less than 100 W/m2 for liquid nitrogen (LIN), LOX,
and LNG, and 100 mW/m2 for liquid helium. These heat flows include conduction
through the insulation space, convection within the insulation space and in the
ullage space above the liquid, and radiation from warmer parts of the container,
the roof, neck, unwetted walls, and through the pipework.

The levels of heat flux are much too small for nucleate boiling to occur. For
example, in LIN, a local heat flux of about 10,000 W/m2 is required to initiate
nucleate boiling, when there is a wall–liquid temperature difference of about 0.5 K.
For liquid helium, a local heat flux of about 10 W/m2 will initiate nucleate boiling,
with a wall–liquid temperature difference of about 0.05 K. Studies at Southampton
in the 1980s showed that heat entering the liquid is absorbed by primary convection
currents which carry the heated liquid up to the surface, where surface evaporation
takes place [2]. At the vertical walls of the container, a high-velocity boundary-
layer flow develops and carries heated liquid into the surface layers. Heated liquid
in contact with the container floor is swept across to join the vertical boundary-layer
flow at the walls.

At the surface, the heated boundary-layer flow turns through 90˚ and moves
radially inwards. During this inward radial flow, evaporation from this heated
(superheated above the boiling temperature) liquid flow takes place. The studies
showed that the evaporation mass flux is almost linearly dependent on the liq-
uid superheat. At the center, the liquid motion becomes focused into a strong
downward jet to complete the convection loop. This central jet carries excess heat
(which has not been released by surface evaporation) into the liquid core, where
secondary convective processes produce mixing and superheating. The mass flow
in the primary convection loop is measured to be many times greater than the total
evaporative mass flow. At no stage is there any nucleate boiling or bubbling; the
commonly used term “boil-off” mass flow is a misleading description of the liquid
evaporation, but we all use it.

7.3 Vapor Cooling to Reduce Heat In-Leaks

The principle of vapor cooling to reduce heat in-leaks did not become standard
practice for cryogenic storage until the late 1960s. Basically, vapor cooling makes
use of the fact that the sensible heat of the vapor, i.e. the total heat required to
raise its temperature from the liquid boiling point up to ambient temperature, is
available as a very significant quantity for absorbing heat in-leaks, as well as the
latent heat of vaporization of the liquid. The sensible heat is 75 times the latent heat
for liquid helium and is 10 times the latent heat for hydrogen, whereas for LOX
and LIN the sensible heat is about equal to the latent heat. Good design should,
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therefore, aim to use the sensible heat of the vapor from the evaporated liquid as
well as the latent heat of the liquid.

Now, liquid boil-off is generated by heat in-leaks reaching the liquid and being
absorbed by the latent heat of evaporation of the liquid. If the cold vapor is used
to absorb much of the heat, then the residual heat in-leak reaching the liquid can
be greatly reduced. The criterion for the design of low boil-off cryogenic liquid
containers is, therefore, to divert the heat in-leaks so that they are absorbed by the
sensible heat of the vapor, i.e. by vapor cooling.

A simple example, demonstrating the effectiveness of this criterion, is the vapor-
cooled vent tube of a liquid helium dewar. It is obvious that the heat flow by
conduction down the vent tube from ambient temperature can be partially absorbed
by the mass of cold vapor flowing in the opposite direction up the vent tube. As
the cold vapor mass flow increases, so the heat flow can be expected to reduce. In
fact, for any geometry of the vent tube, there is a minimum vapor mass flow for
totally absorbing the conduction heat flow, i.e. when the net conduction heat flow
down the vent tube into the liquid is zero. Above this minimum mass flow, the vent
tube is overcooled and is unnecessarily long.

An alternative interpretation is that there is a one-to-one correspondence between
geometry and vapor mass flow for zero conductance at the bottom of the vent tube.
Use of this phenomenon will take care of one major source of heat in-leak and is
applicable to any cryogenic liquid container, whether for liquid helium, hydrogen,
nitrogen, oxygen or LNG.

7.4 Vapor-Cooled Radiation Shields

The first improvement in the boil-off performance of liquid helium dewars was
achieved by the discovery at Southampton University, in 1965, of the vapor-cooled
radiation shield [3]. This simple device, consisting of one or more horizontal shields
of copper, aluminum, or even plastic, placed in the cold vapor in the upper neck,
enables all the ambient temperature radiation heat flow funnelling down the neck
to be intercepted and absorbed by heating the shields and, hence, the cold vapor.
Liquid helium cryostats were the first to benefit from the introduction of vapor-
cooled radiation shields, with spectacular reductions in boil-off by a factor of three
or more. Today, this device is in standard use for all helium cryostats. Vapor-cooled
shields are also used in the largest scale storage of cryogenic liquids. For example,
LNG storage tanks of more than 70 m diameter use a suspended deck version, in
the cold natural gas vapor between the liquid surface and the tank roof, as standard
practice to reduce boil-off and to simplify construction of these giant tanks.

7.5 Gas-Purged Insulations

A number of types of gas-purged insulation are available, including powders such
as perlite and silica aerogel, fibers such as glass fiber or mineral wool, and foam
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structures such as polyurethane foam, foam glass and balsa wood. In all these
materials, gas convection is reduced by the creation of small gas cells within the
matrix of low-conductivity solid fibers or foam walls. The lower limit of heat flow
is determined by the thermal conductivity of the purge gas.

Continuous gas purging is necessary (1) to avoid the ingress of moisture and the
formation of ice bridges as thermal shunts and (2) to prevent the condensation of
oxygen-rich liquid through contact between atmospheric air and surfaces below
the condensation temperature for air at 83 K, particularly those cooled by LIN at
77 K.

Nitrogen gas-purged insulations are used in cold boxes on air separation units,
large static storage tanks and cluster tanks for LOX, LIN and liquid air, and in
seagoing LNG tankers. Boil-off gas is commonly used as purge gas for the insula-
tion of land-based storage tanks for LNG, liquid ethylene and liquefied petroleum
gas (LPG).

7.6 Evacuated Powder Insulations

By reducing the gas pressure to 0.1 Torr, using mechanical rotary vacuum pumps
only, the thermal conductivity of powder insulation is reduced by a factor of 10
or more. The gas conduction component has been largely removed. However, a
penalty must be paid, since the outer casing must now be vacuum tight and strong
enough to withstand a collapsing pressure differential of 1 atm.

With vacuum insulation, the geometry is limited to cylinders, spheres and their
combinations for mechanical strength, and the size is limited to about 5 m in dia-
meter. Such tanks are used as customers’ storage tanks and on road and rail tankers.

7.7 Evacuated Multilayer Insulations

The major heat flow through multilayer insulation (MLI) is by thermal radiation,
and this can be reduced by using multiple layers of reflecting material. For n
thermally floating reflective layers with emissivity e, the radiation heat transfer is
reduced by e/n. Thus, by using reflective sheets of aluminum foil or aluminized
Mylar plastic, separated by insulating sheets of fiber-glass paper (with no filler) or
nylon net, the MLI (or so called superinsulation) yields at least a 30-fold reduction
in thermal conductivity below that of evacuated powder.

Development of MLI, by Linde and others, took place in the late 1950s. Once
the techniques for wrapping some 50–100 layers of MLI around three-dimensional
geometries had evolved, the use of MLI expanded rapidly to include all portable
liquid helium, hydrogen and nitrogen containers, as well as low-loss liquid transfer
lines. Today, MLI has largely taken over from evacuated powder insulations in ves-
sels up to 5 m diameter, such as road and rail tankers. In general, the lowest thermal
conductivities can be obtained by paying attention to residual conduction arising
from molecular desorption in MLI. By using high-temperature vacuum bakeout,
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with aluminum foil and carbon-getter-loaded glass-paper spacer, and by totally
avoiding the use of plastics with their molecular adsorption/desorption proper-
ties, a further fourfold reduction in thermal conductivity, close to the theoretical
minimum value for MLI, has been regularly achieved in tests at Southampton.

7.8 Multi-Shielding

A further improvement in insulation can be achieved by using the cold boil-off
vapor to absorb some of the radiation heat flow into the overall liquid wetted
surface, not just the neck. This cooling can be achieved by terminating every tenth
layer, say, at successively higher temperature levels on the container neck wall
during the wrapping of the MLI. Multi-shielding is widely used today in liquid
helium storage dewars without the need for LIN cooling of intermediate shields.

7.9 Materials of Construction

Understanding the nature and dependence on plate thickness of the ductile–brittle
transformation at low temperatures in b.c.c. materials (such as carbon steel) and
its absence in f.c.c. materials (such as nickel and copper and austenitic-stabilized
stainless steels) came about in the 1940s and 1950s. This understanding now
provides a choice of metallic materials with adequate strength at low temperatures,
to meet both the slow loading and impact loading conditions associated with the
storage and handling of cryogenic liquids.

Since most plastic materials become brittle at low temperatures, the use of
composites, such as glass-fiber- or carbon-fiber-reinforced epoxy composites, for
low thermal conductivity dewar necks and supporting straps, has been an important
development.

For the largest LNG and LPG tanks up to 100 m diameter, prestressed, frost-proof
concrete has become an important, low cost, structural and load-bearing material.
However, cryogenic concrete is not accepted as being liquid tight; therefore, an
inner metal membrane is usually employed.

7.10 Evaporation Instabilities

A combination of (1) the increase in number of cryogenic liquid storage systems,
(2) the scale of the storage tanks, and (3) the improvement in insulation techniques
resulting in lower evaporation rates has led to an increase in the number of unstable
evaporation events.

Rollovers and vapor explosions are examples of these, in which large amounts
of vapor are suddenly produced. Variations in evaporation rates are commonly
observed in laboratory-sized containers: LIN in a well-insulated dewar will produce
puffs of vapor which are in fact miniature vapor explosions. These variations cannot
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be tolerated in large-scale liquid storage tanks; hence steps must obviously be taken,
say in handling 150,000 tons of LNG, to prevent associated rapid pressure rises
causing tank failure and catastrophic leakage.

A number of studies of evaporation instabilities have been carried out at
Southampton. These indicated how the heat flows entering the stored liquid are
released solely by surface vaporization, as the heated liquid elements reach the
liquid–vapor interface. Microthermometer and optical Schlieren studies show a
complex and delicate micro-convective transport of heat to the surface where
molecular evaporation takes place.

A major thermal impedance is provided by conductive heat transfer across a
100–500 μm thick conduction layer adjacent to the surface, via a thermal gradient
on the order of 7500 K/m. In other words, the liquid must be superheated in order
to drive the evaporation process. This conduction layer is easily disturbed and
any physical disturbance of the surface, whether transient or continuous, leading
to bulk superheated liquid penetrating this conduction layer, will lead to a large
(10–100-fold) increase in local evaporation rate.

Many simulations of rollover reveal that stratification is the precursor. When two
liquid layers with densities differing by 1% occur (from differences in composition
or temperature) then the convection arising from heat flows entering the lower layer
cannot penetrate through the upper layer to the surface. The heat flow is trapped
in the lower layer, causing its temperature to rise and its density to fall. As the
densities of the two layers become equal, they spontaneously mix, described as a
rollover, accompanied by a large increase in boil-off. Simulation studies show that
the spontaneous mixing occurs via vertical penetrative oscillations which intensify
until they destroy the surface conduction layer. The evaporation rate rises 10–100-
fold to the molecular evaporation limit until the excess energy in the unmixed
layers is released.

Other studies on vapor explosions suggest that the delicate surface evaporation
mechanism can be suppressed or enhanced by transitory rafts of a monomolecular
impurity layer, such as water or carbon dioxide. A whole spectrum of evaporation
spikes, varying in magnitude and length, has been observed.

Clearly, these evaporative instabilities must be avoided; the present method is
to avoid stratification and to keep the contents of a container constantly but gently
in a vertical mixing motion.

7.11 Particular Storage and Containment Developments

7.11.1 Liquid Helium Usage and Nuclear Magnetic
Resonance, Magnetic Resonance Imaging and
Magneto-Encephalograph Systems

In 1955, liquid helium usage was confined to low-temperature laboratory research
cryostats, with an average liquid helium holding time of a few hours. Applica-
tions outside the research laboratory were not even on the horizon. By 1965,
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improvements in design were beginning to allow 100 h holding times to be re-
alized, so that a single filling of liquid helium on Monday morning would last
throughout the week until Friday afternoon, or later. The lives of research students
were no longer controlled by the irregular availability of short-lasting liquid helium
fills, at antisocial hours of the day or night. Instead, they could work at regular
hours for experimental runs at socially acceptable times of every day.

By 1975, 100-day hold times had become the norm, and the next 10 years
saw the development of large nuclear magnetic resonance spectroscopy cryostats,
followed by the even larger magnetic resonance imaging (MRI) body scanning sys-
tems, and more recently the combination of MRI with magneto-encephalographic
systems for functional MRI, all depending on liquid helium refills at 100-day, or
3-monthly, intervals. By 1995, 1000-day, or 3 year, hold-times were being achieved
on deep-space probes. By 2005, the advent of reliable, efficient, relatively low cost
cryocoolers is making cryogen-free operation both practicable and attractive [4].

7.11.2 Superfluid Helium Usage in the Large Hadron
Collider, CERN

The 26 km circular track of the Large Hadron Collider (LHC) at CERN, Switzer-
land, requires superconducting magnets along the entire length of the particle
accelerator. The very highest fields possible with liquid-helium-cooled supercon-
ductors are required, and these can only be achieved by cooling to 2.0 K with
superfluid helium. The LHC, therefore, contains a great deal of technology for
producing and handling superfluid helium on a scale which has never been met
before. The avoidance of superleaks into the vacuum insulation will be paramount
along the 26 km of pipelines and cryostats.

7.11.3 Liquid Hydrogen for Fuel Cells

There is much talk today about fuel cells for motor vehicles, since the product of
electrochemical combination of hydrogen and oxygen is water, the most environ-
mentally attractive combustion product on our planet. Hydrogen has to be carried
in portable containers, either as a cryogenic liquid at 1 bar, or under pressure of
hundreds of bar in contact with suitable adsorber/desorber media.

The cryogenic liquid hydrogen route is being actively developed today by
Linde and others. For example, around Munich, in southern Germany, liquid-
hydrogen-fuelled internal-combustion-engined BMW motor cars are being de-
signed in anticipation of fuel cells becoming available at commercially competitive
costs in the near future. Development work includes the provision of a network
of automated liquid hydrogen fuel stations, and the construction of ultra low-loss,
vacuum insulated, trapezoidal tanks to fit within the boot, or trunk, of road vehicles.

Since hydrogen is flammable in air over a wide composition range, safe operation
of such systems is paramount, and cryogenic storage tanks that can be sealed off
for 10 days without venting are required. Fortunately, liquid hydrogen has a high
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compressibility and heat capacity, which are considerable aids to achieving this
zero-venting requirement. The use of hydrogen in fuel cells could eventually far
exceed the quantities used by space rockets.

7.11.4 Liquid Neon and Liquid Air Coolants for Ceramic
Superconductors at High Field

Ceramic superconductors with critical temperatures of 100 K, and higher, require
to be operated at temperatures below one-half of their critical temperatures, i.e.
40–60 K, to realize their full potential as high-field, high current-density supercon-
ductors. This temperature range of 40–60 K represents a gap in the normal boiling
points of cryogens, and requires some ingenuity in the use of refrigerants. Solid
refrigerants, like solid nitrogen, have very poor thermal contact properties, so we
are restricted to fluids such as neon, with a normal boiling point (NBP) of 27 K and
a critical point at 44 K and 25 bar, or subcooled oxygen–nitrogen mixtures such as
the liquid–solid eutectic down to 50.5 K, the 50:50 liquid mixture with a freezing
temperature of 52 K, and liquid air with a freezing temperature of 63 K. The use
of cryogens as refrigerants at elevated pressures, such as liquid neon at 40 K and
20 bar, or as subcooled liquids, such as the 50:50 oxygen–nitrogen liquid mixture
down to 52 K under a helium atmosphere at a total pressure of 1 bar, are totally
practicable, but are rarely employed by conservatively minded cryogenists.

Think how we use water in our everyday lives, as both a subcooled liquid and
as a superheated one, with no problem!

7.11.5 Liquid Nitrogen as Standard Refrigerant for Food
Freezing, Cryopreservation, Cryosurgery, etc.

LIN has become the standard refrigerant, because it can be made on a large scale
in air separation plants and can easily be stored and transported at low cost. Atmo-
spheric air is 79% nitrogen, so the use of LIN is nonpolluting and contributes zero
global warming. Therefore, LIN is very environmentally attractive as a refrigerant
in comparison with the Freons, although its use represents a costly waste of energy
thermodynamically.

The use of LIN as a convenient source of cold has, therefore, grown enor-
mously in many areas of application, including food freezing, cryopreservation
of biological material, blood, semen and embryos, stem cells, tissues, etc., and in
cryosurgery.

7.11.6 Liquid-Gas Cylinders

Gases are generally some 700 times less dense than the liquid at 1 bar pressure.
When supplied at 200 bar pressure, the gases are still significantly less dense than
the liquid, while the compressed gas cylinder weighs perhaps as much as five
times the contained gas. Therefore, it makes economic sense to supply the gas in
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liquid form as a superheated liquid under a suitable elevated pressure to match the
application. The weight of the liquid container is now a fraction, perhaps 10%, of
the contained gas in liquid form. A good example is propane, one of the LPG’s,
with an NBP of 231 K (–42 ˚C) and a critical point at 370 K (97 ˚C) and 42 bar.

The liquid air gases nitrogen, oxygen and argon are widely used as industrial
gases at moderate pressures and lend themselves to being supplied in liquid form
in so-called liquid cylinders. The vacuum insulation of the cylinder includes a va-
porizing and pressure-raising coil so that the liquid can be vaporized automatically
on demand and the gas supplied at pressures up to about 20 bar.

7.11.7 Liquefied Natural Gas and Liquefied Petroleum
Gas in the Future

The global market for hydrocarbon energy products has changed very considerably
since the first trial shipments of LNG were made in the early 1960s.

1. The rise in crude oil prices to $40 in the 1980s, and to over $60 a barrel in
2005, has helped to make LNG, with its expensive cryogenic chain of giant
liquefaction plants, storage tanks, seagoing tankers and regasifiers, a much
more competitive energy source today.

2. At the same time, the end of the Cold War has enabled the Russian states to
enter the global market place with enormous reserves of natural gas and crude
oil.

3. The rapidly advancing economies of India, China and South America are gener-
ating their own very large energy requirements, in competition with established
energy users in the US, Europe and Japan, tied to energy sources in North and
Central Africa, the Middle East, Australia, Alaska and South America.

4. Entrepreneurial countries like South Korea are taking over as the major construc-
tors of LNG tankers from the European and US shipyards (the UK shipyards
dropped out a long time ago).

5. The thinning of Arctic ice as global warming progresses is opening up the
whole of the Arctic region for exploration and the development of new sources
of natural gas and oil, and new global transport routes across the top of the
world.

The net result of these changes is a tremendous upward surge in cryogenic
technology of LNG refrigeration chains measured in billions of dollars of capital
every year. In parallel is the upsurge in LPG usage at −40◦C as the flare gases
from oil wells are captured to make another valuable energy source.

7.11.8 Cryogen-Free Operation

At the small end of the market, the advent of reliable cryocoolers with cooling
capacities of 1 W at 4 K, 10 W at 20 K, or 100 to 1000 W at 80 K has opened up
two types of application:
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1. zero boil-off systems
2. cryogen-free systems.

From the storage and handling point of view, while both types are revolutionary,
they rely heavily on all the improvements in insulation achieved over the past
50 years.

With zero boil-off systems, the cryocooler is used mainly as a cryogen recon-
denser, but also to absorb some of the heat in-leaks, while the liquid cryogen
is used to provide thermal stability and security of operation. With cryogen-free
systems, the low-temperature environment is entirely dependent on the reliability
of the cryocooler in absorbing all the heat in-leaks. There is no liquid refrigerant
to provide a back-up, just like the domestic freezer! In these days of computer
control, the reliability is enhanced by the convenience of being able to dial up a
required low temperature, but perhaps diminished by having to wait overnight for
the necessary cooldown to thermal equilibrium.

7.12 Conclusions

Looking back over 50 years, the improvements achieved in insulation have been
extraordinarily significant, with present-day insulations being at least 1000 times
better than in 1950! At the same time, the confidence level with which cryogenic
storage is viewed today (and the scale of the storage operations undertaken) has
increased enormously. The driving force for these improvements came about in
the late 1950s from the need to develop (1) liquid hydrogen as a fuel for space
rockets and (2) the trans-ocean shipment of LNG. Nowadays, cryogenic liquids are
in standard use for space rockets, but this represents only a small percentage of the
total use of cryogenic liquids around the world today, including a major section of
the energy business, the provision of oxygen for steelmaking and synthetic fuel-gas
manufacture, argon for shielded arc-welding, high-purity nitrogen for silicon chip
manufacture, helium for deep-sea diving, LIN for a host of medical and biological
applications, and so on.

Looking into the future, the use of cryocoolers for cryogen-free operation can
be expected to become the norm in many applications. While the Mark 1 versions
of MRI body scanners are now used as a major medical diagnostic tool in most
hospitals, the Mark 2 and 3 versions presently being developed will have far
greater potential in the future, e.g. by enabling real-time studies of physiological
and neurological processes in the body, the heart and the brain, to become normal
practice.

The future of liquid hydrogen as a nonpolluting fuel for fuel cells and internal
combustion engines is assured, but there needs to be considerable development
effort before hydrogen can become effective as a real contributor to reducing
global warming.

The attractiveness of LNG as an energy fuel, with its relatively small global
warming potential, will continue to expand. As global warming causes the Arctic
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and Antarctic ice to retreat, so new areas of exploration for, and exploitation of,
natural gas will appear. The cryogenic technology of LNG refrigeration chains can
then be expected to operate in colder and colder climes, among the ice fields.
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Abstract

In the 50th year of the Cryogenic Engineering Conference, the present review cov-
ers the development of cryogenic processes for oxygen, nitrogen, liquid hydrogen,
and liquefied natural gas over that past period. It is confined to those processes
of commercial interest, as applied to large-scale production. In all three sectors
included in the present review, very significant advances have been made as the re-
sult of market forces. The developments that have contributed to the improvement
in efficiency, scale of application, and economics are described.

8.1 Introduction

The three areas for review are dealt with sequentially. Although they have in
common the employment of cryogenic technology, they are essentially separate
developments. The last 50 years has seen large-scale applications of cryogenic
processes in these fields.

Air separation to produce oxygen and nitrogen as major products is employed
to supply steelmaking, petrochemicals and gasification projects.

Hydrogen liquefaction resources were needed to service the space program as
a rocket fuel; subsequently, usage developed for bulk transport of hydrogen from
production to user sites. Now, liquid hydrogen is being considered and used for
automotive fuel in specific schemes.

Liquefied natural gas (LNG) complexes are amongst the largest installations of
any cryogenic project. LNG is produced in fields rich with the gas or present in
association with petroleum products; it is then shipped to countries that are poor
in fuel supplies, or which do not possess clean fuel resources.

Each of these development sectors has something in common, although the
detailed technology base is different. Around 1950–1955 seems to have been the
start of significant expansion in the three sectors now reviewed. The process plants
in each sector have developed to reduce product costs by designs for larger, more
efficient plants. It is hoped that this chapter will illustrate the main techniques
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adopted to achieve that result. A significant amount of cryogenic technology has
been applied on the distribution, storage and revaporization of liquid products.
However, the limitation on space for this chapter and on time for presentation
means that the review has to be limited to the separation or liquefaction process.

8.2 Cryogenic Air Separation: Oxygen and Nitrogen

Briefly, the air separation process comprises the following typical steps:

1. air compression;
2. air purification, to remove mainly water and carbon dioxide;
3. heat exchange, in which air is cooled by outgoing cold products;
4. distillation, to separate oxygen, nitrogen and argon;
5. refrigeration (by work obtained from expanding some air from the heat ex-

changer into the low-pressure column);
6. the products, warmed by heat exchange with the air feed, are compressed ex-

ternally with product compressors or can be pumped as liquid and vaporized to
a desired pressure.

In the 1960s the cryogenic air separation process was regarded as a “mature”
technology, but a significant amount of development has been applied to commer-
cial applications and installations in all the above stages.

In 1950, the largest cryogenic oxygen plant had an oxygen output of about
500 tons/day (1 ton = 2000 lbs). By 1965–1970, the capacity had more than
doubled to about 1200 tons/day. Currently, some plants under construction will
have a single stream output of 4300 tons/day [1,2]. This increase in capacity was
driven by the need to supply steelmaking, petrochemicals and gasification projects,
which themselves have been enlarged to meet demand, and the reduction in costs
obtained with greater scale. Apart from greater capacity, the drive has incorporated
technological advances to improve overall efficiency as another way to improve
costs.

Technological developments have been applied in all areas enumerated above,
but probably the most significant have been in purification, heat exchange and
distillation.

8.2.1 Purification and Heat Exchanges

Fifty-five years ago it was quite common for large, so-called tonnage plants to
use regenerators for main heat exchange and air purification [3,4]. Regenerators
usually operated in pairs and comprised vessels packed with granite chips. Process
air passed through the packed bed, which had been cooled in a previous cycle with
cold product gas. Water and carbon dioxide deposit on the packing as the air is
cooled. At a certain point the flow is reversed, air switching to the other vessel
while cold product gas flows through the first vessel to recool the packing. The
process has to be controlled to ensure that pressures, temperatures and flows allow
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the resublimation of water and carbon dioxide in the cold gas to be carried out with
the product. A disadvantage with this is that the product gases are contaminated
with air on changeover of each cycle, and process air losses are incurred. The
exit gases contain water and carbon dioxide, which can be undesirable in some
processes. By providing tube bundles within the packing of the regenerator, gases
could be produced which would not be contaminated at changeover or because
they had to carry away the impurities deposited from the air.

A later, more elegant solution was the use of reversing heat exchangers. These
were multipass brazed aluminum units that were manifolded in parallel to provide
for high capacity. Air and cold gas waste product alternated in specific passes,
providing air clean up, as with regenerators, while product required to be uncon-
taminated was in a separate nonreversing pass or passes. Although these had the
capability to produce more pure, uncontaminated product than the regenerators,
the maximum that could be produced was about 55% of the process air. The lim-
itation is imposed by the need to ensure cleaning of water and carbon dioxide in
the air by control of the temperature differences and flow rates.

In the period 1970–1980 the demand for nitrogen (and argon) grew faster than
that for oxygen, leading to a requirement for greater proportions of pure product.
During the latter part of this period, molecular sieve adsorbents were increasingly
used to remove water and carbon dioxide at near-ambient temperature [2]. The
system initially had some penalties compared with reversing heat exchangers, in
terms of power consumption and capital cost. But development of the process and
equipment reduced cycle times for the adsorbers, and regeneration temperatures,
so significantly reducing the penalties. In addition, the proportion of pure product
rose, because only about 10–12% of the process air is used in regeneration of
the adsorbent; the rest could be pure oxygen or pure nitrogen, with the latter
potentially being two and a half times the oxygen product. The brazed aluminum
heat exchangers following the purification were continuous in operation and flow,
providing greater reliability [5, 6].

The developments in molecular sieve adsorption that greatly improved the sys-
tems application included higher capacity adsorbents, lower regeneration temper-
atures, shorter adsorption cycle times, and improved engineering design of molec-
ular sieve adsorber systems. This system was then able to better the reversing heat
exchanger system in product recovery and at least equal it on power consumption
and on capital costs.

8.2.2 Distillation

Distillation for cryogenic air separation plants provides an equally significant
advance. Most plants used the double-column system involving two columns,
so-called HP (high pressure) and LP (low pressure) columns, mounted one above
the other, being connected by the main condenser/reboiler. A detailed description
will not be given here, but is given in [1].

In 1955 the distillation columns used sieve trays, vapor flowing vertically
through the holes, while liquid passed over the tray. Successive trays effected
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FIGURE 8.1. Mellapak R© structured packing section (courtesy of Sulzer Chemtek).

separation of air, with the more volatile component, nitrogen, concentrating up the
column in shorter cycle times, and oxygen below [7, 8]. Argon concentrated at an
intermediate point in the LP column and was separately purified in a side column.

The biggest change in air separation distillation was the use of structured packing
[9, 10]. This takes the form of corrugated and perforated metal sheets coiled so that
adjacent corrugations are at 90◦ to each other, creating open channels and providing
a means of efficient liquid–vapor contact with low pressure drop. The advantage
of its use, especially in the low-pressure column of an air separation plant, is that
the overall power consumption and separation efficiency are improved. The use
of structured packing also permits the production of pure argon from the side
column directly, since the low pressure drop and high efficiency provide between
150 and 220 theoretical separation stages within the allowable pressure differential
[11, 12].

Figure 8.1 shows a portion of structured packing, and Figure 8.2 illustrates
a chordal weir perforated tray configuration. Both provide for efficient contact
between vapor and liquid, but the structured packing does so with lower pressure
drop and often at higher efficiencies.

8.2.3 Other Technical Developments

Additional developments, which have contributed to lower costs and/or lower
power consumption of cryogenic air separation, are summarized in Table 8.1, so
as to keep within the constraints of space for this chapter.
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FIGURE 8.2. Chordal weir tray.

An important factor in air separation is that of the process cycle design. In the
1950s–1960s several different process types were built as an approach to achieve
higher efficiencies and lower costs. A detailed description of each of these would
not be appropriate here but brief reference can be made to those applied in com-
mercial operations.

The processes involved are:

Linde–Frankl—regenerators with double-column distillation, with air in
“balancing” stream [16];

TABLE 8.1. Other contributions to improved performance and costs of cryogenic air

separation plants

Initial practice

Item (ca 1950) Later development Effect

Vessels within cold

box

Copper fabrication Aluminum fabrication Lower costs, fewer

leakage problems,

better reliability

Cold box insulation Mineral wool Perlite Lower heat losses,

lower power

consumption

Compressors Design of

compressor

blades, wheels and

internals

Three-dimensional

machining of blades,

computational fluid

dynamics design and

analysis [13]

Improved efficiency

and flexibility

Expansion turbines Blower- or

generator-loaded

Turbo-expander and

integral high-speed

generator with active

magnetic bearings [14]

Lower bearing

losses, higher

power recovery

Control systems Analog pneumatic

systems

Computer/electronic

systems [15]

More precise

control, improved

purity

Process cycle

development and

optimization

strategies

Calculation of

specific cycles

Computer simulation and

thermodynamic analysis

Improved efficiency,

integrated control
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Kellogg—low-pressure air, reversing heat exchangers, double distillation column
[17];

Elliott—dryers, switch exchangers, single distillation column with nitrogen reflux
system [18];

Oxyton—regenerators with three-column distillation [19];
Rescol—regenerators with single-column distillation [20];

and later:

low-pressure plant with adsorption air purification, double column [21].

The process cycles were developed to achieve advantages in lower power con-
sumption, for either lower capital cost or higher recovery of products for certain
demand patterns. The Rescol plant, as an example, in its later version was designed
to produce up to 7% liquid oxygen, with some loss of gaseous product, to allow
for an expected variation in gaseous oxygen demand for steelmaking. The Rescol
plants provided the first tonnage oxygen supplies for steelmaking in the UK.

The low-pressure plant with feed air purification gave maximum product re-
covery and, with development of molecular sieve purification, little or no penalty
in cost or power compared with reversing heat exchanger plants, together with
increased reliability from heat exchanger leakages.

Product purities have increased over the period, gaseous oxygen improving from
99.5% to 99.8%, pure nitrogen from 20 vppm (gaseous volume parts per million)
to 2 vppm—and in some cases even to 2 vppb (gaseous volume parts per billion).

8.2.4 Liquid Pump Plants

The conventional low-pressure gaseous oxygen plant employed an oxygen com-
pressor to boost the oxygen product from the plant to user pressure of 450–600 psig.
Today, the specific power consumption (kW/(tons/day)) for low-pressure tonnage
gas plants, producing oxygen at about 1.5 psig, has been reduced to 45% of the
figure achieved in 1955–1965 [1]. This has been brought about by a number of de-
velopments listed above, and the increase in capacity of individual units provides
for use of larger, more efficient components and machinery.

The liquid pump cycle has been adopted for many large projects and product
demands. The substitution of the liquid pump cycle enabled supply pressure to be
attained without the somewhat critical design of the oxygen compressor. Liquid
oxygen pumped from the condenser of the double column is vaporized by heat
exchange with compressed air feed or, in some cases, a compressed nitrogen recycle
stream.

The liquid pump plant is generally favored for gasification projects and simi-
lar large-scale applications. This application provides for simplification of control
systems. The replacement of the oxygen compressor by an air or nitrogen com-
pressor provides an advantage in overall capital costs and ease of maintenance. A
liquid pump plant consumes a few percent more power than a gas compression
cycle, but has some advantage in reduced capital costs [22–24].
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8.2.5 Enhanced Oil Recovery

High-pressure nitrogen injected into oil wells is used to enhance oil recovery as
the oil in fields is depleted. Air separation cycles have been devised to produce
the required nitrogen product, where oxygen is not a prime product [25,26]. At
Cantarell, in Mexico, four air separation units produce a total of 47,000,000 ft3/h
supplied at a pressure of 1750 psi [27]. Each separation unit processes air equivalent
to a plant producing 3750 tons/day oxygen.

8.2.6 Summary: Air Separation

In summary, air separation development in 50 years has achieved an eightfold
increase in single stream capacity, specific power consumption less than half, and
product recovery increased by about two-and-half times, with increased purity of
products.

8.3 Hydrogen Liquefaction

Liquid hydrogen demand increased dramatically with the US space program. Sev-
eral liquefiers were built, increasing in capacity from 0.5 tons/day at Boulder in
Colorado to 62 tons/day in California in 1965.

Different liquefaction cycles are appropriate depending on the size of the liq-
uefier. A simple Joule–Thomson cycle with vacuum-boiling nitrogen precooling
was used for 2 tons/day, whereas a more complex Joule–Thomson cycle with
atmospheric- and vacuum-boiling liquid nitrogen precooling is favored for up to
5 tons/day. For even larger liquefiers, the staged nitrogen precooling of hydrogen
is used in conjunction with refrigeration from a turbo-expander.

Gas feeds to the liquefier are pre-purified so as to contain less than 1 vppm
impurities, since all the impurities will have a freezing point above the temperature
of, and are not soluble in, liquid hydrogen.

The nitrogen refrigeration cycle provides cooling at normal liquid nitrogen tem-
perature and also uses cooling by liquid nitrogen at subatmospheric pressure.

8.3.1 Ortho- to Para-Hydrogen Conversion

Hydrogen exists in two forms, i.e. ortho- and para-hydrogen. In ortho-hydrogen
the two electrons in the molecule rotate in the same direction, whereas in para-
hydrogen they rotate in opposite directions. Room-temperature hydrogen com-
prises 25% para content, whereas at its boiling point the equilibrium para content
is 99.8%. The conversion of ortho to para is exothermic and, hence, can give rise
to liquid evaporation losses, so a catalyst is provided to convert the hydrogen to
the para form. The conversion should be carried out at warmer temperatures so as
to reduce the power for heat pumping.
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FIGURE 8.3. Hydrogen liquefier.

The catalyst used initially by the National Bureau of Standards was 20% chromic
oxide on alumina. Later, hydrous ferric oxide was employed, having been found
to be 6.6 times more effective. Subsequent catalysts have been nickel silicate
(eight times more active than the chromic oxide) and 30% ruthenium on silica and
alumina, this being in turn twice as active as nickel silicate [28].

In practice, the larger liquefiers employ staged conversion. This can be done
in successive vessels at successively lower temperatures [29–31]. The schematic
flowsheet in Figure 8.3 shows where these steps can be fitted in, at A–B, so the
flowsheet element between these two dotted lines may be duplicated or tripled.
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Similarly the circuit between C and D can be duplicated or even tripled so as to
increase efficiency of the liquefier.

8.3.2 Hydrogen Liquefier Cycles

Choice of hydrogen liquefier cycles is generally between medium pressure (3 MPa)
and high pressure (about 100 MPa). The recycle stream (Figure 8.3) is sepa-
rate from the feed stream and can operate at a higher pressure. The feed stream
has to undergo ortho–para conversion, but the recycle stream will have been
converted.

The medium-pressure recycle stream will employ different equipment from
the high-pressure system, this generally consisting of less costly compressors,
heat exchangers, and turbo-expanders [32], but it will have a somewhat higher
power consumption. With high pressure, the compressors used are reciprocating
type, expensive wound tubular heat exchangers are employed, and expanders are
reciprocating units, but power consumption will be lower.

As indicated in the previous section, hydrogen liquefier cycles can be adopted
which feature multiple ortho–para and expander stages; this would be relevant
to larger liquefiers. The added complexity is aimed at increased efficiency, i.e.
reduction in power consumption, albeit at increased capital cost. Nevertheless
studies have shown that the prime factor in production cost in large-scale liquefiers
is power consumption [33].

8.3.3 Summary: Hydrogen Liquefiers

Although the initial impetus in the 1950s for building hydrogen liquefiers was
from the space program in the US,, increasingly since then commercial applica-
tions exceed that. The aerospace program accounted for 20% of total demand in
North America in 1991 [34]. The purity of liquid hydrogen created a demand for
applications such as metalworking, float glass, etc.

The total capacity for hydrogen liquefaction in North America in 1991 was
190 tons/day [34]. With the potential commercial demand it can be expected that
the overall capacity will increase and that larger production units will also be
employed. The technology for liquefiers will be ready for such expansion.

More active and more efficient ortho–para catalysts have been developed. More
efficient hydrogen liquefier cycles with multiple expanders have also emerged, and
can be even better employed on larger units. As the cost of product is lowered,
increases in total production and delivery should arise.

8.4 Liquefied Natural Gas

Large-scale liquefied natural gas (LNG) plants ship the LNG to a remote customer.
The scale of such plants has greatly increased over about the last 40 years.
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TABLE 8.2. Maximum base-load LNG plant

capacity versus year

Year Plant capacity (106 tons/year)

1964 0.45

1970 1.0

1980 1.5

1990 2.2

2000 3.5

2006 5.01

2008 (?) 8.0–10.02

1 Under construction.
2 Potential capacity.

LNG was delivered from a plant in Louisiana to the UK in 1959 [35]. Subsequent
developments greatly increased the capacity of what are termed “base-load” plants
for international delivery of LNG and shipment to many different countries.

The CAMEL plant located at Arzew, Algeria, was the first base-load LNG
facility [36], being built in 1962–1964. The increase in maximum capacity of
base-load plants over time is shown in Table 8.2.

The designs for such liquefiers have included a number of cycle developments.
Some have used the classic cascade cycle. This uses a succession of separate
refrigeration modules to achieve liquefaction, in which methane feedstock is cooled
stepwise by propane, ethane and methane.

Others have used a mixed refrigerant cycle, using a single refrigerant with a
mixture of components (Figure 8.4). Kleemenko [37] proposed this type of cycle.
A mixed refrigerant can comprise, for example, butane, propane, ethane, methane
and nitrogen.

The cycles applied to natural gas liquefaction are listed in Table 8.3 and also
show how many trains of LNG for each cycle have been installed, including those
under construction, as of 2004 [38].

Linde AG has recently announced “an almost complete natural gas liquefaction
plant will complete a 2,700 nautical mile journey from Spain to northern Norway
and is to be docked and connected to existing facilities.” Capacity will be nearly
5 million tons LNG per annum.

8.4.1 Feed Pre-Purification

With many different feedstocks, pre-purification has to be considered for each
installation. Impurities can include acid gases, carbon dioxide, hydrogen sulfide,
water, mercury, carbonyl sulfide, mercaptans, etc. Processes to resolve this can be
a promoted carbonate or other solvents followed by an adsorption process.

Mercury removal is essential where the downstream equipment is fabricated in
aluminum, since this forms an amalgam with the mercury. Adsorption on carbon
beds, impregnated with some sulfur or iodine, on active carbon itself, or molecular
sieves have been employed [39].
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FIGURE 8.4. Propane precooled mixed refrigerant cycle schematic: APCI C3MR.

The gas treatment generally incurs a small proportion of the total plant cost
(around 5%), but it can be a high-energy user [40]. Thus, the treatment process
should be carefully optimized, and integration with the liquefier should also be
considered.

8.4.2 Heat Exchangers

Main heat exchangers are usually a choice between spiral-wound tubing and brazed
aluminum types. The many units designed for the C3MR cycle use spiral-wound

TABLE 8.3. Number of LNG trains installed or under construction

LNG trains installed and under

construction 2004

Cascade 4

Phillips optimized cascade 7

Propane precooled mixed refrigerant (APCI–C3MR) 64

Single mixed refrigerant (PRICO) 3

Dual mixed refrigerant 6(?)

TEAL dual-pressure mixed refrigerant (Technip–Air 3

Liquide)

Multi-fluid cascade (Linde–Statoil) 1

AP-X cycle (proposed for 2008 and further units for 2009 and 2010 start-up)
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heat exchangers. Recent cascade cycle liquefiers employ brazed aluminum heat
exchangers, with multi-core arrangements. These cores may number 40 for each
LNG train, the cores being installed in eight cold boxes [41]. Problems of even
distribution of vapor and liquid have to be resolved, and filtration utilized to prevent
plugging is used extensively.

Spiral-wound heat exchangers measure up to 4.2 m in diameter, 54 m in height,
and weigh up to 240 tons [41]. Transport to site needs a careful survey!

8.4.3 Compressors and Drivers, etc.

Compressors and drivers are a major feature of base-load plants. Gas turbines,
steam turbines, and, in some instances, large electric motors have been employed.
These dictate support complexes for energy supplies.

They are also a major consideration when deciding how many trains of LNG
will be adopted for a given installation and capacity. Apart from cost of increas-
ing/reducing the number of trains, reliability has to be considered and the ability
of the complex to meet projected demands, while experiencing turndown and also
maintenance and inspection schedules [41].

Overall capital costs of the LNG facility are large. For a 5 million tons/year fa-
cility, reported costs are said to be $300–500/ton per year [42]. Still larger facilities
have a future target of $200/ton per year.

Projects recently completed have taken 4.5 years to completion from concept,
and this is said to be 30% less than current utility benchmarks. Thus, it seems the
drive to still greater cost reduction continues, so that product costs should follow
the same trend.

8.4.4 Expanders

A recent development has been to employ liquid expanders, which generally re-
place one or more of the Joule–Thomson valves. An improvement in power con-
sumption of about 2–3% is achieved, although 5–6% might be expected theoreti-
cally [42].

8.4.5 Plant Efficiency and Specific Powers

It becomes difficult to compare liquefiers precisely based on efficiency and specific
power, since in different papers not all conditions are standardized. One paper [43]
includes a comparison of the specific powers of the C3MR (12.2 kW/(tons/day)),
the DMR cycle (12.5 kW/(tons/day)) and the Cascade (14.1 kW/(tons/day)).

8.4.6 Summary: Liquefied Natural Gas

Cycle designs are available to select the appropriate liquefier plant for a given
project. The engineering of these large projects continues to pursue efficient per-
formance and cost reductions, both in terms of equipment and construction. A
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large effort is being made to design and specify increases in the size of liquefiers
to produce LNG. The increased demand for LNG provides an incentive for this
program of improvement.

Estimates [44] indicate that global liquefaction capacity in 2004 is 158.5 million
tons/year; by 2014 the expected liquefaction capacity is 240 million tons/year, so
a strong growth is indicated.

8.5 Overall Review

In each of the areas reviewed, the separation units or liquefiers have been the
focus of attention, since to cover the whole of the complexes would involve a
much larger discussion. While being the central part of each of the technologies,
cryogenic concepts, technology, and engineering are applied to the other facilities,
namely storage, vaporizers, transport tankers, and liquid transfer pipe work, and
considerable effort is applied to these sectors.

Growth in total demand and for larger units in oxygen/nitrogen, liquid hydrogen,
and LNG will mean challenges for cryogenic engineering and technology.

Acknowledgments. The photograph of a Mellapak structured packing section is
Sulzer Chemtek’s copyright, and appears with their kind permission.
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Abstract

This review provides a survey of major advances that have occurred in recent years
in the area of helium cryogenics. Helium-temperature cryogenics is the enabling
technology for a substantial and growing number of low-temperature systems from
superconducting magnets to space-based experimental facilities. In recent years
there have been many advances in the technology of low-temperature helium,
driven mostly by new applications. However, to keep the review from being too
broad, this presentation focuses mainly on three of the most significant advances.
These are: (1) the development of large-scale recuperative refrigeration systems
mainly for superconducting magnet applications in accelerators and other research
facilities; (2) the use of stored superfluid helium (He II) as a coolant for space-
based astrophysics experiments; and (3) the application of regenerative cryocool-
ers operating at liquid helium temperatures primarily for cooling superconducting
devices. In each case, the reader should observe that critical technologies were
developed to facilitate these applications. In addition to these three primary ad-
vances, other significant helium cryogenic technologies are briefly reviewed at
the end of this chapter, along with some vision for future developments in these
areas.

9.1 Introduction

The field of cryogenics is generally referred to as those processes that occur in
the temperature range roughly T <120 K, where the permanent gases (nitrogen
and oxygen) are condensed. This is an arbitrary but useful definition that makes
cryogenics a unique field of thermal engineering. The subject cuts across many
disciplines, including refrigeration, fluid mechanics and heat transfer, material
science, and instrumentation. The field has wide-ranging applications in energy,
materials processing, medicine, and basic science. Helium cryogenics is a sub-field
of cryogenics that primarily focuses on even lower temperatures. As suggested
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about 20 years ago in Helium Cryogenics [1]: “. . . helium cryogenics as described
here emphasizes the range of temperature where the fluid has large scale potential
applications as a coolant, 1 < T < 10 K.”

Helium is a unique enough fluid to garner special attention in science and engi-
neering. The most abundant form of helium (4He) becomes a liquid at its normal
boiling point of 4.2 K, which is the lowest of common cryogenic fluids. Even
more special is that helium will not solidify even at absolute zero unless an ex-
ternal pressure of greater than 2.5 MPa is applied. Thus, it has no triple point.
4He can also exist in either of two liquid phases: He I and He II. He I is the
normal liquid, existing between the critical point (Tc = 5.2 K; pc = 0.227 MPa)
and the lambda transition (Tλ = 2.176 K at saturated vapor pressure). He II, also
sometimes referred to as superfluid helium, exists between Tλ and absolute zero
and possesses exceptional transport properties which are of basic as well as ap-
plied technical interest. The present review will concentrate on 4He technology;
however, helium also has a rare isotope, 3He, which is of particular importance
to very low-temperature refrigeration (T � 1 K). 3He also displays a superfluid
transition, but at approximately 0.002 K.

The very low normal boiling point of helium is one of the reasons why it took
until 1908 for it to be first liquefied by H. Kamerlingh Onnes in Leiden. In the early
days, the other main impediment to production of liquid helium was its relative
low abundance in nature [2]. With such small quantities of helium available and
the required specialized equipment, the field of helium cryogenics was originally
restricted to a very few research laboratories primarily involved in basic physics
research at low temperatures. Fortunately, that has all changed.

In spite of these early beginnings, the rapid growth of helium cryogenics really
got underway about a half century ago with the start of three major development
activities:

1. The development and eventual commercial availability of the Collins helium
liquefier/refrigerator.

2. The rapid expansion of the space exploration program led mostly by the Apollo
mission to the moon.

3. The discovery and production into conductor form of the high-field supercon-
ducting materials Nb3Sn and NbTi.

The Collins liquefier [3] for the first time allowed the production of liquid he-
lium to move out of the physics research laboratories of a few experts and into
facility-based operations, such as national laboratories and industrial concerns. It
also permitted large quantities of helium to be separated from its main source,
natural gas. The Collins liquefier is based on a thermodynamic cycle consisting
of room-temperature compression, five counterflow heat exchangers, two expan-
sion engines and a final Joule–Thomson expansion stage to produce liquid. Once
developed, the Collins liquefier/refrigerator and its subsequent commercial pro-
duction models permitted laboratories to produce their own liquid helium and
cool a wide variety of experimental systems to T < 4 K. Larger versions of this
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machine became part of a growing liquid helium production capability [4]. This
capability, combined with the development of high-efficiency helium storage and
transport vessels, allowed helium to be separated from its source in natural gas
wells, liquefied at central locations, and delivered to users worldwide. Also, larger
quantities of liquid helium could be provided in “closed-cycle” mode to cool major
physics research facilities. This last application is best exemplified by the large
particle-accelerator facilities in operation today.

The initiation of the manned space program, best exemplified by the US Apollo
mission to land a man on the moon, rapidly developed a high demand for cryo-
genic fluids, although mostly for liquid propellants (liquid hydrogen and liquid
oxygen). However, liquid helium was also extensively used in propulsion systems
for cryopumping, purging, and leak testing, resulting in a demand for liquid helium
that grew rapidly during this period, with annual consumption increasing by over
a factor of 10 between 1950 and 1968 [5].

Finally, the discovery and production of high-field superconductors for magnets,
which began in the 1960s [6], had a strong impact on helium cryogenics through
demand for a coolant. Many of the superconducting magnet applications of today
were conceived shortly after the successful production of the first Nb3Sn and NbTi
conductors. Today, there are a wide range of superconducting applications with
literally thousands of superconducting magnet systems in operation, ranging from
magnetic resonance imaging (MRI) systems in hospitals to the largest scale efforts
at the particle physics and nuclear fusion facilities around the world.

In an effort to limit the scope and length of the present chapter, the focus of this
review of recent developments in helium cryogenics is on three major technologies.
The selection of these three technologies for the discussion is to a large extent
arbitrary and based on the author’s own experience and knowledge. However,
the three technologies selected clearly represent major developments that have
occurred over recent years. In addition, there are many other important helium
cryogenics technologies worth mentioning, and some of these developments have
synergy with the three that have been chosen for this review. Thus, following the
main discussion, other helium cryogenics technologies of note are discussed, along
with their prospects for the future.

9.2 Three Major Developments in Helium Cryogenics

The three helium cryogenics technologies that have been chosen for this review
include the development of:

� large, efficient recuperative helium refrigerator/liquefier systems mostly for high-
energy physics laboratories;

� large, efficient He II cryostats for space-based astrophysics experiments;
� small (Q ≈ 1 W at 4 K) regenerative cryocoolers for cooling of superconducting

devices.
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9.2.1 Large Refrigerator/Liquefiers for Particle Accelerators

The development of the Collins liquefier and the high-field superconducting mag-
net both had an early and major impact on magnet applications, with the dominant
being large physics facilities for accelerating of particles. Perhaps the first notable
example of such an application was the superconducting bubble chamber magnet
as exemplified by the 12 ft (3.7 m) bubble chamber magnet at Argonne, Illinois,
[7] and the 4.7 m bubble chamber at CERN in Switzerland [8]. These systems re-
quired both specially constructed cryostats and closed-cycle helium refrigerators
so that they could provide steady operation as particle detectors. Although bubble
chamber magnets are no longer in use today, it is worth noting that today almost
all major particle physics experiments use large superconducting magnets in their
detectors and these magnets are cooled by modern versions of the Collins liquefier.

Subsequently, superconducting magnets were adopted for high-energy particle
physics beam lines, with the first being the Energy Doubler at Fermi Lab initiated
in the 1970s and continuing to operate as the highest energy particle accelerator
today. The Large Hadron Collider (LHC) at CERN is expected to come on line later
this decade and will result in a major advance in achievable particle energy. The
cryogenics requirements for these accelerators are somewhat unique, as the super-
conducting dipole and quadrupole magnets are distributed over the circumference
of the accelerator ring. Thus, in addition to the requirements for large refrigera-
tors, these accelerators also have placed stringent requirements on magnet cryostat
design and cryogenic helium distribution equipment.

In recent years, the impetus for developing helium refrigerators and cryogenic
systems for particle accelerators has shifted somewhat. The first such shift is toward
improved overall thermal efficiency, with a variety of refrigeration requirements
at different temperatures. The cooling requirements for modern accelerators are
in the range of tens of kilowatts at 4.5 K and thousands of liquid liters per hour.
Thus, the thermodynamic efficiency of the refrigeration equipment has signifi-
cantly impacted the operations budget of the facility. For example, the LHC main
ring will be supplied by eight 18 kW refrigerators [9] at 4.5 K. The detailed design
of these machines was up to the two vendors [10–12], with the requirement being
a minimum combined cost of capital and operation over the 10-year period. Cy-
cle optimization has led to high overall efficiency, with the projected value in the
range of 27% of Carnot. Each 18 kW machine supplies several levels of cooling to
the LHC. For example, under normal operating conditions, the machine supplies
2.6 kW of refrigeration at 4.5 K, 12.4 kW of nonisothermal refrigeration between
4.5 and 20 K for the beam screen, 22 kW of nonisothermal radiation-shield cool-
ing between 50 and 75 K and 27 g/s of cooling to the magnet current leads. All
these requirements demand a much more complex cycle than the original Collins
liquefier. Figure 9.1 is a side-by-side comparison of the original Collins cycle to
the Air Liquide 18 kW LHC refrigerator.

The other recent shift in helium refrigerator technology has been the growing
number of particle accelerator refrigeration systems that operate around 2 K in the
He II region. Again, perhaps the most notable of these systems is the LHC main
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ring refrigeration system, with 2.5 kW of cooling at 1.8 K [13]. Other significant
2 K refrigeration systems have been developed for radio-frequency (RF) cavity
accelerators, as exemplified by the CEBAF at the Thomas Jefferson Laboratory
in Virginia or the Spallation Neutron Source currently under construction at Oak
Ridge, Tennessee. All of these systems use multistage cold compressors to achieve
the reduced temperature operation. Successful development of the cold compressor
was an important technical achievement that enabled large kilowatt level He II
refrigerators to be developed.

In addition, the operation of superconducting magnets at reduced temperatures
was significantly improved by the development of the pressurized He II cryo-
stat. This cryostat concept was originally conceived by G. Claudet and Aymar in
connection with the Torus–Supra Tokamak project in France [14]. The essential
advantage of such a design is that it maintains the magnet in a bath of He II nomi-
nally at 1.8 K, but pressurized to p > 0.1 MPa so that vapor cannot be generated in
the magnet cryostat unless the local temperature exceeds 4.2 K. This approach pro-
vides excellent thermal stability for the magnet, while steady-state heat removal is

FIGURE 9.1. Comparison of the Air Liquide LHC 18 kW refrigerator cycle [12] with a

standard Collins cycle.
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FIGURE 9.1. (Continued)

achieved by an immersed saturated He II heat exchanger that limits the volume of
the low-pressure He II in the refrigerator. The “Claudet” cryostat has subsequently
been used in almost all He II magnet systems, including the accelerator magnets
for the LHC.

As with most developments in helium cryogenics, the future of large recuperative
refrigerator systems will be dictated mostly by the demands of the applications,
with the most dominant being particle physics experimental facilities. The future of
high-energy physics particle accelerators (post-LHC) appears to be looking to the
International Linear Collider, which is just beginning the design effort. However,
current plans for this machine call for an RF cavity electron accelerator probably
operating near 2 K and cooled with He II. Should this project go forward to
construction, then it will most certainly place stringent demands on the efficiency
of the helium cryogenic system for 2 K use, including the refrigerator and the
associated cryostats for housing the RF cavities.
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9.2.2 Space-Based He II Cryogenic Systems

The second significant topic in helium cryogenics to be reviewed here is the de-
velopment of the technology to put large quantities (volume ∼1000 L) of He II in
space and have it there for extended periods of time, up to years, for a variety of
astrophysics experiments. This technology was pioneered with the Infrared Astro-
nomical Satellite (IRAS) which performed an infrared survey above the Earth’s
atmosphere [15]. IRAS was launched in 1983 and was so successful that it spawned
a series of infrared telescope launches, culminating most recently in the Spitzer
Space telescope launched in polar orbit in 2003, see Figure 9.2 [16]. In addition,
other space-based astrophysics experiments are also using stored He II cryogenic
systems, including the 2004 launch of the Gravity Probe B experimental test of
general relativity [17].

The cryogenic systems associated with space-based He II storage have several
common features. First, the storage vessels are designed for extremely high thermal
efficiency. For example, the projected hold time for the Spitzer telescope, which
contains 49 kg of He II at launch, is between 4.2 and 5 years. To achieve the long
hold times necessary for successful missions, great care combined with advanced
cryogenics technology are required. Structural supports that can withstand the
launch environment and disconnect in microgravity have been developed and ap-
plied in the Gravity Probe B experiment [18]. Other systems have used additional
higher temperature stored cryogens on board for intermediate heat stationing.
These efforts are essential to the mission success, as it is next to impossible to
replenish the onboard cryogens and active refrigeration has insufficient capacity.

The other important enabling technology for space-based He II systems is the
porous plug phase separator [19]. This device, originally proposed for the GPB
cryostat and pioneered for the IRAS project, uses a unique property of He II called
the fountain effect to maintain the liquid helium within the vessel while venting
the vapor generated by the absorption of heat in the He II reservoir. A photograph
of the porous plug phase separator developed for the IRAS He II tank is shown in
Figure 9.3 [20]. This device consists of a sintered stainless steel plug approximately
50 mm in diameter, with a pore size in the range of 1 to 10 μm.

In operation, the outer surface of the porous plug in the vent line is exposed to
space and pumped by the ambient vacuum. The inner, tank side of the plug is in
contact with the He II reservoir and the contained liquid. Such a device achieves
helium phase separation by the following method. As helium flows through the
plug, its pressure and temperature drop. However, unique to He II contained to
narrow channels and flowing at velocities less than the superfluid critical velocity
vsc is that a temperature difference across the plug produces a pressure difference
according to London’s equation:

�p = ρs�T (9.1)

where ρs is the volumetric entropy of the He II. At 1.8 K ρs is equal to about
80 Pa/mK, which corresponds to about 60 mm of He II hydrostatic head. Since
this so called “fountain pressure” is greater than the slope of the vapor pressure
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FIGURE 9.2. Spitzer space telescope cryogenic tank assembly being prepared for vibration

testing (tank volume: 363 L) [16].

curve for He II, the liquid is prevented from flowing through the plug and stays in
the tank.

In steady operation, helium flows through the plug, exiting in the vapor phase
so that the heat of vaporization is available to extract the cryostat heat load. Since
the total mass flow is determined by the rate of heat extraction from the dewar, it
can be shown that for ideal conditions [21]

ṁ = ρd2

βμn

(
sT

sT + λ

)
�p

L
(9.2)
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FIGURE 9.3. He II Phase separator for the IRAS SFHE tank. The plug is approximately

50 mm in diameter and manufactured by Mott Corporation (formerly Mott Metallurgical

Corp.) from sintered nickel. The attached germanium thermometer is for determining the

downstream helium temperature (from Ref. [20]).

where β is a shape factor, μn is the viscosity of the normal fluid component of the
He II, λ is the latent heat and d is the pore diameter within the plug. Equation (9.2)
is identical to that which describes classical laminar flow through porous media
with the additional term [sT/(sT + λ)≈0.05]. This expression effectively describes
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the flow through the phase separator up to the critical velocity. Above that value,
the pressure drop versus flow rate becomes nonlinear due to turbulence in the two
fluid components.

As an example, the recently launched Spitzer infrared telescope cryostat is
currently operating at 1.2 K with a �T of only 3 mK across the plug [16]. This
�T corresponds to a fountain pressure of �p = 22 Pa, which appears sufficient
to contain the liquid in the dewar. Virtually all He II space-based systems now
employ porous plug phase separators.

Although the technology of He II stored cryogens has proven to be successful in a
large number of space-based experiments, the problems associated with launching
a large dewar of He II into space have resulted in a number of challenges to the safe
and reliable operation of such systems. As a result, it is unclear to what extent future
space-based experiments will utilize this technology. As is discussed in the next
section, great strides have recently been achieved with the development of long-
life, reliable regenerative cryocoolers for T < 4 K operation. The future helium
cryogenic systems for space-based experiments may, therefore, entail using active
cryogenic equipment with the possibility of launching the experiment at ambient
temperature followed by cooldown and operation in space.

9.2.3 4 K Regenerative Cryocoolers

In recent years, a number of technologies have arrived on the scene that operate
around 4 K and below, but which only require a small amount of cooling power (typ-
ically Q < 1 W). One such technology is the conduction-cooled low-temperature
superconductor (Nb3Sn or NbTi)-based magnet system. Conduction-cooled super-
conducting magnets are now available in a variety of sizes and magnetic fields for
DC magnetic field applications often at remote locations where access to liquid
helium is restricted. Examples include magnets for physics and materials research,
ore separation and MRI. This technology is quite advanced, and the magnetic fields
achieved are comparable to those of magnets that are bath cooled by liquid helium
[22]. The only disadvantage of these systems appears to be increased complexity
and capital cost with longer cooldown times.

Conduction-cooled low-temperature superconducting systems have been en-
abled by the development of two necessary support technologies. The first tech-
nology is the cryocooler with cooling capacity of around 1 W at 4 K. Regenerative
cryocoolers have been under development with steadily improving performance
since their introduction as an alternative to the Collins cycle machine. For low-
temperature operation, the Gifford–McMahon (GM) cycle, Figure 9.4, has advan-
tages over other common cycles largely because its low-frequency operation en-
hances heat exchange with the regenerator [23]. The first GM refrigerator achieved
a minimum temperature of 35 K in one stage [24], and within several years of that
time one could acquire a multistage GM machine with useful cooling power at
temperatures approaching 10 K. However, achievement of 4 K with a GM cry-
ocooler depended on the introduction of new materials into the lower end of the
regenerator.
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FIGURE 9.4. The GM cycle.

Regenerative cryocoolers differ from recuperative cycle machines (like the
Collins cycle machine) in that the fluid flows in a periodic cycle within the ma-
chine, extracting heat from the lower end of the regenerator. The regenerator is
similar to a heat exchanger, except that it needs to have a large volumetric heat
capacity to allow significant heat removal per cycle. Early GM cryocoolers used
copper and lead for the regenerator, with lead at the low-temperature region be-
cause of the larger heat capacity (compared with copper). These systems could
reach 10 K in two stages. However, to achieve useful cooling at 4 K, the volu-
metric heat capacity of lead is insufficient. This required the introduction of new
materials with large heat capacities at low temperature. Figure 9.5 is a plot from
Nagao et al. [25] of the measured specific heat of several candidate regenerator
materials for low-temperature application. Note that the volumetric specific heat
of the rare earth materials at 4 K is much larger than that of lead. With the in-
troduction of these high specific-heat materials into GM cryocooler regenerators,
minimum temperatures in multistage GM cryocoolers were soon able to drop be-
low 4 K, making their application in low-temperature superconducting devices a
possibility. However, a noted disadvantage of GM cycle cryocoolers is their rela-
tive low efficiency and the active displacer that moves at low temperature. These
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FIGURE 9.5. The volumetric specific heat of various rare earth compounds in comparison

with that of lead (from Nagao et al. [25]).

limitations of GM cryocoolers have since encouraged their replacement with newer
pulse tube cryocoolers. Pulse tube cryocoolers are now available with a range of
cooling capacities down to temperatures below 4 K.

Pulse tube cryocoolers were invented in the 1960s by Gifford and Longsworth
[26]; however, for a variety of reasons, the pulse tube was not a promising technol-
ogy for low-temperature operation and, thus, most of the effort has been focused on
higher temperature (T ≈ 80 K) single-stage coolers [27]. The principal difference
between a pulse tube cryocooler and other conventional cryocooler configurations
is the replacement of the mechanical displacer with an acoustic wave. There are a
number of different pulse tube configurations, with the two basic types being Stir-
ling and GM. Figure 9.6 compares these two pulse tube configurations. The GM
type has the same advantages over the Stirling type for low-temperature operation
as the conventional machines. As a result, most 4 K pulse tubes are of the GM type,
although 4 K Stirling-type pulse tubes are under development [28]. Currently, a
number of commercial vendors supply two-stage GM pulse tube cryocoolers with
about 1 W of cooling power at 4 K. The current record low temperature for a GM
pulse tube cryocooler is 1.27 K, achieved in two stages with 3He replacing 4He in
the second stage [29].

By combining careful thermal and structural design of the cryostat, it is possible
to keep the steady heat load of a conduction-cooled DC superconducting magnet
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FIGURE 9.6. Comparison of the Stirling-type and GM-type pulse tube cryocoolers.

system sufficiently low to stay under the cooling power limits of modern 4 K
cryocoolers. One important enabling technology is the high-temperature super-
conductor current lead [30], which has allowed reasonable currents on the order
of 100 A to be supplied to the magnet with minimal thermal impact on the 4 K
cooling load. If the magnet is cooled with a two-stage cryocooler, then the upper
cooling stage is used as a heat intercept for the normal metal section of the cur-
rent lead. The high-temperature superconducting (HTS) portion can then link to
the 4 K magnet, essentially eliminating joule heat absorption at 4 K. At present,
conduction-cooled HTS current leads are readily available up to current capaci-
ties on the order of 1 kA. For higher current applications, vapor cooling is often
utilized, particularly for the normal resistive section, where the heat load can be
substantial.

There appears to be a growing need for small-scale refrigeration at tempera-
tures near 4 K. In addition to conduction-cooled low-temperature superconducting
magnets, other superconducting devices also utilize 4 K cryocoolers. For example,
helium-bath-cooled superconducting magnets for a variety of applications use a
4 K cryocooler as a recondenser of the evolved vapor, thus reducing the liquid
helium inventory and eliminating the need to refill [31,32]. This application will
increase as the reliability of cryocoolers improves, with a corresponding reduction
in the need for technician service to superconducting-magnet-based instruments.

The other area where 4 K cryocoolers may have a significant future impact is in
space-based low-temperature astrophysics experiments that currently use stored
He II cryogen to supply the required cooling capacity. As indicated above, techni-
cal problems with managing the stored He II reservoir, plus the limited experiment
duration due to the finite volume, has encouraged consideration of alternate
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approaches for future systems. One option is to use an entirely conduction-cooled
system based on pulse tube cryocoolers [33]. Provided that the coolers can be
made sufficiently reliable and that adequate thermal contact can be achieved, then
space-based low-temperature experiments can have a much longer useful lifetime.

9.3 Other Significant Developments in Helium Cryogenics

In addition to the three major helium cryogenics technologies discussed above,
there are a number of other significant technologies worth at least mentioning in
the present review. This list may be incomplete, but clearly represents some very
important advances in the field.

9.3.1 Small Cryocoolers for Intermediate
Temperature Applications

There are many cryogenic applications that require a modest amount of cooling
capacity at intermediate temperatures (20 < T < 80 K). These applications include
most of the HTS devices being developed for power systems, as well as small-
scale HTS devices used for sensitive magnetometers and cellular communications.
In addition, there is a large effort in cold semiconductor device applications that
require cooling. This latter group includes infrared sensors, cold electronics, and
a variety of specialized instrumentation for research.

The vast majority of these small, intermediate temperature cryocoolers are either
of the pulse tube variety if continuous cooling is required or Joule–Thomson expan-
sion coolers for transient cooling. Sorption coolers are also developed particularly
for specialized aerospace applications. Many of the details on specialized cry-
ocooler technologies are described in Chapter 11.

9.3.2 Improvements in Rotating Machinery for
Low-Temperature Helium Service

Advances in large-scale refrigeration for applications such as high-energy physics
accelerators has benefited from steady improvements in the rotating machinery
that supports the operation. Already discussed above is the noted development of
the cold compressor for sub-4.2 K refrigeration and its associated impact on high-
field superconducting magnet operation near 1.8 K. Low-temperature expansion
engines have also advanced from the original reciprocating machines of the Collins
refrigerator/liquefier to the use of high-speed turbine expanders, thus increasing
reliability and efficiency. Finally, there has been a substantial development effort in
cryogenic centrifugal pump technology for liquid helium distribution systems, such
as the cooling circuit for large detector magnets in high-energy physics accelerator
facilities [34].
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9.3.3 Production of Standardized Liquid Helium Cryostats

One of the truly commercial activities in helium cryogenics has been the devel-
opment of standardized cryostats for a wide variety of applications. Mobile liquid
helium storage tanks are now manufactured in a range of standard sizes with vol-
umes ranging from 25 L to in excess of 1000 L. Fixed liquid helium storage tanks
can be even larger. For liquid helium transport, trailer trucks with capacities in the
range of 40,000 L commonly deliver liquid from centralized liquefaction facilities
to distribution centers around the country.

Superconducting magnet technology has also benefited from the availability
of standard cryostat designs. Depending on the application and number of units
required, their designs can take advantage of modern mass production techniques
to reduce cost and increase thermal efficiency. For example, MRI and nuclear
magnetic resonance magnets use highly efficient liquid helium cryostats to achieve
very low rates of helium consumption, thus minimizing the disturbances to the
use of the magnet by the helium refill process. In high-energy physics accelerators
like the LHC, the dipole and quadrupole magnets are housed within cryostats that
have many standard and common components.

Finally, the low-temperature research community has significantly benefited
from the development of highly efficient, usually stainless steel liquid helium
cryostat technology. No longer do we rely on skilled glass blowers to manufacture
these experimental systems. Readily available are a number of vendors that can
build fully welded metallic cryostats that have long life and require minimum
maintenance.

9.3.4 3He–4He Dilution Refrigeration

Although not in the nominally defined temperature range of helium cryogenics
(1 < T < 10 K), dilution refrigeration certainly represents a very significant ad-
vance that has had enormous impact on very low-temperature research (T <

100 mK) [35]. The dilution refrigerator, which uses the unique properties of phase-
separated 3He–4He mixtures at low temperature, now forms the basis for most of
the very low-temperature research facilities. Prior to the development of the first di-
lution refrigerator in 1967 by Vilches and Wheatley [36], millikelvin temperatures
were only achievable by adiabatic demagnetization of paramagnetic materials (see
Section 9.3.5).

Dilution refrigerators, which are commercially available today from several
vendors, can now provide continuous cooling power on the order of 1 to 10 μW at
10 mK. This temperature range is primarily of interest to low-temperature physics
research laboratories, where the dilution refrigerator can be used as the heat sink
temperature for even lower temperature experiments (T < 1 mK) mostly cooled by
nuclear demagnetization refrigeration. This technology supports a range of physics
research topics, including, in particular, the study of the superfluid phase of 3He
below 2 mK.
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9.3.5 Magnetic Refrigeration

Low-temperature refrigeration using demagnetization of paramagnetic salts was
first suggested by Debye and Giauque in 1925. Refrigeration in this system is
achieved by ordering the electron spins in a paramagnetic material using an exter-
nal magnetic field. Subsequently, the spins are allowed to disorder adiabatically,
thus absorbing thermal energy from the material lattice [37]. Until the develop-
ment of the dilution refrigerator, the adiabatic demagnetization refrigerator based
on the above principle was the primary method for reaching the millikelvin tem-
perature range. This technology continues to be attractive for certain specialized
applications such as for space-based instruments, where dilution refrigerators are
not suitable because of their large size and dependence on gravity to assist with
the phase separation process [38].

Adiabatic demagnetization has also more recently gained acceptance as the
most effective method for achieving sub-micro-kelvin temperatures. In this case,
the demagnetization occurs within the nuclear spins (rather than the electron spins
in a paramagnetic material). The record low lattice temperature of below 1 nK was
achieved using a two-stage nuclear demagnetization refrigerator consisting of a
high-purity copper first stage and a rhodium metal second stage [39].
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10
Lessons Learned in 50 Years
of Cryogenic Thermometry

F. PAVESE

National Institute for Research in Metrology (INRiM),1 Turin 10135, Italy

Abstract

This chapter reviews the basics of cryogenic thermometry in the past 50 years and
its updated state of the art. First, it answers the question of why a temperature scale
is needed and its meaning. Next, the basics of a scale definition and a short history
of the temperature scales from 1955 are outlined, together with lessons learned
in temperature calibration and international standards. Finally, the characteristics
of the main types of thermometer developed in the past 50 years and used in
cryogenics are summarized.

10.1 Introduction

The range of temperatures considered in cryogenics appears to be quite small, i.e.
a few hundred kelvin, when compared with the millions of degrees encountered,
for example, in the plasma region. However, much fundamental work in physics
has been performed at temperatures well below 1 K. In fact, a logarithmic scale
(Figure 10.1) for the temperature values is a more realistic way to portray the tem-
perature scale than a linear one. Since absolute zero is approached logarithmically,
it becomes equivalent to the upper boundary of the temperature scale, +∞. In the
very low temperature range, conditions occur that are quite different from human
experience. Temperatures are commonly attained in laboratories where equilib-
rium temperature values may be different for different components of the solid
substance and substantial temperature gradients may occur during nonequilibrium
conditions; these conditions directly affect the capability of measuring very low
temperatures.

The past 50 years cover a substantial part of the cryogenic history, at least
of that part of the history following the pioneering work and when it became a
technological field with important practical applications.

1 Formerly Instituto di Metrologia “G.Colonnetti” (IMGC).
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Thermometry was obviously an essential tool to measure the temperatures
achieved and to describe temperature-dependent phenomena with the required
accuracy. This dependence is particularly remarkable at very low temperatures.
On the other hand, temperature is an intensive quantity, needing a “scale” for
describing the “degree of warmth and of cold” and cannot be measured with-
out using a “transducer,” i.e. by measuring another temperature-dependent quan-
tity. This makes its accurate measurement much less trivial than is commonly
understood. The consequence of this quest for accuracy measurement has gen-
erated a relatively complicated history of its international standards and the
need of the development of many types of those transducers in the time span
considered.

It would be impossible to summarize in a clear way the many changes, improve-
ments, and developments that have occurred in the past 50 years, and the mere
history would be of little interest. Accordingly, this chapter will instead try to give
an overview of the basics of cryogenic thermometry and of the updated state of
the art.

This chapter presents an overview of why a temperature scale is needed and its
meaning for thermometry. Then the basics of a scale definition and a short history
from 1955 of the temperature scales will be summarized, together with a summary
of the lessons learned in temperature calibration and international standards and
of the future perspectives. The characteristics of the main types of thermometer
developed over the past 50 years and used in cryogenics complete the presentation.
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10.2 Temperature Scales

10.2.1 Thermodynamic Temperature

In principle, any thermodynamic law of physics or chemistry can be used to obtain
a thermodynamic temperature. One such law governs the behavior of the ideal gas:

pV = nRT (10.1)

where p is the pressure, T the temperature, V the volume, n the amount of sub-
stance, and R the gas constant.

In 1889, a thermodynamic scale, i.e. the normal hydrogen scale, was adopted
by the Conférence Générale des Poids et Mesures, based on the work of Chappuis
at the Bureau International des Poids et Mesures, using a calibration at the ice and
steam point of water. The unit of temperatuare used was the “degree centigrade”
(◦C).

In 1927, an International Temperature Scale (ITS-27) was developed, whose
definition is purely empirical, with the same unit. From 1927 to 2005 the interna-
tional standard has always been distinct from the thermodynamic scale.

10.2.2 Empirical Temperature

Determination of the thermodynamic temperature from first principles is, in gen-
eral, a difficult experiment. Every measurement is only an approximation, because
of imperfections in the model used for describing the basic thermodynamic law,
because of insufficient control of the secondary experimental parameters that are
included in the model (the so-called “corrections”), or because of experimental
random errors.

However, in nature, a temperature-independent phenomenon is rather the excep-
tion than the rule. Any temperature-dependent physical quantity can, in principle,
be used to measure temperature: thermometers were invented long before princi-
ples of heat were understood. Whether a physical quantity is suitable or not as a
thermometer is a matter of convenience; a choice may also depend on the required
precision of the resulting temperature scale.

An important element to consider for the evaluation of a candidate empirical
scale, apart from the trivial necessity for the physical quantity to behave monoton-
ically with temperature (e.g. water density is not), is whether or not it is a linear
transformation of the absolute temperature, to which it must always be referred
to. If it is not linear, then the relationship between the physical quantity and the
thermodynamic temperature must be carefully specified; this specification is often
difficult to find, especially over long periods of time.

Most empirical temperature scales are defined in terms of the temperature de-
pendence of a different quantity, e.g. electrical resistance, thermal expansion, vapor
pressure, etc. The definition of the empirical scale will include the value of the
measured parameter at various specified reference temperatures.
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At least two defining points are used in an empirical scale definition. They are
called the “fixed points” of that scale. None needs to be the defining point of the
kelvin scale. The scale definition assigns them conventional temperature values.
Though these values typically have been assumed to be exact thermodynamic
temperature values, they are, at best, up-to-date approximations. The empirical
temperature θ defined by these scales has been considered to be satisfactory as an
approximation of the thermodynamic temperature T .

This point will be made clearer by the example of the platinum resistance ther-
mometer. Note that the experimental data pertain exclusively to a specific substance
such as platinum and cannot be extended, by means of a theory, to represent other
metals. Other restrictions must be considered as well; for instance, the bulk ma-
terial must be in well-defined chemical (oxidized, etc.) and physical (strain-free,
etc.) states, and the results are valid only for a given range of chemical purity.

When some of the characteristics of the interpolating instrument can be specifi-
cally quantified, the range of the accepted values for these parameters must also be
defined in the scale, to enable one following this prescription to be able to repro-
duce the results, viz. the scale. If this is not possible, as with diode thermometers
or thermistors, then the results and the scale developed will be valid only for the
specific production-lot of devices from which results were obtained.

The thermometer used in a scale of these types is known as an “interpolating
instrument,” because it is not itself required to reproduce a thermodynamic prop-
erty, but only precisely the smooth selected function of the empirical temperature
θ, y = f (θ ). The latter is used to interpolate temperature values between the values
assigned to the fixed points.

To summarize, there are three constitutive elements associated with an empirical
scale:

1. an interpolating instrument;
2. a mathematical definition;
3. a set of definitions, or fixed points.

The interpolating instrument has already been discussed.
The mathematical definition should be the simplest mathematical function (or

set of functions) representing, within the stated accuracy, the relationship between
the measured quantity and the thermodynamic temperature; it has a number of free
parameters (this is characteristic of an empirical scale) whose numerical values
must be obtained from a “calibration” of the interpolation instrument at a number
of reference points. The number of these defining fixed points must be equal to
the number of free parameters, and their position must be such so as to permit the
best compromise between the mathematical requirements and what is available in
nature. The temperature value of the reference point is defined, i.e. fixed, by the
scale definition.

A scale of this type, which is the most common, is affected by a specific short-
coming, which must be kept in mind, called nonuniqueness. This term expresses
the concept that, in each particular unit implementing the interpolating instrument
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(i.e. the thermometer), the relationship between the measured quantity and
temperature is slightly different. Therefore, the mathematical interpolating pro-
cedure defined by the scale cannot adequately represent the measurements per-
formed with each individual unit of the thermometer, but can only approximate
the physical behavior of these units. In other words, if the scale definition is applied
to two specific units of the thermometer placed in an isothermal enclosure, then
there will be a measurable difference between the temperature values supplied
by their calibration tables and the temperatures actually measured. This is true
at every temperature except at the fixed points at which the units have originally
been calibrated. Calibration at the fixed points means, by definition, to associate
the measured numerical value of the property (e.g. of electrical resistance) to each
temperature value of the calibration table (expressed in the scale, e.g. θ = T90).
Note that for an empirical temperature θ a subscript should always be associated
with T , since T only implies thermodynamic temperature.

The nonuniqueness effect cannot be reduced, since it is a systematic error intrin-
sic to thermometer fabrication. Consequently, it must not be included with errors
in the scale realization, nor must it be ascribed to the limited ability of the math-
ematical definition to match the physical behavior of the thermometer; it is due,
instead, to technical limits of the interpolating instrument itself.

10.2.3 International Temperature Scales

Since the measurement of temperature is a necessity in many laboratories, “labo-
ratory scales,” more or less based on thermodynamic determinations, have always
proliferated. As a consequence of accurate requirements, an early International
Temperature Scale was accepted. A historical review of the process of establish-
ing a scale and periodic revisions can be found in many texts (e.g. Ref. [2]). The
last version of the International Temperature Scale, ITS-90, was adopted in 1990
and is still in use. However, a basic change in scale definitions occurred in October
2005, and the next major revision is anticipated in 2011.

The meaning of an “official” scale is not bureaucratic, but scientific and techni-
cal. As in all types of measurement, to improve accuracy, not only must random
errors (type A) be reduced, but also the largest possible number of causes of
systematic deviations (type B errors) must be eliminated. This requires an inter-
national body, where the recognized specialists in the temperature measurements
field meet and discuss their experiences and those of their colleagues in order to
reduce the error limits. Another equally important role of this body is to assess
the traceability of lower level approximations of the thermodynamic scale to the
ITS, and to fill the gap in information between the ITS definition and the inter-
national codes developed for industry, e.g. by the Organisation International de
Métrologie Légale (www.oiml.org) and the International Electrotechnical Com-
mission (www.ietc.ch), or prepared by other international bodies, e.g. the Inter-
national Union of Pure and Applied Chemistry (IUPAC: www.iupac.org) and the
International Union of Pure and Applied Physics (www.iupap.org)
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An outline of the basic definitions of the scales below 273.16 K since 1932 is
given in Table 10.1. However, all the temperature values in this chapter are given
on the ITS-90 scale (T90) unless specified otherwise.

10.2.4 The 2005 Redefinition of the International Scale

The basics of the ITS-90 below 273.16 K and of the Provisional Low-Temperature
Scale of 2000 (PLTS-2000) definitions are reported in Table 10.1, and the basic
advancements in the realization of the fixed points necessary to calibrate the inter-
polating instruments are detailed in the following sections. The scales are updated
on a regular basis (every 20 years on average) to take into account the advancement
in the state of the art and to correct recognized discrepancies that may occur.

There are two main issues that prompted the 2005 revision, with a basic change
in the principles, while the 2011 revision is supposed to be a real update of the ITS
including the incorporation of the PLTS.

Relative to the 2005 revision, work is progressing toward a basic change of the
definition of the unit for kelvin, which is supposed to be defined in the future in
terms of a fundamental constant, as is the case for most of the fundamental SI
units, namely the Boltzmann constant k.

Additionally, knowledge about the specific issues of the ITS-90 realization is
progressing so quickly that the usual 20-year revision can become unacceptable. In
this respect, the main issue has been the understanding that the isotopic composition
variability in the substances used as fixed points was a reason for the relevant
ambiguity in the definition of some basic substances, namely hydrogen, neon
and water. More details are given in [3]. This prompted the Comité Consultatif
de Thermométrie (CCT) to realize that it was not possible to wait until 2011 to
fix this problem, and others that could arise, nor to make multiple and frequent
corrections of the scale definition to update it to the new knowledge.

Consequently, and in view of the kelvin definition revision foreseen in 2011, it
was recommended by the CCT in June and approved by the Comité International
des Poids et Mesures (CIPM) in October 2005 [4] that a change be made in the
philosophy underlying the scale definitions, adopted since 1927, by eliminating
the conceptual separation between the thermodynamic scale and the “practical”
scales:

The Comité Consultatif de Thermométrie is considering

� that the International Temperature Scale of 1990 (ITS-90) and the Provisional
Low-Temperature Scale of 2000 (PLTS-2000) are internationally accepted prac-
tical temperature scales defining temperatures T90 and T2000 that are good ap-
proximations to thermodynamic temperature, T ,

� that the uncertainty of realization of certain thermometric fixed points is limited
by ambiguities in the defined isotopic composition of the materials for these
fixed-points,
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� that clear definitions of isotopic reference compositions will assist in the estab-
lishment of internationally compatible Calibration and Measurement Capabili-
ties,

� that recent thermodynamic temperature measurements have refined the best es-
timates of the differences T − T90 together with their uncertainties,

� that the creation of a formal mise en pratique of the definition of the kelvin would
considerably simplify and clarify statements and recommendations of the CCT
concerning the realization of the definition of the kelvin and the implementation
of practical temperature scales,

recommends

� the creation of a mise en pratique of the definition of the kelvin containing, in due
course, recommendations concerning the direct determination of thermodynamic
temperature, the text of the ITS-90, the text of the PLTS-2000, a Technical Annex
of material deemed essential for the unambiguous realization of both the ITS-
90 and the PLTS-2000, and a section discussing the differences T − T90 and
T − T2000 together with their uncertainties,

� approval by the CIPM of the text entitled “Technical annex for the mise en
pratique of the definition of the kelvin”, adopted by the CCT at its 23rd meeting,
as initial entry to the Technical Annex.

The initial Technical Annex is reporting the definitions and the corrections con-
cerning the isotopic composition of water [5] and of hydrogen [6]. In addition,
in the definition of the kelvin, an isotopic composition of water is defined, corre-
sponding to the Standard Mean Ocean Water [7].

The ITS-90 in particular is retained, but as one of the mises en pratique, and
with the above corrections. However, realizations of the thermodynamic scale will
possibly be endorsed in the future as mises en pratique. Obviously, the degree of
consistency of all mises en pratique must be studied and established by the CCT.

10.2.5 Reference Points for Thermometry

First of all, the term “reference point” should be given a meaning that is more
restrictive than which it is often associated with:

A thermometric reference point is an equilibrium state of a specified substance, the realiza-

tion of which is necessary to the calibration of the interpolating instrument.

Accordingly, the “boiling points” mentioned in Table 10.1 should be termed
reference points, whereas the vapor-pressure functions should not.

For a pure substance, this definition also applies to “triple points,” a thermo-
dynamic state in which three phases coexist: from Gibbs’ rule, F = c − φ + 2,
where F are the degrees of freedom, c is the number of chemical substances and φ

is the number of phases involved. It follows that both the temperature and pressure
value at a triple point are unique. Only the solid–liquid–vapor type is the triple
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point of a gas. Solid-to-solid (-vapor) and liquid-to-liquid (-vapor) transitions are
also used as reference points, though of lesser quality.

Reference points are of great importance in thermometry, not only because they
allow empirical scales (where they become “fixed points”) to be defined, but also
because each of them provides a reference temperature available, at which the
calibrationof a thermometer of any type can be checked in any laboratory without
resorting to the help of another.

10.2.6 Ideal Substances versus Standard Reference Materials

A reference temperature can be obtained by simple reference to the ideal substance
or, instead, by specifying a sufficient number of relevant physical properties of it
to define a single temperature-dependent state of the substance. The difference
between the two alternative definitions is equivalent to that existing between a
thermodynamic and an empirical temperature scale.

In the first case, the substance is defined only by means of its basic physical
parameters so that anyone can reproduce the thermodynamic state in an indepen-
dent way. Such parameters need to be listed and defined. These parameters can
be the maximum level of impurities (or of a single impurity), the physical state
(annealed, etc.), the composition (including the isotopic one, when relevant), and
its tolerance in the case of mixtures.

Each experiment aimed at reproducing the real thermodynamic state and com-
plying with the above specifications is expected to reproduce the same physical
state, i.e. the same temperature value within a given uncertainty. Each such ex-
periment is independent of other experiments and no specific procedures need be
defined. In this respect, the exercises usually performed by major laboratories,
especially metrological, such as intercomparisons of results, are normally to be
considered as checks of their ability to perform the experiment correctly, not as
checks of the quality of the substance employed. They are not aimed either at
“calibrating” the fixed points.

In the second case, a certain amount of a substance is prepared to have uniform
characteristics and is stored and made available by an organization. The physical–
chemical characteristics of the substance, and its temperature value (besides its
reproducibility between samples), are determined by measuring samples taken
from the batch and are assigned to the whole batch of material considered. Sub-
sequently, samples of that batch are made available to other laboratories together
with a certificate of compliance with the characteristics of the batch. The mate-
rials used for this purpose are called “reference materials” (RMs), and the word
“standard” (SRMs) is added when an official body certifies them. In principle, they
need not comply with any of the specifications that an “absolute” reference point
has to meet. The batch of material needs only to be uniform enough and stable
with time to allow the desired reproducibility of certain property characteristics
to be obtained between samples, in order to achieve the required accuracy of the
temperature value. The users of these materials must rely on the certificate issued
by the supplier, as well as the temperature scale based on these reference materials.
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Sometimes, when it is not even possible to establish a certified value of the
property for a whole batch of a material, each sample is certified individually. An
example is provided by the realization of the fixed points based on superconducting
transitions. The transition temperature value cannot be guaranteed to represent the
value of a physical state. Therefore, it is usually certified as the transition value that
is realized by the individual device and is said to be a “device temperature” value.
Such a type of SRM relies only on the stability in time of the property certified.

10.2.7 Types of Cryogenic Reference Points

In the region of interest for cryogenics and superconductivity, the reference points
mainly belong to three groups: one is based on the triple points and is discussed
below, a second is based on superconducting transitions, and a third includes the
superfluid transition of 4He and solid-to-solid transitions. In the first case, several
reference temperatures are available above 13.8 K. Superconducting transitions are
useful for reference point realizations below 9.3 K, but they have lost any practical
significance in the last 20 years. The 4He superfluid transition occurs near 2.2 K.
Solid-to-solid transitions are available above about 20 K and in the sub-millikelvin
temperture range.

10.2.7.1 Realization of the Triple Point of Gases as Thermometric
Fixed Points (>13 K)

A comprehensive discussion on a correct realization of fixed points based on the
triple point of gases is given in [1]. For their further improvements in the last
decade, see [8, 9].

During a traditional realization of a triple point, after the desired amount of gas
has been condensed in a container fitted into the cryostat, the sample of gas is sealed
into the apparatus by closing the valve connecting the cryostat to the gas filling
system. This sample can be further manipulated in different ways by evaporating it
back to the filling system, but at the end of the experiment the cryostat is warmed up
to room temperature and the whole sample is usually discarded. If, at a subsequent
time, from a few days to many years, another measurement has to be carried out,
then another sample of gas will be used, generally taken from another storage
bottle. In the meantime, the results of the previous measurements remain “stored”
and available only by means of thermometers used during the measurements with
the reference point assumed to remain stable in time.

This procedure was used until the mid 1970s and has many disadvantages. First,
the fixed point is not readily available at all times for a new realization, except
during the short period when the measurements are carried out. The storage of
results in thermometers has proved to be unreliable, since they often do not show
sufficient stability with time. In addition, the old procedures are not routine mea-
surements, but each time they are actually new experiments, as a new sample of gas
is generally used and, consequently, the degree of its purity has to be ascertained
anew, which is not a trivial task. As noted earlier, because of the necessary new
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handling of the gas, it is again possible that the sample will become more contam-
inated than certified by the supplier. It is not surprising that the measurements at
the fixed points in the past were not made routinely; consequently, only calibrated
thermometers were used until the technique of permanently sealing the sample in
a cell was perfected.

This new method for gases has been developed only since the beginning of the
1970s, even though there were a few examples of earlier attempts, since it was used
for a long time with liquids and solids in calorimetry. With gaseous substances,
purity preservation, made possible by permanent sealing and the consequent elim-
ination of further gas manipulation, had to be verified. For example, the container
must not contaminate the sample; this is relatively simple with most solid or liquid
samples, but not generally speaking easy to achieve with gases. Thirty years of
experience has shown, however, that the method can be used with most gases, and
the values of Ttp obtained with sealed cells have remained constant within a few
tenths of a millikelvin over several decades [8, 10].

The design of a permanently sealed cell, in comparison with a traditional exper-
iment, differs in one substantial feature: the realization of an accurate and stable
fixed point is permanent. A sealed cell can be made small and fully self-contained,
so that it can be mounted in the working chamber of most types of commercial
cryostat (Figure 10.2).

The cryostat itself is greatly simplified; and since the cells are independent of
the cryostat, they can be interchanged in a single cryostat, or more than one can
be mounted at the same time (Figure 10.3).

The three constitutive elements of a sealed cell are:

1. Container. Any material can be used for its fabrication, provided it withstands
the high internal room-temperature pressure (up to 200 bar). This accounts for
most of the cell mass. The use of materials having high thermal conductivity

FIGURE 10.2. The

principle of a cryogenic

fixed point in a

permanently sealed cell:

(a) vapor-pressure type;

(b) solid–liquid (or

solid)–vapor type [8].
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FIGURE 10.3. Modular sealed-cell models (not to scale): D = 23 mm (one element) to

50 mm (six elements), Lmax = 100 mm and total mass m = 170 g (one element) to 400 g

(six elements). (a) Copper block for up to six thermometers and six elements. (b) Cell

elements (ø 12 mm), each sealed with a single substance: (b1) model with copper internal

wall (m = 56 g); (b2) model with internal solid-copper body (m = 53 g); (b3) model with

internal wireframe-copper body (m = 47 g) [3,10].

promotes a uniform temperature throughout the entire sample, but increases the
thermal coupling between the heater and the thermometers.

2. Inner body. This element may contain the thermometers, as in Figure 10.2,
or it may be used only to transfer the interface temperature to an external
thermometer block, as in Figure 10.3. It is usually made of oxygen-free high-
conductivity (OFHC) copper or stainless steel and needs fins or baffles to ensure
a good thermal contact with the solid phase for as large a melted fraction as
possible; however, the larger the inner cell surface, the more critical the problem
of sample contamination may become.
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3. Sealing device. The seal must remain leakproof for a very long time, under ther-
mal cycling from room temperature to that of the cryogenic environment during
each cool down. Patented pinch-weld seals have been used successfully [11].

The equilibrium technique is used for performing the fixed point and requires
the use of an adiabatic calorimeter. It involves intermittent exchanges of energy
with the sample. During each energy-exchange cycle, the thermal flow produces
temperature gradients in the sample and which produce an increase of the melted
fraction F . The sample is then left undisturbed under adiabatic conditions to reat-
tain thermal equilibration. The temperature versus 1/F plot should be used to
define the reference temperature as follows:

The temperature value Ttp of a triple point realization, when used as a reference fixed point, is

defined by the equilibrium value obtained in melting a sample with the adiabatic calorimetric

technique at the liquidus point, defined as 1/F = 1 and obtained by extrapolation from the

melting plateau, by means of the T versus 1/F plot.

With the modular design finalized during a European project in 2003 [12], it
is possible to simultaneously obtain in the cryostat all the cryogenic fixed points
needed for the calibration of SPRTs according to the ITS-90 definition for tem-
peratures above 24.6 K. In fact, the mercury triple point [13] and the water triple
point can be established using miniature sealed cells.

The improvement in the error budget in the last 50 years is shown in Table 10.2,
and is thanks to the use of sealed cells for realizing the triple point (and the

TABLE 10.2. Typical and aimed uncertainty budget for cryogenic triple point

measurements

Before 1975 1975–2000 After 2000 Future aim

# Itema (μK) (μK) (μK) (μK)

1 Nonisotopic impurities 100 2000b 50 → 2000b 40 10

2 Isotopic composition up to 700c up to 700c 30d 20

3 Induced by Re
cs 200–500 50–200 30 10

4 Induced by τ e 100–300 <100 20 10

5 Cryostat other effects f 100–300 20–300 10 10

6 Resistance measurementg 100–200 30–200 30 10h

7 Ttp definitioni 100–300 20–300 20 0

Total 300–>2000 150–1000 70 30

a Rcs : static thermal resistance; τ : cell dynamic time constant; Ttp: triple point temperature.
b For Ar in O2 or HD in D2.
c For D in H.
d For the best certification uncertainty only.
e See [8].
f For meltings lasting less than ∼12 h.
g Except with e-H2 when measuring a CSPRT.
h Means equivalent to ≈1 μ� for an SPRT above 40 K.
i For �Tmelt(20–80%) < ∼0.1 mK.
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solid-to-solid transitions) of pure substances such as hydrogen, deuterium, neon,
nitrogen, oxygen, argon, and carbon dioxide. The cells are commercially available.

10.2.7.2 Reference Points Based on Superconducting Transitions (<9.3 K)

Superconductive transitions are solid-state phase changes of second order (no en-
thalpy change), in contrast to most fixed points used in thermometry. Essential
peculiarities of the superconductive transitions are the larger effects of impuri-
ties, crystal defects, and physical strain that affect both the transition widths and
temperatures Tsc. For application as thermometric fixed points, therefore, special
sample preparation techniques and special methods for the detection of the super-
conductive transitions must be used. Superconductive temperatures, as realized,
for example, by the National Institute of Standards and Technology (NIST) de-
vices SRM 767 and SRM 768 [14, 15], were only used in the sense of a reference
material (see above). None of these reference points is included in the definition
of the ITS-90.

Modern sample preparation and handling techniques [16], in conjunction with
convenient material characterization methods, are sufficient to guarantee an ac-
curacy and stability of Tsc values of these reference points within about ±1 mK
if definite specifications concerning sample preparation are fulfilled. Further im-
provement is possible only by carefully annealing the samples and by selecting
them on the basis of maximum allowed transition width, since the main difficulty
is the influence of impurities and crystal defects. The influence of impurities is
typically 1 mK ppma−1. The residual electrical resistance is an excellent indicator
of this influence, except in the few cases where localized moments exist; in this
case, the influence can be much larger, so the concentration of the magnetic impu-
rities must be specifically determined. The effect of crystal defects can be reduced
to a few tenths of a millikelvin by using suitable preparation techniques, which
may differ for different elements. For checking the magnitude of this effect it is
important that the transition width always be smaller than the change in Tsc due to
the defects. Hence, for the realization of superconductive reference points, detailed
information concerning both the physical properties of the materials and the prepa-
ration and characterization methods is necessary. A simple and effective method for
avoiding the summing up with time of strain in the samples is that of sealing each of
them in small, thin glass ampoules together with some helium exchange gas [13].

Table 10.3a presents the 1987 Tsc best estimates of superconductive transitions
with the total estimate of their uncertainty. The dependence of the Tsc value on the
method used for its detection has been included. The mutual inductance technique
is most effective because of its relative ease of application, the minimum stress
transmitted to the sample, and the negligible sample contamination. Thermal an-
choring of the samples and of the electrical leads is critical for the observation
of nonhysteretic and reproducible transitions. Because of the absence of enthalpy
change in transition, a high-quality adiabatic cryostat is necessary for accurate Tsc

measurements. To check that the thermal conditions are adequate, the difference
between the values obtained by increasing and decreasing the sample temperature
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TABLE 10.3. Superconductive transition temperaturesa

Substance Tsc (K) Reproducibility (mK) Transition width (mK)

(a) Best estimates of superconductive transition temperatures
Cadmium 0.5200 3.0

Zinc 0.8500 3.0

Aluminum 1.1810 2.5

Indium 3.4145 2.5

Lead 7.1997 2.5

Niobium 9.2880 2.5

(b) Temperatures assigned to NIST superconductive fixed-point devices
Tungstenb 0.0160 0.2 0.7

Berylliumb 0.0230 0.1 0.2

Iridiumb 0.0990 0.1 0.8

AuAlb2 0.1605 0.1 0.3

AuInb
2 0.2065 0.15 0.4

Cadmiumc 0.5190 0.3 0.5–8.0

Zincc 0.8510 0.4 2.5–10

Aluminumc 1.1796 0.4 1.5–4.0

Indiumc 3.4145 0.2 0.5–2.5

Leadc 7.1996 0.2 0.6–2.0

aNote: T90 above 0.65 K.
b SRM 768.
c SRM 767.

through the transition range needs to be measured. The temperature should then
be stabilized at the midpoint of the transition before the thermometer calibrations
are carried out. Furthermore, external magnetic fields (Earth field and measuring
field) can have an influence of a few millikelvin on Tsc; these effects can be negated
by the use of magnetic shields or Helmholtz coils [17].

Table 10.3b reports the temperature values assigned to NIST devices SRM 767
and SRM 768. The values are assigned, since they are reference materials only; for
the same reasons, the values can be slightly different from those of Table 10.3a.
Other SRM devices were available from Physikalisch- Technische Bundesanstalt
(PTB; niobium [16]) and INTiBS (indium in glass ampoules [18]).

10.2.7.3 The 4He Liquid-to-Superfluid Liquid Transition (2.2 K)

Among liquid-to-liquid transitions, it is only worthwhile considering the 4He λ-
transition from normal to superfluid liquid, at 2.1768 K. It is easily achieved to
very high accuracy, in a temperature region where no other references of compa-
rable quality are available. Its temperature value occurs halfway between that of
the superconducting transitions of aluminum and of indium. Further details are
available in texts on helium properties, e.g. [19].

The λ-transition in the p–T plane is actually a line, as the two liquid phases
exist in the pressure range below the solid phase boundary. The state being dis-
cussed is the lower endpoint of this line, where it joins the saturated vapor-pressure
line. The transition is a second-order one, since entropy shows only a slope
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discontinuity and no enthalpy of transition is involved. The specific heat value
shows a logarithmic infinity at Tλ. Thermal conductivity varies from moderate
values in normal liquid (0.02 W K–1 m–1 in 4He I, but 0.5 W K–1 m–1 just below
Tλ), to extremely high values in the superfluid phase (>1000 W K–1 m–1), much
higher than those exhibited by the best conducting metals.

In bulk liquid, the transition takes some time to involve all the liquid, as normal
liquid helium (liquid 4He I) shows thermal layering, and the superfluid liquid
(liquid 4He II) has its maximum density near Tλ. Therefore, liquid-II tends to
leave the surface, where refrigeration takes place, and be replaced by liquid-I.
Since no thermal gradients can exist in liquid-II, all liquid-II will remain at exactly
Tλ until some liquid-I is present. For this reason, a flat temperature (and pressure)
plateau is observed, even lasting for hours and appearing like that of a first-order
transition. A thermometer immersed in liquid-II will accurately measure Tλ (with
account being taken of the Kapitza effect). Care must also be taken to limit the
hydrostatic temperature gradient in the liquid-II (about 100 mK MPa–1, equivalent
to about 1.5 mK per meter of liquid) if the bath is deep. The effect of impurities is
not critical, equivalent only to –1.4 μK ppm–1 with 3He, which is the only likely
impurity (at a level of 0.5–2 ppm in 4He).

This reference point can also be easily realized using a sealed device [20, 21].
For more detail, see also [1].

Further studies developed during this European project [12] in 2000–2003 using
the cell of Figure 10.4 permitted the consolidation of the very simple procedure
needed to obtain reproducibilities of the order of microkelvins and an accuracy
much better than 0.1 mK (Figure 10.5) [22,23].

10.2.7.4 The Solid-to-Solid Transitions (from <1 mK to 90 K)

In solid-to-solid transitions, only the solid and vapor phases are present; only those
occurring along the saturated solid–vapor line are suitable as reference points.
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FIGURE 10.4. State of the art of the λ-point transition of 4He.
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FIGURE 10.5. Errors in the λ-transition realization.

First-order transitions, such as the β–γ in oxygen, which exhibits an enthalpy
of transition, behave like and, in principle, are obtained in the same way as the
triple points. However, the quality required for the calorimeter is much higher, and
the equilibration time much longer [24].
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FIGURE 10.6.
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properties of 3He below

1 K. (after [25]). Not to

scale. See Table 10.5 for

caption of the specific
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antiferromagnetic

ordering transition; A,B:
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[1].)

Second-order transitions, such as those of nitrogen and methane, have no en-
thalpy of transition and only show a heat capacity peak. Therefore, the transition
in the T versus time representation does not show a flat plateau, but an S-shaped
behavior, with a derivative value at the inflection point, (dT /dt)I �= 0, cp,I �= ∞.
A transition width can be defined from the transition duration at Ttr obtained from
the extrapolated lines for constant heat capacity before and after the transition, or
between the first derivative maximums.

Though not of the same quality as obtained with triple points, these transitions
can be used as reference points. For gases exhibiting such transitions (e.g. O2,
N2, CH4), they are an additional “bonus” in the use of sealed cells. 3He exhibits
solid-to-solid transitions at a temperature that can be useful in thermometry, as
summarized in Figure 10.6 and Table 10.4. See [1] for more detail.

10.3 Thermometry

10.3.1 Gas Thermometry Below 273.16 K

Traditionally, gas thermometry is considered an issue reserved for specialists.
Its foundations are briefly reported here mainly because it is part of the ITS-90
definition.

Until recently all research work on gas thermometry below 273.16 K was based
only on 4He. However, with the use of 3He, gas thermometry can be carried out
at temperatures lower than 2.5 K, thereby fully covering the range of 4He vapor-
pressure thermometry and overlapping also most of that of 3He.

The use of 3He in thermometry has become practical since the lighter isotope
has become available with sufficient purity at a reasonable price and because its
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TABLE 10.4. Key thermodynamic features of condensed 3He

Pointa Type T (mK) p (MPa) Reference

On the melting line
1 Antiferromagnetic transition 0.902 3.43934 [3]

2 Superfluid A–superfuid B 1.896 3.43609 [3]

3 Normal liquid–superfluid A 2.444 3.43407 [3]

4 Inflection point (dp/dT )max = 4.08 MPa K–1 ∼8 ∼3.457

5 Minimum pressure 315,24 2.93113 [3]

6 Change from negative to positive thermal 1260 4.76 [4]

expansion in liquid

7 Solid b.c.c.–solid h.c.p. transition 3138 13.724 [4]

8 Solid h.c.p.–solid f.c.c. transition 17,780 162.9 [4]

In the liquid
9 pmin for superfluid B 2.273 2.150 [1]

10 Tmin for superfluid 0.929 ∼0 [1]

11 Joining-point of zero thermal-expansion line 502 0.00002 [4]

with vapor-pressure line

12 Critical point 3316.2 0.11466 [5]

a With reference to Figure 10.6.

virial (nonideality) corrections are now known to a high accuracy down to 1.5 K.
Both isotopes are considered in the ITS-90 definition for use in gas thermometry
between 3 and 24.6 K.

The basic equation of an ideal-gas thermometer is given in Equation (10.1). A
full discussion on gas thermometry is given in [1]. The uncertainty of the value
of R presently limits the accuracy of a temperature measurement to ±3 mK at
300 K and to ±0.3 mK at 30 K, but this uncertainty is suppressed by measuring
temperature ratios with respect to a reference condition.

When, most commonly, the volume V and the molar amount of gas n are assumed
to remain rigorously constant, the thermometer is designed as a “constant-volume
gas thermometer” (CVGT): T = Tref(p/p0). The constant-volume assumption
concerns the requirements of the gas container, which are relevant only from
the standpoint of the technical realization. On the contrary, the requirement for
the amount n of gas to remain constant (as implied in Equation (10.1)) involves
physical properties of the thermometric substance itself.

The grouping into “physical” and “technical” involves all the “corrections”,
i.e. the parameters which contribute to the overall uncertainty. Figure 10.7 gives
an indication of the number and size of these influential parameters. Only the
uncertainties in these parameters, not their values, are obviously relevant to the
overall uncertainty.

10.3.1.1 Gas Thermometer Realizations

The general layout of gas thermometer designs is shown in Figure 10.8, which
includes all possible options to be discussed below. Type (a) is the traditional one.
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(a) (b)

FIGURE 10.7. Typical size of the influence of technical parameters in CVGT, for reference

temperature: (a) 27 K; (b) 273 K. (From [1].)

(a) (b)

FIGURE 10.8. Scheme of a CVGT: (a) with room-temperature pressure measurement; (b)

with cryogenic pressure transducer (from [1]).
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Type (b) is not often used. It has been implemented for 4He gas thermometers
by Orlova and coworkers [29] in the 4–20 K range, by Astrov [29] in the 12–300 K
range and by Van Degrift [30] for measurements below 10 K; and as an interpolated
CVGT (ICVGT; see below) it has only been used by the IMGC [31].

A CVGT is fabricated by combining three parts (see Figure 10.8): (a) the mea-
suring bulb, whose temperature defines the thermodynamic temperature; (b) the
pressure capillary, connecting the bulb to the pressure measuring system, when it
is placed at room temperature; and (c) the pressure measuring system. When the
manometer is at room temperature, a 1 L OFHC copper-bulb volume is typical for
top-accuracy devices, but volumes smaller by a factor of two or three have been
used yielding nearly the same accuracy. A larger bulb volume makes the effect
of the dead-volume less critical, but the temperature uniformity is more difficult
to achieve. The surface that adsorbs the thermometric gas becomes larger, and so
does the size of the entire experimental apparatus.

A capillary tube is unnecessary only for the case of the CVGT design equipped
with a cryogenic pressure transducer, like shown in Figure 10.8. In all other cases,
including the ICVGTs, its design involves many of the most difficult compromises
between conflicting requirements and carries the main sources of uncertainty.

In the use of the ICVGT where no capillary parameter needs to be measured,
the capillary must be designed to operate under stable and controlled thermal
conditions, in order to have a stable and reproducible temperature distribution.
This goal may be achieved by building an isothermal calorimetric environment
around this tube. However, this is not the usual practice: several thermometers
(generally thermocouples) are generally placed on the capillary in order to map
its temperature distribution, a method that is not very satisfactory. Another rule is
to keep the capillary as short as practicable, since there is never an advantage in a
long capillary. For details on the high-accuracy realizations, see [1].

Other types of gas thermometry use an intensive property instead of an extensive
property, e.g. dielectric constant, refractive index, or sound velocity. It has not been
proved that an instrument based on these properties has superseded the CVGT.
They are presently not used by the ITS-90, and for details see [1].

10.3.1.2 Gas Thermometers with a Built-in Cryogenic Pressure Measuring
Device (as a Constant-Volume Gas Thermometer)

All major corrections in a traditional design (the one with the manometer at room
temperature), except the virial and adsorption correction, are avoided with this
design, because they are due to the capillary connecting the bulb to the manometer.
The required pressure transducer must be of a special cryogenic type [1].

The use of a differential-pressure transducer for use at cryogenic temperatures
generally entails a simpler design for a CVGT of this type, but still requires a
pressure measuring line from the differential transducer to room temperature. Only
the zero stability of the transducer is relevant, and it must be of the same order of
magnitude as that required for the room-temperature types. Design options depend
on the actual characteristics of the transducer employed. If the transducer has a
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small and reproducible temperature coefficient, then it can be mounted directly as
part of the gas bulb, thus eliminating the dead-volume completely. If this is not
the case, then the transducer can be attached to the bulb by means of a short tube
(which constitutes a small dead-volume), and maintained at a constant temperature.
Thermal cycling to 300 K is unavoidable. If the transducer zero is insufficiently
stable on thermal cycling, then an in-situ check is necessary.

A differential transducer must be connected to the standard pressure-measuring
apparatus at room temperature by means of a tube, which can only be filled with
helium gas. Therefore, if the manometer uses a working gas different from helium,
then a second diaphragm transducer of suitable precision is necessary in the room-
temperature manometric circuit. The pressure tube, however, is less critical than
in the case of a traditional CVGT, since its design is the same that is used for
vapor-pressure measurements, where large bores can be used, to minimize the
thermo-molecular pressure effect.

The use of an absolute cryogenic pressure transducer is much more demanding
and has never been attempted, except as an ICVGT (see Section 10.3.1.3). The
measurement uncertainty of this transducer must range from ±0.005% to ± 0.02%
over a pressure interval from about 0.1 MPa to less than 1 kPa respectively. Its
sensitivity must be better by about one order of magnitude. A transducer having a
good zero reproducibility in thermal cycling is also likely to be a good one when
pressure is cycled. Linearity is not strictly a requirement, as nonlinearity only
slightly complicates the transducer calibration. In any case, in-situ calibration
against an absolute pressure standard is required. With the use of an absolute-
pressure transducer, a tube connecting the gas thermometer to room temperature
is no longer necessary.

The use of a pressure transducer built into the gas thermometer bulb allows
a complete change in the bulb design. The most outstanding modification is the
bulb size, which can be very small, since the dead-volume effect is zero, or greatly
reduced. The volume of the gas bulb might reduce to that of the pressure transducer
itself. However, a question arises as to whether there is a minimum usable volume,
a question that is essentially equivalent to asking whether there is a minimum
amount of gas sufficient to keep the uncertainty due to unwanted changes in the
active amount of gas n in a CVGT within a stated limit. See [1] for a discussion
on this issue.

Obviously, even with a self-contained small gas thermometer, one cannot avoid
corrections for the virials, gas purity, and the deformation of the bulb volume.
In addition, the volume variation due to the diaphragm deflection of the pressure
transducer, which usually can be neglected, should be carefully corrected when
the bulb volume reduces and the deflection itself must be minimized.

10.3.1.3 Interpolating Constant-Volume Gas Thermometers

In Section 10.2.2, the meaning of “interpolating instrument” was introduced as
one of the three elements necessary to define an empirical temperature scale.
The decision to use a CVGT for defining an empirical scale instead of directly
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measuring the thermodynamic temperature is prompted by different consider-
ations. One is the interest to improve measurement reproducibility beyond the
thermodynamic accuracy limit. Another is the simplification when the gas ther-
mometer is used as an interpolating instrument. It is part of the ITS-90 definition
in the 3–24.6 K range.

In general terms, an ICVGT differs from a CVGT in that it is calibrated at
more than one fixed point (i.e. the pressure is measured at temperatures whose
values are determined by independent means, e.g. by a CVGT). Then, a functional
relationship is used for interpolating between these fixed points, or for limited
extrapolation. There is a substantial difference and simplification with respect to
using a gas thermometer for thermodynamic measurements, since the corrections
for the technical parameters or for the measured pressure values no longer need
to be calculated or measured. In fact, all corrections are taken into account in the
“calibration” of the ICVGT at the fixed points, except for the corrections related
to the whole manometric system, including the separation diaphragm pressure
transducer which must still be applied. At the same time, one has to assume
that the physical conditions of the experiments and the thermal conditions of the
apparatus are reproduced in subsequent measurements and maintained perfectly
the same as they were at the moment of the calibration. This basic assumption
involves, for example, the temperature distribution in the capillary, which is not
necessarily measured with an ICVGT. Most of the ICVGTs developed to date are
of the type (a) in Figure 10.8 [32–34]. Only the design used by Steur et al. [31],
Figure 10.9, is of type (b). There is still design advantage in using a cryogenic
pressure transducer because of the large reduction in the bulb size and general
simplification of the experimental setup. It has been used in both the differential
[35] and in the absolute mode [36].

The reproducibility of an empirical ICVGT-defined scale depends both on
the selection and reproducibility of the technical parameters, and on the repro-
ducibility of the fixed points. It also depends on the capability of the stipulated
interpolating functional relationship to approximate the thermodynamic (T ,p) re-
lationship in different experiments (the so-called nonuniqueness discussed above).
The accuracy of the scale depends on the accuracy of the thermodynamic tem-
perature values assigned to the fixed points. For a full treatment of the ICVGT,
see [1].

10.3.2 Vapor-Pressure Thermometry

Vapor pressures have often been used for temperature measurements or for calibrat-
ing thermometers against a physical property and they are still very popular, since
the saturated vapor pressure of a pure substance above its liquid phase depends only
on temperature and the measurements are relatively easy. Vapor pressures are also
very commonly used for the realization of the fixed points called “boiling points.”
These points are simply specific points on the vapor pressure line, generally those
at 101,325 Pa (the normal boiling point).
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FIGURE 10.9. Sketch of the

low-temperature part of the

IMGC ICVGT; Vbulb = 40 cm3.

Present knowledge of the physics is adequate to provide an accurate analytical
description of the relationship existing between pressure p and the thermodynamic
temperature T . The following equation was established in the 1950s and can be
found in many textbooks (e.g. Keller [25]):

ln p = io − �vap Hm,0 K
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where �vap Hm,0 K is the molar enthalpy of vaporization at 0 K; io is the chemical
constant, defined by ln[gσ (2πma)3/2k5/2h–3], with ma being the mass of a sin-
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with B(T ) and C(T ) being the virial coefficients; SL(T ) is the molar entropy of the
liquid along the saturation line, and V V(p) and V L(p) are the volumes of the vapor
and the liquid along the saturation line. However, not all the parameters involved
in Equation (10.2) can be calculated from first principles with the accuracy desired
for high-precision thermometry.

Below the λ-point with 4He and below about 1 K with 3He, calculations of a
vapor-pressure scale allow an accuracy to within ±0.5 mK, with only one unknown
parameter, �vap Hm,0 K. Only the first three terms are significant contributors. How-
ever, for higher temperatures, the other three terms must be considered as well,
especially the contribution of entropy. With 4He, a 1% uncertainty in these three
terms contributes to the uncertainty in the vapor-pressure scale by about 3 mK at
3 K and by about 9 mK at 4 K.

For most substances, the uncertainty is much higher than with helium. Therefore,
vapor-pressure scales cannot be used, at present, as top-accuracy thermodynamic
thermometers. On the other hand, in the implementation of such a thermometer,
the choice of the technical parameters is not as critical as for gas thermometry.
Therefore, the exact relationship of Equation (10.2) is replaced by a semi-empirical,
or even empirical, equation. The following is often used when only low accuracy
is required:

ln p = α + β/T + γ ln T (10.3)

This relation is based on the Clapeyron equation and assumes that the heat of
vaporization is a linear function of temperature and that V L � V V and the vapor
is an ideal gas. The parameters α, β and γ are found experimentally for each
substance.

Vapor-pressure equations are expected to be valid for a broad variety of exper-
imental conditions, and, in general,no calibration is necessary at any fixed point,
as the values of all coefficients are specified (and tabulated as defining values).
In fact, the p–T relationship of a specific pure substance, after being determined
experimentally and being compared with a thermodynamic thermometer (such as
a gas thermometer), is assumed to be valid, within the stated accuracy, irrespec-
tive of any specific implementation. At present, the definitions of 3He and 4He
vapor-pressure scales are part of the ITS-90.

A scale of this type differs from an empirical scale, in that the realization of the
latter requires a specific interpolating instrument. With the vapor-pressure scale
definition, no fixed points are needed, as all the values of the parameters of the
defining equation are defined.

The basic criteria of the vapor-pressure scale also differ from those of gas
thermometry, in which the technical design may seriously affect the accuracy
obtainable with individual apparatuses. For this reason, when a gas thermometer
is used as an interpolating instrument, the value of a certain number of parameters
of the defining equation must be obtained from calibration. No such requirement
exists with vapor-pressure thermometry, since only the physical properties of a
substance are significant.
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FIGURE 10.10. Vapor-pressure scales: ranges p(T ) and sensitivity dp/dT (from [1]).

On the other hand, each substance allows a scale of this type to be realized only
over a very narrow temperature interval, as shown in Figure 10.10; unfortunately,
over certain temperature intervals, vapor-pressure scale realization is not even
possible or, at least, not to a high accuracy.

Both liquid–vapor and solid–vapor equilibriums have to be considered, though
greater thermal problems are involved with solid–vapor equilibriums, which may
limit the accuracy of the realization.
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10.3.2.1 Influence of Physical Parameters

With an ideally pure gas, after some liquid has been condensed at the bottom of
the bulb, after crossing the dew-point line, the pressure remains constant if the
temperature is maintained at a fixed value during removal of the heat of con-
densation, providing further condensation of gas in the bulb from an external
cylinder.

Temperature may become unstable only if so much liquid is condensed that it
overflows the bulb displacing the vapor that was in equilibrium with the liquid at
the temperature of the bulb. When this condition is avoided, the vapor pressure in
the bulb realizes the same and unique vapor-pressure scale of a given pure real gas.
Virial corrections are always the same on the saturated line, and saturation always
occurs, at equilibrium, when some liquid is present.

However, no substance is perfectly pure; instead, a mixture forms with other
substances that have, at each temperature, different vapor pressures. Impurities
are a major source of uncertainty in vapor-pressure thermometry [1]. The ef-
fect of most nonvolatile impurities on p = f (T ), as observed in specific exper-
iments (e.g. [37]), thus involves a change in all equation coefficients. The ef-
fect of impurities provides a possible explanation for discrepancies (as high as
hundredths of a kelvin) that have often been observed between the temperature
scales based on vapor pressures realized in different laboratories. Additionally,
discrepancies may be due to different isotopic and isomeric composition. The
pressure dependence on the vapor/liquid ratio, which is null for an ideally pure
substance, can be used as a check to determine whether the effect of impurities is
small enough for the required accuracy. On the other hand, for different isotopic
compositions, the differences in the p–T relationship must be taken into account
[4,38].

Vapor-pressure thermometry (like gas thermometry) is well suited and advisable
for use in high magnetic fields—considering the persistent difficulties of employing
electrical thermometers for this purpose—since they are not affected by magnetic
fields, with the exception of a few substances like O2 and 3He.

10.3.2.2 Influence of Technical Parameters

A vapor-pressure thermometer is fabricated of a bulb, where the temperature is
measured, and a manometer, connected to the bulb with a tube. In most cases,
when the manometric gas is different from the thermometric substance, and when
the high purity of the latter must be preserved, a differential diaphragm pressure
transducer is used to separate the two gas circuits.

The design of a vapor-pressure thermometer appears to be similar to that of a gas
thermometer (Figure 10.8a), but the design parameters are substantially different,
since they play a very different role in the accuracy of the thermometer.

The thermometer volume is of very little relevance within a wide range of values
with respect to both the bulb volume and the total volume, i.e. the bulb plus all its
connections to the pressure-measuring system.

The amount of liquid that avoids bulb overfilling must be carefully computed [1].
It is necessary that all of the liquid phase remains in the thermometer bulb where
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the temperature T is to be measured; otherwise, pressure values will be altered.
The most critical effect is the so-called “cold spot”, a zone of the thermometer
wall outside the bulb where the temperature is lower than that of the bulb. This
cold surface exerts an extremely effective pumping action on the liquid in the
bulb, since pressure always tends to equilibrate at a value corresponding to the
lowest (wall) temperature. A large change in volume due to condensation at the
cold spot brings about a steady vapor flow. The mass flow, i.e. the mass of liquid
transported, is very large, when compared with that obtained by a pumping action
from room temperature, since the low-temperature density is much higher and the
vapor flow takes place inside a much shorter tube. Even when mass transfer is very
small, pressure alteration due to “cold spots” has very serious consequences in the
measurement accuracy.

In vapor-pressure thermometry, the bulb, which must be massive to ensure tem-
perature uniformity, does not require a large volume, as is necessary in gas ther-
mometry if a dead-volume must be minimized. The typical size for the bulb is a few
cubic centimeters. Accordingly, the volume of the connecting tube is insignificant
to a large extent, and the tube need not be a capillary, as in gas thermometry. The
diameter can then be several millimeters and, if necessary, be widened in steps
up to several centimeters, according to the density decrease, in order to limit the
effect of thermo-molecular pressure differences. An upper value for this volume is
mostly a matter of convenience, or can be determined by the need to limit thermal
exchange by convection or by the response time.

Pressure-measurement accuracy requirements increase with decreasing temper-
ature, because the thermometer sensitivity decreases quickly. Figure 10.10 shows
the dependence of sensitivity dp/dT on temperature. The upper limit of the ther-
mometer range is set by the maximum pressure that the manometer can measure,
or by the value of the critical pressure (always less than 10 MPa). The lower limit,
on the contrary, is set by the absolute measurement uncertainty of the manometer,
since sensitivity decreases with pressure (though relative sensitivity may increase).
Of course, a lower range manometer could be used for this purpose, but a lower
limit for absolute uncertainty is generally set at about 0.1 Pa, at best, by other un-
avoidable factors, such as the static vacuum limit attainable value. The sensitivity
of a vapor-pressure thermometer at any temperature is about twice that of a gas
thermometer.

The temperature value is obtained from a p(T ) relationship, where p is the
pressure value at the liquid–vapor interface. The pressure value measured with the
room-temperature manometer is different from p, because of the aerostatic and
thermo-molecular effects. With respect to gas thermometry, the connecting-tube
design can be optimized more satisfactorily and more easily, since there are no
trade-off problems.

Thermal problems are much more critical with the solid phase because of its very
poor thermal characteristics. Therefore, it is relatively much more difficult to obtain
true thermal equilibrium, and, consequently, to obtain accurate values for vapor
pressures of the solid–vapor interface. However, this is not impossible. With some
substances, the extension of vapor-pressure measurements down to solid–vapor
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equilibrium appreciably extends the range, and enhances the usefulness, of a vapor-
pressure thermometer. See [1] for details.

10.3.2.3 Realization of Vapor-Pressure Temperature Scales

Since vapor-pressure thermometry is semi-empirical, an interpolating instrument
is not defined and only an equation is specified. Should some of its coefficients
be unknown, then their values are to be determined at an equal number of fixed
points, thus “calibrating” the specific apparatus used. If all of the coefficients are
defined, then fixed points are no longer necessary. International bodies gener-
ally take the latter solution when they officially endorse a vapor-pressure scale.
When such an endorsement does not exist for a given substance (actually for
any substances except helium isotopes), the first concern for a user must be to
select an equation suitable to represent the p = f (T ) relationship, whose trace-
ability to the thermodynamic temperature is reliably established to sufficient
accuracy.

The next concern for a laboratory (or an industry) that wants to use a vapor-
pressure thermometer is how to design an apparatus that is convenient to use while
providing the required accuracy level. The aim is not to realize an empirical scale,
but to reproduce thermodynamic equilibrium states; therefore, nonequilibrium
conditions or experimental artifacts must not be allowed to affect the measurements
within the stated uncertainty. The criteria and precautions discussed previously are
the basis for such a design, irrespective of accuracy level. Design can be less careful
(e.g. lower substance purity) when lower accuracy is sufficient.

For liquid–vapor equilibrium, the semi-empirical Equation (10.3) has been mod-
ified in several ways, by adding or suppressing terms. These changes cause the
model to switch from a semi-empirical to a purely empirical model, a field where a
wide set of mathematical tools is available for experimental data fitting. Actually,
the literature abounds with far more papers on data fitting than on new experimental
data.

Very few of the experimental papers specify the temperature scale. The lack
of such an indication does not mean, in general, that the temperature values are
obtained directly on the thermodynamic scale. Most often, practical thermometers
calibrated on an empirical scale are used for measurements. Very seldom is there
an explicit reference to any version of the International Scale, so that traceability
to thermodynamic values is questionable. The equations derived from such papers
are themselves affected by the same lack of traceability.

Therefore, when vapor-pressure measurements are used in thermometry, it is
advisable to use those equations that have been subjected to international peer
review, even in the absence of a formal endorsement. Specifically, IUPAC and the
CCT [39] have performed this type of review for several gases. These international
bodies do not endorse the equations, but they are, indeed, “recommended.” They
concern liquid–vapor pressures of e-H2, Ne, N2, Ar, O2 and solid–vapor pressures
of Ne, N2 and Ar. At present, these equations and other selected equations from
[1] are also available recalculated in the ITS-90 [40, 41].
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A special case is helium vapor-pressure thermometry, because it has officially
been endorsed by international bodies since the turn of the 1950s (T58 and T62 scales
[1]). In the ITS-90, 3He and 4He vapor pressures constitute the only definition
below 3 K and must also be used for the determination of the lower fixed point of
an ICVGT.

An accurate measurement of helium vapor pressure involves specific precau-
tions, especially when superfluid 4He is measured below 2.1768 K and when 3He
is measured below about 1 K. Further details are given in the Supplementary Infor-
mation for the ITS-90 [2], in the Techniques for Approximating the International
Temperature Scale [39], and in the relevant literature [1].

10.3.3 3He Melting Curve Thermometry

The 3He p–T phase transition (see Figure 10.6) was adopted as the basis from
0.9 mK to 1 K for the PLTS-2000 by the CIPM. The derivation of the scale is
summarized as follows [26]:

1. The pressure scales of NIST and PTB were normalized so that they agree at
the pressure minimum pmin, taken to be 2.93113 MPa. There being no reason
to prefer one over the other, they were averaged, an amount (p/pmin)�p being
added to all PTB pressure values and subtracted from all NIST pressure values,
where �p = 55 Pa.

2. In addition to the adjustment of the pressures, the NIST-98 temperatures were
reduced by 0.15% (see above).

3. In the temperature range 1 K > T2000 > 315.24 mK (the temperature at the
pressure minimum), the PTB-96 equation is used (pressures adjusted as in 1).

4. In the temperature range 315.24 > T2000 > 25 mK, the PTB-96 equation is
used (pressures adjusted as in 1), and with the first derivative decreased (ab-
solute value increased) by a small amount (<2 Pa/mK), so that the PLTS-2000
coincides with the revised NIST-98 temperatures at 25 mK.

5. In the temperature range 25 > T2000 > 0.902 mK the PLTS-2000 is based on
an interpolation between adopted (p, T2000) values at 25 mK, 6 mK and at the
transitions point 1, 2 and 3 in 3He (see Table 10.4). At 25 mK and at 6 mK,
the revised NIST-98 values are adopted. To obtain values at the transitions
1, 2 and 3, the PTB and University of Florida (UF) scales were normalized
to the revised NIST scale by adding the amount (T /6 mK)�T , where �T is
0.066 mK for PTB-96 and 0.136 mK for UF-95, which are the differences from
the revised NIST-98 scale at 6 mK. Physically, this corresponds to changing the
Curie constant in the Pt-NMR thermometry below 6 mK by +1.1% for PTB-96
and –2.3% for UF-95. These changes are close to the estimated uncertainties
in the scales. The remaining differences were then sufficiently small that the
average temperatures could be adopted in the PLTS-2000. The pressure values
for the transitions 1, 2 and 3 are those of PTB (after adjustment as in 1 above),
as these carry lower uncertainties.
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6. Pairs of (p, T2000) values were generated and fitted over the complete range by
an equation expressing p as a power series in T2000, as was used in PTB-96. The
coefficients and the values of pressure and temperature at the feature values are
as given in the scale definition.

In conclusion, at the lowest temperatures the PLTS-2000 is close to a thermo-
dynamic extrapolation of the revised NIST-98 scale, passing between the UF and
PTB feature values with differences of about ±3% at TN.

The differences between the various laboratory scales and the PLTS-2000 are
shown in Figure 10.11a and b. Figure 10.11b includes a thermodynamically-
calculated scale chosen to be an overall best fit which deviates from the PLTS-2000
by no more than 0.02 mK. Similar calculations have been used to investigate the
self-consistency of some other scales shown in the figure (Reesink and coworkers
[48, 49]).

At 1 K the PLTS-2000 is expected to be in agreement with the International
Temperature Scale of 1990, ITS-90, within 0.3 mK.

The standard uncertainty of the PLTS-2000 in thermodynamic terms is esti-
mated from an assumed rectangular probability distribution overlapping the scale
differences and uncertainties, and is 0.5 mK down to 500 mK, decreasing linearly
to 0.2 mK at 100 mK. It decreases further as the temperature decreases, but in
percentage terms it increases to about 0.3% of T at 25 mK and about 2% of T
at 0.9 mK. The standard uncertainty in the absolute pressures is estimated to be
about 60 Pa (in about 3 MPa).

10.4 Electric Thermometers for Cryogenics

Nearly all types of cryogenic thermometry are accomplished using electrical ther-
mometers. The types of thermometer used at low temperatures show extreme vari-
ety (Table 10.5) [50, 51]. This variety reflects the difficulty of finding a single type
with a broad range of applications. Figure 10.12 shows the change in sensitivity
with temperature for the different types.

The characteristics of the thermometers listed in Table 10.5 will be reviewed
with the aim of providing a guide to their selection relative to the particular appli-
cation and desired accuracy level (Tables 10.6 and 10.7). This will be done while
accounting for the parameters generally used for the characterization of sensors
and with particular consideration to the typical problems in cryogenic applications.

A discussion of the calibration methods and of the accuracy that can be obtained
with each type, with respect to the International Temperature Scale, has been
prepared by the CCT [39].

10.4.1 The Choice of Cryogenic Thermometers

The temperature-dependent electrical parameter that is measured is different for
different types: resistance, capacitance, voltage, e.m.f. It is related to temperature
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FIGURE 10.11. (a) Relative differences between laboratory scales and the PLTS-2000 as a

function of temperature. H: Halperin, 1978; G: Greywall, 1986; F: Fukuyama et al., 1987;

NIST: NIST-98, 1992, before and after reduction by 0.15% of T (see text); N: UF-95, 1995;

PTB: PTB-96, 1999; all scales being defined by melting pressure equations. (b) Absolute

differences below 25 mK, including a comparison with a thermodynamic calculation, “PLTS

calc.”

by a functional relationship, which may itself affect the overall precision in the use
of the sensor. In the worst case, a nonmonotonic behavior, as with some capacitance
thermometers, produces a gap in the useful temperature range, which must be
spliced in two separate subranges. A similar case is when a monotonic behavior
shows a sudden change in slope, due to a change of the underlying physical law,
as with the silicon diode thermometers (Figure 10.12g): here, the characteristics
must be spliced in two separate subranges In the narrow region where the slope
shows the sharp change, the accuracy will be adversely affected.
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TABLE 10.5. Types of cryogenic thermometer

Typical temperature

Type range (K) Typical reproducibility (mK)

1. Thermocouplesa (Figure 10.12a)

1.1 Type T 77–>30 10b

1.2 Au + 0.07 at.% Fe-KP <4–100 10b

1.3 Au + 2.10 at.% Co-KP <4–300 10b

2. Resistance

2.1 Platinum (Figure 10.12b)

standard 14–>300 Better than 0.5

industrial 20–>300 50c

2.2 Rhodium–iron (Figure 10.12c)

standard 0.5–>30 better than 0.3

industrial <4–>300 10

2.3 Platinum–cobalt (Figure 10.12d)

industrial 2–>300 10

2.4 CLTS 4–300 100

2.5 Germanium (Figure 10.12e) 1–100 �T /T = 0.00024

2.6 Carbon (Figure 10.12e) 0.5–100 200

2.7 Carbon-glass (Figure 10.12e) 0.5–100 �T /T = 0.002d

2.8 Thermistor 77–>300 100e

2.9 Cernox R© (Figure 10.12h) 0.1–325 25 f

2.10 Ge on GaAs (Figure 10.12i) 0.2–300g 10

3. Capacitance 2–300 100h

4. Diode

4.1 Gallium arsenide (Figure 10.12f) 4–>300 50

4.2 Silicon (Figure 10.12g) 4–300 50i

5. Gas

5.1 Vapor pressure 0.5–100 1–100

5.2 Gas 2–>300 1–100

6. Mechanical (bimetal) 1000

a Other types available; suitable only for industrial use: types E and K down to 77 K; types S and R

down to 220 K. KP: chromel P.
b Best precision for laboratory use in the differential mode and with offset for parasitic e.m.f.s (up to

several microvolts) corrected. Typical precision in the absolute mode (reference junction at refrigerant

temperature): 100 mK.
c Can improve to 10 mK for selected units above 50 K.
d The relative precision in mK/K is preferred for this stable thermometer because of its R log(T )

characteristics. Each unit does not cover the whole temperature range. The same applies for the carbon

type.
e Can improve to a few millikelvin in narrow ranges above 200 K.
f Up to 77 K, 153 mK at 300 K.
g Also dual-range or T and B measurements in the same device.
h Not usable between 40 and 70 K, because of a slope inversion.
i Not usable between 20 and 50 K, because of a sharp change in slope.

The change in the underlying physical law is a very frequent case for thermome-
ters to be used in both the liquid nitrogen and the liquid helium temperature ranges.
Therefore, the difficulty in fitting with a single equation the whole working range
is quite a common case.
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FIGURE 10.12. Typical characteristics of the main cryogenic thermometer types. The be-

havior with temperature of the sensitivity and of the relative sensitivity is indicated. (a)

Thermocouples: refer to Table 10.5 for the types; KP: Chromel P. (b) Platinum resistor. (c)

Rhodium–iron resistor. (d) Platinum–cobalt resistor. (e) Germanium (G) and carbon glass

(CG) resistors. Carbon resistors show a behavior similar to CG. (f) Gallium arsenide diode.

(g) Silicon diode (from [51]). (h) Cernox R©resistance thermometer (mod. 1050) (from man-

ufacturer’s data sheet). (i) Kiev Ge on GaAs resistance thermometer (mod. TTR-D) (from

[53]).
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FIGURE 10.12. (Continued)
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FIGURE 10.12. (Continued)

It is well known that high-order polynomials are needed to represent the char-
acteristics of germanium thermometers accurately (Figure 10.12e) [39]. With the
gallium arsenide diode thermometers (Figure 10.12f), the accuracy of fitting with
a single equation from 4 to 300 K is even lower than the reproducibility.

Studies specific to CERNOX R© thermometers can be found by Ichim et al. [52]
and for the Kiev germanium on gallium arsenide thermometers by Mitin et al. [53].

The usual temperature range of use of each thermometer, taking into account
these difficulties, is shown in Table 10.5 and the achievable accuracy levels are
in Tables 10.6 and 10.7. The functional relationship relating the thermometric pa-
rameter to temperature is valid only for each well-defined thermometric substance.
Therefore, the purity in case of pure elements (e.g. platinum), or the composition
in case of alloys (e.g. rhodium–iron, gold–cobalt, etc.), must be specified precisely
for the interchangeability of sensors nominally of the same type to be preserved
or else each unit must be calibrated.

This interchangeability is an important parameter in industrial applications and
is a weak point for most of the cryogenic thermometers, including the platinum
type, which is one of the best in this respect above room temperature. For the
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TABLE 10.6. Accuracy required in applied cryogenics and superconductivity

Better than 0.005 K Measurement of reference properties; CERN LHC <2.2 K

From 0.005 to 0.02 K Most laboratory measurements

Testing of industrial prototypes

Measurement of temperature differences

Monitoring on running apparatus (especially below 10 K)

High reliability requirements

Quality level for transducers permanently mounted in industrial equipment

From 0.02 to 0.1 K Most industrial monitoring applications

Above 0.1 K Cooldown and generic monitoring; alarms

solid-state thermometers, interchangeability is even more difficult to achieve, as it
depends on the uniformity and reproducibility of the doping. An insufficient degree
of interchangeability can indirectly limit the overall accuracy of the measurements
due to an insufficient flexibility of the measuring instrument in accounting for the
spread of the sensor characteristics.

TABLE 10.7. Accuracy requirements for the measuring instrument

Max. accuracy (absolute and relative) required for:

Sensor Sensitivitya 1 K 0.1 K 0.01 K 0.001 K

Thermal

parameter

(max)

Thermocouple e.m. f ./mV (μV K–1) (μV and (% or ppm))

Type T 6 10–40 10 (0.6) 1 (0.06) 0.1 –

(60 ppm)

Au + 0.07 at.% 5 12–22 12 (0.4) 1 (0.04) 0.1 –

Fe-KP (40 ppm)

Au + 2.1 at.% 14 5–70 5 (0.5) 0.5 (0.05) 0.05 –

Co-KP (50 ppm)

Resistance R0/� (� K–1) (m� and (% or ppm))

Platinum 25 0.004–0.1 4 (0.4) 0.4 (0.04) 0.04 4 μ�

(40 ppm) (4 ppm)

Platinum (indust.)b 100 0.08–0.8 80 (8) 8 (0.8) – –

Rhodium–0.5% 100 0.15–0.6 150 (0.4) 15 (0.04) 1.5 0.15

iron (40 ppm) (4 ppm)

CLTS 290 0.23 230 (0.1) 23 (0.01) 2.3 –

(10 ppm)

R4.2 K (�)

Germanium 1000 0.1–1000 100 (10) 10 (1) 1 (0.1) 0.1 (0.01)

Carbon glass 1000 0.1–1000 100 (10) 10 (1) 1 (0.1) –

Diodes V4.2 K/V (mV K–1) (mV and (% or ppm))

Gallium arsenide 1.5 0.6–3 0.6 (0.05) 0.06 (50 ppm) 6 μV –

(5 ppm)

Silicon 2 2–60 2 (0.2) 0.2 (0.02) 0.02 –

(20 ppm)

Capacitance C4.2 K/pF (pF K–1) (pF and %)

15,000 (0)–300 150 (1) 15 (0.1) 1.5 (0.01) –

a Absolute value in the temperature range indicated.
b T > 20 K. KP : chromel P.
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Today, a sensor cannot simply be evaluated for its use in manual measurements.
When selecting a type it is also important to consider the requirements set by it to
the associated electronic instrumentation. In this respect, measuring a resistance
or a voltage is considerably simpler than measuring a capacitance. Electronic or
resonant thermometers (noise, quartz, quadrupole) require specialized and costly
equipment; for this reason they are not considered here.

In Table 10.6, the requirements for relative and absolute accuracy of the mea-
suring instrument are reported for each type of sensor; some of the best accuracy
levels cannot actually be obtained due to other reasons, as indicated in Table 10.5.

The relationship between the thermometric parameter and temperature may
also depend on other physical parameters, which are to be considered as spurious.
The thermometers must be as insensitive to them as possible. However, some of
these effects are intrinsic to the thermometric material and cannot be avoided or
minimized, unless another material is used. This is the case of the effect of magnetic
fields, which is a situation very specific to cryogenics, because most of the high-
field magnets are of the superconducting type. In addition, the thermometers cannot
generally be considered as isotropic in this respect.

Therefore, the direction of the field lines with respect to the axis of the element
should be known to correct for its effect on most thermometers. The interesting
solution of a dual sensor, measuring not only T but also B and allowing an in-situ
field measurement, is now available [53]. In Table 10.8, the change relative to
the calibration in zero field is reported as an equivalent temperature change. This
way of indicating the effect, while common, is not entirely correct when the effect
of the magnetic field on the thermometer is very large, because in this case it is
also nonlinear, as the thermometer sensitivity is changed by both temperature and
magnetic field.

This effect has been observed, for example, with the platinum–cobalt thermome-
ters. Here, the magnetic field affects sensitivity so much that below 4 K and above
5 T it goes to zero. The change in the thermometer sensitivity, due to the effect of
the magnetic field, is more or less present in all cases, but is generally not reported
in the literature. Some cryogenic thermometers have been specifically developed
for minimizing the calibration change in high magnetic fields. The thermometric
material must be mounted in a device to form a sensor. This fabrication process
often determines most of the overall quality of the sensor, especially its repro-
ducibility on thermal cycling. In cryogenic sensors, the main source of instability
arises from the mechanical effects induced by the different thermal expansion co-
efficients of different parts which produce a change each time the sensor is cooled
down. Strain is introduced in the wire-wound or film types of resistance thermome-
ter and in thermocouples. In the compound types (carbon or cermet thermometers),
the grains of conductive material tend to move relative to each other; in the solid-
state types, problems with the connecting leads are considered the main single
source of instability.

The reproducibility levels for the different commercial types are given in Table
10.5; they are realistic figures, even if some better levels can often be suggested
by the manufacturers.
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TABLE 10.8. Magnetic field-dependent temperature errors (from [51,53])

Magnitude of relative temperature error �T /T (%)

for values of B: magnetic flux density B (T)

Type T (K) 1 2.5 8 14 19 Note

Carbon radio resistor (typ.) 0.5 2–4 5–13 7–20 1

1.0 2–4 6–15 9–25

2.5 1–5 6–18 10–30

4.2 1–5 5–20 10–35

KVM carbon composite res. 2.4 3 (at 5 T) 8 2

4.2 1.5 5

10 0.4 1.4

20 0.1 0.4

80 <0.01 <0.01

Carbon glass resistor 2.2 0.1 1.5 3 4 3

4.2 0.5 2 5 7

10 0.2 1.1 3 7

20 <0.01 0.02 0.03 0.13

45 0.07 0.5 1.3 2

190 0.04 0.3 1 1.7

Germanium resistor 2.0 8–10 60 4

4.2 5–20 30–55 60–70

10 4–15 25–60 60–75

20 3–20 15–35 50–80

70 3–10 15–30 25–50

Cernox R© 2.0 1.3 3.1 3.9 5 5

4.2 0.1 0.15 0.85 0.8

10 0.04 0.4 1.1 1.5

30 0.01 0.04 0.06 0.11

77 0.002 0.022 0.062 0.11

Ge on AsGa 0.5 0.43 (at 6 T) 3.7 6

1.0 0 0.8

2.0 0.82 6.8 24.1

4.2 0.4 2.7 12.5

77 0.13 0.3 2.0

Platinum res. (industrial) 10 100 7

20 2–8 25

40 0.5 3 6 9

87 0.04 0.4 1 2

190 <0.01 0.06 0.2 0.3

Platinum res. (standard) 20 20 100

40 >1 5 10

87 <0.5 1 2

Rh–Fe resistor 2.0 22 8

4.2 2 11 (at 6 T) 40

20 0.8 4 (at 5 T) 10

40 1.5 12 30 40

87 0.2 1.5 4 6

190 0.03 0.3 0.9 0.9

(Cont.)
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TABLE 10.8. (continued)

Magnitude of relative temperature error �T /T (%)

for values of B: magnetic flux density B (T)

Type T (K) 1 2.5 8 14 19 Note

Pt–Co resistor 2.0 25 30 9

4.2 8 3 (at 5 T) 40

10 1 <0.1 12

20 0.2 1 3.5

30 0.2 0.3 3.5

CLTS linear resistor 4.2 20 10

10 17 100

30 5 30

SrTiO3 capacitor 2.2 <0.02 <0.02 0.02 11

4.2 <0.01 <0.01 0.01

20 <0.05 <0.05 <0.05

50 <0.05 <0.05 <0.05

87 <0.01 <0.01 <0.01 <0.01

190 <0.01 <0.01 <0.01 <0.01

Silicon diode 4.2 75 12

10 20 30 50

20 4 7 10

30 3 4 5

77 0.2 0.5 0.5

GaAs diode 4.2 2–3 30–50 12

10 1.5–2 25–40 75–200

20 0.5–2 20–30 60–150

40 0.2–0.3 4-6 15–30

80 0.1–0.2 0.5–1 2–5

Au + 0.07Fe –KP thermoc. 4.2 2 10 15 13

10 3 20 30

20 2 15 20

45 1 5 7

100 0.1 0.8

KP–Const thermocouple 10 1 3 7 13

20 <1 2 4

45 <1 <1 2

Cu + 0.01Fe–Cu thermoc. 4.2 2 (at 5 T) 3.5 13

10 0.8 2

20 0.6 1.5

50 0.3 0.6

Notes: 1. Relative temperature error monotonic in B and T and always positive. Higher nominal

resistance units have smaller error. Radio resistors. 2. Resistor specifically developed as a thermometer.

3. Behavior similar to radio resistors, with improved stability to thermal cycling. Negative error below

about 20 K. 4. Not recommended except in very low fields. Strong orientation dependance. 6. Mod.

1050, zirconium oxynitride. Negative error in some field/temperature regions. 6. Specially developed in

Kiev for high magnetic fields. Orientation dependence <10%. Negative error in some field/temperature

regions. 7. Small orientation dependence. Useful only for T > 30 K. 8. Little orientation dependence.

Useful only in low fields. 9. Little orientation dependence. Negative error below 12 K and 2.5 T. 10.

Extremely high error. Useful only in very low magnetic fields, or as a magnetometer. 11. Not useful

between about 60 and 80 K because of a nonmonotonic behavior. 12. Orientation dependent. Smaller

values for junction parallel to B. 13. Gradients in the magnetic field crossed by the wires can cause

higher errors. KP: Chromel P.
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Abstract

Cryogenic temperatures are critical to allow infrared, gamma-ray and X-ray de-
tectors to operate with low background noise and high sensitivity. As a result, the
world’s aerospace industry has long dreamed of having the means for multiyear
cryogenic cooling in space to enable long-life sensors of various forms for sci-
entific, missile defense, and reconnaissance observations. Not long after the first
Sputnik was launched into space in October 1957, engineers and scientists were
actively seeking means of providing cryogenic cooling for evermore sophisticated
and sensitive detectors in a variety of spectral regions. Although both passive
cryoradiators and stored cryogens have provided a source of cryogenic cooling
for many missions, the consistent dream of scientists and mission planners was
always for a mechanical refrigerator that could achieve the temperatures of the
coldest cryogens (vastly colder than possible with passive radiators) and have
multiyear life without the finite life limitations of stored cryogens. The first cry-
ocoolers in space were short-life Joule–Thomson and Stirling cryocoolers flown on
both US and USSR missions around 1970. Since that time, extensive research and
development of evermore sophisticated cryocoolers (Stirling, Vuilleumier, Bray-
ton, magnetic, sorption, and pulse tube) has taken place in the world’s aerospace
industry. This chapter examines the enormous progress made by the aerospace
industry over the past 50 years in developing both cryostats and cryocoolers to
enable the widespread use of cryogenic temperatures in space.

11.1 Introduction

The quest for cryogenics in space has long been a worldwide endeavor by two
main communities, i.e. the civilian space and Earth science communities and the
military defense communities. The overlap between the communities’ needs has
been fortuitous, for this has allowed the combined funding of many of the cryo-
genic technology developments over the years. And although many of the military
reconnaissance missions are themselves classified, the military contributions to
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the cooler developments by themselves have generally not been. This provides
relatively good visibility into the total scope of accomplishment.

In contrast to other cryogenic communities, the civilian and defense space com-
munities share a fairly common set of constraints, the most common ones being the
huge expense of getting a payload into orbit, the strong leverage that cryogenics
has in terms of enabling improved science and reconnaissance measurements, and
the small number of cooling units of a particular type that are ever needed. The
result is a demand for high efficiency, very high reliability and long life, the ability
to justify large levels of funding to achieve the desired performance, and the typical
purchase of only one or two units of a particular design. Thus, space coolers (ra-
diators, cryostats or cryocoolers) are distinct from typical commercial or tactical
(ground-based military) products by their high level of sophistication, hand-built
nature with few, if any, mass-produced components, and correspondingly high
price (generally in the millions of dollars per unit).

In the bigger picture, the world’s space community can be almost thought of
as two communities: the Western world, which includes the US, Canada, Europe
and most of Asia (Japan, China, Korea and India), and the Russian countries
(Russia, Ukraine, etc). Since the days of the Cold War and the beginning of the
space race, there has been only minimal interchange between these two politically
separated communities, and each has developed more or less separately using its
own set of cryogenic technologies, nomenclature, and jargon. As a result, Western
conferences and journals contain only periodic references to the Russian accom-
plishments, which have been extensive. As a result, this review is mostly a record
of the space cryogenics accomplishments of the Western world with only passing
reference to some of the Russian accomplishments.

11.1.1 Cryogenic Applications in Space

Before reviewing the accomplishments over the past 50 years it is useful first to
summarize briefly the space applications that are enabled by space cryogenics
and their needs as they have evolved over time. From a broad perspective there
are two classes of space applications: cryogenic-liquid rocket propellants (such as
liquid hydrogen and liquid oxygen) and science applications (such as fundamental
physics experiments and infrared, gamma-ray and X-ray instruments with cryo-
genically cooled detectors). This chapter focuses only on the latter applications,
which are typically “operated in space,” as opposed to being used to “get to space.”

11.1.1.1 Infrared Sensors

As a result of the mutual benefit across the Earth, space-science, and reconnais-
sance communities, cryogenic infrared instruments are by far the largest applica-
tion of space cryogenics. Viewing scenes in the infrared provides unique abilities
in a number of fields: from measuring chemical constituents in the atmosphere,
to viewing distant galaxies and stars, to identifying and tracking targets within
a missile-defense system. Table 11.1 highlights the various wavelengths of the
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TABLE 11.1. Types and wavelengths of electromagnetic radiation, the blackbody

temperature that emits such radiation, and applicable detector types and their required

operating temperature

electromagnetic spectrum, the blackbody temperatures that emit such wavelengths,
the applicable detector technologies used to see such wavelengths, and the tempera-
tures to which such detectors must be cooled to achieve their required performance.
Important regions for infrared observations include room-temperature (300 K) ob-
jects that emit in the 10–15 microns region and very cold celestial objects that emit
in the 20–500 microns region. In these infrared wavelengths, it is not only nec-
essary to cool the detector to cryogenic temperatures, but also to cool the optical
system that illuminates the detector. As a result, infrared applications generally
involve multistage cooling over a range of temperatures from 150 K down to near
absolute zero.

11.1.1.2 Gamma-Ray Detectors

The second most popular subject for cryogenic space instruments is gamma-rays.
As shown in Table 11.1, gamma-rays are extremely short-wavelength photons
emitted from substances involved in very high-energy reactions (equivalent to
temperatures of 100,000,000 K). The remote detection of gamma-rays emitted
from planetary surfaces allows the spatial mapping of the abundances of surface
elements such as O, Mg, Fe, Al, Si, Ti, K, Ca, Th, and U. Knowing the elemental
composition on the surface of a planet is very important to understanding the
origin and the evolution of the planet and also for understanding the origin and the
evolution of the solar system.

Unlike optical or even X-ray photons, gamma-rays simply pass through most
materials and thus cannot be reflected by a mirror. The most common detectors
are room-temperature sodium iodide scintillation crystals that emit a burst of light
when struck by a gamma-ray, and cryogenically cooled germanium-crystal diodes
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that release an electrical charge when struck by a gamma-ray. Germanium de-
tectors, each the size of a tea cup, offer better energy resolution, less noise, and
better spatial resolution than room-temperature scintillators. However, they must
be cooled to around 80 K to achieve their performance advantage.

11.1.1.3 X-Ray Detectors

X-rays are very short-wavelength photons, much shorter than ultraviolet light, but
not as short as gamma-rays. Many celestial objects, such as stars and black holes,
generate X-rays in extremely violent processes, such as when stars are born or
explode. However, because Earth’s atmosphere blocks out X-rays, celestial X-ray
research must rely heavily on high-altitude balloon and space observations. The
most common detectors are room-temperature gas scintillators that emit a burst of
light when struck by an X-ray, and cryogenically cooled microcalorimeters that
heat microscopically due to the absorbed energy of the incoming X-ray photons.
To achieve useful performance, X-ray microcalorimeters must be cooled to around
50 mK,i.e. just one-twentieth of a degree above absolute zero.

11.1.2 Chapter Organization

The next five sections of this chapter review the history of space cryogenics over
the past 50 years, with primary emphasis on the accomplishments in the Western
countries. The work is organized by decade, starting 50 years ago in 1955, which
also corresponds, more or less, with the beginning of the space program. Each
decadal section describes the major space milestones of that decade, the key cryo-
genic missions carried out, and the research focus of the development work of that
decade.

11.2 1955 to 1965: The Birth of the Space Program

The space age began to be considered as early as 1946, as scientists started using
captured German V-2 rockets, and later Aerobee rockets, to make measurements in
the upper atmosphere after the end of World War II. The US considered launching
orbital satellites as early as 1945 under the Bureau of Aeronautics of the US Navy.
A 1946 Rand report to the Air Force further blessed the idea.

By 1955 the Air Force and Navy were working on Project Orbiter, which in-
volved using a Jupiter C rocket to launch a small satellite into orbit. With growing
interest in the International Geophysical Year, which was to last from July 1957 to
December 1958, the White House, on July 29, 1955, reported that the US intended
to launch satellites into orbit by the spring of 1958. To the great surprise of the
Western world, Russia successfully launched their first satellite, Sputnik I (Figure
11.1a), into Earth orbit in October 1957, and followed it soon after with Sputnik II
carrying a much heavier payload, including a dog named Laika. Four months later,
in January 1958, the US successfully placed Explorer I into orbit (Figure 11.1b).



11. Aerospace Coolers: A 50-Year Quest for Long-Life Cryogenic Cooling in Space 229

FIGURE 11.1. The successful launch of Russia’s Sputnik I and the US’s Explorer satellites

into orbit in the 1957–1958 time frame represented the start of the space program.

Building on these first successes, the space race was off and running, and grew
to over 50 satellite launches per year over the next few years. By 1962 the US had
a first flyby to Venus, Mariner 2, and discussions were ongoing in many circles
on the scientific advances that could be made from satellite-based instruments. In
1964, Mariner 4 made the first close-up photographs of Mars, and Nimbus 1 was
launched to carry out the first Earth-science observations.

Though the first cryogenic applications in space were still a few years away,
development work was initiated on the first space cryocoolers for military ap-
plications [1]. Work on Brayton-cycle refrigerators started at Arthur D. Little in
Cambridge, MA, in 1962 based on the rotary-reciprocating refrigerator (R3) con-
cept [2]. The R3 design incorporated gas bearings, with the promise of reducing
wear and extending refrigerator lifetime. Work on Vuilleumier (VM) cryocool-
ers was also started in the 1960s at Hughes Aircraft in California and at Philips
Laboratories in Briarcliff Manor, New York [1].

Work on future space-science cryogenic missions also began, including initial
funding of Gravity Probe B (GPB) in 1963. In the late 1950s, astronomers were
using lead sulfide (PbS) detectors to study infrared radiation. To increase the sen-
sitivity, the PbS cell was cooled to 77 K. This allowed infrared observations out to
wavelengths of about 3 μm. In 1961, the first germanium bolometer was developed
by Frank Low, and was hundreds of times more sensitive than previous detectors.
It was capable of detecting far-infrared radiation when cooled to 4 K. In 1963, a
germanium bolometer was attached to a balloon to make infrared observations of
Mars.

11.3 1965 to 1975: Race to the Moon,
First Cryogenics in Space

This was the decade of the great race to the Moon and the first cryogenics in space.
The year 1966 brought the landing of the Surveyor spacecraft on the surface of the
Moon and the launch of Nimbus 2 for a next level of Earth-science observations.
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Also in 1966, the Goddard Institute of Space Sciences used balloons to con-
duct infrared surveys at 100 μm and discovered about 120 bright infrared sources.
In 1967, cooled infrared telescopes were placed on rockets that could observe
the sky for several minutes before reentry. The first infrared all-sky map re-
sulted from a series of rocket flights by the Air Force Cambridge Research
Laboratory. Although the total observation time accumulated by these Hi Star
flights was only about 30 min, they successfully detected 2363 reliable infrared
sources.

In 1968, Apollo orbited the moon and Nimbus B was launched for more Earth
observations. Apollo 11 landed on the moon in 1969, followed by Apollo 12, and
the Apollo 13 mishap occurred in 1970. While the follow-on Apollo missions were
frequenting the moon, the first cryogenics missions to space were being launched.

11.3.1 1965–1975 Cryogenic Missions

11.3.1.1 1968: Apollo Fuel Cell Liquid Hydrogen and Liquid Oxygen Dewars

The first space dewars were probably those built by Beech Aircraft to hold super-
critical liquid hydrogen and liquid oxygen for use in the Apollo Service Module
fuel cells and breathing oxygen supply. It was one of these that was involved in
the historic Apollo 13 mishap of 1970, though the problem was unrelated to the
performance of the dewar. A total of 145 units were built in support of the Apollo
program.

11.3.1.2 1969: Mariners 6 and 7 Nitrogen–Hydrogen Joule–Thomson Cooler

July–August 1969 brought the first cryocooler missions in space; these were two-
stage nitrogen–hydrogen open-cycle Joule–Thomson (J–T) cryocoolers designed
to cool the Mars infrared spectrometers on Mariners 6 and 7 to 22 K during
the spacecrafts’ flyby encounters with Mars [3]. Developed by the University of
California, Berkeley, the spectrometers incorporated Ge:Hg detectors to allow
infrared spectral surveys of Mars to be taken over the wavelength range from 6 to
14.3 μm. The Mariner 7 flight was totally successful, with the detector remaining
below 22 K for about an hour; however, the nitrogen J–T stage of the Mariner 6
system failed to operate.

11.3.1.3 1971: RM-19 Malaker Stirling

July 1971 brought the first closed-cycle mechanical cryocooler in orbit: a Malaker
Stirling cooler that cooled an Earth-background infrared radiometer built by Lock-
heed Missile and Space Co. (LMSC) in Palo Alto for the Department of De-
fense (DoD) [1]. The RM-19 radiometer and the Malaker Stirling are shown in
Figure 11.2. Three detector assemblies were thermally connected to the two Stirling
refrigerators by means of a flexible thermal strap, while each of the temperature-
compensated infrared telescopes was passively cooled to 240 K. During the several-
month mission, the refrigerators, operating in tandem, periodically cooled the
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FIGURE 11.2. Malaker Stirling

coolers flown on RM-19 in July

1971.

detectors to approximately 105 K in 3 to 4 h periods preceding radiometer opera-
tion. The cooling capacity of each cooler was 2 W at 100 K with a 40 W input. This
first mission of a closed-cycle cryocooler was an important milestone; however,
the total accumulated run time on the coolers during the mission was less than
1000 h.

11.3.1.4 1971: SESP 71-2 Hughes Vuilleumier Cryocooler

In October 1971, only a few months after the RM-19 flight, the first advanced
technology cryocooler, a two-stage Hughes Aircraft VM cooler (Figure 11.3) was
flown as part of the DoD’s SESP 71-2 technology demonstration mission in con-
junction with the Celestial Mapping Program [1]. The cooler provided 3.5 W at
60 K plus 0.15 W at 13 K for 427 W of input power. The system accumulated
1179 h of operation, which included 689 h of prelaunch checkout and 490 h of
orbital operation. The system was operating at approximately nominal conditions

FIGURE 11.3. Hughes Aircraft two-stage VM

cooler flown on SESP 71-2 in October 1971.
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FIGURE 11.4. Lockheed solid carbon dioxide cryostat flown

on SESP 72-2 in October 1972.

when the heat-rejection coolant loop failed, thus causing system shutdown. During
most of the orbital operation, the unit maintained the specified temperatures.

11.3.1.5 1972: SESP 72-2 Lockheed Solid Carbon Dioxide Cryostat

Shortly after the first Stirling and VM cryocoolers were launched to support in-
frared missions in 1971, the first cryostats flew on SESP 72-2 in October 1972
to support a DoD gamma-ray mission. The mission consisted of two single-stage
solid carbon dioxide cryostats, each providing cooling of a separate gamma-ray
detector at 126 K; the cryostats were 40.6 cm in diameter by 35.6 cm long and
lasted for 7 and 8 months [4,5]. Development of cryostats with both liquid and
solid cryogens had been underway for nearly 10 years, and this first cryostat in
orbit was built by Lockheed Palo Alto. A photograph of one of the cryostats is
shown in Figure 11.4.

This first flight cryostat established Lockheed’s cryostat design philosophy for
many years [6]. Design elements include a folded cylinder support for the cryogen
tank and a modular approach in which the detector and cooler could be separately
developed and tested, and then integrated via a simple shrink-fit attachment that
allowed a “drop in” mating of the two. To allow the detector to be maintained in
a clean vacuum environment, the detector module was a sealed unit with its own
vacuum system that consisted of a vac-ion pump. During ground operations and
spacecraft integration, the cryogen was maintained in a nonvented condition by
periodic circulation of liquid nitrogen (LN2) through the cooling coils at approxi-
mately 1-week intervals.

With an orbital lifetime goal for the system of 1 year, the shorter 7–8 month
lifetime achieved was attributed in part to contamination of the low-emissivity
surfaces of the detector resulting from ice accumulation, and to initial heat rate
predictions based on erroneous conductivity data for the support tube and the
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FIGURE 11.5. Skylab was

launched in 1973 and hosted

two more cryogenic

applications that used the

Malaker Stirling coolers in

space.

multilayer insulation (MLI) materials. Achieving longer life cryostats with better
life prediction was a key technology focus for the next few years.

11.3.1.6 1973: Malaker Stirlings on Skylab

From May 1973 to February 1974, Malaker Stirling cryocoolers were used again
in two Earth resources infrared experiments on Skylab (Figure 11.5) to evaluate
the applicability and usefulness of sensing Earth resources from orbital altitudes in
the visible through to the far-infrared spectral regions [7]. The two complementary
units were the S-191 Visible-Infrared Spectrometer, built by Block Engineering of
Cambridge, MA, and the S-192 13-band Multispectral Optomechanical Scanner
built by Honeywell Research Center of Lexington, MA [8]. Both used HgCdTe
photoconductive detectors cooled to ∼100 K by Malaker Stirling cryocoolers to
acquire data in their 6.2–15.5μm and 10.2–12.5μm far-infrared bands respectively.
The S-191 experiment was basically a two-channel visible and infrared spectro-
radiometer (manually pointed device), whereas the S-192 instrument utilized a
30 cm reflecting telescope with a rotating scan mirror.

11.3.1.7 1975: Nimbus 6 Limb Radiance Inversion Radiometer Cryostat

In June 1975, building on the success of their earlier solid CO2 cryostat, Lockheed
flew a dual-stage solid methane–solid ammonia cryostat on Nimbus 6 as part of
the Limb Radiance Inversion Radiometer (LRIR) instrument. This cryostat, shown
in Figure 11.6, provided cooling for a tri-metal detector array and the associated
focusing optics and filters to 63 to 67 K (methane stage) and also provided cooling
of other optical elements at 152 K (ammonia stage). Though the mission goal was
1 year, the detector remained within specified limits for approximately 7 months,
while the lifetime of the ammonia was 12 months [6,9]. The design philosophy
for this cryostat was similar to that of Lockheed’s single-stage cooler, in which the
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FIGURE 11.6. Lockheed solid methane–ammonia cryostat

flown on Nimbus 6.

detector and secondary optics were housed in a separate capsule and interfaced
with the cooler through shrink-fit elements. The cryogens were maintained in a
nonvented mode by circulation of LN2 at 10-day intervals. Once in orbit, explosive
valves vented the cryogens and insulation vacuums to space.

11.3.1.8 Mid-1970s Liquid Helium Application

Although not in space, a far-infrared balloon-borne spectrometer was used for three
flights in the mid-1970s to test the Big Bang theory. To increase its sensitivity, the
instrument utilized germanium bolometers immersed in a cryostat cooled with
superfluid helium. This is the first time that such a low temperature was used for
infrared observations. The observations provided the most widely accepted support
for the Big Bang theory until the launch of the Cosmic Background Explorer
(COBE) satellite in 1989. The first superfluid helium cryostat in space would be
on the Infrared Astronomical Satellite (IRAS) in 1983.

11.3.2 1965–1975 R&D Emphasis

During the late 1960s and early 1970s the focus of aerospace cryogenic research
was on achieving long-life cryostats and cryocoolers for space use.

11.3.2.1 Cryostat Research

The major difficulty with the early solid cryogen coolers was the unpredictability
of their lifetime, which was driven by the poorly quantified parasitic heat leaks
associated with MLI and support materials. Given the shortfalls in operational
life, extensive research (illustrated in Figure 11.7) was conducted to improve the
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FIGURE 11.7. Early testing by

Lockheed of candidate

constructions of MLI.

characterization and fabrication processes of MLI and support materials [10–12].
This work was supported jointly with the launch-vehicle community, which also
needed low thermal parasitics in cryogenic propellant tanks. Also, in support of
GPB, the porous plug was invented in 1970 for retention of superfluid helium in
zero gravity [13].

11.3.2.2 Cryocooler Research

The major difficulty with the early cryocoolers was also their short unpredictable
lifetime. The DoD’s primary desire was to achieve long-life cooling at 10–12 K for
the latest longwave infrared (LWIR) focal-plane detector technologies, whereas
the National Aeronautics and Space Administration (NASA) was concentrating
on higher temperatures, around 65–80 K.

11.3.2.2.1 Vuilleumier Coolers

The work on VM cryocoolers that was started by the Air Force in the 1960s at
Hughes and Philips Laboratories was now focused on three-stage machines capa-
ble of 0.3 W at 11.5 K, plus 10 W at 33 K, plus 12 W at 75 K, for an input power of
2700 W [14, 15]. The Philips unit had dual rotating shafts in a vibration-reducing
rhombic configuration, and the Hughes unit, shown in Figure 11.8, used vibra-
tionally balanced opposed pistons. Because the VM cycle is thermally powered,
operation of the cycle directly with radioisotopes or solar heat sources was consid-
ered feasible, and various studies of systems of this type were performed. In paral-
lel, NASA–Goddard Space Flight Center (GSFC) started supporting single-stage
VM technology for higher temperature NASA applications in 1969, resulting in a
7 W at 75 K for 300 W input cryocooler built by Garrett AiResearch and tested
for 6000 h [5].
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FIGURE 11.8. Hughes three-stage 12 K VM

cooler used dual opposed pistons.

11.3.2.2.2 10 K Rotary-Reciprocating Refrigerator

The work at A.D. Little initiated by the Air Force in 1962 on the R3s led to the
single-stage 77 K machine shown in Figure 11.9a. It utilized self-actuating, rotary
gas bearings in both the compressor and expander sections, and linear motion
to achieve the refrigeration. Thus, each moving member was both rotated and
reciprocated. The machine also utilized clearance seals; thus, after startup, there
were no rubbing surfaces in the machine.

In 1966, A.D. Little was sponsored by the Air Force to extend the 77 K R3

machine to achieve 1 W at 3.6 K. A preliminary design of a complete refrigeration
system suitable for spaceborne application was developed, and the expanders and
associated drive system were tested. Shown in Figure 11.9b, this machine utilized a
hybrid cycle coupling a Brayton upper stage with a 3.6 K J–T bottom stage [2, 16].

11.3.2.2.3 Sorption Coolers

Initial studies of the feasibility of hydride sorption coolers also started during this
decade with the work of Van Mal and Maynheer [17]. This work was primarily
directed at conceptual design studies and quantification of the sorption isotherms
of candidate hydride materials.

11.4 1975 to 1985: The Struggle for Long-Life Coolers

By the mid-1970s the space age was maturing, and work on the Space Shuttle
was actively underway. Military personnel were busy designing large missile de-
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FIGURE 11.9. A.D. Little R3s: (a) single-stage 77 K system; (b) 3.6 K hybrid Brayton/J–T

system.

fense and reconnaissance satellite systems, and Earth and space scientists were
planning various missions that could use the extensive access to space that would
be provided by the Shuttle. Some of the proposed space-science studies focused
on understanding the properties of superfluid helium in space and building on the
early work to explore the cosmic microwave background (CMB) of the universe.

Also, during this decade, the development of infrared array detectors (as op-
posed to single pixels) caused another giant leap in observational capability. This
development greatly increased the efficiency of infrared observations and led to the
development of infrared cameras that could produce images much more quickly
than with a single-element detector.

After several years of development, the first Shuttle launched in 1981 (Figure
11.10).

11.4.1 1975–1985 Flight Applications

11.4.1.1 1978: Nimbus 7 Limb Infrared Monitor of the Stratosphere Cryostat

The Limb Infrared Monitor of the Stratosphere (LIMS) instrument was flown
aboard Nimbus 7 in October 1978 as a follow-on to the LRIR instrument that
was flown in 1975 aboard Nimbus 6. Built by Honeywell, the instrument used an
infrared detector and the same 65 K Lockheed methane–ammonia cryostat (shown
in Figure 11.6) used on LRIR [6,9]. The objective of the LIMS experiment was
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FIGURE 11.10. This was the decade

of Shuttle development, leading to the

first Shuttle launch in 1981.

to map the vertical profiles of temperature and the concentration of ozone, water
vapor, nitrogen dioxide, and nitric acid in the lower to middle stratosphere range,
with extension to the stratopause for water vapor and into the lower mesosphere
for temperature and ozone.

11.4.1.2 1978: High Energy Astronomical Observatories
Methane–Ammonia Cryostat

About the same time that Lockheed flew their second methane–ammonia cryostat
on Nimbus 7, Ball Aerospace flew their version of a methane–ammonia cryostat
[5] on the High Energy Astronomical Observatories (HEAO-B and HEAO-C). The
Ball cryostat, shown in Figure 11.11, had a loaded weight of 75 kg and measured
76 cm long by 56 cm in diameter. Cooling coils with LN2 were used to freeze the

FIGURE 11.11. Ball

methane–ammonia cryostat flown

in 1978 on the High Energy

Astronomical Observatories

(HEAO-B and HEAO-C).
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FIGURE 11.12. Philips rhombic-drive Stirling cooler

launched on the STP 78-1 gamma-ray mission in 1979.

cryogen during the fill operation and to maintain it during ground storage. After
the final servicing before flight, the cryogens gradually warm up until the vent seal
is opened in orbit. Heat-exchange surfaces were located in both the primary and
secondary tanks to promote even heat absorption by the cryogen.

11.4.1.3 1979: STP 78-1 Rhombic-Drive Stirling

Launched as part of a DoD gamma-ray mission in 1979, this new two-stage Stirling
cooler (Figure 11.12) was developed specifically for long-term orbital operation by
Philips Laboratories, with the Johns Hopkins Applied Physics Laboratory provid-
ing the electronic controls and space-qualification program. The overall gamma-
ray system was developed by LMSC, and included two gamma-ray detectors, each
with fully redundant cryocoolers, for a total of four coolers in the mission [18].

Each 7.2 kg cooler employed a grease-lubricated rhombic drive that utilized
counter rotating weights to minimize generated vibration. Piston and displacer
seals were glass-filled Teflon and Roulon. The cooling capacity of each cooler was
0.3 W at 77 K plus 1.5 W at 160 K, with an input power of 30 W. To support the
redundancy approach, Lockheed developed self-actuating coefficient of thermal
expansion-based thermal switches that disconnected the thermal link to the detector
when a refrigerator was off (hot). However, the switches were not flown in the final
configuration.

In total, the instrument was in orbit for 860 days, with cumulative operating
times for the four individual coolers of 4700, 7200, 13,000 and 16,020 h [19].
Although this total run time was impressive, significant degradation in performance
occurred. Consequently, after 130 days into the flight, both refrigerators were
operated simultaneously in each instrument to provide the required cooling [19].
Not withstanding the performance degradation of the coolers, the utilization of
the Stirling machines to provide instrument cooling over a continuous multiyear
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FIGURE 11.13. Over 60 of these PRSA dewars were built by Beech Aircraft and Ball

Aerospace to supply the Shuttle’s fuel cells with hydrogen and oxygen.

period was, indeed, a significant accomplishment. Up until this time, no mechanical
cooler had operated in space for more than 1000 h.

11.4.1.4 1981: Shuttle Power Reactant Storage Assembly Dewars

Originally developed by Beech Aircraft as a larger version of similar dewars first
developed for the Apollo program (see Section 11.3.1.1) the power reactant stor-
age assembly (PRSA) dewars (Figure 11.13) were developed to store supercritical
liquid hydrogen and oxygen for use in the Shuttle’s fuel cells to create electri-
cal power and breathable oxygen. The LOX tank holds 317 L with an operating
pressure of 900 psia, while the liquid hydrogen tank holds 606 L at an operating
pressure of 250 psia [20]. Over 60 PRSA dewars were delivered over the years, 28
by Beech Aircraft and 32 by Ball Aerospace following their acquisition of Beech
in 1986.

11.4.1.5 1983: Infrared Astronomical Satellite Helium Dewar

Shown in Figure 11.14, the Infrared Astronomical Satellite (IRAS) was launched
in January 1983 with the first use of a superfluid helium dewar in space [21]. The
0.57 m infrared telescope contained 62 detectors and was a joint project of the US,
the UK, and the Netherlands. The American team built the telescope, detectors
and cooling system, the UK built the satellite ground station and control center,
and the Dutch team built the spacecraft, which included the on-board computers
and pointing system.

The cryostat, which was filled with 480 L of helium, was built by Ball Aerospace
and involved the first space application of the porous plug that was invented at Stan-
ford University in 1970 [13]. The infrared telescope was mounted in the center of
the toroidal-shaped main cryogen tank, which was structurally supported through
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FIGURE 11.14. Launched in January 1983, the Ball Aerospace IRAS dewar was the first

superfluid helium dewar in space.

nine fiberglass–epoxy bands that attached to the outer vacuum shell. Additional
thermal protection was provided by three vapor-cooled shields and MLI in the
dewar’s vacuum space. The outer shell operated at 170 K via radiant cooling to
reduce further the parasitic heat load into the main cryogen tank.

During its 290-day life, IRAS scanned more than 96% of the sky four times,
providing the first high-sensitivity all-sky map at wavelengths of 12, 25, 60 and
100 μm. IRAS increased the number of cataloged astronomical sources by about
70%, detecting about 350,000 infrared sources. Discoveries included a disk of dust
grains around the star Vega, six new comets, and very strong infrared emission
from interacting galaxies. IRAS also revealed, for the first time, the core of the
Milky Way.

11.4.1.6 1985: Atmospheric Trace Molecule Spectroscopy Stirling Cooler

The next mechanical cryocooler to fly was a CTI tactical Stirling cooler (Figure
11.15) that was part of the Atmospheric Trace Molecule Spectroscopy (ATMOS)
instrument on the 7-day Spacelab 3 flight in April 1985. The split Stirling coldtip
cooled an HgCdTe infrared detector within the ATMOS interferometer built by
Honeywell of Lexington, MA. During three more Space Shuttle missions in 1992,
1993, and 1994, the instrument went on to measure solar absorption spectra from
over 350 occultations from the upper troposphere to the lower mesosphere [22].

11.4.1.7 1985: Spacelab 2, Superfluid Helium Experiment

The Superfluid Helium Experiment (SFHE) was launched on Spacelab 2 in
July 1985 to investigate the properties of superfluid helium in a micrograv-
ity environment [23]. An additional accomplishment was the qualification and
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FIGURE 11.15. CTI Stirling cooler flown on

the ATMOS instrument in 1985, 1992, and

1994.

characterization of the 120 L space-compatible cryostat developed by Ball
Aerospace as a reflyable dewar for liquid helium microgravity experiments such
as SFHE. In the future, the same dewar would be used for the Lambda Point Ex-
periment (LPE) and the Confined Helium Experiment (CHeX), in 1992 and 1997
respectively.

11.4.1.8 1985: Spacelab 2, Infrared Telescope

A second superfluid helium dewar on the July 1985 Spacelab 2 mission supported
the Infrared Telescope (IRT) experiment. The IRT system was comprised of a
250 L dewar, a helium transfer assembly, and a cryostat surrounding the infrared
telescope [24]. By utilizing a vacuum-sealed rotary joint, the telescope could scan
in one axis while the dewar remained stationary. A porous-plug phase separator
was located in the transfer assembly so that only gas was delivered to the cryostat
assembly. The helium in the dewar was maintained at 1.6 K, while temperature
requirements for the cryostat varied from 2.5 K at the detectors to 60 K at the upper
telescope sections. The dewar and cryostat for the IRT system were manufactured
by Cryogenics Associates, while NASA–Marshall Space Flight Center and the
University of Alabama were responsible for the helium transfer assembly and
subsequent integration.

11.4.2 1975–1985 R&D Emphasis

A major factor in this decade was the DoD initiatives to develop a strategic mis-
sile defense system based on satellites using infrared tracking of intercontinental
ballistic missiles. Having baselined the use of silicon LWIR detector arrays that
required significant 10–12 K cooling, major efforts were expended to bring large
long-life 10–12 K cryocoolers into flight readiness [25]. In parallel, the civilian
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space agencies in the US and Europe supported the development of long-life cry-
ocoolers for higher temperature (60–80 K) Earth-science applications.

11.4.2.1 Large Long-Life Missile Defense Coolers for 10 K

Building on their ongoing space cooler development efforts and their strong need
for long-life 10–12 K coolers, the DoD adopted a strategy of multiple parallel
cooler development efforts:

11.4.2.1.1 Vuilleumier

The DoD’s VM cooler development program started back in the 1960s and led to a
first flight cooler in 1971. By the 1980s the effort was focused on the development of
the Hughes Aircraft “Hi Cap” machine (Figure 11.16) [5, 25]. Design requirements
for this three-stage cooler were 0.3 W at 11.5 K plus 10 W at 33 K and 12 W at
75 K. Long-life operation was required with a maximum input power of 2700 W.
The Hughes approach used dry lubricated ball bearings (MoS2) with a bearing
retainer made of Roulon A (filled Teflon) with 5% MoS2. The machine employed
rubbing seals on both the hot and cold displacers and flexure pivots at the displacer
drive-rod interfaces. Past problems included metal fatigue, internal contamination,
and seal wear. A major renewed effort to improve the reliability of the “Hi Cap”
machine was undertaken in the mid-1980s [26]. This effort consisted of extensive
testing of existing coolers to evaluate seals, regenerators, and other components.

11.4.2.1.2 10 K Rotary-Reciprocating Refrigerator

The goal for the 1980s two-stage R3 cooler shown in Figure 11.17 was a cooling
capacity of 1.5 W at 12 K plus 40 W at 60 K for an input power of less than
2600 W [27]. This development was an extension of the Air Force’s longstanding
program developing rotary reciprocating Brayton coolers at A.D. Little dating

FIGURE 11.16. Hughes Aircraft

three-stage “Hi Cap” VM cooler.
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FIGURE 11.17. A.D. Little two-stage R3: (a) the expander assembly; (b) one of two com-

pressor modules.

from the 1960s [2]. Two of the first-generation machines were shown in Figure
11.9. As with the earlier machines, this cooler also utilized self-actuating, rotary
gas bearings in both the compressors and the expanders to eliminate piston contact
during the linear motion required to achieve refrigeration. By the mid-1980s the
effort had been long and arduous, with a never-ending series of sophisticated
problems requiring more advanced development [5].

11.4.2.1.3 10 K Turbo Brayton

Because turbomachinery employing rotary gas bearings offered a high potential
for long lifetime, a reverse-Brayton turbo-refrigerator for space was initiated in
the early 1970s under DoD sponsorship as an alternative to the ADL R3 concept.
The system goals were cooling loads of 1.5 W at 12 K and 30 W at 60 K, with a
30,000 h lifetime and a maximum power consumption of 4 kW [5]. The program
resulted in a design of a four-stage turbo-refrigerator with gas bearings and included
some component fabrication and testing. The contractor for the work was General
Electric.

The Defense Advanced Research Project Agency (DARPA) initiated a follow-
on turbo Brayton program in 1978 with Garrett AiResearch [28]. This system
(Figure 11.18) was designed, fabricated and performance tested in the early 1980s.
Although, it exhibited satisfactory operation, contamination and other issues pre-
vented performance goals from being fully reached.

11.4.2.1.4 Large Rotary Magnetic Refrigerators

Given the difficulty of regenerative cryocoolers (such as Stirling coolers) achieving
high efficiencies below 20 K, work was also initiated in the mid-1980s exploring
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FIGURE 11.18. Garrett AiRe-

search turbo Brayton cooler.

the use of large magnetic coolers to bridge between 10 and 20 K [26,29,30]. The
coolers, such as the one in Figure 11.19, targeted the use of a new paramagnetic
material, Gd3Ga5O12 (gadolinium gallium garnet) and higher temperature super-
conducting magnet technology. All were rotary designs with a rotational rate of
around 6–10 rpm. However, the development efforts faced extreme difficulties, as
internal losses and high forces from the magnets made it very difficult to achieve
the promised efficiencies [31].

11.4.2.2 Long-Life Stirling Coolers for 60–80 K

Building on the general success of the Philips Laboratories’ rhombic-drive Stirling
that flew in 1979 and on long-life pressure modulators developed at Oxford Uni-
versity, the Earth-science instrument community initiated development of 60–80 K
long-life coolers focused at their higher temperature needs.

FIGURE 11.19. Hughes

rotary magnetic cooler for

cooling between 10 and

20 K.
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FIGURE 11.20. Magnetic

bearing Stirling cooler

built for NASA–GSFC by

Philips in 1979.

11.4.2.2.1 Philips Magnet Bearing Stirling Cooler

In 1979, NASA–GSFC initiated funding of Philips Laboratories for a next-
generation Stirling cooler capable of producing 5 W at 65 K for 180 W of input
power and with a lifetime of 3–5 years [5]. The basic design philosophy of the
cooler was (1) to have no rubbing surfaces in the machine, (2) to control axial
position and piston/displacer phase angles electronically, (3) to utilize a linear
drive system, and thus eliminate mechanical linkages, (4) to reduce the potential
for internal contamination by eliminating all organics inside the working gas, and
(5) to provide an essentially dynamically balanced machine.

Shown in Figure 11.20, an engineering model single-stage device was devel-
oped using magnetic bearings and 25 μm clearance seals in the compressor and
expander to eliminate all possible wear [32]. Although several hundred hours of
operation were achieved, the resulting hardware was large and complex in com-
parison with the competing technology developed at the same time in England at
Oxford University and Rutherford Appleton Laboratory (RAL).

11.4.2.2.2 Flexure Stirling Coolers at Oxford University and
Rutherford Appleton Laboratory

In 1980, Oxford University began work on a long-life Stirling cryocooler concept
[33] that built on the flexure-bearing linear drive with clearance seals that was
used for the pressure modulators that Oxford flew on PMR on Nimbus 6, SAMS on
Nimbus 7, and VORTEX on Pioneer Venus [34–36]. The basic design philosophy of
the so-called Oxford cooler was essentially the same as that enumerated above for
the Philips Stirling. However, the implementation was much simpler, with passive
flexure springs providing the piston support, as opposed to complex magnetic
bearings. The Oxford cooler, shown in Figure 11.21, was also smaller, with a
back-to-back pair targeted at 1.0 W of cooling at 80 K, a mass of 10 kg, and an
input power of 80 W [37]. During the early 1980s, in conjunction with RAL, this
concept was developed into two slightly different flight coolers: one for use on the
ALONG Track Scanning Radiometer (ATSR) instrument on ERS-1, and the other
for the Improved Stratospheric and Mesospheric Sounder (ISAMS) instrument
on NASA’s Upper Atmospheric Research Satellite (UARS) spacecraft [38–40]. A
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FIGURE 11.21. Original Oxford

Stirling cooler built by Oxford

University in the early 1980s.

cross-section showing the Oxford cooler internal construction features is shown
in Figure 11.22.

11.4.2.3 Long-life Sorption Coolers

Sorption technologies also started receiving modest recognition in the early
1980s as an alternative to the mechanical cooler concepts that were experiencing
increasing difficulties in achieving long life. Work at the Jet Propulsion Laboratory
(JPL) and Aerojet Corp. of Azusa, CA, centered on both helium–charcoal phys-
ical sorption concepts, as shown in Figure 11.23, and on hydride chem-sorption
concepts, as shown in Figure 11.24 [41, 42].

FIGURE 11.22. Cross-section of the Oxford Stirling cooler concept developed for ISAMS.
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FIGURE 11.23. JPL 20 K charcoal–hydrogen

sorption compressor of 1983.

11.4.2.4 Long-Life Cryostats

Cryostat technology had substantially matured by the 1980s, based on the extensive
research conducted in the 1970’s on MLI and conductive material properties. Based
on these advances, new long-life ammonia–methane cryostats were developed by
Lockheed and referred to as the Extended Life Cooler or Long-Life Cooler, and
the Advanced Long-Life Cooler [6, 43, 44]. These cryostats used solid methane
as the primary cryogen, solid ammonia as the secondary, and could use passive
radiators as a low-temperature guard for the ammonia. One system had a total

FIGURE 11.24. 1982 JPL breadboard hydride– hydrogen cryocooler (650 mW at 29 K).
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weight of around 245 kg and cooling capacities of 1.36 W-year at the 60 K methane
temperature and 1.18 W-year at the 145 K ammonia temperature [6].

Another important area of cryostat research was the use of solid hydrogen [6].
In these studies, the fill and vent of a solid hydrogen cooler was demonstrated
and detailed safety analyses were performed. As an add-on to this effort, a para-
to-ortho hydrogen catalytic converter to greatly improve effluent gas cooling was
developed [45].

At this point, solid hydrogen was being proposed as the cooling system for two
instruments for the UARS originally scheduled to launch in 1988. The Challenger
accident in 1986 would delay the UARS launch and rule out the use of hydrogen
dewars on future Shuttle flights. However, a few years later, the solid hydrogen
cryostat technology would be flown on the DoD’s SPIRIT III mission in 1996.

11.5 1985–1995: Long-Life Cryocoolers Become a Reality

By the late 1980s the aggressive spending on defense technology during the Cold-
War period was rapidly subsiding and the focus was beginning to shift toward
smaller, more cost-effective approaches to missile defense. By the early 1990s the
large DoD programs would be focused toward Brilliant Pebbles and Brilliant Eyes.
However, the civilian space program, slower to feel the downsizing, was focused on
great observatories like the Hubble Space Telescope (HST) launched in 1990, the
Shuttle Infrared Telescope Facility (SIRTF), the Advanced X-ray Astrophysics
Facility (AXAF), and the Gamma Ray Observatory (GRO). In this decade, the
Earth scientists thoroughly embraced long-life cryocoolers and proposed dozens
of instruments, many using cryocoolers, for NASA’s huge Earth Observing System
(EOS) platforms proposed for their Mission to Planet Earth.

A sobering event at the beginning of this period was the explosion of the Chal-
lenger Shuttle in 1986. This led to a careful reexamination of mission safety and
put a halt to the possibility of liquid-fueled rockets being carried aloft in the Shut-
tle for use in missions beyond low-Earth orbit. A return to a greater reliance on
unmanned launch vehicles was the trend of the future.

11.5.1 1985–1995: Cryogenic Missions

11.5.1.1 1989: Cosmic Background Explorer

The COBE mission launched in November 1989 using a dewar (Figure 11.25)
that was based on the IRAS dewar with some small modifications [46]. COBE’s
objective was to map the infrared and microwave characteristics of the cosmic
background radiation, i.e. the remains of the extreme heat that was created by
the Big Bang. A team of American scientists announced, on April 23, 1992, that
they had found the primordial “seeds” (CMB anisotropy) in data from COBE. The
announcement was reported worldwide as a fundamental scientific discovery and
ran on the front page of the New York Times.
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FIGURE 11.25. Ball Aerospace su-

perfluid helium dewar used for

COBE was derived from the IRAS

dewar flown in 1983.

11.5.1.2 1991: Upper Atmospheric Research Satellite Cryogenic Limb
Array Etalon Spectrometer Instrument

NASA’s UARS was launched in September 1991 with the Cryogenic Limb Array
Etalon Spectrometer (CLAES) instrument that, before the Challenger accident,
was scheduled to be cooled by a Lockheed cryostat with 944 L (78 kg) of solid
hydrogen [5]. After Challenger, the solid hydrogen cryostat was changed into a
15 K solid neon–carbon dioxide cryostat (Figure 11.26) that weighed 1035 kg,
with 152 L (436 kg) of solid neon and 326 L (220 kg) of solid carbon dioxide
[47,48]. Part of NASA’s Earth-sciences program, CLAES measured temperature
profiles and concentrations of ozone, methane, water vapor, nitrogen oxides, and
other important species, including chlorofluorocarbons, in the stratosphere using
measurements of limb emission spectra in the 3.5 to 12 μm infrared wavelength
range. These measurements were analyzed to understand better the photochemical,
radiative, and dynamical processes taking place in the ozone layer. The dewar
operated for 19 months in orbit, exceeding its 18 month design life.

FIGURE 11.26. Two-stage solid neon–

carbon dioxide dewar built by Lock-

heed for the CLAES instrument

launched in 1991 on UARS.
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FIGURE 11.27. Space Stirling cryocoolers developed in the late 1980s: (a) RAL 80 K integral

“Oxford” cooler flown on ATSR-1 and ATSR-2; (b) Oxford University 80 K ISAMS cooler

flown on UARS; (c) Fujitsu 80 K Stirling cooler flown on JERS-1.

11.5.1.3 1991: The First Oxford-Style Coolers Reach Space

In July 1991 the Europeans launched their Earth Resources Satellite (ERS-1) with
the ATSR-1 instrument that was cooled to 80 K via the RAL version (Figure 11.27a)
of the Oxford flexure-bearing Stirling cooler [40]. Two months later, in September,
the Oxford University version of the 80 K Stirling cooler (Figure 11.27b) was
launched as part of their ISAMS instrument on NASA’s UARS [38,39]. The success
of these first long-life flexure-bearing Stirling coolers with clearance-type piston
seals would lead to a dramatic change in the cryocooler world.

11.5.1.4 1992: First Japanese Stirling in Space

In February 1992, the Japanese company Fujitsu launched their first space Stirling
cooler on the Japanese Earth Resources Satellite (JERS-1). Used to cool the Short-
wave Infrared Radiometer, the cooler had a cooling capacity of 1 W at 80 K and
was used to support 4000 short-period intermittent operations over a 2 year mis-
sion in space. The cryocooler design (Figure 11.27c) used an integral construction
with rotary crank and had a measured mean lifetime of 3500 h [49].

11.5.1.5 1992: Lambda Point Experiment

The LPE was a Shuttle payload dedicated to the study of the properties of superfluid
helium in zero gravity. LPE flew on STS-52 as part of the US Microgravity Payload
(USMP-1) in October 1992 and used the same dewar as used by SFHE in 1985
[50].

11.5.1.6 1993: HTTSE I

The first High Temperature Superconductivity Space Experiment (HTSSE I) was
designed as a technology demonstration experiment to validate HTS components
in a space-based system. It was developed by the US Naval Research Laboratory
(NRL) and launched in 1993 using a British Aerospace 80 K cryocooler to cool its
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payload of superconducting devices. Unfortunately, the mission was lost before
on-orbit startup when the host spacecraft failed [51].

11.5.1.7 1993: SHOOT

The Superfluid Helium On-Orbit Transfer (SHOOT) experiment successfully flew
on STS-57 in 1993 and demonstrated using the fountain effect as the basis of a
thermal mechanical pump for transferring superfluid helium between two tanks in
a microgravity environment [52].

11.5.1.8 1994: Clementine

Launched in January 1994, the Clementine spacecraft was built by the US NRL
as a joint DoD–NASA technology demonstration flight focused at gathering data
on the Moon and the near-Earth asteroid Geographos. Its sensor payload included
a near-infrared camera cooled to 70 K and an LWIR camera cooled to 65 K. Both
were cooled by small Ricor K506B tactical cryocoolers [53].

11.5.1.9 1994: STRV-1b

Launched in June 1994, the STRV-1b spacecraft was developed by the Defence
Evaluation Research Agency (DERA) of the UK Ministry of Defence as a small
space technology test bed. The spacecraft carried a JPL-built cryocooler vibration-
suppression experiment that demonstrated three-axis closed-loop control of the
coldtip motion of a small 0.2 W at 80 K TI tactical Stirling cooler [54]. The cooler
achieved over 3000 operational cycles, and was still functional when the mission
was terminated after 4.5 years.

11.5.1.10 1995: ATSR-2

Launched on board the European Research Satellite (ERS-2) in April 1995, the
second Along Track Scanning Radiometer (ATSR-2) was a follow-on instrument
to ATSR-1, which was launched in 1991 to conduct sea-surface temperature mea-
surements with the accuracy required for climate research [55]. ATSR-2 used the
flight spare of the RAL-built Oxford-style Stirling cryocooler that flew on ATSR-1
in 1991 (Figure 11.27a).

11.5.1.11 1995: Cryo System Experiment

The Cryo System Experiment (CSE) was launched on STS-77 in February 1995
as part of NASA’s InSpace Technology Experiments Program (IN-STEP). CSE
demonstrated the successful operation in space of a Hughes 2 W at 60 K Standard
Space Cryocooler (SSC) Stirling cooler and an experimental diode oxygen heat
pipe also made by Hughes [56]. Such a heat pipe provides a means of conducting
heat from a remote cryogenic load and thermally disconnecting the load when the
cooler is off.
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FIGURE 11.28. Japanese IRTS launched in

1995.

11.5.1.12 1995: Infrared Telescope in Space

The Infrared Telescope in Space (IRTS) was the first Japanese orbiting telescope
dedicated to infrared astronomy. The 0.15 m telescope, shown in Figure 11.28, was
cooled to 1.8 K in a superfluid helium cryostat. It was launched aboard a Japanese
multipurpose space platform Space Flyer Unit spacecraft in March 1995 [57, 58]
and surveyed approximately 7% of the sky with a relatively wide beam during its
28-day mission.

11.5.1.13 1995: European Space Agency’s Infrared Space Observatory

Shown in Figure 11.29, the ESA’s ISO was launched in November 1995 and
operated for 2.5 years. At the time it was the most sensitive infrared satellite
ever launched, 1000 times more sensitive than IRAS, and observed over a wide
range of infrared wavelengths (2.5 to 240 μm). The 0.6 m diameter cryogenic
telescope was mounted within a large dewar containing 2200 L of superfluid
helium. The telescope held four instruments: an infrared camera, a photometer
and two spectrometers working in different wavelength ranges. The instruments
made use of different photoconductors based on InSb, Si and Ge that operated
between 1.8 and 10 K [59].

FIGURE 11.29. The

European Space Agency’s

(ESA’s) Infrared Space

Observatory (ISO)

launched in 1995.
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11.5.2 1985–1995 R&D Emphasis

During this decade, the aggressive spending on missile-defense cryocooler tech-
nology made a major shift toward smaller more cost-effective approaches. By
1992 the large DoD programs on the VM, 12 K Braytons, and 10–20 K mag-
netic refrigerators all ended, and none were ever used in space. Instead, the focus
shifted toward smaller, higher temperature (50–80 K) cryocoolers that were also
in demand by the civilian space community to support their desire for increasingly
sophisticated Earth-science instruments. As part of its Mission to Planet Earth, the
civilian space program was planning an extensive EOS involving up to nine space
platforms, each involving several large instruments (many with cryocoolers). At
one point it was estimated that as many as 75 cryocoolers could be needed to sup-
port the full suite of nine EOS platforms. Cryostats, at this point, were considered
fairly mature technology, and what little development was carried out was focused
on specific missions like CLAES and ISO, which were building flight hardware.

11.5.2.1 Long-Life 60–80 K Stirling Coolers

Building on the success of the Oxford linear flexure-bearing Stirling coolers shown
in Figures 11.22 and 11.27, a number of development contracts were awarded to
expand this technology to the larger 2 W at 60–80 K heat loads estimated for the new
DoD and NASA EOS applications. The Air Force, through their SSC initiative [60],
and NASA through the JPL Atmospheric Infrared Sounder (AIRS) [61] and GSFC
development [62] efforts, funded new cooler designs at Hughes, Lockheed/Lucas,
British Aerospace, and Ball Aerospace. The coolers, shown in Figure 11.30, all

FIGURE 11.30. Oxford-heritage Stirling cryocooler developments in the 1985–1995 time

frame.
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FIGURE 11.31. Creare 65 K di-

aphragm Stirling cooler.

used variants of the Oxford flexure-spring supported linear drive with clearance
seals. In Japan, Fujitsu and Mitsubishi also developed their versions of the Oxford
cooler for the Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) instrument [63]. For smaller applications, TRW developed a miniature
1.4 kg Oxford-style Stirling cooler (Figure 11.30f) capable of 0.25 W at 65 K [64].
As an alternative to the Oxford design, the Air Force funded work on a diaphragm
Stirling [65] at Creare (Figure 11.31) and work on a diaphragm compressor at
Mechanical Technology, Inc. [60].

11.5.2.2 4 K Hybrid Oxford Stirling/Joule–Thomson at Rutherford
Appleton Laboratory

In the late 1980s, the RAL in England began work on a two-stage Oxford-style
Stirling cooler [66] for cooling in the 20–50 K range, and then mated it with a 4 K
J–T bottom stage based on a two-stage Oxford-style compressor that used reed
valves to achieve the required 9:1 compression-ratio DC gas flow [67]. Shown
in Figure 11.32, the resulting 10 mW at 4 K cooler was targeted at the needs of

FIGURE 11.32. RAL 4 K brassboard cooler.
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FIGURE 11.33. TRW pulse-tube cryocoolers using Oxford-heritage linear compressors.

future ESA space-science missions, such as the Far Infrared and Submillimetre
Telescope (FIRST), Herschel, and Planck. Although the Russians flew a hybrid 4 K
J–T/Stirling in 1981 [68], the unique aspect of the RAL design was the expected
long life derived from using Oxford-style flexure-springs and clearance seals in
both the J–T and Stirling compressors. This cooler served as the inspiration for
future hybrid J–T/Stirling and pulse-tube coolers developed by Ball Aerospace and
Northrop Grumman Space Technology (NGST) many years later for the NASA
6 K Advanced Cryocooler Technology Development Program (ACTDP) [69].

11.5.2.3 Long-Life Pulse Tubes at TRW

Under Air Force sponsorship, TRW (now NGST) began work around 1989 to mate
emerging pulse-tube expander technology to Oxford-style linear compressors. In
1992 they developed a mini-pulse-tube cooler [70] capable of 0.3 W at 73 K (Figure
11.33a), and in 1993 achieved the first really high-efficiency pulse-tube cooler with
the introduction of an inertance tube into their 20 cm3 1 W at 35 K cryocooler
[71] (Figure 11.33b). This and follow-on high-efficiency pulse-tube coolers such
as the 3503 and 6020 [72,73] (Figure 11.33c) awakened the world to the merits of
pulse-tube coolers and led to a whole series of follow-on cooler designs that were
flown in space over the next several years. Other work at TRW in the early 1990s
examined multistage pulse tubes for use at temperatures as low as 10 K.

11.5.2.4 Long-Life Brayton Coolers

Although all the large 10 K Brayton cooler development work at Garrett AiRe-
search and A.D. Little was stopped in 1991, interest continued in a smaller, single-
stage version of a turbo-Brayton cooler for providing around 5 W at 65 K. Starting
with a series of Small Business Innovative Research contracts for component
development, Creare, Inc. of Hanover, NH, developed and delivered a complete
Engineering Model cooler (Figure 11.34) in the 1993 time frame under contract
with NASA–GSFC and the Air Force [74, 75]. An upgraded version of this cooler
eventually flew as the Near-Infrared Camera and Multiple-Object Spectrometer
(NICMOS) cooler on the HST in 2002 [76].
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FIGURE 11.34. Creare 5 W at 65 K Turbo Brayton

cryocooler.

11.5.2.5 Long-Life Sorption Coolers

Sorption cooler technologies received increasing interest during the 1985–1995
time frame for two applications: periodic 10 K cooling for missile defense, and
for zero-vibration cooling for precision telescopes, such as the HST; the HST was
launched in 1990 without an infrared imaging capability.

11.5.2.5.1 Praseodymium Cerium Oxide O2 Sorption Cooler for the
Hubble Imaging Michelson Spectrometer

Within NASA–JPL, development work was carried out on a two-stage sorption
cooler for the Hubble Imaging Michelson Spectrometer (HIMS) instrument that
was proposed as an infrared replacement instrument for the HST. The cooler
utilized an oxygen J–T to provide vibration-free cooling at 70 K based on a
praseodymium cerium oxide (PCO) chem-sorbent compressor, teamed with a
krypton–charcoal third stage at 140 K and thermoelectric cooler upper stages
at 200 and 225 K [77]. Work continued through life testing of the brassboard unit
shown in Figure 11.35, but was stopped when the competing NICMOS instrument,
which used a solid nitrogen dewar, was selected for the HST.

11.5.2.5.2 10 K Hydride Sorption Cooler for the Department of Defense

In a combined program, JPL and Aerojet developed a hydride sorption cooler
for periodic cooling to 10 K for the Strategic Defense Initiative Organization
(SDIO) Brilliant Eyes mission. Following a successful breadboard test in 1991
[61], the Brilliant Eyes Ten-Kelvin Sorption Cryocooler Experiment (BETSCE)
cooler, shown in Figure 11.36, was developed and flown on STS-77 as an in-space
cryocooler demonstration in 1996 [78].
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FIGURE 11.35. JPL’s 70 K

HIMS PCO–O2 life-test sorp-

tion cooler.

11.5.2.5.3 Regenerative Sorption Concepts

Prior to the work on PCO and hydride compressors, a variety of regenerative
physical-sorption compressors were studied and tested at JPL and Aerojet using
methane (65 K) and krypton (140 K) together with charcoal as the sorbent material.
Despite the use of regeneration, the low efficiency of the physical sorption process
eventually led to these technologies being passed over [79].

FIGURE 11.36. JPL’s 10 K BETSCE solid hydrogen sorption cooler flown on STS-77 in

1996.
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TABLE 11.2. Recent space cryocooler flight operating experience as of December 2005

11.6 1995–2005: Long-Life Cryocoolers and Large Cryostats
Become Mature Space Technologies

By the late 1990s, 5-year-life space cryocoolers built on the Oxford-cooler com-
pressor concept were considered a reality, and pulse-tube cryocoolers became a
focus of cryogenic research worldwide. Starting in December 1999, the three large
NASA EOS platforms (Terra, Aqua and Aura) were launched, as was the large
European Environmental Satellite (Envisat) platform. Together, they included over
10 long-life cryocoolers in seven separate instruments. As shown in Table 11.2,
by 2005 over 25 Oxford-style coolers were in orbit on multiyear missions—the
majority were Stirling, but nine were pulse tubes. Also, a first turbo-Brayton cooler
was launched for a vibration-sensitive application on the HST.

Complementing the excellent progress of long-life cryocoolers at temperatures
above 20 K, dewars provided the foundation for low-temperature missions re-
quiring temperatures of 10 K and below during this time frame. Cryostats were
also used in missions like the HST that require near-zero vibration. However, the
cryostats, unlike the cryocoolers, suffered a mixed history of reliability, with over
a third of the civilian cryostat missions suffering critical mishaps.
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During this decade, cooler research and development was generally associated
with building and qualifying the many coolers that were used in the missions. Thus,
the majority of the funding for cooler research transferred away from pure R&D
budgets, and was carried as part of flight-project funding for the specific space
missions. This was largely true for both the civilian space-cooler development
efforts and the military efforts [80].

11.6.1 1995–2005 Flight Applications

11.6.1.1 Long-Life Cryocoolers for 50–80 K

Building on the success of the Oxford flexure-bearing linear-drive Stirling that first
flew in 1991 and the high-efficiency pulse-tube coolers demonstrated at TRW in
1993, a large number of 50–80 K cryocooler missions were flown between 1998
and 2005. Nearly all of the coolers achieved multiyear lives in space, as noted in
Table 11.2.

11.6.1.1.1 1997: Lewis

The first two pulse-tube cryocoolers launched into space were on this NASA
spacecraft that failed prior to turn-on of the payloads. The spacecraft contained
a TRW mini pulse-tube cooler (shown earlier in Figure 11.33a) for TRW’s HSI
hyperspectral imager and a second TRW mini pulse-tube cooler for the NASA
Goddard LEISA instrument.

11.6.1.1.2 1998: CX

Launched in January 1998, this Sandia-developed DoD payload was cooled by a
pair of the same TRW mini pulse-tube cryocoolers (Figure 11.33a) that were used
on the above Lewis mission. These were the first pulse-tube cryocoolers to operate
in space [81].

11.6.1.1.3 1999: HTSSE II

The High Temperature Superconductivity Space Experiment (HTSSE II) was
launched on the US Air Force’s Advanced Research and Global Observation Satel-
lite (ARGOS) in February 1999 as a second technology demonstrator to validate
high-temperature superconductor (HTS) components in space-based systems. The
experiment, managed by the US NRL, used a British Aerospace 80 K cryocooler
(Figure 11.37) to cool a number of HTS-based devices in the main experiment, and
included a second experiment cooled by a TRW mini Stirling cooler (see Figure
11.30f) [82].

11.6.1.1.4 1999: MOPITT

The Measurements Of Pollution In The Troposphere (MOPITT) instrument was
launched on NASA’s EOS Terra space platform in December 1999. It contains a
pair of back-to-back British Aerospace 50–80 K cryocoolers (see Figure 11.30a)
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FIGURE 11.37. BAe 80 K Stirling cooler.

that cool two separate sensors to 80 K [83]. Although one displacer failed after
11,000 h of operation, the compressors and second displacer remain running, as
indicated in Table 11.2.

11.6.1.1.5 1999: Advanced Spaceborne Thermal Emission and
Reflection Radiometer

The ASTER instrument was also launched on NASA’s EOS Terra space platform
in December 1999. It contains a pair of sensors each cooled by a Japanese 80 K
Oxford-style Stirling cooler; one cryocooler was made by Fujitsu and the other
was made by Mitsubishi [84].

11.6.1.1.6 2000: Multi-Spectral Thermal Imager

Launched in March 2000, the Sandia developed Multi-Spectral Thermal Imager
(MTI) instrument is cooled by a 2 W at 60 K TRW pulse-tube cryocooler, referred
to as the TRW 6020 (shown in Figure 11.33c) [85].

11.6.1.1.7 2000: STRV-2

The Space Technology Research Vehicle (STRV-2) was launched in June 2000 as
the primary payload of the USAF TSX-5 spacecraft. The instrument was designed
to detect aircraft from space and to collect imagery enabling the characterization
of various infrared background types. The instrument’s infrared focal plane was
cooled to 80 K using an off-the-shelf DRS 1 W at 80 K Stirling cycle tactical
cryocooler (Figure 11.38). The instrument also incorporated the test of a novel six
degrees of freedom active vibration isolation and suppression system that could
be used to isolate a precision payload from spacecraft-borne disturbances [86].

11.6.1.1.8 2000: Hyperion

Launched on NASA’s New Millennium EO-1 spacecraft in November 2000, the
Hyperion instrument was a technology demonstrator to support evaluation of
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FIGURE 11.38. DRS 1 W at 80 K tac-

tical cooler.

hyperspectral technology for future Earth observing missions. It has a single tele-
scope and two spectrometers, one of which covers from 0.9 to 2.5 μm and is
cooled to 110 K by a TRW mini pulse-tube cryocooler (shown in Figure 11.33a)
[81, 87].

11.6.1.1.9 2001: Odin

Launched in February 2001, Sweden’s 250 kg science satellite, Odin, carries both
radiometers and spectrometers for investigations of celestial objects as well as
the Earth’s atmosphere. Its submillimeter radiometer consists of four submillime-
ter channels and a 1 mm wave channel. The mixers and intermediate frequency
amplifiers are inside a cryostat and are cooled to approximately 130 K by a British
Aerospace 80 K Stirling cooler (Figure 11.37) [88].

11.6.1.1.10 2001: SABER

Launched in December 2001 on the TIMED spacecraft, SABER uses a 10-channel
infrared radiometer operating from 1.27 to 17 μm to investigate the relative impor-
tance of radiative, chemical, and dynamical sources and sinks of energy in Earth’s
atmosphere. Its focal plane is cooled to 75 K by a TRW mini pulse-tube cryocooler
(Figure 11.33a).

11.6.1.1.11 2002: Ramaty High-Energy Solar Spectroscopic Imager

Launched in February 2002, the Ramaty High-Energy Solar Spectroscopic Imager
(RHESSI) uses an array of nine large germanium gamma-ray detectors to observe
solar flares from 3 keV to 25 GeV [89]. The detector array is cooled to 75 K by
a Sunpower M77B Stirling cooler (Figure 11.39) operating at 65 K. This mission
represents the first application of a low-cost commercial cooler to achieve multiyear
operation in space [90]. Additionally, the cooler uses a heat intercept strap clamped
to the Stirling coldfinger to provide simultaneous cooling to the instrument’s higher
temperature radiation shields at 155 K.
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FIGURE 11.39. Sunpower M77B Stirling cooler

flown on RHESSI in 2002.

11.6.1.1.12 2002: Near-Infrared Camera and Multiple-Object Spectrometer
Turbo-Brayton Cryocooler

After the damaged solid-nitrogen dewar of the NICMOS instrument ran out of
cryogen in January 1999, there was interest in restoring the instrument to life
using a cryocooler. The 5 W at 65 K turbo-Brayton cooler developed by Creare in
the early 1990s was the only cooler candidate with the cooling power and near-
zero vibration required for use on the HST. By adding a turbine-pumped fluid
loop to the turbo-Brayton cooler (Figure 11.40), a system was devised to cool the
instrument to 77 K via its cooling coils originally used to freeze the cryogen in the
dewar [76]. Astronauts installed the cooler, fluid loops, and a capillary-pumped-
loop heat rejection system in February 2002. Prior to installation on the HST, the
cooler was flown in 1998 on STS-95 as part of the Hubble Orbital Systems Test.
The cooler retrofit was a resounding success, and NICMOS is now expected to
continue to operate throughout the remainder of the HST’s life [91].

11.6.1.1.13 2002: Advanced Along Track Scanning Radiometer

The Advanced Along Track Scanning Radiometer (AATSR) instrument continues
the ATSR-1 and ATSR-2 observations of precise sea-surface temperature providing
a 10-year near-continuous data set at the levels of accuracy required for climate
research. Launched in March 2002 on the ESA Envisat spacecraft, AATSR is an
imaging radiometer, sensing at thermal infrared, reflected infrared, and visible
wavelengths. The focal plane for the thermal infrared wavelength region is cooled

FIGURE 11.40. Creare NICMOS turbo-Brayton cry-

ocooler flown on the HST in 2002.
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FIGURE 11.41. TRW 1.5 W at 55 K pulse

tube coolers flown on AIRS in 2002.

to about 80 K by a pair of Astrium 50–80 K cryocoolers similar to those shown in
Figure 11.30a [92].

11.6.1.1.14 2002: Michelson Interferometer for Passive Atmosphere Sounding

The Michelson Interferometer for Passive Atmosphere Sounding is a Fourier trans-
form spectrometer for the measurement of high-resolution gaseous emission spec-
tra at the Earth’s limb. Launched in March 2002 on the European Envisat spacecraft,
it operates in the near- to mid-infrared, where many trace gases that play a major
role in atmospheric chemistry have important emission features. The infrared focal
planes are cooled to 70 K by a back-to-back pair of Astrium 50–80 K cryocoolers
[93].

11.6.1.1.15 2002: Atmospheric Infrared Sounder

JPL’s AIRS instrument was launched on NASA’s EOS Aqua space platform in May
2002 [94–96] to make precision global measurements of Earth’s air temperature.
It contains a redundant pair of TRW 1.5 W at 55 K pulse-tube cryocoolers (Figure
11.41) and was designed and built under JPL contract by Lockheed Martin In-
frared Imaging Systems, Inc. (LMIRIS) of Lexington, MA (now BAE Systems IR
Imaging Systems). AIRS was the first flight instrument to commit to a pulse-tube
cryocooler, and in so doing it ushered this important new technology into space
cryogenics.

11.6.1.1.16 2002: International Gamma-Ray Astrophysics Laboratory

The International Gamma-Ray Astrophysics Laboratory (INTEGRAL) is a
medium-sized ESA science mission launched in October 2002 and dedicated to
gamma-ray spectroscopy and imaging between 15 keV and 10 MeV. The gamma-
ray spectrometer on the spacecraft uses a 30 kg array of germanium detectors
maintained at 85 K by the suite of four Astrium 50–80 K Stirling cryocoolers
shown in Figure 11.42 [97].

11.6.1.1.17 2004: Visible and Infrared Thermal Imaging Spectrometer

Launched on board the ESA’s Rosetta spacecraft in March 2004, the Visible and
Infrared Thermal Imaging Spectrometer (VIRTIS) instrument [98] contains two
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FIGURE 11.42. Suite of four Astrium 50–

80 K coolers used to cool the INTEGRAL

instrument.

infrared spectrometers, each cooled to around 70 K by a miniature Ricor K508
tactical Stirling cryocooler (Figure 11.43). Rosetta is the first mission designed
both to orbit and to land on a comet; its target is a rendezvous with the comet
Churyumov–Gerasimenko in 2014.

11.6.1.1.18 2004: Tropospheric Emission Spectrometer

JPL’s Tropospheric Emission Spectrometer (TES) instrument was launched on
NASA’s EOS Aura space platform in July 2004 to measure the chemical processes
in the Earth’s troposphere. It uses two identical TRW pulse-tube coolers (Figure
11.44) to cool two separate infrared focal planes to 62 K [99]. The coolers are a
variant of the TRW 1.5 W at 55 K AIRS pulse-tube cooler, but with the pulse tube
hard mounted to the compressor [100].

11.6.1.1.19 2004: High Resolution Dynamics Limb Sounder

The High Resolution Dynamics Limb Sounder (HIRDLS) instrument is an interna-
tional joint development between the USA and UK and was launched on NASA’s
EOS Aura spacecraft in July 2004. Though, during launch, the instrument suffered
an optical blockage that has severely restricted the acquisition of science data, its
infrared detectors continue to be cooled to 65 K by an integral back-to-back Ball

FIGURE 11.43. Tiny Ricor K508 tactical cooler flown on

VIRTIS in 2004.
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FIGURE 11.44. TRW 1.5 W at

55 K pulse-tube cooler flown on

TES in 2004.

Aerospace Oxford-style Stirling cooler with single dynamically balanced displacer
(Figure 11.45) [101].

11.6.1.1.20 2004: Messenger

NASA’s first trip to Mercury in 30 years was launched in August 2004 with a
small Ricor K508 (see Figure 11.43) tactical cryocooler that will cool a germanium
gamma-ray detector to 90 K to conduct a study of gamma-ray emissions from the
Mercurian crust, as well as solar winds and cosmic rays, as it flies by the planet in
2008 and 2009, and eventually orbits around Mercury in 2011.

11.6.1.1.21 2005: Japanese Advanced Meteorological Imager

The Japanese Advanced Meteorological Imager (JAMI) instrument was launched
on the Japanese MTSAT spacecraft in March 2005 and was developed by Raytheon
Santa Barbara Remote Sensing under contract to Space Systems/Loral. The overall
objective of the mission is to provide meteorological data for operational weather
needs for Japan, East Asia, and Australia. The instrument focal plane views the 0.55
to 12.5 μm spectral region and is cooled to 67 K using two TRW HEC pulse-tube
coolers (Figure 11.46) [102].

FIGURE 11.45. Ball Aerospace

HIRDLS cryocooler.
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FIGURE 11.46. TRW HEC pulse-tube cooler flown on

JAMI in 2005.

11.6.1.1.22 2005: Compact Reconnaissance Imaging Spectrometer for Mars

Launched on NASA’s Mars Reconnaissance Orbiter spacecraft in August 2005,
the Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) instrument
uses a set of three parallel Ricor K508 tactical cryocoolers, similar to the one shown
in Figure 11.43, to cool the instrument’s 105 K focal plane; operation of the coolers
will occur upon arrival at the planet in 2006. To provide for switching between the
three cryocoolers, each cryocooler is connected to the focal plane using a methane
diode heat pipe.

11.6.1.2 Cryostat Missions

Complementing the excellent progress of long-life cryocoolers at temperatures
above 20 K, dewars provided the foundation for low-temperature missions re-
quiring temperatures of 10 K and below during this time frame. Cryostats were
also used in missions like the HST, which require near-zero vibration. Table 11.3
summarizes the key flight cryostat missions.

11.6.1.2.1 1996: Spatial Infrared Imaging Telescope III Solid Hydrogen Cryostat

In April 1996 the DoD Ballistic Missile Defense Organization conducted a Mid-
course Space Experiment mission that included the Spatial Infrared Imaging Tele-
scope III (SPIRIT III) cooled by a Lockheed 10 K solid-hydrogen cryostat (Figure
11.47) [103]. In addition to testing technologies to identify and track ballistic mis-
siles during flight, the mission also performed many scientific investigations of the
Earth’s atmosphere and outer space. SPIRIT III contained an LWIR telescope with
a high off-axis-rejection, a five-color radiometer, and a six-channel interferometer.
It studied the infrared emission from the gas and dust that permeates the universe,
and surveyed areas of the sky that were missed by IRAS. In November 1994, just
prior to launch, the cryostat suffered a loss of vacuum in the insulation space; this
resulted in extensive damage to it and the instrument. Although it was repaired
prior to launch, some possible remaining damage to the MLI, not filling the dewar
the entire way and a higher shell temperature than planned in orbit were felt to have
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TABLE 11.3. Recent space cryostat flight operating experience

been responsible for the mission life of 10 months compared with the 18-month
design life.

11.6.1.2.2 1997: Near-Infrared Camera and Multiple-Object Spectrometer
Solid Nitrogen Cryostat

In February 1997, the NICMOS instrument was installed on the HST during its sec-
ond servicing mission to provide an infrared imaging capability from 0.8 to 2.5 μm.
Its HgCdTe photoconductive detectors were cooled to 65 K by a Ball Aerospace
cryostat (Figure 11.48) using 120 kg of solid nitrogen [104]. Unfortunately, during
repeated warming cycles prior to and during launch, the expanding nitrogen warped
the dewar and led to a thermal short to one of the vapor-cooled shields [105]. As

FIGURE 11.47. SPIRIT III solid

hydrogen cryostat.
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FIGURE 11.48. NICMOS solid nitrogen cryostat.

a result of the increased heat leak, the mission lasted 23 months, far short of its
5-year design life. Five years later, the NICMOS instrument was brought back to
life through the installation of the low-vibration Creare turbo-Brayton cryocooler
installed during HST servicing mission 3B [76].

11.6.1.2.3 1999: Wide-Field Infrared Explorer 7.5 K Solid Hydrogen Cryostat

Launched in March 1999, the Wide-Field Infrared Explorer (WIRE) was one of
NASA’s small explorer series, a “faster, better, cheaper” mission designed to spend
4 months surveying the sky at mid-infrared wavelengths between 12 and 25 μm
with a sensitivity 1000 times better than IRAS. The Lockheed-built cryostat, shown
in Figure 11.49, consisted of two solid-hydrogen stages, one at 13 K to cool the
telescope and serve as a thermal guard for the lower stage, and one at 7.5 K to
cool the 128 × 128 Si:Ga detector array [106]. Unfortunately, an electronic glitch
in the spacecraft resulted in the dewar lid getting ejected prematurely, prior to
the telescope being stably pointed toward dark space. With sun shining into the
telescope, in just 15 h the entire 4-month supply of hydrogen was vaporized, and
the mission was lost.

FIGURE 11.49. WIRE 7 K solid hydrogen dewar.
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FIGURE 11.50. SIRTF superfluid helium dewar.

11.6.1.2.4 2003: SIRTF 1.4 K Superfluid Helium Cryostat

One of NASA’s great observatories, SIRTF began its development in 1983 as
the Shuttle Infrared Telescope Facility, and over the years became the Space In-
frared Telescope Facility when it was separated from the shuttle; it was renamed
Spitzer after it was successfully launched in August 2003. Over its 20 years of
development, SIRTF survived several changes in design philosophy, including the
“cheaper, faster, better” paradigm of the early 1990s. The final cryogenic design
of the 0.85 m infrared telescope (Figure 11.50) is remarkably well optimized and
promises over 5 years of operation on 360 L of superfluid helium; this contrasts
with the ISO’s 2200 L used for a 0.6 m infrared telescope with a 30-month life
[107]. Spitzer is much more sensitive than prior infrared missions and is studying
the Universe over a range of wavelengths from 3 to 180 μm. Its three instruments
together contain 11 detector arrays, operating from 1.4 to about 10 K, along with
the attendant optics for imaging and spectroscopy. The detectors and instruments
are cooled directly by the liquid helium cryostat, while the effluent gas is used to
cool the telescope down to 6 K. Its key objectives are the study of brown dwarfs,
superplanets, planetary systems revealed by protoplanetary and debris disks, and
surveys of galaxy activity and the distant Universe.

11.6.1.2.5 2004: Gravity Probe B 1.8 K Superfluid Helium Cryostat

GPB began its life in 1963, even earlier than SIRTF, and was finally launched
into orbit in April 2004 to test two unverified predictions of Einstein’s general
theory of relativity. Over its 40 years of development by Stanford University, GPB
developed a wide array of cutting-edge technologies, one of which is the world’s
most precision gyroscopes. Two others are the 9 ft tall Lockheed-built dewar [108]
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FIGURE 11.51. GPB superfluid helium dewar.

(Figure 11.51), which contains 2440 L of superfluid helium, and its porous-plug
liquid–vapor phase separator [13]. The helium dewar provides the 1.8 K required
for the instrument’s superconducting quantum interference device magnetometers
that measure the drift of the gyroscope’s spin axis, and for other superconducting
elements used in the instrument to monitor and shield-out external magnetic fields.
The liquid helium lasted until September 30, 2005 (17 months from launch),
providing 12 months of science data to test Einstein’s theory.

11.6.1.2.6 2005: X-Ray Spectrometer

The X-Ray Spectrometer (XRS) instrument was originally slated for NASA’s X-
ray observatory (AXAF) back in 1985. When AXAF was replanned, XRS became
a part of the joint Japanese–US Astro-E mission, which failed to achieve orbit
in February 2000. Unfortunately, the third time was not a success either, as XRS
consumed its 3-year supply of helium within a month after being successfully
launched as the prime instrument of the Japanese Suzaku (formerly Astro-E2)
spacecraft in July 2005. XRS was designed to measure the spectrum of celestial
objects in the “soft” X-ray range (200 to 10,000 eV) to much higher resolution than
had been previously possible. The X-ray detectors were cooled to 65 mK using a
GSFC adiabatic demagnetization refrigerator (ADR) cooled by a superfluid helium
dewar [109]. The 25 L, 1.3 K superfluid helium dewar was in turn cooled by a
17 K solid neon dewar provided by the Japanese, which in turn was cooled by a
Sumitomo Stirling cryocooler to achieve a design life in orbit of 2.5 to 3 years.
Although the excessive heat load ended the mission in just 29 days, XRS achieved
58 mK steady state, a new record low temperature for space.

11.6.1.3 Technology Demonstration Cryocooler Missions

In addition to the prime missions described above, the 1995–2005 period also had
some important technology demonstration missions to test out new technologies or
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FIGURE 11.52. 10 K BETSCE

cryocooler integrated onto Space

Shuttle STS-77.

to run cryogenic experiments in space. These included both cryostat and cryocooler
missions.

11.6.1.3.1 1996: Materials in Devices as Superconductors

The Materials in Devices as Superconductors (MIDAS) was a NASA cryogenic
facility for the characterization of HTSs during extended flights. It was based
on a Stirling cooler capable of 1 W cooling at 80 K, with a maximum power
consumption of 60 W [110]. Launched on STS-79, it was installed on board the
Russian space station Mir, where it operated for about 3 months before returning.

11.6.1.3.2 1996: Brilliant Eyes Ten-Kelvin Sorption Cryocooler Experiment

In May 1996, the BETSCE flew on board STS-77 (Figure 11.52) and demonstrated
the capability to cool a 100 mW load to <11 K in less than 2 min, and then
to continue to maintain the load at temperature for 10–20 min [111]. After this
period, the closed-cycle JT sorption cryocooler recycled in preparation for another
cooling cycle. The periodic nature of the cooler allowed the required input power
to be averaged over the 4 h recycle time, thus providing a fast-cooldown 150 mW at
10 K cooler for a relatively low average power. The cooler, shown in Figure 11.36,
was built for the SDIO by JPL and Aerojet and was based on metal hydride sorption
compressors combined with three Hughes 7044H tactical Stirling cryocoolers to
precool the hydrogen J–T gas stream to 65 K before making solid hydrogen at
10 K in the system’s coldtip reservoir.

11.6.1.3.3 1997: Cryogenic On-Orbit Long-Life Active Refrigerator

In August 1997, the Cryogenic On-Orbit Long-Life Active Refrigerator (COOL-
LAR) flew on board STS-85 and demonstrated a cooling capacity of 3.5 W at
65 K together with 5 W at 120 K. COOLLAR (Figure 11.53) is an oil-lubricated
multipiston closed-cycle nitrogen J–T developed by Ball Aerospace for the DoD
[112]. It was an important pathfinder for long-life space J–T cryocoolers.
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FIGURE 11.53. Ball

Aerospace COOLLAR

closed-cycle 77 K J–T

cryocooler.

11.6.1.3.4 1997: Confined Helium Experiment

Flown on STS-87 in November 1997 as part of USMP-4, the CHeX was a follow-
on experiment that used, for the last time, the same superfluid helium dewar as
LPE in 1991. The experiment investigated the behavior of helium at the transition
between superfluid and liquid state [113].

11.6.1.3.5 2000: STRV-1d

Launched in November 2000, the STRV1d spacecraft was developed by the DERA
of the UK Ministry of Defence as a small space-technology test bed. The spacecraft
carried a JPL-built quantum-well infrared photodetector focal-plane validation
flight experiment cooled by a DRS 1 W at 80K tactical Stirling cryocooler (Figure
11.38) that cooled the detector to 50 K [114].

11.6.2 1995–2005 R&D Emphasis

During this decade of over 25 successful long-life space cooler missions, cooler
research and development was principally associated with building and qualifying
the many coolers that were used in the missions. Thus, the majority of the funding
for cooler research transferred away from pure R&D budgets, and was carried as
part of flight project funding for the specific space missions. This was largely true
for both the civilian space cooler development efforts and the military efforts.

Following this trend, most of the development efforts for future space cooler mis-
sions was funded by approved future flight missions. These are described below:

11.6.2.1 Long-Life 35–80 K Stirling and Pulse Tube Coolers

Building on the work in the early 1990s, extensive development of third- and
fourth-generation Oxford-style linear flexure-bearing coolers and drive electron-
ics took place at NGST (formerly TRW), Ball Aerospace, Lockheed Martin, and
Raytheon (formerly Hughes) between 1995 and 2005. Included in this work was
the incorporation of active vibration cancellation [115], closed-loop control of
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FIGURE 11.54. NGST (left) and Lockheed (right) two-stage HCC pulse-tube cryocoolers

are designed for power levels up to 600 W.

coldtip temperature [116], and active suppression of current ripple fed back onto
the spacecraft power bus. The TRW 1.5 W at 55 K AIRS [95] and 0.5 W at 55 K
Integrated Multispectral Atmospheric Sounder [117] pulse-tube coolers served as
pathfinders for many of these new performance-enhancement technologies incor-
porated into the cryocooler drive electronics.

Military applications, such as SBIRS-Low, also sponsored extensive develop-
ment of single- and multi-stage coolers for a variety of applications, all building on
the general designs of the earlier Oxford coolers. This included designs such as the
NGST and Lockheed pulse-tube cryocoolers shown in Figure 11.54; these have
input power ratings as high as 600 W with cooling capacities up to 2 W at 35 K
plus 20 W at 85 K [118,119]. The primary focus of Raytheon and Ball Aerospace
was on high-efficiency single- and multi-stage Stirling coolers targeted at the 35 K
temperature range [120, 121].

11.6.2.2 Hybrid Joule–Thomson Sorption Cooling for
Temperatures Down to 4 K

The European Planck mission, scheduled for launch in the 2007 time frame, spon-
sored the flight development of JPL hydride sorption coolers building on the work
started by Jones [42] as early as 1982. The main objective of Planck is to map
the temperature anisotropies of the CMB over the whole sky with high sensitivity.
Achieving this goal requires bolometers operating at 100 mK, high electron mo-
bility transistor devices operating at 20 K, and a low-emissivity cooled telescope
at 60 K. The cryogenic system being developed for Planck is based on precooling
to 60 K by passive radiators, cooling to 20 K with the JPL hydride sorption cooler
[122, 123] (Figure 11.55), cooling to 4 K with an RAL helium J–T cooler based
on Oxford mechanical compressors, and final cooling to 100 mK using an open-
loop dilution refrigerator (discussed in Section 11.6.2.3). The RAL 4 K cooler
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FIGURE 11.55. Planck sorption

cryocooler compressor assem-

bly as delivered for spacecraft

integration.

is a derivative of the developments started in the 1980s, shown in Figure 11.32
[124,125]. The planned mission lifetime for Planck is 15 months.

11.6.2.3 Sub-Kelvin Cryocoolers for Cooling Down to 50 mK

To enable sub-kelvin detectors on XRS, Herschel, Planck, and future space-science
missions, a variety of sub-kelvin refrigerators were developed for flight between
1995 and 2005. This includes the 1999 launch of the NASA–Goddard single-stage
ADR used to provide 65 mK cooling from a 1.3 K helium bath for the X-ray
detectors on XRS. After the failure of the 1999 XRS launch, a second XRS ADR
cooler was built for the reflight in 2005. This XRS single-stage ADR cooler had
been under development since the early 1980s [109].

Additional sub-kelvin refrigerator development included an open-cycle 3He
sorption cooler to provide the 0.3 K cooling required by FIRST/Herschel [126],
and the open-loop dilution refrigerator [127,128] designed by CRTBT in Grenoble
and manufactured by Air Liquide to provide 100 mK cooling for Planck. Building
on the concepts developed for XRS, NASA–Goddard also began development of
a prototype four-stage ADR (Figure 11.56) for cooling X-ray microcalorimeters
to 50 mK for the future NASA Constellation-X mission [129].

11.6.2.4 Hybrid Joule–Thomson Stirling and Pulse-Tube Cooling for
Temperatures Down to 4 K

To enable a suite of evermore capable science observatories, NASA initiated fund-
ing in 2001 for long-life coolers in the 4–20 K temperature range. With three
future missions as its focus, the Advanced Cryocooler Technology Development
Program (ACTDP) was funded under the Terrestrial Planet Finder project to de-
velop long-life mechanical cryocoolers with the necessary cooling power and
integration features to accommodate the 6 K/18 K cooling of its target missions
[130]. Three alternative concepts, shown in Figure 11.57, were selected for devel-
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FIGURE 11.56. Sub-kelvin ADR for Constellation-X.

opment: two hybrid systems using Stirling/J–T and pulse-tube/J-T combinations,
and a four-stage pulse tube with an optional integral flow loop. In 2005, based
on the excellent progress made during breadboard fabrication and development
testing, the ACTDP coolers were selected to cool the Mid Infrared Instrument on
the James Webb Space Telescope (JWST), scheduled for launch in the 2013 time
frame. At this time, in 2005, the ACTDP program has been transferred to the JWST
to be managed as a flight cryocooler development program.

11.7 Summary

Since the beginning of the space program, in 1957, the world’s aerospace indus-
try has utilized cryogenic temperatures to enable infrared, gamma-ray and X-ray
detectors to gather vast amounts of data for scientific, missile defense, and recon-

FIGURE 11.57. ACTDP coolers: (a) Ball 6 K J–T with 18 K Stirling precooler; (b) NGST

6 K J–T with 18 K pulse-tube precooler; (c) Lockheed Martin four-stage 6 K pulse tube.
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naissance observations. Soon after the first satellites were in orbit, engineers and
scientists began seeking means of providing multiyear cryogenic cooling for ev-
ermore sophisticated and sensitive detectors. Although passive cryoradiators were
useful for temperatures above 150 K, stored cryogens and mechanical cryocoolers
soon became the mainstay for extended low-temperature (0.1 to 80 K) observation
from space. Through the years, cryostat and cryocooler technology has advanced
to a tremendous degree, providing a source of cryogenic cooling for a great many
missions.

However, the path to reliable, multiyear cooling from space has been long and
difficult. Over the years, perhaps hundreds of millions of dollars has been ex-
pended examining every conceivable technology capable of providing long-life
cooling. Stirling, VM, Brayton, magnetic, sorption, and pulse tube, all have been
researched in great depth. But, at the end of the 50 years, not only do we have
over two dozen long-life cryogenic missions currently circling the globe, we have
enormous improvements in our understanding of the universe and Earth, including,
from the DoD’s perspective, vastly superior missile defense and reconnaissance
observations. One can only conclude that, over the past 50 years, the quest for
long-life cryogenic cooling in space has been a great success.
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Abstract

The fabrication of multifilamentary Nb3Sn wires was started by the discovery of the
bronze process, a solid-state diffusion process, to form filamentary A15 structure
compounds in 1969–1970. Through a number of improvements and modifications
of the original process in the ensuing years, these wires are now indispensable com-
ponents for the construction of magnets, producing very high magnetic fields for
nuclear magnetic resonance spectroscopy, magnetic fusion experiments, and future
high-energy particle accelerators. A comprehensive review article summarizes the
state of the knowledge up to 1980 on the formation mechanisms and the super-
conducting properties of the A15 compounds that were fabricated by this process.
Since 1980, significant advances have been made in the basic understanding of the
factors controlling the growth processes, and basic superconducting properties of
the bronze-processed Nb3Sn. In particular, significant progress has been made in
understanding the effects of alloying on these properties and mechanisms for flux-
line pinning in the compound. Furthermore, for the practical usage of these wires,
tremendous progress in the critical-current densities of multifilamentary Nb3Sn
wires has been made over the last several years. This chapter reviews these new
findings about Nb3Sn by the solid-state diffusion process and the critical-current
densities of the state-of-the-art multifilamentary Nb3Sn wires.

12.1 Introduction

Composite superconductors, which consist of fine filaments of Nb3Sn, an A15
structure intermetallic compound, in a normal-metal matrix, have gained univer-
sal acceptance as the conductors of choice for the construction of magnets for
producing very high magnetic fields. Currently, magnets made from these wires
are very common for such applications as nuclear magnetic resonance (NMR),
spectroscopy, International Thermonuclear Experimental Reactor-Experimental
Design Activity (ITER-EDA), and future high-energy particle accelerators. Cur-
rent metallurgical methods for producing the fine filamentary superconductors
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with brittle intermetallic compounds such as Nb3Sn were developed over many
years following its discovery by Matthias et al. in 1954 [1]. Critical development of
multifilamentary wires was started by simultaneous and independent discoveries
of the so-called “bronze process” by three scientists in 1969 and 1970 [2]. The
method relied on the fact that the A15 compound layers, such as Nb3Sn and V3Ga,
could be formed at the interface of Nb(V) and Cu–Sn(Ga) without forming unde-
sirable compounds when such composites were heated at elevated temperatures,
e.g. 700 ◦C, after the composites were mechanically co-reduced in size. Prior to
the discovery of the bronze process, Nb3Sn conductors were made in the form of
tapes. Even though high-field magnets were made with these tapes, these magnets
were very difficult to use and, hence, were limited to laboratory usage.

In 1980, a comprehensive review article was written [3] covering the history of
the discovery, the various modifications to the original wire process, the mecha-
nisms of the formation and growth of the compound layers, and the physical and
the superconducting properties of the compounds that were made by this process.
Also, by 1980, manufacturers were producing substantial amounts of multifila-
mentary pure Nb3Sn wires, and a number of high-field magnets were successfully
constructed with these wires. Furthermore, by this time, a number of key fac-
tors about the process and the properties of the compounds that were made by
this method were well understood in general terms, as described in the above-
mentioned article. For example, the diffusion of Sn through the grain boundaries
was well established as the mechanism for the growth of the compound layer [4,5].
Also, the grain boundaries were known to be the magnetic-flux-pinning centers
in these compounds, and, in fact, it was shown that critical-current densities of
A15 compounds were inversely proportional to the grain size [6,7]. At that time,
however, the details of some of the pertinent issues about the properties of pure
and alloyed Nb3Sn, such as how flux lines were pinned by the boundaries, were
not understood. Also, during the late 1970s, the effects of alloying the compounds,
particularly Nb3Sn, were actively investigated, and the additions of small amounts
of Ta were found to be most effective in increasing the critical-current densities Jc

of Nb3Sn at high magnetic fields, �10 T at 4.2 K [8,9]. However, another alloying
element, Ti, which also had a lasting significance for the development of multifil-
amentary Nb3Sn, was yet to be reported at the time of writing the above article.
But results on the additions of Ti in Nb3Sn were reported soon after [10,11], and it
became very obvious that both of these elemental additions would make significant
advances in high-field properties of multifilamentary Nb3Sn wires. In fact, based
on these findings, all of the present multifilamentary Nb3Sn wires contained small
amounts of Ti, Ta, or both of these elements.

Intrinsic superconducting properties of Nb3Sn, which were altered by alloying
additions, were also not available in detail at that time, even though the above
two elementary additions became very important for high-field applications of the
wires. Furthermore, questions were raised regarding the validity of Kramer’s theory
[12] on flux pinning in A15 compounds by the detailed analysis of the Kramer
plot [3,13]. (Use of such a plot linearizes the data for critical-current density
variations by applied magnetic fields by plotting J 1/2

c (μ0 H )1/4 versus μ0 H [14]
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and is discussed below.) However, no suggestion was made to improve upon the
theory at that time. Some answers to these questions were found in the early 1980s,
and these findings are important in understanding properties and in improving the
processing of Nb3Sn. Furthermore, most of these new advances were made by
using pure and alloyed monofilamentary Nb3Sn wires by the bronze process, but
the properties investigated would be applicable to those multifilamentary Nb3Sn
made by other modified processes, such as the internal-Sn and the powder-in-tube
processes. In addition, during the period 1980–2005, tremendous improvements in
high-field critical-current densities of multifilamentary Nb3Sn wires were made,
and these made possible the successful construction of very high-field magnets for
NMR spectroscopy, ITER-EDA, and high-energy physics applications.

In this chapter, the effects of adding Ta and Ti on the critical-current densities
Jc(μ0 H ) of Nb3Sn in the bronze-processed monofilamentary wires are illustrated
first by comparing critical-current densities of the alloyed Nb3Sn wires with those
of the pure ones. Then, the intrinsic superconducting properties of the bronze-
processed pure and alloyed Nb3Sn, as well as their compositions, are summarized.
The chemical compositions of grain boundaries of pure and alloyed Nb3Sn and a
theoretical analysis of their effects on flux pinning are also summarized. The scaling
law for Jc(μ0 H ) is briefly discussed. Then, at the end of this chapter, advances
that were made in the critical-current densities and the processing methods of the
state-of-the-art Nb3Sn multifilamentary wires are presented.

12.2 Superconducting Properties of Alloyed Nb3Sn

12.2.1 Critical-Current Densities

As mentioned above, from late 1970 to early 1980, the alloy additions to the
bronze-processed Nb3Sn wires were extensively studied [3]. Among the many
elemental additions to Nb3Sn that were studied, the additions of Ta and Ti by
small amounts turned out to be most effective in raising Jc in high magnetic
fields, and they became very important for commercial applications of Nb3Sn
multifilamentary wires for production of magnets to create very high magnetic
fields. This will be clear when the state-of-the-art Nb3Sn wires are discussed at
the end of this chapter. Figure 12.1 illustrates the effects of adding these elements
on critical-current densities of the wires [9,10]. The alloying was accomplished
through the use of alloyed Nb filaments with the respective elements. The effects of
the additions are illustrated by plotting the Jc(μ0 H ) data in a so-called Kramer plot,
i.e. J 1/2

c (μ0 H )1/4 versus μ0 H [14]. (The validity of this relationship derived from
Kramer’s theory is discussed in References [3] and [13]; extension of the theory
is discussed below.) As shown in Figure 12.1, the additions made the values of
extrapolated upper critical fields μ0 Hc2 and Jc in high fields increase substantially
over those for pure Nb3Sn, even though the values of low-field Jc are significantly
smaller than those for pure Nb3Sn. Since Nb3Sn wires were used for producing
high fields, μ0 H � 10 T, these findings became very important, as evidenced by
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FIGURE 12.1. Variations in critical-current densities are shown as a function of applied
magnetic fields for pure and alloyed Nb3Sn monofilamentary wires. The alloy contents in
parentheses are those present in Nb3Sn.

the fact that all of the present wires contain Ta, Ti, or both of these elements.
Although Ta can be added only though alloying Nb filaments, it was shown that
Ti can be added through alloying the matrix in the bronze process [11] and the Sn
cores in the internal-Sn process [15,16], as well as through alloying Nb filaments.
The methods of adding Ti to the compound turned out to be much more diverse and
provide more flexibility in fabrication of Ti-alloyed Nb3Sn than for Ta. This can be
seen in the recent development of the wires [17]. It should be noted that the wires
in Figure 12.1 are monofilamentary wires with a ratio of 1:2 for the core to matrix
diameters, and the chemical composition of the matrix was 13 wt% Cu. Since the
superconducting properties of Nb3Sn are strongly dependent on the ratios and the
compositions, the Jc(μ0Hi) values shown in Figure 12.1 should be taken only for
illustrating the effects of alloying Nb3Sn. However, the differences in the slopes
of the Kramer plots between those that are alloyed with Ta and those with Ti are
intrinsic properties of these alloyed wires (see Section 12.4).

12.2.2 Intrinsic Superconducting Properties

As expected, alloying Nb3Sn altered the intrinsic superconducting properties, such
as critical temperature Tc and Hc2, through changes in its chemical composition. A
thorough study of these parameters upon the alloying was performed for monofila-
mentary Nb3Sn wires [18]. Here, the superconducting properties of Nb3Sn alloyed
with Ti and Ta are summarized from that article. In this study, in order to access
the “intrinsic” superconducting properties of the Nb3Sn layers, the properties were
measured after the matrix was chemically removed. This was necessary because the
compressive stress applied to the Nb3Sn layers by the matrix (due to the differential
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FIGURE 12.2. The effects of alloying Nb3Sn on the critical temperatures of Nb3Sn are shown
as a function of alloying compositions. The wires were heat-treated at 725 ◦C for 120 h, and
the bronze matrix was removed prior to the measurements [18]. Reprinted with permission
from J. Appl. Phys. Copyright c© 1986 by American Institute of Physics.

thermal contraction between the matrix and the superconducting core, Nb3Sn and
unreacted Nb) significantly lowered its superconducting properties. The degree of
the reduction was dependent on the volumetric ratio of the superconducting core
to the matrix [19,20].

Figure 12.2 shows the variations of Tc as a function of various alloying elements.
Of particular interest are the variations with Ti and Ta additions. In both cases,
small (∼0.2–0.3 K) increases in Tc were observed at small alloying contents by
these elements, and Tc peaked at ∼1 at.% and ∼3 at.% additions of Ti and Ta
respectively. The additional alloying by these elements resulted in lowering the
Tc. These data were taken from those wires that were heated at 725 ◦C for 64 h.
As shown, the Tc of the wires could be made higher if the wires were heat treated
at higher temperatures and longer periods, e.g. 780 ◦C for 100 h. This is likely
due to the increased degrees of atomic ordering of the compound by higher and
longer heat treatments. However, since Jc generally decreased with increasing
heat-treatment temperatures, lower temperatures (such as 700 and 725 ◦C) were
often used for heat-treating these wires. Thus, data for the wires that were heated
to 725 ◦C are shown here. The causes for the slight increases in Tc by the additions
were not understood. Figure 12.3 summarizes the variations of μ0 Hc2 at 4.2 K due
to the alloying. As is clearly seen, the values of μ0 Hc2 were significantly increased
by the additions of Ta and Ti and, in both cases, increased by ∼4 T. As described in
detail in Reference [18], these increases were caused by the increased normal-state
resistivity ρN of Nb3Sn, since μ0 Hc2 is proportional to its resistivity.
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FIGURE 12.3. Critical magnetic fields dependence of Nb3Sn alloyed with Ta and Ti on the
alloying contents are shown. The values of the critical fields are for T = 4.2 K. The wires
were heat-treated at 725 ◦C for 120 h, and the bronze matrix was removed prior to the
measurements [18]. Reprinted with permission from J. Appl. Phys. Copyright c© 1986 by
American Institute of Physics.

In the case of Ti additions, it was found that the resisitivity increased approx-
imately linearly from ∼0.1 m� · m for pure Nb3Sn to ∼0.5 m� · m by 3 at.%
addition of Ti. This large increase was likely due to some fraction of Ti substitut-
ing in the Sn site as well as those of Nb, as discussed below.

12.3 Chemical Compositions of Alloyed Nb3Sn

12.3.1 Bulk Compositions

To relate the effects of alloying on Tc and Hc2, the average compositions of alloyed
Nb3Sn layers were measured by using a wavelength-dispersive X-ray spectrometer
attached to a scanning electron microscope. The results are given in Table 12.1
[18]. As shown in Table 12.1, only a fraction of Ti in the Nb core (approximately
one-half) was incorporated into the Nb3Sn layers. On the other hand, Ta was
incorporated nearly totally in the core. Another notable difference in the compo-
sitions of Nb3Sn layers, which are alloyed by Ti and Ta, was the difference in
the Sn contents in the Nb3Sn layers. As shown in Figure 12.4, the additions of
Ti had a very strong effect on the Sn contents of the Nb3Sn layers. For example,
3.2 at.% incorporation of Ti in the compound resulted in 2.7 at.% reduction in
the Sn content, whereas only a small reduction in Nb (∼0.5 at.%) was observed.
On the other hand, 3.0 at.% Ta addition to the compound reduced the Sn content
by a 0.9 at.%, whereas Nb was reduced by 2.7 at.%. These data indicate that Ta
primarily replaced Nb, whereas Ti surprisingly substituted a significant amount



TABLE 12.1. Chemical composition of Nb3Sn in the bulk and at grain boundaries

Bulk compositiona Grain boundary compositionb

(at.%) (at.%)
Nb core Heat-treatment
composition (◦C/h) Nb X Sn Cu Nb X Sn Cu

Nb 775/64 74.3 – 24.2 1.5 55.5 – 27.8 16.7
Nb 2.2 at.% Ti 725/120 75 1.2 22.2 1.6 52.5 2.8 30.7 14.3

750/64 55.2 2.4 29.5 12.8
Nb 3.3 at.% Ti 725/120 74.8 2 21.3 1.9 49.3 5.7 29.9 15.1

750/64 51.5 5.1 30.3 13.1
Nb 6.4 at.% Ti 725/120 74.9 3.2 21.9 1.1 52.7 7.3 28.3 11.8

750/64 50.4 7.7 29.1 12.8
Nb 8.2 at.% Ti 725/120 74 4.6 20.3 1.1 48.5 8.8 29.3 13.3

750/64 48.8 9.7 27.5 13.4
Nb 2.2 at.% Ta 725/120 74.4 2 23.7 1.2
Nb 4.0 at.% Ta 725/120 72.7 3 24.2 0.8
Nb 5.6 at.% Ta 725/120 71.2 4.4 24.5 0.8 47.5 6.4 29.6 16.6
Nb 8.7 at.% Ta 750/300 68.8 6.4 23.5 1.2 59.4 8.6 24.1 7.8
Nb (Sn dip) 950/4 75.1 24.9 65.8 34.2

44.6 55.3

aBy wavelength spectrometer on a scanning electron microscope.
bBy scanning Auger microprobe, and the corrections for the backgrounds for Nb, Sn, and Cu and for
the changes in the Auger intensities due to the surface oxygen contamination at the surface are not
included.

FIGURE 12.4. The relationship between the alloying and Sn contents in alloyed Nb3Sn [18].
Reprinted with permission from J. Appl. Phys. Copyright c© 1986 by American Institute of
Physics.
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FIGURE 12.5. Superconducting critical temperatures as a function of Sn contents for pure
and alloyed Nb3Sn that were made by different processes [18]. Reprinted with permission
from J. Appl. Phys. Copyright c© 1986 by American Institute of Physics.

for the Sn site. Another interesting observation arising from these composition
measurements was the fact that the effects of the reduction of the Sn content on
lowering Tc of Nb3Sn layers were much weaker in these alloyed Nb3Sn samples
than those which were found for pure nonstoichiometric Nb3Sn made by other
means. This was particularly notable for the Ti additions, as shown in Figure 12.5
[18]. As shown, Tc for the Nb3Sn alloyed by Ta and Ti, which were made by
the bronze process, hardly changed up to ∼3 at.% reduction in the Sn contents.
On the other hand, as also shown in Figure 12.5, Tc for pure nonstoichiometric
Nb3Sn made by electron-beam evaporation [21] and bulk-sintering [22] methods
decreased by more than 2 K for the same reduction in the Sn content.

12.3.2 Grain-Boundary Compositions

As mentioned above, the grain boundaries are the diffusion path for Sn, which
migrates from the Cu–Sn matrix to the Nb–Nb3Sn interface for the growth of
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the compound layer. Also, Sn is the primary diffusing species for this compound
formation, as evidenced by the formation of Kirkendall voids at the Nb3Sn–(Cu–
Sn) matrix interface. However, beyond this knowledge, very little was known
about the nature of the boundaries in 1980. For example, the growth rate of the
compound layer was shown to depend on the Sn content in the matrix, i.e. the higher
the Sn content, the faster the layer growth rates [23]. Yet, it was not clear how the
grain-boundary diffusion mechanism can describe this observed phenomenon. To
explain this, Welch postulated that the Sn content (or the chemical activity of Sn)
in the boundary had to be higher than that in the grain interior [24]. Then, the
Sn gradient in the boundaries across the layer could be varied, depending on the
composition of the matrix, and, thus, the growth rate would be varied accordingly
(see Reference [3]). Also, a small amount (∼1 at.%) of Cu was always detected
in the average composition of the compound layers, and Cu was suspected to be
in the grain boundaries rather than in the interior of the grains. In addition, it was
well known that the boundaries are the flux-pinning centers in A15 compounds, as
mentioned above, and the strength of the boundary pinning was expected to depend
on the degrees of the crystallographic disorder and the thickness of the boundaries.
Thus, to clarify these questions, it was important to determine experimentally the
compositions and the thickness of the boundaries in pure and alloyed Nb3Sn layers
that are made by the bronze process.

The determination of the chemical composition of the grain boundaries of Nb3Sn
layers by Auger electron spectroscopy revealed that the composition of the bound-
ary was very different from the stoichiomentric values: 44.1 at.%, 30.6 at.%, and
25.4 at.% for Nb, Sn, and Cu respectively for pure Nb3Sn [25]. In addition, no Cu
signal was detected in the interior of the grains. These results clearly confirmed
the above two postulates about the grain boundary compositions, i.e. a higher Sn
content than the stoichiometeric value and Cu being concentrated at the bound-
aries. These measurements were made on the in-situ-fractured Nb3Sn tapes, which
were made such that the original Nb layer was fully reacted to form Nb3Sn. These
tapes contained several abnormally grown Nb3Sn grains of >10 μm in diameter
among the smaller grains. The large grains fractured transgranularly, while the
small grains fractured intergranularly. One very important aspect of having these
two types of fractured surface was related to solving the usual problem of the use
of an ion-sputtering technique to perform depth profiling for the compositional
changes into the grain interior from the surface. Normally, it is not possible to
obtain a reliable composition as a function of the depth by this method, since there
are large differential sputtering rates, particularly between Nb and Sn. This prob-
lem was minimized by ascertaining the differential sputtering rate from the data
taken at the transglanularly fractured surfaces. In practice, the data were obtained
by taking the differences of the concentrations from each of these two regions as
a function of the depth. The results of the compositional depth profiling for the
Nb deficiency from the stoichiometric value are shown in Figure 12.6. This shows
that the compositionally disordered region of the boundary had a significant depth
(1–2 nm), and this information was important for the analysis of grain-boundary
flux pinning.
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FIGURE 12.6. Deficiency in stoichiometric value at the Nb3Sn grain boundary and its vari-
ations with depth into the interior of the grains.

Alloying Nb3Sn is also expected to alter the compositions of the grain bound-
aries of the compounds. To observe the compositional changes at the boundaries
from that of unalloyed Nb3Sn, the boundary compositions were measured for
primarily Ti-alloyed Nb3Sn by the bronze process; the results are also shown in
Table 12.1 [26]. One consistent trend observed in Table 12.1 is that the amounts
of Ti in the boundaries are essentially twice that within the grains, as shown in
Figure 12.7. This may be related to Ti having a strong affinity to Cu in form-
ing their compounds. Other elements, Nb, Sn, and Cu in the boundaries, changed
by smaller amounts with the Ti additions, and no consistent variations of their
amounts were observed. On the other hand, Ta in the boundaries was substan-
tially less than that in the grains, and the amount of Cu in the boundary was
nearly one-half that in the boundary of pure and alloyed Nb3Sn. Also, in one
attempt to determine the effects of alloying Nb3Sn on the grain-boundary thick-
ness for alloyed Nb3Sn, a depth profile for the compositions was performed
for Nb3Sn that was alloyed with 1.2 at.% Ti. This indicated that the bound-
aries were significantly thicker (∼5 nm) than for pure Nb3Sn. This may not be
too surprising, since, as shown in Figure 12.7, the concentration of Ti in the
boundary is substantially greater than in the grain interior. Although further mea-
surements are needed, this has significant implications for the pinning strength of
a boundary.

The other interesting data in Table 12.1 are the boundary compositions of
“pure” Nb3Sn, which was made from an Sn-coated Nb foil. These boundaries
also exhibited very large deviations from the stoichiometric value. (The commer-
cial Nb3Sn tapes by the Sn-dipping process contained Cu for the enhancement
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FIGURE 12.7. The Ti contents for Nb3Sn at the grain boundaries and the interior of the
grains are compared for Ti-alloyed Nb3Sn.

of the growth rates, but the present tape was made without the Cu addition.)
Two different compositions cited in Table 12.1 came from two different regions
of the compound layer, and it was not clear why such a large difference was
found. However, it is clear that the deviations, which were seen in the bound-
aries of the bronze-processed Nb3Sn, are not special properties of the method that
was used to fabricate Nb3Sn, but are a general property of the boundary in this
compound.

12.4 Effects of Alloying on Layer and Grain Growth

Alloying of the compound also affects the growth of its layers and grain sizes. The
compound thicknesses and the grain sizes of Nb3Sn with Ta and Ti additions are
plotted in Figure 12.8 as a function of the alloying contents (in atomic percent) in
the compounds after each wire was heat-treated for 64 h at 725 ◦C. It is clearly noted
that the effects of the additions by Ti and Ta were quite different on the growth
of the compound layers and their grain sizes. The Ti additions rapidly increased
the growth of the layers, as well as the grain sizes, with increasing amounts of Ti.
(A sudden drop in the layer thickness at a Ti concentration of ∼4 at.% in Figure
12.8 is due to the formation of a nonsuperconducting layer between Nb3Sn and
the matrix.) However, the increases in the thicknesses and grain sizes by the Ta
additions were much less than those by the Ti additions, and they saturated at
high alloying contents. Another interesting observation from Figure 12.8 is that
the rates of the increases in the thicknesses and the grain sizes per atomic percent
of the additions are very similar for each elemental addition for Ti and Ta when
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the thickness and the grain-size scales are normalized. The very significant rates of
the increase in the thicknesses that were found with the Ti additions suggested that
the grain-boundary diffusion rates of Sn toward the reaction front were increased
by a substantial amount. However, the grains grew quite rapidly with increasing
amounts of Ti in the compound, and the enlarged grains reduced the total area of
the grain boundaries in the compound for the grain boundary-diffusion of Sn. Thus,
the growth rate could be lowered by the additions. However, the rapidly increased
growth rates suggested that the addition also increased the bulk diffusion rates
of Sn and Nb. This is supported by the fact that the grain sizes also increased
similarly with the layer thickness, since the increased grain growth could take
place only with the increased bulk diffusion rates of Sn and Nb. As mentioned
above, a good fraction of Ti substitutes for the Sn site in the compound and may be
the source of the increased bulk diffusion rate. Furthermore, the difference in the
rates of grain growth per atomic additions between those by Ta and Ti explains the
difference in the changes in the slopes for the Kramer plots (shown in Figure 12.1)
for these additions. For example, a 1.85 at.% addition of Ti resulted in a much
smaller slope of the Kramer plot than that obtained by a 3.0 at.% Ta addition. As
discussed below, the slopes are inversely proportional to the square root of the
grain size. Thus, the larger grain sizes in the Ti-alloyed Nb3Sn with respect to
those of the Ta-alloyed Nb3Sn resulted in lower slopes for the former than those
observed for the latter. This difference in the slopes appears to be an intrinsic
property of these elemental additions, since a similar difference was reported for
the multifilamentary Nb3Sn wires, which were alloyed with Ta or Ti, for ITER-
EDA [27].
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12.5 Flux-Line Pinning and Field Dependence
of Critical Currents

12.5.1 Flux Pinning by Grain Boundaries

As mentioned earlier, critical-current densities of A15 compounds are inversely
proportional to the grain size, and this is a strong indication of the boundaries
being the primary flux-line pinning centers in these compounds. The pinning of
flux lines by the boundaries was thought to be due mainly to the changes in the local
values of the Ginzburg–Landau constant κ [=Hc2/(2Hc)0.5 = λ(T )/ξ (T )] caused
by the dispersive scattering of the normal-state electrons at the boundaries. This
was often referred to as δκ pinning. The first theoretical attempt to estimate the
pinning force per unit length of a flux line by a boundary was made by Zerweck
[28]. He considered the pinning potential from altered condensation energy due
to the change in the size and the shape of the flux-line core caused by the electron
scattering by an infinitely thin boundary. Following Zerweck, Yetter et al. [29]
treated the case where a rigid flux lattice interacts with a boundary. In both of
these cases, the results were obtained numerically. Following these studies, Welch
[30] obtained an expression for the interaction in a closed form that was suitable
for computer simulation for the interaction of a flux line with a boundary, and
it was “physically transparent in its interpretation.” Moreover, his treatment was
suitable for analyzing the interaction from nonideal boundaries, such as for the
boundaries in the bronze-processed Nb3Sn.

Here, we summarize Welch’s work, which approximated the interaction energy
�E of the flux line and the boundary by using the Ginzberg–Landau first-order
perturbational approach and arrived at the pinning force F by the boundary as

F

μ0 H 2
c ξ0

= π
ξ

dξ0

(
�κ

κ

)
0

1

1 + 2.0 (ξ/d) + 2.32 (ξ/d)2 , (12.1)

where ξ0 and ξ are the BCS and the Ginzburg–Landau coherence lengths respec-
tively, and d is the exponential decay length of κ away from the boundary. Both
of ξ and κ depend on the electron mean free path l and are characterized by the
impurity parameter α (=0.882ξ 0/l). Approximate expressions for these in terms
of α are given as

(ξ/ξ0)T =0 = (1.83 + 1.63α)−1/2 (12.2)

and

(�κ/κ)0 = 1.63 (1.83 + 1.63α)−1 . (12.3)

Thus, it is convenient to plot the pinning force in terms of α, as shown in
Figure 12.9 [30]. The result is the interaction force for a single flux line with an
infinitely thin boundary (solid line) that increases and then decreases after reaching
a peak value with increasing value of α. This result was similar to Zerweck’s, even
though Welch calculated the pinning force F from the first-order change in energy
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FIGURE 12.9. The normalized pinning force density as a function of impurity parameter α.
The solid curve is for the ideal boundary, the dot–dash curve is for a boundary with the
effective width enhanced by a constant value �d = 0.1ξ 0, and the dashed curve is for a
boundary with effective width enhanced to the optimum size of d = 1.5ξ [30]. Copyright
c© 1984 by the Institute of Electrical and Electronic Engineering, Inc.

due to the change in κ while keeping the core size constant. The dot–dash curve
is for the case in which a constant width, �d = 0.1ξ 0, was added to the boundary
width d. As shown in Figure 12.9, this caused a small increase in the peak value
of the pinning force at a slightly larger value of α. Talvacchio [21] also obtained
a similar result by using the method of Yetter et al., i.e. the interaction of the
rigid flux-line lattice with the boundary, but he added a constant boundary width
of �d = 0.5 nm. For pure Nb3Sn, these additions would not make a significant
difference in F , since its value of α is 0.56, just below the peak in the solid line
where the thickness of the boundary has very little effect on F . The dashed curve in
the figure is the envelope of F for the case in which the optimum d (∼1.5ξ ) is added
for each α, showing a possibility of increasing the pinning force by increasing the
thickness of the boundary.

Since the resistivity and Tc values are available for pure and Ti-alloyed Nb3Sn
by the bronze process [18], we can calculate the values of α and examine whether
the pinning strength of the bronze-processed Nb3Sn can be improved by varying
α or the thickness of the boundaries. The resistivities of pure and (3.2 at.%) Ti-
alloyed Nb3Sn by the bronze process (whose Tc is 16 K) are approximately 1 m�

and 5.5 m� m respectively. These give electron mean free paths l of 9 nm and
1.6 nm respectively. The values of ξ 0 are 5.7 nm and 7.7 nm for Tc values of
18 K and 16 K for the pure and the alloyed Nb3Sn respectively. These values
were taken from those for the stoichiometric and nonstoichiometric Nb3Sn films
with the same Tc values by electron-beam evaporation [31]. Then, the impurity
parameters α are 0.56 and 4.13 for the pure and the alloyed Nb3Sn respectively.
These values of α are comparable to those found by Talvacchio for stoichiometric
and nonstoichiometric Nb3Sn films by electron-beam evaporation, i.e. α ≈ 0.5–3.0
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[21]. This range of α is an interesting region in Figure 12.9, since it covers the
region of α where the maximum pinning force is accessible.

For pure Nb3Sn without the boundary distortion, the pinning force for α = 0.56
is slightly below the maximum value. Interestingly, the increase in thickness by
1 nm to 2 nm, as observed above, or those additions of �d ≈ 0.5 nm or �d =
0.1ξ 0 ≈ 0.6 nm will not enhance the pinning strength very much. This is because
the value of α is in the region where the effect of the increased thickness has very
little influence on F . However, owing to the increased values of α and the increased
thickness of the boundary in the Ti-alloyed Nb3Sn, there is a strong possibility for
a substantial increase (by ∼50%) in the pinning strength of the boundary of the
optimally alloyed Nb3Sn over that for the boundary in pure Nb3Sn. For example,
Tc for Nb3Sn with 1.2 at.% Ti is ∼18 K and its resistivity is ∼3 m� m. Then, α ≈
1.67, and the optimum thickness of the boundary is d ≈ 1.5ξ ≈ 4 nm. Also, as dis-
cussed above, a significant increase in the boundary width (∼5 nm) was observed
by the Ti addition. Thus, this particular composition or a slightly larger Ti addition
could be near the optimum in the pinning strength F . Unfortunately, it is difficult
to assess whether such increases in F are realized by the additions in the Jc(μ0 H )
data in Figure 12.1 or similar data, since the additions cause rapid grain growth
(a factor of two in the same range of Ti alloying; see Figure 12.8), which reduces
Jc(μ0 H ) by the same amount. Also, the above theoretical calculation is for the
interaction of a single flux line with the boundary, whereas most of the Jc(μ0 H )
available data are only for high magnetic fields. These facts make a direct compar-
ison of Jc data and the above theoretical results difficult. More detailed measure-
ments of Jc(μ0 H ) at lower fields and grain sizes are needed to clarify the above
observation.

12.5.2 Scaling Law for Jc(μ0H)

In 1973, Kramer identified the important role of flux-line lattice shear in critical-
current densities of superconducting materials displaying a global pinning force
varying predominantly as (1 – b)2 in high magnetic fields, where b = B/Bc2 [12].
A rearranged form of his expression for the global pinning force in high fields
was extensively used for characterizing the high-field behavior of Jc(B) and for
approximating upper critical fields of Nb3Sn wires. This is given by

J 1/2
c B1/4 = 1.18 × 105 Bc2

κ
(1 − b) (12.4)

in the limit of a0ρ
0.5 � 1 , where a0 [=(φ0/B)1/2] is the flux-line lattice spacing

and ρ is the pinning site density. It was found that most ofJc(B) for Nb3Sn wires
follow this expression, i.e. J 1/2

c B1/4, is linear with b. (Thus, these plots are called
Kramer plots.) The main success of the model is that the straight line can be fitted
to the data in high fields, as shown in Figure 12.1. However, this expression is
applicable for a0ρ

0.5 � 1 , and this means that there is no dependence of Jc on the
pinning density. On the contrary, Jc of these wires depends strongly on the grain
size of the compound, as noted for the data in Figure 12.1. Another difficulty was
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seen in the values of κ extracted from the slopes of Kramer plots. These had little
relation to known κ values of the compound and also varied quite inconsistently
with varying reaction treatments for a given wire [3,13].

As pointed out by Evetts and Plummer [32], the difficulty associated with the
theory did not take into account the fact that the lattice shear took place between
regions that are weakly pinned and others that are strongly pinned. The size of
these regions is critical in the determination of the pinning force [32]. To remedy
this situation, they assumed that each grain supported independently a Lorentz
force approaching that required to initiate flux shear within the grain. Then, on the
basis of dimensional analysis, they suggested the maximum shear τmax is given
by

τmax = c66

π
= 1

2
(Jc B)

D3

D2
, (12.5)

where c66 is the shear constant for the lattice and D is the grain size or the chan-
nel size for the regions of the lattice which are in motion. Then, an equivalent
expression to Equation (12.4) is

(Jc B)1/2 = 2.7 × 102 Bc2

κ D1/2
(1 − b). (12.6)

Plotting Jc(B) data for Nb3Sn following this expression shows that (Jc B)1/2 has
a significant region where it is linear with B at the highest fields. The extrapolated
Bc2 values are very slightly greater than those obtained from Equation (12.4). Also,
this expression has an explicit dependence of Jc on the grain size.

A more rigorous phenomenological model was developed by Welch [33] for the
flux-line lattice shear related to the pinning force. One of the important aspects of
his model is the following. Analogous to the theory of plastic flow of metals [34],
he suggested that the critical shear stress in the flux-line lattice should be modified
as

τmax = c66

L
a0, (12.7)

where L is the characteristic length scale of the dislocation structure of the flux-
line lattice with the flux-line lattice spacing a0. Very interestingly, this modification
recovers the B dependence of Jc in the form of Equation (12.4) with the effective
grain size or the channel width as in Equation (12.6). Then, it appears that the
use of the “Kramer plot” is qualitatively justified in characterizing the high-field
behavior of Nb3Sn wires if these modifications of Kramer’s original theory are
taken into consideration. However, a quantitative analysis is required to see, with
these modifications, if one could examine whether the grain size is an appropriate
dimension for the channel size for moving lattice regions and the appropriate
values of κ are obtained. A further modification of the flux-line-shear model was
discussed by Wordenweber [35]. This included the corrections for the orientations
of the channels with respect to the Lorentz force and the nonuniformity of the
channel sizes. In addition, the size of the flux channel D, as well as L , is likely to



12. Understanding Properties and Fabrication Processes of Superconducting 301

be dependent on the applied field, and this may have to be taken into account to
describe the high-field behavior of Jc(μ0 H ).

12.6 The State-of-the-Art Multifilamentary Nb3Sn Wires

As mentioned at the beginning, tremendous progress in improvements in Jc(μ0 H )
of multifilamentary Nb3Sn wires has been made over the last several years. A brief
summary is given for high values of Jc(μ0 H ) being achieved in the state-of-the-
art wires which are made by two main processes, i.e. the bronze process and the
internal-Sn process. The so-called powder-in-tube processes are currently making
a resurgence in Europe [36] and Japan [37]. This method relies on the reaction of
the powders in Nb tubes in a copper matrix to form Nb3Sn after the composite has
been reduced in size. The powders are generally a high-Sn–(Nb-Sn) compound
with some additional Cu. The first Nb3Sn wire was made by this approach 44 years
ago by Kunzler et al. [38], except that they used preformed Nb3Sn powders. The
development of multifilamentary wires by this process was started at Netherlands
Energy Research Foundation in 1979, and they used NbSn2 and Cu powders [39].
This was recently picked up by Shape Memory Innovation, and some of their re-
ported critical currents for these wires are promising [36]. A similar effort started at
Kobe Steel Ltd provides some encouraging results. In this case, a powder of Ta–Sn
intermetallic phases with Cu was used in Ta-alloyed Nb tubes [37]. However, it ap-
pears that these processing methods require further development to establish their
compatibility for large-scale fabrication in order to compete with the already well-
established processes, the internal-Sn or the bronze-processed wires, in terms of
cost [40] and in Jc values at very high fields [41–43]. Thus, we limit our discussion
of critical-current densities in wires made by the above-mentioned two processes
that have survived the test of time. Recently, detailed reviews for the development
of wires in the US have been published by Scanlan et al. [40] and Gregory [44].
The former described the conductor development program for high-energy par-
ticle accelerators, and the latter summarized the development at Intermagnetics
General Corp./Advanced Superconductors (IGC/AS) (now Outokumpo Advanced
Superconductors) for ITER-EDA and high-energy physics applications.

12.6.1 The Bronze Process

As noted previously, this original process for fabricating multifilamentary super-
conducting wires with brittle intermetallic compounds was used extensively in the
early years. The use of Nb3Sn wires made by this process has diminished some-
what in recent years due to the limitation in achieving very high non-Cu current
densities (the critical currents divided by the area excluding pure Cu for the stabi-
lization). This limitation arises from the fact that the available Sn for the formation
of Nb3Sn is limited by the solid-solution phase boundary for the Cu–Sn system.
(The maximum solubility of Sn in Cu is 15.8 wt% at ∼500 ◦C. But, generally,
the matrix contents of Sn that were used in multifilamentary wires of Nb3Sn were
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limited to the order of ∼13 wt%, since it was difficult to make truly uniform large
bronze billets with high-Sn contents.) However, the wires made by this process
have still been playing an important role for two major high-field magnet applica-
tions. These are magnets for high-frequency NMR spectroscopy and ITER-EDA.
Perhaps it is not very surprising that the wires made by this process have played, and
still are expected to play, an important role in the ITER-EDA and the future ITER
project. This is because its requirements for the non-Cu Jc are relatively modest,
and its requirements for hysteresis losses are quite strict in comparison with those
for high-energy particle accelerator applications. The hysteresis losses, which are
proportional to the size of the filaments, are generally low in bronze-processed
Nb3Sn wires because the filaments are separated.

The development of wires by this method for 930 kHz NMR magnets [45,46]
was surprising, since it required a high overall current density at very high magnetic
fields, ∼22 T. (This is currently the highest frequency NMR system.) This was
accomplished by increasing the Sn content in the bronze matrix for the wires
beyond the solid-solution limit, although by a small amount, in conjunction with
a small addition of Ti in the matrix. This extra Sn addition helped to grow the
Nb3Sn layers with more equiaxed grains than a lower Sn-content matrix. The
equiaxed grains provided higher current densities. However, the uses of the bronze-
processed wires for these applications are probably at the limit of their usefulness.
For example, future magnetic fusion reactors, beyond the ITER project, would
most likely require magnets that can produce magnetic fields on the order of 16
to 20 T. Similarly, magnets for higher frequency NMR systems would require
fields significantly higher than 22 T, and this would be very difficult to produce
for magnets employing bronze-processed wires.

12.6.2 The Internal-Sn Process

This process was the first modification to the bronze process for the fabrication of
multifilamentary Nb3Sn wires, and was reported in 1977 by Hashimoto et al. [47]
to overcome the limitation in the Sn content in the bronze matrix and to avoid the
extensive annealing process required for the bronze process during the reduction in
size of the composite. In spite of the possible advantages over the bronze process,
its development was not pursued extensively until the mid-1980s [15,16,48–50],
and serious development of the wires by this process came for the ITER project
in the mid to late 1990s. Interestingly, the development of this processing method
for the wires started in the US by Zietlin [51], then at IGC/AS, after hearing
about the process in 1980 at the first meeting for “the US–Japan collaboration
on high-magnetic-field superconductors for the Magnetic Fusion Program in US
and Japan.” Since then, wires that were made by this process from the Japanese
and the US program have contributed substantially toward the construction of the
magnets for ITER-EDA. After the US terminated its ITER participation (recently,
it has rejoined ITER), the US manufacturers of superconducting wires responded
to the US conductor development program by the Office of High Energy Physics,
US Department of Energy (DOE) in 1999. The goals of the program were (1)
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FIGURE 12.10. Critical current densities of an internal-tin-processed Nb3Sn wire as a func-
tion of applied magnetic fields at 4.2 K and 1.8 K [43]. Copyright 2005 c© by the Institute
of Electrical and Electronic Engineering, Inc.

to increase Jc at 12 T and 4.2 K to a 3000 A/mm2 level (non-Cu area), which
was an increase of Jc by over 50% from the values achieved at that time, and
(2) to reduce the cost for the next-generation particle accelerators for high-energy
physics experiments. To achieve such high current densities in Nb3Sn wires, it was
essential to have substantially larger amounts of Sn and Nb available in the matrix
than could be achieved in the bronze process. For this purpose, the internal-Sn
process was very suitable. Thus, all the US manufacturers employed this approach
for their wire development. The Jc values increased every year; and, as shown in
Figure 12.10, for example, Oxford Instrument-Superconductor Technology pro-
duced wires with Jc values well above the US DOE goal by 2004 [41–43]. The
next goal for the manufacturers was to reduce the effective filament sizes that were
needed for meeting the magnetic-field quality requirements in accelerator mag-
nets. This became necessary because the Nb3Sn filaments are merged together to
form a large single filament within the diffusion barrier (a subelement), since the
amounts of Nb filaments and Sn within the barrier have to be increased so much
to meet the goal for Jc in the program.

One of the important benefits in the above development of high-current-density
wires was their application to very high-magnetic-field magnets for NMR spec-
troscopy, since the relatively large filament size was not an issue for this application.
By taking advantage of these high Jc values in high fields, it is reported that these
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FIGURE 12.11. The arrangement of the superconducting filaments in the subelement is
illustrated. This leads to lowering of the hysteresis losses in the multifilamentary Nb3Sn
wires by the internal tin process [53]. Copyright c© 2004 the Cryogenic Society of Japan.

wires are currently being used to construct a 950 MHz NMR system, and the pos-
sibility of using these wires in the construction of a magnet for a 1 GHz MNR
system, which requires a ∼25 T magnet, is also being discussed [52]. As seen
by these examples, very impressive progress has been made in terms of increased
critical-current densities in these wires, but very little has been discussed about
how precisely the Sn from the core migrates through the interfilamentary spaces
and reacts with the Nb to form Nb3Sn. The overall Sn content for the wires is so
high that the matrix area between the filaments is no longer a Cu–Sn bronze, as in
the case of low-Sn-content wires. Thus, there is a distinct possibility that the Nb3Sn
is formed by the reaction between Nb and Cu6Sn5, or even possibly CuSn2, rather
than Nb and a solid-solution Cu–Sn alloy. A thorough investigation of the reaction
to form Nb3Sn will likely be beneficial for understanding the effects of different
heat-treatments on the grain sizes and critical currents in these Nb3Sn wires.

As mentioned above, this processing method will keep playing an ever-important
role in producing a large amount of the wires that are required for the up-coming
ITER construction. One of the interesting developments for this application is
the recently reported modification of the Nb filament arrangement for the subele-
ments to reduce AC (hysteresis) losses of the wires [53]. As a part of their wire
development at Mitsubishi Electric Corporation, they placed Nb filaments radially
rather than in the standard hexagonal pattern for the subelements, while the size
of the filaments became larger from the inside to the outside, as shown in Figure
12.11. This type of wire retained the Jc values slightly above those (1000 A/mm2)
for the earlier similar wires for ITER, while reducing AC losses by one-fifth to
∼300 mJ/m3.

Also, there are a number of ways in which Ti is incorporated in Nb3Sn wires.
One very interesting recent development is the method that was developed by the
group at Oxford Instrument-Superconducting Technology: replacing a portion of
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FIGURE 12.12. Cross-section of a high Jc subelement billet made with a mixture of pure Nb
(lighter shade) and Nb–47 wt% Ti rods (darker shade). During heat-treatment the Nb–Ti rods
dissolve, and the Ti diffuses throughout the subelement filament pack to form Ti-alloyed
Nb3Sn [43]. Copyright c© 2005 by the Institute of Electrical and Electronic Engineering,
Inc.

Nb rods in the initial assemblage of the composites by Nb–47% Ti alloy rods
rather than using Ti-alloyed Nb rods or Sn cores to alloy Nb3Sn [43]. Surprisingly,
after reduction in size and heat-treatment, Ti in these filaments diffuses through the
matrix, and alloys Nb3Sn uniformly. Figure 12.12 shows the remains of Nb–47 wt%
Ti alloy rods after the wire was fully reacted to form Nb3Sn. (Note that Nb–47%
Ti alloy is the most extensively used alloy for the commercial superconducting
magnets.) On the other hand, the group at Mitsubishi Electric incorporates Ti
into their wires by wrapping a pure Ti foil around each pure Nb rod [53,54].
Similarly, Gregory more recently demonstrated that Ti could also be incorporated
by wrapping Nb–47 wt% Ti foil around the Nb rods [17]. The Ti in these methods
is also distributed uniformly among the Nb3Sn filaments, provided the amount of
the Ti added is chosen appropriately. The properties of the Nb3Sn wires alloyed
by these methods were very similar to those alloyed by the conventional method
of incorporating Ti into the compound through Ti-alloyed Nb filaments or the
use of the Ti–Sn cores. The importance of these innovations is that they may
reduce the cost of manufacturing the wires, since less expensive pure Nb rods
rather than the more expensive alloyed Nb rods or the Sn core with Ti can be
used in the assembly of the composites. These examples show that there is more
room for improvement in the internal-Sn fabrication process of Nb3Sn wires for
high-magnetic-field applications. However, an interesting question, which is not
addressed yet, is how Ti is incorporated into Nb3Sn during these new ways of
adding Ti into the wires. This may be related to the fact that the addition of Ti
forms the compound through significant bulk diffusion of Sn and Nb, as mentioned
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above. Obviously, this is an interesting problem that requires further studies to be
clarified. Also, this understanding could possibly lead to further improvements in
properties and processing methods for the wires.
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Abstract

Since high-temperature superconductors were discovered in 1986, there have been
extensive research efforts to understand the nature of superconductivity in these
materials and to fashion them into forms that can be used in practical applica-
tions. This chapter reviews basic aspects of superconductivity in the families of
copper-oxide-based high-temperature superconductors. It discusses methods used
to fabricate YBa2Cu3O6+x and ReBa2Cu3O6+x (Re = rare earth) into bulk mono-
liths and reviews the ongoing studies and development work to make them into
coated conductors. It examines the oxide-powder-in-tube method to fabricate Ag-
sheathed (Bi,Pb)2Sr2Ca2Cu3O10 wire and current applications where these wires
are used.

13.1 Introduction

Nearly a century on from Heike Kamerlingh Onnes’s 1911 discovery of super-
conductivity in Hg [1] at 4.2 K, scientists and engineers continue to dream of
finding or synthesizing materials that are superconducting at higher temperatures,
even above room temperature. However, before 1986, Nb3Ge, which is an inter-
metallic compound with an A-15 structure, had the highest Tc of 23.2 K. Many
attempts to reach higher Tc failed, both theoretically, by exploring new or al-
ternative electron pairing mechanisms (e.g. excitonic superconductivity [2]) and
experimentally, by searching for new classes of materials (including organic con-
ductors [3] and oxides, e.g. LiTi2O4 and BaPb1–x Bix O3 [4,5]). In 1986, 75 years
after the discovery of superconductivity, Bednorz and Müller published a paper
entitled “Possible High-Tc Superconductivity in the Ba–La–Cu–O System” [6], in
which they demonstrated a sharp drop in the resistivity of these materials at 30 K;
but it was not given much attention. It was only after October 1986, when Bednorz
et al. [7] submitted their results demonstrating the diamagnetic behavior in these
ceramic oxides, that the new field of high-temperature superconductivity (HTS)
was born. The “gold rush” commenced at the end of 1986 and the beginning of
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1987, when Tanaka and coworkers confirmed the findings of Bednorz and Müller.
This occurred at the fall 1986 meeting of the Materials Research Society in Boston,
when a fax message (which was also novel at that time) arrived from Japan to be
presented in an overcrowded room. This launched an intensive worldwide search
for new high-temperature superconductors by physicists, materials scientists, and
solid-state scientists, as well as by crystallographers and chemists, leading to an
enthusiasm culminating in the Woodstock of Physics at a special meeting of the
American Physical Society in New York. Within weeks a new system, Y–Ba–
Cu–O, was found by groups at the universities of Alabama and Houston [8] that
showed superconductivity at 90 K. In Spring 1988, researchers at the National
Research Institute for Metals in Tsukuba discovered the Bi–Sr–Ca–Cu–O system
with Tc values up to 115 K [9] and, at the University of Alabama, Tl–Ba–Ca–Cu–
O with Tc values up to 120 K [10]. Materials with even higher Tc values were
discovered in the early 1990s in the Hg–Ba–Ca–Cu–O system [11]. Schilling
et al. [12] found a Tc of 135 K in the so-called Hg-1223 phase, which was in-
creased to 164 K in optimally doped material at a pressure of 31 GPa [13]. In
January 2001, Akimitsu’s group at the Aoyma-Gakuin University (Tokyo) found
HTS in MgB2 at around 40 K [14]. This is the only HTS material that does not
contain Cu.

Although superconductivity was discovered at the beginning of the 20th century,
it took almost 50 years to explain the phenomenon. Bardeen, Cooper, and Schrieffer
demonstrated in their theory [15] (now called the BCS theory, for which they
received the Nobel Prize in 1972) that at low temperatures a weak interaction,
mediated by quantized lattice vibrations or virtual phonons, couples two electrons
of opposite spin and momentum together into an electron pair, a so-called Cooper
pair, with zero spin and momentum. In normal metals, electrons are scattered by
lattice vibrations, impurities, or lattice defects, which causes electrical resistance.
In materials where electrons are bound into Cooper pairs, no electron scattering
occurs, so there is no electrical resistance, i.e. we get a conductor with infinite
conductivity, which we call a superconductor. At temperatures above Tc, or by
applying a sufficiently high magnetic field or large enough current, the Cooper
pairs are destroyed and resistivity occurs. Predictions of the BCS theory, which
was further extended, have been confirmed, and superconducting materials are
used in major applications. Pb alloys and Nb are used mainly in electronics, and
NbTi and Nb3Sn are used to build magnets.

There were new difficulties explaining the properties and the experimental find-
ings of the new high-temperature superconductors. This was partly due to the
complex crystal structure of these materials. Let us explain this by considering
YBa2Cu3O6+x , which is slated to become one of the ‘workhorse’ HTS materials.
Here, x determines the oxygen stoichiometry of the compound. YBa2Cu3O6+x can
be visualized as a modification of the BaTiO3 perovskite structure. It is composed
of a stack of three perovskite units (Figure 13.1). There are two CuO2 planes, one
on either side of the Y. Note that there is no O on the Y plane. The top and bottom
layers of the unit cell contain only Cu for x = 0, and contain CuO chains for x = 1.
Figure 13.1 shows the CuO chains, corresponding to x = 1.
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FIGURE 13.1. Crystal structure of the high-temperature

superconductor YBa2Cu3O6+x for x = 1. The O atoms

that form the CuO chains are circled.

The electronic properties of YBa2Cu3O6+x are determined by a subtle balance
between the various interaction forces (Coulomb repulsion, antiferromagnetic ex-
change interaction, electron–phonon coupling) leading to an antiferromagnetically
ordered insulator for x = 0, with a tetragonal unit cell. Doping YBa2Cu3O6+x with
oxygen creates CuO chains at the top and bottom of the unit cell, and, because of
the strong electronegativity of oxygen, extracts electrons from the CuO2 planes.
The maximum Tc is 93 K for x = 0.93 (Figure 13.2). Early on, the existence of
flux quantization demonstrated that a pairing mechanism must be involved to gen-
erate the superconducting state in HTS material. However, there is still uncertainty
whether the pairing is caused by a phonon-assisted coupling of the electrons, just
as in low-temperature superconductors, or is due to more complicated magnetic
effects created by the HTS lattice.

YBa2Cu3O6+x , here denoted as YBCO-123, belongs to a family of struc-
turally related compounds that includes YBCO-124 (e.g. see Reference [16]) and
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c-axis (after Reference [21]).

YBCO-247 (e.g. see Reference [17]). These compounds can also be visualized
as stacking of layers. The superconducting CuO2 layers are separated by insulat-
ing layers from a further kind of layer, i.e. the CuO chain layers, which can be
considered as donors of the electrons, e.g. those formed from the CuO chains.
This becomes even more pronounced in the three other important families of HTS
materials, namely Bi2Sr2Can–1CunO2n+4+δ (n = 1, 2, 3; e.g. see Reference [18]),
TlmBa2Can–1CunO2n+m+2+δ (where m = 1 or 2 and n = 1, 2, 3 or 4; e.g. see
Reference [19]) and HgBa2Can–1CunO2n+2+δ (n = 1, 2, . . . , 5; e.g. see Reference
[20]).

The highly conducting CuO2 sheets are sandwiched between poorly conducting
layers, so anisotropic superconducting properties are expected. This is indeed
found and demonstrated by considering as an example the upper critical field Bc2

of YBCO (Figure 13.3).
Bc2 for H parallel to the c-axis is smaller than Bc2 for H parallel to the a or

b directions, indicating larger coherence length in the c direction. As in classical
type-II superconductors, flux lines form in the material at fields greater than the
lower critical field Bc1. Owing to the strong anisotropy and the layered structure
of the HTS material, the flux lines can exhibit an anisotropic, ellipsoidal cross-
section and even split into a row of ‘flux pancakes’ that form a pancake vortex.
Once a current is flowing in the HTS material, the flux lines or flux pancakes
move under the action of a Lorentz force that is perpendicular to the magnetic
field and current direction. This flux motion creates losses that can be avoided by
introducing defects and second-phase particles to pin the flux lines.
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The development of HTS focused on (i) basic issues, including understanding
the phenomenon of superconductivity in HTS materials, i.e. the underlying mech-
anism, as well as searching for materials with higher transition temperatures; (ii)
understanding the flux structure of HTS material and its anisotropic nature; (iii)
understanding, controlling, and optimizing defect structures to manipulate and tai-
lor flux pinning and critical currents. There has been a broad, parallel effort by
materials and solid-state scientists, chemists, and engineers to adjust, modify, and
create processes to manufacture not only bulk HTS materials and HTS wires and
tapes, but also HTS thin films for electronic applications. This is illustrated below
for YBCO and (Bi,Pb)2Sr2Ca2Cu3O10.

Much of what has been described above for YBCO is also valid for
ReBa2Cu3O6+x (Re = rare earth). The majority of research and development
work on coated conductors (CCs) has been done on YBCO, whereas extensive
work with ReBCO has been done to make bulk monoliths. Below we refer to
YBCO, even though work has also been done on ReBCO.

13.2 YBCO, the Workhorse

After the discovery of YBCO in spring 1987, there was a worldwide effort to
synthesize YBCO and ReBCO by using a wide variety of physical and chemical
technologies. Just like others, at Göttingen we [22] “cooked” mixtures of oxides
and carbonates of Y, Ba, and Cu in air and synthesized YBCO pellets, which was
astonishingly simple and successful. At the end of 1987, we [23] began growing
single crystals of YBCO to characterize their physical properties better. The melt
is highly aggressive, so platinum crucibles had to be used, and a furnace designed
for the growth of CdTe crystals was modified for the crystal growth. As one knows
from detailed studies of the phase diagrams published later, we did not get a single
crystal, but the materials had a Tc of about 90 K and a critical transport current
Jc of 1.5 × 105 A/cm2 at 20 K (magnetically measured), which was lower than
expected. Although we did not know it at the time, we had formed a melt-textured
material, (e.g. see References [24,25]). Small single crystals were grown quite
early [26], but it took several more years to grow perfect, well-defined YBCO
crystals [27]. At the end of the 1980s and in the 1990s, the interrelation between
oxygen stoichiometry, the tetragonal-to-orthorhombic phase transformation, and
Tc was worked out together with the details of the flux structure in the intermediate
state of the type-II superconducting YBCO (e.g. see Reference [28]).

To use these HTS materials, e.g. in power engineering applications, requires
Jc in moderate or high magnetic fields, preferably at high temperatures, e.g. at
77 K. How can this be achieved? It requires engineering the YBCO to overcome
two fundamental problems. First, the layered structure of YBCO leads to strong
anisotropy, in which the supercurrent flowing along the CuO2 planes parallel to the
a–b planes is much larger than current that flows perpendicular to them, i.e. parallel
to the c direction. Second, because of the small coherence lengths, grain boundaries
that have moderate to large grain-boundary misorientations are detrimental for
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current transfer; they are weak links, as shown by Dimos et al. [29]. Applications
of HTS materials, therefore, require materials textured in three dimensions. This
required developing new processing routes to make textured YBCO wires.

13.3 Melt-Processed YBCO

In contrast to bulk low-temperature superconductors, which are thermally unsta-
ble because of their small specific heat, bulk HTS materials are thermally stable
because of their larger specific heat, even for large sample sizes. Bulk YBCO
monoliths with high Jc at 77 K act as permanent magnets with high coercive fields
and remanent magnetic moments that can be employed for magnetic levitation.
If these are polycrystalline, then the presence of grain boundaries considerably
reduces Jc. In principle, the best way to avoid grain boundaries is to grow single
crystals. There have been various efforts to grow single crystals, from flux growth,
top-seeded solution growth [30], and the traveling-solvent floating-zone methods
[31], to mention only a few. An essential prerequisite is good knowledge of the
respective phase diagram. In the YBCO system, Figure 13.4 shows that the desired
YBCO phase (123) forms on cooling by a peritectic reaction between liquid and
Y2BaCuO5 (Y-211) (e.g. see Reference [32, p. 19]).

The single-crystal growth techniques yield large-volume monoliths that are de-
sirable for permanent-magnet applications, where the magnitude of the trapped

FIGURE 13.4. Pseudobinary phase diagram for the YBCO system [31].
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magnetic field is proportional to Jc and the volume of the monolith, but they are
tedious and slow. Different methodologies have been developed to fabricate large
monoliths. Melt-processing technologies have been found effective in increasing
Jc through a combination of grain alignment and controlled introduction of pinning
centers, such as precipitates, twins, stacking faults, or dislocations. In 1988, Jin et
al. [24] developed melt-texture growth (MTG) that reduced the number of grain-
boundary weak links. In this process, a sintered YBCO sample is partly melted
and then cooled in a temperature gradient. Later, many variations were made (see
summaries in Reference [32]) to try to avoid the disadvantages of MTG, which
are the nonuniform distribution of the Y-211 phase and its growth, which lead to
poor connectivity of the YBCO. One modification is the melt-powder melt-growth
(MPMG) process. An important precondition was the modification of the phase
distribution in the partly molten state before solidification. The microstructure of
the monoliths could be tailored by starting from precursor mixtures with a surplus
of Y-211 and adding Pt or CeO2, which served to refine the Y-211 particles in
the textured YBCO and thus to increase Jc. Figure 13.5 shows a typical example
of a large-current-carrying YBCO monolith intended for a flywheel application
[33]. This knowledge was expanded and applied to process ReBCO monoliths
with a single or mixture of rare earths. The key to success was learning to design
the microstructure in an optimal way, combined with improving the mechanical
properties. Large-grain ReBCO can now trap magnetic fields up to 17 T at 29 K
(Figure 13.6).

13.4 YBCO-Coated Conductors: Second-Generation
High-Temperature Superconductors

The three-dimensional grain alignment is even more difficult to achieve in thin
films of YBCO and ReBCO deposited on a tape substrate. This is the so-called
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coated conductor (CC) geometry, which is also known as the second-generation
conductor. Furthermore, because YBCO is brittle like the A-15 low-temperature
superconductors, fabricating a YBCO-CC requires a complex, composite archi-
tecture. Two approaches are employed to create three-dimensional texturing of
YBCO in long tapes (Figure 13.7).

To achieve the three-dimensional texture, YBCO films must be grown heteroepi-
taxially on a well-textured template. The difference between the two techniques
is how the template is textured. One technique uses thermo-mechanically textured
(TMT) metal substrates with an overlaying buffer architecture that acts as a diffu-
sion barrier and transfers the texture from the substrate to the YBCO film. The other
technique begins with an untextured polycrystalline Ni–Cr alloy or stainless steel
substrate, onto which is deposited a highly textured buffer film that is produced by
forced texturing, using ion-beam-assisted deposition (IBAD) or inclined-substrate
deposition (ISD). To avoid cracking or delaminating the YBCO layer, the thermal
expansion of the metallic substrate and YBCO must be matched.

13.4.1 Substrates

The TMT metal substrates must be thin (typically 50–100 μm), mechanically
strong, and highly (100) or cube textured, i.e. nontextured grains must be
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(a)

(b)

FIGURE 13.7. Architecture of CC made with (a) IBAD and ISD and (b) TMT (also known

as RABiTS) substrates.

completely eliminated. At first, Ni was widely used because of its ability to form
excellent cube texture after heavy cold-rolling and appropriate annealing and be-
cause of its excellent oxidation resistance [35]. This is sometimes referred to as
RABiTS, for rolling-assisted biaxially textured substrates [35]. However, Ni is
very soft, with a yield strength of only 40 MPa for a TMT tape, so it is difficult
to tape without damaging it. In addition, the ferromagnetism of Ni is undesir-
able for several applications in magnetic fields. The mechanical strength can be
increased by solid-solution and precipitate hardening. Ni–V, Ni–Cr, Ni–Mo and,
particularly, Ni–W alloys with up to 9 at.% W have been studied [36]. Higher yield
strength, up to 200 MPa, can be achieved by using thin (40, 80 μm) Ni4.5W/Ni15Cr
composite TMT tapes [37]. Alloying reduces or even eliminates ferromagnetism in
the substrate materials. TMT tapes that are thicker than 25 to 30 μm have excellent
in-plane and out-of-plane texture (e.g. see Reference [36]). Details about the grains
in the textured substrate, including the grain-size distribution and grain-boundary
misorientation distribution, are determined by electron backscattering diffraction
(e.g. see Reference [38]). The microstructure generally consists of equiaxed grains,
or sometimes elongated grains, which are made using special processing condi-
tions that are favorable for current percolation in the overlaying HTS material (see
Reference [39]).

In contrast, the IBAD (and ISD) substrates are untextured polycrystalline Ni-Cr
alloys (Hastelloy or Inconel) or Ni–Cr stainless steel tapes (of the ZFW Göttingen
and EHTS GmbH & Co. KG). They are nonmagnetic, mechanically strong (yield
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strength of 800 MPa), can be rolled down to thicknesses below 30 μm, and are
easily polished with very little surface roughness (e.g. see References [40, 241]).

13.4.2 Buffer-Layer Architectures

It was, and still is, a challenge to select an optimum combination of suitable buffer
layers that serve as the diffusion barrier and provide lattice matching and/or texture
transfer. Different families of buffer-layer materials have been used, including
fluorite-type (yttria-stabilized zirconia (YSZ) or CeO2), perovskite type (BaZrO3,
SrZrO3, SrTiO3, CaTiO3, Ca1–x Srx TiO3, LaAlO3, LaMnO3), and rock-salt type
(MgO, TiN).

Of these, YSZ and MgO are considered most suitable for forced texturing. Iijima
et al. [42] first successfully textured YSZ by an IBAD technology and then applied
it to long Hastelloy tapes [43]. Highly textured IBAD-YSZ has been deposited on
long Ni–Cr stainless steel tapes [44], with good in-plane texture (full width at half
maximum (FWHM) values <10◦ [45]) for typical buffer-layer thicknesses of up
to 1.5 μm. High-rate pulsed laser deposition (PLD) and e-beam deposition of the
CeO2 cap layer, onto which the YBCO is deposited, reduced the FWHM values
to <4◦ [45, 46]. Higher speed IBAD texturing of buffers was made possible by
switching to MgO, which is a rock-salt-type buffer. However, it requires a much
more complicated multilayer buffer architecture [47]. ISD inclines the sample
surface with respect to a single ion beam, whereas IBAD uses two ion beams, with
the assisting beam at an angle to the substrate. ISD can force texturing of MgO,
particularly when a homoepitaxial MgO film is deposited on the ISD MgO.

Interesting approaches that do not rely entirely on vacuum technologies have
recently appeared as possible low-cost alternatives for fabricating CCs. One of
these alternatives employs textured Ni or Ni alloy on which a NiO layer is grown
by controlled surface oxidation. This is called surface oxidation epitaxy (e.g. see
Reference [48]). The NiO layer is grown by a one- or two-step heat treatment. The
out-of-plane and in-plane FWHM values are 2◦ and 4–8◦ respectively [48]. The
template match required for the YBCO layers is achieved by subsequent deposi-
tion of BaZrO3, SrZrO3, or Ca1–x Srx TiO3 buffers. Chemical techniques, includ-
ing MOCVD (metal–organic chemical vapor deposition), MOD (metal–organic
deposition), and sol–gel techniques are being developed and used to deposit single
and multiple buffer-layer stacks on TMT and IBAD substrates. With careful selec-
tion of layer structure and chemistry (e.g. see References [49,50]), it is possible
to fulfill the requirements needed for a suitable buffer for the CC, i.e. small lattice
mismatch between the superconductor film and the metal substrate, high texture
quality, low chemical reactivity, and low oxygen, as well as cation diffusion to
protect the substrate from oxidation and the YBCO film from contamination.

13.4.3 YBCO Deposition

Substantial progress understanding YBCO materials, as well as in developing ap-
plications, became possible with improved thin-film deposition techniques. Several
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FIGURE 13.8. Coated conductor tapes produced by high-rate PLD on YSZ-buffered SS tapes

(40 m, 235 A/cm-width) from EHTS (right [52]) and by multiplume PLD (212 m, 245 A/cm-

width, Hastelloy/IBAD-Gd2Zr2O7/PLD-CeO2/multiplume PLD-YBCO) from SRL/ISTEC

(left [54]).

important developments are highlighted, in particular the physical deposition meth-
ods of PLD, reactive thermal coevaporation (TCE) and liquid-phase epitaxy (see
review in Reference [51]), as well as chemical methods, including MOCVD, MOD,
and sol–gel.

From the very beginning of work on YBCO CCs, PLD has been one of the most
reliable and reproducible techniques for processing high-performance YBCO. The
community has learned to control the vaporization of YBCO by the nanosecond
laser pulse and the deposition of YBCO on suitably heated substrates. High-rate
PLD of YBCO (EHTS and ZFW gGmbH, Germany) increased the integrated
(volume) deposition rate to technologically attractive values, while maintaining
a good overall in-plane texture of the YBCO. Up to 40 m of IBAD-YSZ CC
on stainless steel substrates can be routinely processed now [52] (Figures 13.8
and 13.9) with Ic values of 235 A/cm-width and a champion value of 494 A/cm-
width for short tape at 77 K. The tapes exhibit low AC losses and are very strain
tolerant. Recently, Yamada et al. [54] at ISTEC-SRL, Nagoya, achieved 245 A/cm-
width in a record 212 m long CC consisting of Hastelloy/IBAD-Gd2Zr2O7/PLD-
CeO2/multiplume PLD-YBCO.
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FIGURE 13.9. Ic as a function of length for CC tapes manufactured by using various pro-

cessing technologies (after Reference [53]).

Ic values greater than 1000 A/cm-width were achieved at Los Alamos National
Laboratory in multilayer YBCO films deposited on IBAD substrates [53]. CC tapes
10 m in length have been made with TCE, which is an alternative vacuum deposition
method. The conductor architecture was Hastelloy/ISD-MgO/homo-MgO/TCE-
YBCO and the YBCO had an in-plane texture of 8–9◦ and Ic of 200 A/cm-width
(end to end). Short-sample Jc was 2.5 MA/cm2 [53,55]. Liquid-phase epitaxy
is different from other film formation methods because the YBCO is deposited
from a high-temperature Y–Ba–Cu–O solution, similar to single crystal growth
using top-seeded solution growth [56]. High growth rates, up to 10 μm/min, can
be achieved, leading to thick films exceeding 10 μm. However, there are several
problems. The high temperature used to grow the film leads to films with few
defects that have low Jc. In addition, the buffer layer can dissolve in the solution,
which can contaminate the YBCO and reduce its Tc. Some of these disadvantages
can be circumvented by a hybrid liquid-phase epitaxy method, in which a high-rate
“liquid-assisted” growth of the epitaxial film occurs by diffusive transport of Y,
which can be supplied by a variety of methods, through a thin, liquid-flux layer
[57].

Chemical deposition of YBCO and ReBCO has only recently appeared as a
lower cost alternative for depositing YBCO. They are well established for pro-
ducing high-performance ceramics. They typically involve three processing steps:
deposition, pyrolysis and growth of YBCO, and oxygenation (e.g. see Reference
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[50]). In the first step, metal–organic precursor solutions, e.g. Y, Ba, and Cu tri-
fluoroacetates (TFAs), are deposited by spin coating, dip coating or slot-die coat-
ing on well-textured, suitably buffered substrates. The second step is pyrolysis
then growth of YBCO. This can be done in several stages. In the first stage of
the heat treatment, often called calcination, a homogeneous, nanocrystalline film
of oxides and fluorides (for the TFA process) is generated. In the second stage,
the calcined film is heated to 700 to 800 ◦C in a well-controlled atmosphere,
and the YBCO layer grows heteroexpitaxially on the buffer layer. In the third
step, the YBCO film is oxygenated to achieve the correct oxygen stoichiometry.
This TFA manufacturing technology is used by the American Superconductor
Corporation [58], where Ic values of 160 to 175 A/cm-width are achieved in
long Ni–W-RABiTS/Y2O3/YSZ/CeO2/TFA-MOD-YBCO neutral-axis tapes (see
Figure 13.9). The Institut de Ciència de Materials de Barcelona [52] also focuses its
efforts on chemical deposition of YBCO, in particular TFA-YBCO, on chemically
deposited buffer systems on TMT and IBAD substrates. A Jc ≥ 1 MA/cm2 has
been demonstrated on CCs with chemically deposited buffer and YBCO layers.

13.4.4 Conclusions and Prospects for Coated Conductors

Initially, CC production was based entirely on vacuum techniques, such as PLD and
thermal evaporation. Several groups worldwide have significantly enhanced the in-
ternational state of the art in this field (EHTS, ZFW gGmbH, LANL/MST-STC,
SRL/ISTEC, and Theva). Continuously and reproducibly producing cost-effective,
long CCs with the specifications required for specific applications remains the
central challenge. In recent years, the use of nonvacuum chemical deposition tech-
nologies (MOCVD, MOD, sol–gel) have appeared as promising alternatives for
low-cost and easily scalable production. This, however, requires a synergistic ap-
proach across many disciplines. One of the objectives is to achieve an all-chemical
production of CC tape.

13.5 Applications of (Bi,Pb)2Sr2Ca2Cu3O10 (2223) Wire

Ag-sheathed (Bi,Pb)2Sr2Ca2Cu3O10 (2223) wire, known as the first-generation
conductor, is more mature than CCs. It is commercially available in long lengths
from American Superconductor Corp. (AMSC), Sumitomo Electric Industries
(SEI), Innova Superconductor Technology, Inc., and European Advanced Super-
conductors (EAS). The vast majority of wire is manufactured by AMSC and SEI.
The standard size of wire is about 4 mm wide, 225 μm thick, and up to 1.5 km in
length. The critical current Ic in long wires is as high as ∼150 A. AMSC plans for
their CC to be a “form fit” replacement for 2223 wire in HTS applications.

2223 wire is used in many applications. AMSC sells current leads made from
2223 wire that reduce the heat leak along the current leads, lowering the cryogenic
operating expenses [59]. They have developed a dynamic synchronous condenser,
called a SuperVAR (for superconducting volt-ampere-reactive), to provide peak
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and dynamic reactive compensation to an electric power system [60]. The first sys-
tem is being tested by a utility company. AMSC has built a 5 MW ship propulsion
motor as a demonstration project for the US Navy [61], and Siemens made 2223
wire from EAS into a 4 MW generator for marine applications [62]. These latter
three rotating machines use 2223 wire in their rotor field winding.

There are several transmission-line projects built with 2223 wire that has been
made into cable. 2223 wire made by Innova is being used in a 30 m transmission
line installed in the Puji Substation in the China Southern Power Grid. SEI is
supplying 2223 wire made using their overpressure process, discussed below, for
the cable in a 350 m transmission line that is being installed between two Niagara
Mohawk substations in Albany, New York [63]. The plan calls for replacing a 30 m
section of the 2223 cable with YBCO CC cable made with SuperPower CC tape
in late 2006.

An advantage that CCs has over 2223 at 77 K is its better in-field Jc performance.
This can be further improved in CCs by creating pinning centers in the YBCO
grains with chemical additives [64]. In contrast, no effective pinning centers have
yet been created in 2223 with chemical additives [65]. Another advantage is that
CCs are potentially less expensive than 2223. The cost metric for commercial
superconducting wire is $/(kA m) ( /(kA m) in Europe). 2223 is expensive because
it has a lot of Ag in the sheath, whereas CC tape contains very little intrinsically
expensive material. As the performance of 2223 wire increases, i.e. as Ic increases,
its cost will continue to decrease.

13.6 The First High-Temperature Superconductivity Wires

Heine et al. [66] were the first to fabricate an HTS wire. They made the Ag-
sheathed wire with Bi2Sr2CaCu2O8 (2212) by using the oxide-powder-in-tube
(OPIT) method, which is described below. Their first wire was 35 cm long. Its
self-field Jc was 1.2 × 103 A/cm2 at 77 K and 5.5 × 104 A/cm2 at 4.2 K. It had
Jc of 1.4 × 104 A/cm2 at 4.2 K in 26 T, which was the highest Jc at 26 T reported
at the time. This showed that 2212 could be used in very high fields because of its
high Bc2 [67], a characteristic it shares with 2223 [68]. Ag-sheathed 2223 wire was
made shortly afterwards using the same basic OPIT processes, but with a different
heat treatment [69]. Today, Ag-sheathed 2212 and 2223 wires are still made with
the OPIT method. The process has become more refined over the years, and 2223
wires up to 1.5 km long have been made [70], but the basic processes to make the
wires are the same today as they were in the beginning.

The overall goal of OPIT processing is to form a wire in which the 2223 grains
are well aligned and connected together so that supercurrent can run from end
to end in the wire. The 2223 does not need the high degree of three-dimensional
alignment required for YBCO CCs. However, the 2223 grains should be aligned
so that the superconducting CuO2 planes, which are parallel to the a–b planes,
are as parallel as possible to the flat face of the tape. There are several models
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showing that this configuration maximizes a–b plane connectivity between grains
and minimizes c-axis current transport increases Jc [71–73].

The following portion of the chapter is written for those who are interested in
learning about the current technology for processing high-Jc 2223 wire. It does not
discuss 2212 wire, which is only useful below ∼20 K and is used to build very high-
field magnets. It is arranged following the steps in the OPIT process, beginning by
examining the powder and Ag that are used to make the green wire. It investigates
processing parameters used to convert the oxide powder to the superconducting
2223 phase in situ in the wire and then explores how the microstructure and phase
assemblage develop during the heat treatment and mechanical deformation steps
as the precursor oxides are converted into the fully reacted high-Jc 2223 wire.
Throughout, it mentions the processing choices that have been made to achieve
high Jc. It concludes by identifying areas where we believe additional study will
improve Jc even further.

13.7 The Oxide-Powder-in-Tube Process

In concept, making a 2223 wire is quite simple: one forms grains of the super-
conducting 2223 phase and connects them together so supercurrent can flow from
one end of the wire to the other. In practice, however, much more is involved in
the actual process. The superconducting phase (Bi,Pb)2Sr2Ca2Cu3Ox , which has
six chemical species, is difficult to synthesize, and so far no one has prepared
phase-pure 2223. This means that all 2223 wires contain a mixture of 2223 and
other phases. The OPIT technique, shown schematically in Figure 13.10, is the

FIGURE 13.10. Schematic diagram showing the steps used to make a Ag-sheathed OPIT

wire. The OPIT steps are (1) fill Ag tube with precursor powder, (2) mechanically fabricate

the green wire, (3) heat-treat 1 (HT1), (4) roll wire, and (5) heat-treat 2 (HT2). Adapted

from AMSC website.
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standard way to make Ag-sheathed 2223 wire. The OPIT steps are: (1) fill a tube
with precursor powder, (2) fabricate the green wire mechanically, (3) heat-treat
1 (HT1), (4) roll wire, and (5) heat-treat 2 (HT2). We begin by examining the
precursor powders that are used to form the green wire and the Ag sheath material.

13.7.1 Powder

As mentioned above, synthesizing the 2223 phase is challenging, particularly when
it is done in situ in the wire. In the late 1980s and 1990s, 2223 was made by about
every technique used to make ceramics. Some of these methods that can be used
to make large quantities of powder are solid-state reaction [74], decomposition
of dried aqueous solutions [75], freeze-drying [76], and aerosol-spray pyrolysis
[77]. A common characteristic of each of these synthesis techniques is that the
amount of 2223 phase can be controlled by changing the temperature T , time t ,
and oxygen partial pressure pO2 used in the reaction. The precursor powder made
by these different techniques can be reacted so that its 2223 content can vary from
almost entirely 2223 with a small amount of other phases, to having little or no
2223 in the oxide powders. It has been found that the highest Jc wires are made
using precursor powder that contains essentially no 2223.

The overall composition used for 2223 does not have the “ideal” 2:2:2:3 stoi-
chiometry and includes Pb that replaces part of the Bi [78]. Pb is used because it
was observed that it increases the amount of liquid that forms in the system, which
speeds up the formation of 2223 and does not affect its superconducting properties
[78]. Pb-free 2223 can be synthesized, but without the Pb the kinetics are much
slower [79].

Pb can be present in different phases in the precursor powder. This affects the
formation of 2223, as shown by Luo et al. [80]. They fixed the total amount of
Pb and used precursor mixtures with different amounts of Pb-doped 2212 and
Ca2PbO4. They found the best formation of 2223 and highest Jc when most of
the Pb was in the 2212 and only a small amount was in Ca2PbO4. Later work by
Jeremie et al. [81] showed that it is possible to change the Pb content reversibly
in Pb-doped 2212 by varying the temperature. This also changed the symmetry
of the 2212 phase from tetragonal with low Pb content to orthorhombic with high
Pb content. They also showed that having most of the Pb in the Pb-doped 2212
yielded 2223, which reacted fastest and was the most phase pure.

The predominant phase in the precursor powder is typically 2212. The other
phases depend on the overall “2223” stoichiometry and the T and pO2 used in the
reaction. Other phases that can be present with 2212 include CuO, (Sr,Ca)2CuO2

(2:1 alkaline earth cuprate (AEC)), (Sr,Ca)14Cu24Ox (14:24 AEC), Ca2PbO4, and
(Bi,Pb)3Sr2Ca2CuOx (3221) [82].

13.7.2 Ag Sheath

The precursor powder is packed into an Ag tube, which has been the sheath material
for all Bi-based wires beginning with Heine et al.’s. first 2212 wire [66]. It is not
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likely to be replaced by another material, because it has several properties that
make it the ideal sheath material. Ag does not oxidize and it is permeable to
oxygen, allowing oxygen to move into and out of the oxide core during the heat
treatment. During the heat treatments, the Ag sheath is the “crucible” in which
2223 forms. Although Ag lowers the temperature at which 2223 begins to melt
[83], it is not incorporated into the 2223 structure and does not affect its Tc [84].
2223 forms preferentially at the Ag–oxide interface at lower temperatures than in
the middle of the oxide core, and these 2223 grains align parallel to the smooth
Ag–oxide interface [85]. When the Ag-sheathed wire is used in superconducting
applications, the Ag sheath is a normal conductor that can carry the current if the
2223 goes normal.

In fully processed Ag-sheathed 2223 wire, a pure Ag sheath is very soft,
and the fully processed wire cannot withstand much stress before Ic degrades
(<85–100 MPa at room temperature, depending on the Ag fill factor [71]). Pure
Ag also has high electrical and thermal conductivity. To increase its strength, and
to reduce its conductivity, Ag has been alloyed with a variety of materials. The
majority of studies have been done with Au, Cu, Mg, Mn, and Pd [86]. Typically,
the Ag alloy begins as a solid solution, and the green wire is made with the alloy.
Solid-solution hardening gives a small increase in hardness. The main increase
in hardness occurs during the heat treatments, when oxygen diffuses into the Ag
sheath and reacts with the alloying element (Cu, Mg, and Mn) to form small oxide
particles that dispersion-harden the Ag. The Vickers hardness of Ag was reported
to increase from 33 kg/mm2 in pure Ag to 260 kg/mm2 in Ag with 5 at.% Mg that
had been heat-treated in O2 [86]. Au and Pd, which remain in solid solution in the
Ag because they do not oxidize, increase the electrical and thermal conductivity.
For instance, adding 11–15 at.% Au reduces the thermal conductivity at 77 K from
∼6 W/(cm K) for pure Ag to 0.6 W/(cm K) for the alloy [87]. This lower thermal
conductivity makes Ag(Au) sheath useful for current leads [88].

During the heat treatment, Cu from the 2223 core can diffuse into the Ag to
form an Ag–Cu solid solution that depletes the Cu content in the oxide core [89].
In addition, Cu from the 2223 core can diffuse through the Ag sheath and react
with oxides that the wire touches during thermal processing, or Cu from the 2223
core may react with the oxide particles that dispersion-harden the Ag, e.g. forming
(Mg,Cu)O in an Ag(Mg) sheath [90].

13.7.3 Mechanical Deformation to Form the Green Wire

The oxide-packed Ag tube is drawn as a round wire and then it is drawn into
a hexagonal shape. The hexagonal shape maximizes the packing density when
filaments are stacked in another Ag tube to form a multifilament billet. This is
drawn as a round wire and rolled to the final dimensions. The dimensions for
commercially available, fully processed 2223 wire are ∼4–4.5 mm wide and 200–
240 μm thick. The superconducting fraction in the wire ranges from ∼33–40%
of the cross-sectional area. The powder particle size, particularly the hard AECs,
must be small to maintain a smooth Ag–oxide interface when drawing and rolling
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the green wire. The drawing and rolling schedules have been developed to avoid
sausaging.

13.7.4 Heat Treatment 1 (HT1)

Varying T , t , pO2 during HT1 has an enormous effect on the reaction kinetics
and phase assemblage that forms during HT1. MacManus-Driscoll et al. [83]
determined the pO2–T stability range, subsolidus relations, and regions where
liquid forms for the 2223 phase in the presence of Ag. Work on reaction kinetics
as a function of pO2 showed that 2223 formed fastest when using 1/13 atm O2

[91], leading to the use of 0.075 or 0.08 atm O2. 2223 is also synthesized in air.
Luo et al. [82] investigated how pO2 affects the phase assemblage as 2223 forms
from the precursor powder. They found that CuO and 2:1 AEC are present using
0.075 atm O2, whereas 2:1 AEC and 14:24 AEC are present using 0.21 atm O2.
Baurceanu et al. [92] developed a method based on varying T and pO2 during
HT1 to break up the nonsuperconducting phases that form during HT1.

As described below, a small amount of liquid is vital for fast 2223 reaction kinet-
ics. Changing the pO2 used to synthesize 2223 changes the temperature at which
liquid forms in the system: increasing pO2 decreases the temperatures at which
liquid forms [93]. Holesinger et al. [94] used transmission electron microscopy
(TEM)–energy-dispersive X-ray spectrometry to determine the liquid composition
present when 2223 was forming. They reported that the composition of the liquid
did not vary much between 100 and 300 min at 827 ◦C. What happens to the liquid
as the wire is cooled from the reaction temperature is discussed in Section 13.7.6.

The temperature at which the reaction occurs determines the 2223 formation
mechanism and reaction rate. There is no liquid present at low temperature, so
2223 forms by solid-state reaction, which has very slow kinetics [95]. If very
high temperatures are used, then 2223 melts incongruently [96]; one could try
to make 2223 wires using melt processing, similar to how 2212 wires are made
[97]. Yamada et al. [98] investigated melt processing of 2223. They were able to
form some aligned 2223 from the melt in Ag-sheathed flat wire by adjusting the
temperature at which they began slow cooling and controlling the pO2. They did
not report Jc in their melt-processed wire. Melt processing of 2223 has not been
pursued. We see that solid-state reaction and melt processing are not optimum
methods to form 2223 wire.

The favored method is to use an intermediate temperature where only a small
amount of liquid forms in the system. The 2223 forms by a liquid-assisted reaction.
The presence of a small amount of liquid speeds up the kinetics [99]. Liquid-
assisted processing has been found to be the optimum method to make 2223: the
kinetics are faster than the solid-state reaction, and most of the precursor powder
can be converted into 2223. Having a small amount of liquid also helps form grains
that are connected together so they carry supercurrent. Commercial 2223 wire is
made using liquid-assisted processing. Aota et al. [93] found that 2223 formed
rapidly at ∼820 to 835 ◦C in 0.075 atm O2. The low side of this temperature
range was set by having enough liquid that the kinetics are fast, and the maximum
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temperature was set by not being so high that the nonsuperconducting phases
rapidly grew to large size. Liquid is needed in both HT1 and HT2, so the same
temperature range is used for both heat treatments.

The powder-melting characteristics are sensitive to the overall “2223” compo-
sition, the phase assemblage in the powder, the homogeneity of the mixture, and
pO2. We believe one of the key reasons for AMSC and SEI’s success with 2223
wire is that each company begins with a very reproducible precursor powder.

It was mentioned above that early work showed Jc was lower when starting
with fully converted 2223 precursor powder [99]. In a green wire made with fully
converted 2223, HT1 needs to connect the 2223 grains together. However, the
2223 grains do not sinter together well without a small amount of liquid in the
system. Starting with fully reacted 2223, very little liquid is present until the
2223 phase begins to melt, which requires higher temperatures than normally used
to form the 2223 and, in the worst case, can result in forming large grains of
nonsuperconducting phases. Even if the 2223 grains could be connected, the 2223
grains in the green wire are not aligned, and there is no mechanism that can align
the preexisting 2223 grains during the heat treatment.

As discussed below, liquid is also needed in HT2, so the precursor powder cannot
be fully converted to 2223 in HT1. Jiang et al. [100] found that ∼85% conversion
in HT1 gave the maximum Jc.

To understand what changes occur during the heat treatments and intermediate
rolling, Jiang et al. [100] investigated the microstructural, phase, and electromag-
netic properties of 2223 wire at various stages during the OPIT process. Figure
13.11 shows what samples were studied and lists the density, Jc, and irreversibility
field H∗ for the samples. For high Jc, the 2223 should be aligned with its a–b
plane parallel to the face of the flat wire. As 2223 forms during the heat treat-
ment, the 2223 that forms next to the Ag–oxide interface has the highest degree of
alignment, and the alignment decreases going into the center of the filament away
from the interface. The density decreases because pores form in the center of the
filaments as the randomly oriented 2223 grains grow. This decrease in density is
called retrograde densification [101].

Figure 13.11 shows that Jc is low after HT1. Unreacted precursor powder pre-
vents the 2223 grains from being fully connected together, and the porosity that
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FIGURE 13.11. Physical and superconducting properties of 2223 wire at different points in

the heat-treatment cycle [101]. The density of the green wire before HT1 was 5.6 g/cm3.
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causes the decrease in density also limits the 2223 connectivity. Increasing Jc

requires densifying the wire and finishing the conversion to 2223.

13.7.5 Rolling

It was recognized from the beginning that a series of heat treatments with a me-
chanical deformation between each heat treatment was needed to make a high-Jc

2223 wire [69]. The first work was done with short lengths of wire that were uniax-
ially pressed between each heat treatment. Pressing is not a viable manufacturing
process for long 2223 wire, so it was replaced by rolling. However, it was observed
that Jc of rolled wire was lower than that of pressed wire that was processed iden-
tically. Using magneto-optical imaging, Parrell et al. [102] showed that the major
difference between rolling and pressing was the direction of the cracks in the de-
formed wire. Pressing creates cracks that run parallel to the long axis of the wire.
They do not block the current as much as the cracks in rolled wire that run per-
pendicular to the long axis of the wire. They are very effective at blocking current.
Using TEM, Holesinger et al. [103] have observed breaks and c-axis cracks in
2223 grains after rolling. Figure 13.11 shows that rolling decreased Jc by more
than 80% owing to breaking of the 2223 grains [100]. The magneto-optical study
also showed that the deformation cracks did not fully heal in subsequent heat
treatments [102].

The deformation step has positive attributes that outweigh the negative aspect
of breaking the 2223 grains. At the macroscopic level, deformation densifies the
core, and at the microscopic level it breaks up and mixes grains in the oxide core
(see below). It was initially thought that rolling improved the 2223 alignment;
however, through-sample X-ray diffraction experiments showed that intermediate
rolling actually decreases the 2223 alignment texture [104], which is explained
below.

When one synthesizes a complex oxide by using a solid-state reaction (or a
liquid-assisted reaction), the mixture of starting materials is ground together,
pressed into a pellet, and fired, with these three steps being repeated until the
reaction goes to completion. In the OPIT process, rolling breaks up grains, ex-
posing new, unreacted surfaces, mixes the unreacted grains together, and brings
the powders in closer contact: rolling provides the in situ grinding, mixing, and
pressing needed for a successful solid-state (or liquid-assisted) reaction. This al-
lows more 2223 to form in HT2 and some, but not all, of the rolling cracks to heal
[105]. Holesinger et al. [103] have observed broken grains of 2212 and 2223 in
TEM images of samples after rolling.

Rolling is thus a balancing act between the beneficial effects that enhance the
formation of 2223 in HT2 and breaking the 2223 grains. Rolling can have another
negative effect. It can deform the smooth Ag–oxide interface, which decreases the
2223 alignment. This occurs because the AEC phases are smaller and harder than
in the 2212 and 2223 and, during rolling, penetrate further into the Ag than in the
2212 or 2223. This creates hillocks on the formerly smooth Ag–oxide interface
that misalign the 2223 at the Ag–oxide interface [103]. In the porous center of the
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filament, the randomly oriented, plate-like 2223 grains break into small pieces that
remain randomly oriented.

13.7.6 Heat Treatment 2 (HT2)

The main purposes of HT2 are to form additional 2223, heal rolling cracks and
to give 2223 the best superconducting properties possible. As mentioned above,
liquid is vital to form 2223 and heal cracks, so the maximum temperature in
HT2 is the same or slightly higher than in HT1. However, at the end of HT2, not
all of the 2212 is converted to 2223, and fully processed wire contains remnant
nonsuperconducting phases. As mentioned above, magneto-optical imaging shows
that HT2 does not heal all the cracks. Figure 13.11 shows that the density decreases
during HT2. This is a repeat of what happens in HT1, in which new, randomly
oriented 2223 grains form, creating pores that decrease the density [100]. Early
studies used many deformation and heating steps to form as much 2223 and increase
Jc as high as possible. Today, commercial 2223 wire manufacturers use two heat
treatments and one intermediate rolling step to maximize Jc while minimizing
processing costs.

Liquid that forms at the highest temperatures in HT2 is present in the wire
as it begins to cool. A through-sample neutron diffraction study showed that,
during cooling, the amount of 2223 remains constant whereas the amount of 2212
increases, presumably due to 2212 forming from liquid during cooling [106].

Jiang et al. [107] studied changes in Jc due to adding a postannealing step after
HT2. A broad definition of postannealing is any additional thermal processing
after the end of the main heat treatment in HT2. For a three-step HT2 consisting
of heating at 828 ◦C/36 h, then 822 ◦C/48 h, then 805 ◦C/24 h and cooling to
room temperature at 1.5 ◦C/min, Jiang et al. found that Jc (77 K self-field) was
25.4 kA/cm2 (note: the rest of the Jc data in Section 13.7 are for 77 K self-field).
When the sample was reheated for 24 h at 783 ◦C, which is below the temperature
at which 2223 rapidly forms, and cooled at 1.5 ◦C/min, Jc increased by ∼20% to
30.0 kA/cm2. Scanning electron microscopy (SEM) and X-ray diffraction showed
the 3221 phase had formed in the 783 ◦C sample. When the 783 ◦C sample was
reheated for 48 h at 822 ◦C (where 2223 could form), then cooled at 1.5 ◦C/min, Jc

decreased to 16.2 kA/cm2 and 3221 was gone. Studies by Yuan et al. [108] indicate
that the 3221 phase forms from the liquid that is present at 820–835 ◦C, where
2223 is formed. We believe that the increase in Jc at 783 ◦C is due to removing
liquid from the grain boundaries by forming 3221 and other crystalline phases,
which increases the 2223 connectivity. On reheating the 783 ◦C sample to 822 ◦C,
liquid forms from 3221 and other phases. After cooling at 1.5 ◦C/min from 822 ◦C,
Jc decreased by ∼50% because the liquid did not have time to form 3221 at this
fast cooling rate, so the liquid wets and blocks the grain boundaries. However, with
slower cooling (1 ◦C/h), 3221 was present after cooling from 820 ◦C to 780 ◦C
and Jc increased compared with that after 1.5 ◦C/min cooling [109]. These studies
show that the liquid that forms at the highest temperature in HT2 is present as the
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sample is cooled, and slow cooling can help convert the liquid to crystalline phases
and increase Jc.

In addition to forming 3221, 2212 also forms from the liquid. This was seen
in a through-sample neutron diffraction study [106] and was recently shown in
quenching studies by Nakao-Kametani and Osamura [110]. They determined the
amount of 2212 and other crystalline and amorphous phases from Rietveld refine-
ment of X-ray patterns of air-quenched samples. They cooled samples from 822 ◦C
to 800 ◦C, 790 ◦C, and 780 ◦C at cooling rates of 0.18 ◦C/min, 0.27 ◦C/min, and
0.35 ◦C/min respectively and then held for 46 h. At each final temperature they
found that the amount of 2212 had increased and liquid had decreased. Their study
showed that all the liquid was consumed after cooling and then holding at 780 ◦C.
This sample contained the most 2212 and 3221, and Jc had increased during cool-
ing to and holding at 780 ◦C. On cooling and holding at 790 and 800 ◦C, 2212
formed, but some of the liquid was still present. 2212 is considered in more detail
in Section 13.8.

After HT2, fully reacted, high-Jc wire still contains rolling cracks and porosity, in
addition to remnant oxides that have not converted to 2223. All these are current-
limiting mechanisms that reduce Jc. Rikel et al. [111] developed overpressure
(OP) processing, which is a variation of hot isostatic pressing, to eliminate pores
and cracks during HT2. This process is now used commercially by SEI and has
processed wire up to 1.5 km in length [70]. OP processing uses a flowing mixture
of inert gas and O2 to apply a high pressure (up to 300 atm in SEI’s system [70])
to the 2223 wire during HT2. The inert gas is insoluble in Ag, so it applies the
compressive stress that causes the pores to shrink and cracks to heal during the heat
treatment. O2 diffuses rapidly through the Ag, so the pO2 sets the thermodynamic
conditions needed to form 2223. By using OP processing, Yuan et al. [112] achieved
Jc = 30.8 kA/cm2 (77 K, 0.1 T), which was the highest 0.1 T Jc reported at that
time and an increase of 30% over a sample processed identically at 1 atm. They
used a total pressure of ∼150 atm with pO2 = 0.075 atm, which is the same pO2

used in their 1 atm studies. Hellstrom et al. have reviewed OP processing [113].
Yuan et al. [114] measured the density of monocore filaments that had undergone

OP processing during and after HT2. It had increased from ∼80% to >95% of
the theoretical density. This densification significantly improves the properties of
the 2223 wire. Figure 13.12 shows the microstructure of 1 atm and 150 atm OP-
processed 2223 wire. There is a striking improvement in microstructure of the OP
sample: it does not have the large pores and cracks that are present in the 1 atm
sample. Magneto-optical images showed that OP processing healed cracks from the
intermediate rolling [115]. In addition, their magneto-optical images showed that
the current flow was uniformly distributed across the entire filament cross-section,
rather than flowing only near the Ag interface, as it does in the 1 atm samples.
Further, local Jc calculated from magneto-optical current reconstruction (MOCR)
showed small, local regions with Jc as high as ∼300 kA/cm2 in the OP samples
compared with small, local regions with Jc as high as ∼200 kA/cm2 in 1 atm
samples. The improved microstructure also increases the mechanical properties of
OP-processed wire. SEI reported that OP processing increased the tensile strength
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FIGURE 13.12. SEM micrograph of filaments in 2223 wire that was heat-treated (a) entirely

in 1 atm total pressure and (b) with OP processing using 148 atm total pressure in the final

heating step.

from 85–100 MPa for 1 atm samples to 155–205 MPa for OP samples (measured
at room temperature) [70]. The high and low values are for wires with two different
Ag fill factors. Figure 13.13 shows Jc in OP- and 1-atm-processed wires.

The microstructure of the OP sample in Figure 13.12b appears to be more
homogeneous and better aligned and to have fewer second phases than the 1 atm
sample (Figure 13.12a). With this significant improvement in microstructure, one
wonders why Jc increased by only ∼30%. We believe that higher magnification
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[116].

SEM images show part of the answer: the OP samples still contain cracks, pores,
and nonsuperconducting phases; they are just much smaller than in the 1 atm
sample. Figure 13.12b shows light gray streaks that run parallel to the 2223 grains
in the OP microstructure. These are 2212 grains that can limit the supercurrent. We
believe that all these defects need to be eliminated, or at least reduced, to increase
the overall Jc in the wire to the locally high Jc values (∼300 kA/cm2) determined
from MOCR.

13.8 Future Work

We believe there are two broad areas where further research will improve Jc. These
are related to improvements in the microstructure and improving flux pinning. We
focus on improvements in microstructure first. Fully processed 2223 wire contains
phases other than 2212 because of incomplete conversion to 2223 and lack of
knowledge of the exact composition of the one-phase region for 2223. It may
never be possible to eliminate all the extraneous phases in 2223 wire, so the best
strategy is to concentrate on reducing those that are most harmful to current flow.
We believe the most harmful are 2212 and remnant liquid. We will begin with
2212. It has a variable Tc that can range from ∼90 K to below 70 K, and it can
be present in three distinct forms in the wires: as half-cell intergrowths within
the 2223 grains, as discrete 2212 grains in 2223 colonies, and as discrete grains
outside the 2223 colonies [94]. We believe that the 2212 grains within the colonies
are most detrimental to Jc. These 2212 grains are sandwiched between two 2223
grains, and the c-axes of all three grains are aligned in the same direction. At
77 K, supercurrent that flows in the c direction in 2223 colonies is hindered by
these 2212 grains, which have lower Tc and lower Jc than the surrounding 2223
[71–73,117]. The 2212 half-cell intergrowths in the 2223 grains can also block
current flow in the c direction. However, the half-cells are thin and may be less
of an impediment to supercurrent because the system can proximity couple across
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the half cell. The discrete 2212 grains outside the 2223 colonies have the smallest
effect on the current because they, like the other crystalline phases, block only a
small fraction of the cross-section.

It may be possible to reduce the 2212 by changing the thermo-mechanical
processing of existing 2223 wires. However, much work has been done optimizing
the thermo-mechanical processing of these commercial wires, so it is unlikely that
new processing schemes will be developed that will simultaneously decrease the
2212 content and increase Jc. However, 2212 SQUID index measurements [112],
which measure the relative amount of 2212 in a sample, show that OP processing
decreases the 2212 content relative to samples with identical 1 atm processing.
This has also been reported by SEI [70]. We do not know how OP reduces the
amount of 2212.

Changing the overall 2223 composition used for the wire may reduce the amount
of 2212 in fully processed wire. This will most probably also require changes in
the thermal processing. Finding a new composition and developing a processing
schedule that increase Jc will probably require a major research effort.

Additional OP processing studies are needed to understand how to further re-
duce or eliminate the remaining pores and cracks. This will increase the 2223
connectivity and should increase Jc. This can be done with existing 2223 wire,
and it may be the most productive way to increase Jc.

Further study is needed to understand the liquid that is present when 2223 forms,
from what phases it forms, and to what it converts on cooling. The goal is to have
liquid present to form 2223 and to remove all the liquid on cooling. We believe
that we want the liquid to convert to a phase assemblage on cooling that does not
include 2212.

Adding flux-pinning centers is markedly different in 2223 and YBCO. Pinning
centers can be introduced by chemical means in YBCO [64]; no chemical additions
or substitutions have created effective pinning centers in 2223 [65]. The only truly
effective pinning centers in 2223 are damage tracks from ion irradiation or nuclear
decay (e.g. see Reference [65] and references cited therein), which are not practical
for commercial 2223 wire. New doping studies on 2223 that focus on measuring
the irreversibility field in addition to Jc and Tc are needed to see whether there are
any overlooked chemical dopants or additives that may increase flux pinning in
2223.

Recent work by Yuan [116] using through-process, oil-quenched samples
showed that Jc increased by more than a factor of two during the last few hours
of HT2 as the sample was cooled to room temperature. It is surprising that, after
∼100 h of thermal processing, the last few hours of the heat treatment while the
sample is cooling have such a profound effect on Jc. SEM studies show that the
microstructure does not change significantly during cooling, other than the grains
of 3221 that form during the postannealing. MOCR indicates a small increase in Jc

due to increasing connectivity as the liquid is converted to 3221. However, MOCR
shows a larger increase in Jc due to increasing flux pinning during cooling [118].
We believe this flux pinning is due to the 2223 and 2212 picking up oxygen as
the wire cools. This increases Tc of the 2223 and decreases Tc of the 2212 while
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simultaneously increasing the Kramer irreversibility field [116]. Understanding
the relevant pinning mechanism and pinning centers, along with details of how
the oxygen stoichiometry and associated 2223 defect chemistry change during
cooling, is a fertile research area that will further increase Jc.

13.9 Summary

The development of YBCO-CCs that carry high current is advancing rapidly. This
requires the YBCO material to be deposited with three-dimensional alignment, so
the supercurrent can flow from one grain to the next along the length of the wire.
New processing advances and advanced understanding of the materials science of
YBCO-CCs promise to improve their performance and decrease their cost.

Ag-sheathed 2223 wire is currently the most developed HTS conductor. Al-
though it is chemically more complicated than YBCO, it is easier to process. In
this chapter we outlined research areas we believe will lead to increases in the
current-carrying capacity of 2223 wire and will decrease its cost.

In the long run, we expect that Ag-sheathed 2223 and YBCO-CCs will coexist
in the market.
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Abstract

First-generation strategies of cryopreservation developed in the mid 1950s focused
on the maintenance of structural integrity of cells through inclusion of penetrat-
ing cryoprotectants and management of ice and chemo-osmotic perturbations.
There is now an increasing body of evidence suggesting that elevated levels of
cryoprotective agents impact and alter the cellular proteome, genome, and frag-
mentome. Accordingly, second-generation cryopreservation strategies consider a
combination of first-generation principles with new concepts in preservation solu-
tion design that reduce the effects of preservation-induced oxidative stresses. This
chapter provides the background for this change in strategies.

14.1 Introduction

The field of biopreservation has and continues to experience rapid expansion,
due in part to the growing interest and successes in the areas of personalized
medicine, drug discovery, and biosensors development [1]. Even after a half century
of research focused on improving cryopreservation, preservation problems exist.
Lane [2], while discussing the future of cryopreservation, noted that “Few scientific
problems have proved as intractable as cryopreservation” and that, “. . . cryobiology
has been straitjacketed by its need to conform to the intractable laws of biophysics.
For all its successes, cryobiology has been stuck in a rut.” Further, Mazur [3]
concluded that “The problem today is that applying basic principles of biophysics
simply cannot solve many of the remaining challenges in cryobiology.” Others have
commented similarly [4–6]. The story of cryopreservation and future successes
must now add a focus on cellular stress response.

With expanded applications, new demands are being placed on the preservation
sciences to provide methodologies that facilitate retention of high degrees of cell
viability and function in specialized cell systems, including stem cells, umbili-
cal cord blood cells, engineered cells and tissues. These emerging demands have
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pushed traditional approaches and guiding parameters in the preservation sciences
to a limit [2]. As a result, cryopreservation research focus has now shifted into the
areas of cell and molecular biology to drive scientific, technological, and method-
ological development [7]. These efforts have led to a series of discoveries over the
last 5 years focused on the molecular responses of cells to low temperature and has
resulted in a paradigm shift aimed at developing improved preservation processes.

The underlying discovery guiding this change of focus has been the discovery of
the activation of apoptosis during and following preservation [8]. In 1998, Baust
et al. [9] first reported on the involvement of apoptosis as a mechanism of cell
death contributing to cryopreservation failure. Subsequent to that report, a number
of publications have appeared focusing on the phenomena of cryopreservation-
induced apoptosis and molecular-based cell death following cryopreservation
[10–21].

This chapter is focused on these new approaches to biopreservation with an
emphasis on molecular-based modes of cryopreservation failure. In addition, dis-
cussion on how controlling these factors has and will continue to lead to improved
cryopreservation, as well as hypothermic storage outcome, is provided.

14.1.1 Biopreservation

Efforts to improve the effectiveness of long-tried and often unsuccessful preserva-
tion methods for biological materials which rely on low temperatures have led to
the development of a new scientific specialty: biopreservation. Most efforts to sus-
tain living biologics in a dormant state yielding “real time on demand” reanimation
rely primarily on either hypothermic (refrigerated) storage or frozen preservation
[22].

Hypothermic storage utilizes temperatures in the range of 0 to ∼32 ◦C, but
more typically 0 to 10 ◦C. Scientific advances within the hypothermic storage field
have centered primarily on improving tissue and organ preservation in support
of transplantation. The detail of dependent mechanistic factors typically relate to
ion balance, buffering capacity, free-radical scavenging, oncotic support, and the
provision of nutrients [23–25]. The scientific investigation aimed at improving
cryopreservation, defined as the maintenance of biologics at temperatures below
–80 ◦C and typically below –140 ◦C, has primarily focused on the control of
osmotic fluxes and ice formation to improve outcome [26]. This focus contributed
to the development of the “two-factor hypothesis” and associated methods relating
survival of cells in solution to a dependence on the rate of cooling of the system.
Suboptimal cooling rates (too slow) cause cells to be exposed to prolonged toxic
conditions, especially in the presence of molar concentrations of cryoprotective
agents, such as dimethyl sulfoxide (DMSO) or glycerol. The “solution effects”
that result are considered lethal, a widely accepted supposition that originated
from Lovelock’s classic demonstration of the relationship between red blood cell
(RBC) death and sodium chloride concentration [27]. On the other hand, cooling
at supra-optimal rates (too fast) does not allow for adequate cellular dehydration
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(reduced intracellular levels of freezable water), thereby increasing the probability
of lethal intracellular ice formation [26, 27].

The relative isolation of the cryopreservation sciences (processes) from the
cellular-based fundamentals garnered from organ-based hypothermic storage re-
search is notable. Specifically, there has been an isolation of analysis between
physical parameters associated with the water-to-ice phase change (i.e. freezing
events) during the preservation process [27] from an understanding of a chill–freeze
continuum that exists. This isolation has contributed to a failure to recognize that
the hypothermic continuum impacts survival [1]. Today, many of the limitations
faced in efforts to recover higher percentages of normally functioning cells upon
removal from cryogenic storage can be linked to this disciplinary disconnect. An
underlying premise of the hypothermic continuum is that it is essential to recognize
that, despite the presence of extracellular ice, cells that are structurally preserved
(avoid intracellular ice formation) remain in a state of deepening hypothermia
until vitrification (Tg) of both the preservation solution and intracellular milieu.
It is also important to recognize that as cooling progresses below the nucleation
temperature, solute levels continue to rise due to freeze concentration [3]. Finally,
cell function, even though suppressed, will not cease until the intracellular glass
transition Tg temperature is reached [28].

The isolation of thought and approach within low-temperature research has cre-
ated a series of intellectual subdisciplinary cul-de-sacs [2]. Modern concepts in
biopreservation incorporate relevant interdisciplinary foci, including engineering
and cellular and molecular biology (i.e. cell signaling, genomics, proteomics, and
metabolomics) in combination with the fundamental principles of cryobiology.
Importantly, biopreservation requires the simultaneous management of numerous
lethal stressors to obtain normal recovery of cellular systems throughout the di-
versity of fields including cell-based therapies, reproduction (animal and human),
cell and tissue banking (clinical and environmental), drug discovery, organ preser-
vation, etc. [29].

14.1.2 The Hypothermic Continuum

Nearly all biopreservation procedures in mammalian systems begin with reduc-
ing the temperature to, most commonly, 10 to 0 ◦C. The flow of heat from the
sample (cooling) institutes a change in energy state causing a reduction in chem-
ical reactions resulting in the uncoupling and shunting of biochemical reactions.
This reduction in available kinetic energy and disruption of metabolism results
in the depletion of adenylates due to the cessation of aerobic production of ATP,
which further leads to an interference with membrane-dependent transport [30],
especially calcium [31, 32], potassium, and sodium [32, 33].

With cooling, the cell and organelle membrane lipid domains undergo a series of
phase changes. These phase changes reflect the fluidity changes in the membrane,
the transition from the liquid-crystalline state to the gel state [34, 35], indicated by
discontinuities in Arrhenius plots [34–37]. These changes result in a “leaky” mem-
brane, thereby contributing to ionic imbalances, leakage of activated lysosomal and
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lipoprotein hydrolases [38, 39], activation of calcium-dependent phospholipases
[40–42], and the release of free fatty acids [43]. These membrane-related events
can cause changes at the mitochondrial domain such that, when coupled with an
alteration in the bcl-2:bax (anti- and pro-apoptotic) proteins, cytochrome c release
and activation of the apoptotic cascade may result [7, 44–47]. Concomitantly, there
is also the disruption of the cellular cytoskelatal matrix, including changes in actin
and tubulin arrangements [48–50].

The detrimental events associated with the hypothermic continuum occur with
minor changes in the kinetic energy levels of the cell. Q10, a measure representing
an average of the total change in metabolism, approximates a 50% change in
oxygen consumption (metabolism) in mammalian systems for each 10 ◦C change
in temperature [35, 51, 52]. For example, the oxygen consumption of a cell at 5 ◦C is
reduced to ∼10% versus 100% at 37 ◦C [53–55]. Q10 does not reflect the response
of individual reactions, but an average of enzymatic processes; therefore, it is
indicative of shifts in metabolic pathways [34–37, 56]. The impact of hypothermia
is global at the cellular level [57]. The nature of the oxidative stressors experienced
at the cellular level in the cold, including the generation of free radicals, results in
the activation of multiple routes of cell death.

14.2 Cryopreservation

Cryopreservation protocols extend through the hypothermic continuum, reaching
equilibrium in the glassy (vitrified) state. The addition of cryoprotective com-
pounds often includes a diversity of penetrating and nonpenetrating agents con-
tained within an isotonic cell culture or buffered electrolyte media [19].

Following the addition of and incubation in the cryoprotective cocktail, cooling
is extended at a given rate (1 ◦C/min is typical for many mammalian cells). A
seeding step is included in the –2 to –6 ◦C range to prevent excessive undercooling
(supercooling) of the cell and the cryopreservation cocktail. Seeding supports the
gradual growth of extracellular ice, allowing for the efflux of water from the cell,
which results in cell shrinkage and the maintenance of the freeze concentration
equilibrium of solutes across the cell membrane [58]. This freeze concentration
reduces the availability of freezable water in a cell while moving the intracellular
viscosity toward Tg. When cooling rates are too rapid, cells remain too hydrated,
resulting in the increased probability of lethal intracellular ice formation. When
cooling is supra-optimal (too fast), intracellular ice may form, causing cells to
rupture upon thawing or to have an increased probability of undergoing early
stage (within a few hours) cellular necrosis [12, 18, 59]. With too slow cooling,
it has been hypothesized that the extended exposure to the multimolar freeze-
concentrated solutes results in toxic solution effects [26, 60, 61]. Mazur [3] has
provided elegant descriptions of the breadth of physicochemical changes that occur
during cryopreservation.

As temperature passes below the equilibrium freezing (melting) point of the
preservation medium, controlled, slow cooling rates are typically utilized to
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lower the sample temperature to –40 to –80 ◦C followed by transfer to ultra
low-temperature storage (i.e. liquid nitrogen immersion, liquid nitrogen vapor
phase, or <–135 ◦C mechanical storage). This temperature range is ideal, because
it falls below the reported glass transition temperatures Tg of pure water [62].
Further, the Tg for cryoprotective mixtures varies substantially and has been re-
ported to be in the –115 to –90 ◦C range. Below Tg, system viscosity increases
exponentially, so that there is a cessation of all measurable molecular translational
motion. Accordingly, the moment of diffusion (diffusion distance equivalent to one
molecular diameter) increases from less than a microsecond to decades, hence the
presumption that molecular interactions (i.e. metabolism) are impossible during
the sub-Tg storage interval [63]. With the cell’s transition through Tg, the hypother-
mic continuum effectively halts. Prior to reaching Tg, chemical reactivity continues
at reduced rates, yielding the potential for sustained free-radical and other types
of damage. It is for this reason that long-term storage at −80 ◦C (≥6–12 months)
is ill advised, even for biological material such as serum, macromolecules, etc.

Thawing of a cryopreserved sample is typically accomplished in a rapid manner
by placing the sample (cryovial) in a 37–40 ◦C bath, agitating the vial until sample
ice melts, and then diluting the cryoprotectant cocktail with cell culture media in
a single step or a multiple stepwise dilution process.

14.2.1 Current Status: Traditional Approaches
to Cryopreservation

Glycerol was first reported to have cryoprotective function in avian spermatozoa
[64] and human erythrocytes (RBCs) [65], leading to the birth of mammalian
cryopreservation in the late 1940s. Within the next decade, the discovery that
the addition of DMSO to the cryopreservation cocktail yielded enhanced survival
resulted in noticeable growth of cryopreservation applications [66]. With initial
cryopreservation efforts focused on two highly differentiated cellular products
(RBCs and spermatozoa) with fixed post-differentiation life spans, the full spec-
trum of the impacts of preservation stress on the complex biology of typical cells
was obscured. Given their fully differentiated terminal state, these systems do not
serve as adequate cellular models for the spectrum of molecular-based events asso-
ciated with post-thaw, cryopreservation-induced delayed-onset cell death, thereby
masking the full extent of cryopreservation-induced lethal effects. When one con-
siders a listing of stress factors associated with cryopreservation, a relatively clear
picture of the critical involvement played by the cell’s biology in responding to a
cryopreservation regime emerges. This emergent scenario necessitates a second-
generation preservation paradigm focused on improved preservation outcomes.

14.3 Understanding Cell Death

14.3.1 Molecular-Based Cellular Response to Preservation

As described previously, the field of biopreservation is experiencing rapid expan-
sion [1] due to new fields of interest and the successes in the areas of personalized
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medicine and drug discovery. With expanded applications, new demands have
pushed the preservation sciences to a limit [2]. As a result, several preservation
groups have adopted an alternate approach that combines the disciplines of cell
and molecular biology with cryobiology in search of continued scientific, tech-
nological, and methodological improvements [7]. This shift has resulted in recent
discoveries related to the molecular response of cells during and following the
preservation processes. Accordingly, a scientific paradigm shift, leading to new
approaches designed to improve preservation, has occurred. This paradigm shift
began in 1998 when Baust et al. [9] identified apoptosis, in addition to necrosis
and ice rupture, as a distinct mechanism of cell death contributing to cryopreser-
vation failure. Since that time, studies have shown that cryopreservation-induced
apoptosis and molecular-based cell responses play a significant role in cell death
following cryopreservation outcomes [10–21].

14.3.2 Modes of Cell Death

Multiple modes of cell death which occur many hours to days post-thaw [7, 19] are
now recognized in association with cryopreservation failure. We have previously
discussed the preservation process emphasizing the importance of the effect of a
cell’s response to the cold [7, 8]... The control of a cell’s response to low temper-
ature requires reducing the level of stress experienced during the cooling process.
In general, an increase in cellular stress results in the activation of apoptotic and
necrotic cascades leading to increased cell death. Management of this stress re-
sponse, and, therefore, the multiple paths of cell death (ice rupture, necrosis, and
apoptosis), is now believed to play a critical role in preservation efficacy.

14.3.3 Physical Events Leading to Cell Death

Ice-related cell destruction is the most commonly noted form of cell death asso-
ciated with suboptimal cryopreservation. Scientists have dedicated careers to an
understanding of the control and prevention of ice-related cell rupture since the late
1940s, when Polge et al. [64] published on the use of glycerol as a cryoprotective
agent. Following this lead, numerous studies have been devoted to preventing intra-
cellular ice formation to improve cryopreservation outcome [12, 66–72]. Studies
on compounds that influence ice formation/growth by reducing levels of freez-
able water within a cell have extended our understanding of the cryopreservation
process. Now, with the use of agents such as glycerol, DMSO, propanediol, etc.,
the effective control and prevention of intracellular ice formation is commonplace
[66, 73–80]. It is this focus that has played a critical role in the advancement of
cryopreservation over the last 50 years. Ironically, it is also this focus which has
led to “cryobiology . . . (being). . . stuck in a rut” [2].

14.3.4 Necrosis: Pathological Cell Death

While ice-related rupture has been the primary focus of most cryobiologists,
necrotic cell death has also been observed in numerous cases of cryopreservation
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failure [8, 81, 82]. Necrosis is an energy-independent form of cell death charac-
terized by the swelling of a cell and its constituent organelles, loss of membrane
integrity, lysosomal rupture, random DNA fragmentation by endonucleases and
ultimately cell lysis [83–86]. As a result of cell rupture and the associated release
of cytokines, there is typically an activation of an immune and inflammatory re-
sponses in vivo [83, 84, 86]. The progression of necrosis often occurs rapidly in
a matter of minutes to hours. Induction is typically seen in a response to severe
cellular stress and results in the activation of detrimental intracellular signaling
cascades. Necrotic cell death has been reported to be activated by stressors such as
ischemia, osmotic shock, severe thermal stress, ionic disregulation, toxic agents,
etc. Interestingly, many of these necrotic activating stressors are also involved in
or associated with hypothermic storage and cryopreservation.

14.3.5 Apoptosis: Gene-Regulated Cell Death

Programmed cell death, or apoptosis, is integrally involved in the homeostatic
maintenance of cell number [87]. Developmental apoptosis plays a role in neuronal
innervation of muscles and the deletion of excess cells (tissue sculpting), such as
the webbing between a human’s fingers and toes, etc. [87–89]. Kerr [85] coined
the term ‘apoptosis’ when referring to cells undergoing a natural form of cell death
that he described as ‘shrinking necrosis’. Kerr’s work quickly led to a distinct field
of investigation dedicated to unraveling apoptosis and the associated processes
(genes, proteins, cascades, time course, and related morphological characteristics)
[87, 89–95].

These studies revealed that apoptosis is a highly conserved (evolutionary) set
of cellular processes among complex multicellular organisms [96–98]. Apoptosis
is energy dependent, characterized by the activation of specific intracellular pro-
teases, cellular shrinking, maintenance of cell membrane integrity, phospholipid
inversion, nonrandom DNA cleavage into 180 kDa fragments, and the formation of
membrane blebs (apoptotic bodies). Apoptosis is typically an in vivo inflammation-
free process that does not activate an immediate immune response, in contrast to
necrosis.

Three specific stages of progression can be used to define apoptosis: initiation,
execution, and termination. Each stage is represented by a complex series of events
ultimately leading to cell death. ATP is required throughout the process. If ATP is
unavailable, then the apoptotic progression ends and has been reported to shunt to
a necrotic cell death pathway [99], often termed secondary necrosis [19, 29].

14.3.6 Induction of Apoptosis

Apoptosis can be initiated by any number of stresses (i.e. radiation, cytotoxic
agents, nutrient deprivation, anoxia, growth factor withdrawal, temperature, excess
or diminished gene product, etc.) [8, 12, 15, 94, 100–104]. Following induction at
the organelle level (i.e. membrane, mitochondria, nucleus), the apoptotic cascade
proceeds and may include, but is not limited to, caspase activation, mitochondrial
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release of cytochrome c, cell cycle arrest, lipid translocation (externalization of
phosphotidyl serine), alterations in gene expression, etc. [87, 93, 105–108]. This
full sequence of events leads the cell through the execution stage into the ter-
mination stage, where DNA is cleaved by endonucleases into ordered fragments
followed by the formation of membrane blebs, apoptotic bodies, and the complete
systematic disassembly of the cell. Initiation of apoptotic cascades typically occurs
at one of three primary locations within a cell: the cell membrane, mitochondria,
or nucleus [9, 15, 97, 106, 109]. Despite the often distinct initiating organelle, a
series of feedback, amplification, and biochemical cross-talk signaling loops are
typically activated, resulting in the potentiation of the apoptotic signal through
multiple pathways [103, 110]. This complex process is believed to have evolved
as a form of biochemical redundancy to assure ordered cell death. It is this feature
that makes apoptotic control in cryopreservation difficult, as will be discussed in
Section 14.5.1 [19].

14.3.7 Transitional Cell Death

Molecular-based cell death is typically thought to proceed through either an apop-
totic or necrotic pathway. Apoptosis has been viewed as a “true organized molecular
response,” with necrosis considered “to involve random molecular events” at the
intracellular signaling level. While traditionally accurate, the scientific view of the
cell death landscape has evolved substantially over the past few years to suggest
that classical apoptosis and necrosis represent more extremes on a continuum of
molecular-based cell death, rather than two discontinuous processes. Apoptosis is
now considered to be a mode of cell death that can present itself in many forms.
Bras et al. [111] suggest that there are three types of apoptosis: (a) Type I, the
conventional view of apoptosis, not involving lysosomes, but relying on caspase
activation (presently, over a dozen caspases are recognized, many of which are
linked in the apoptotic cascade [112, 113]); (b) Type II, by contrast, is character-
ized by lysosomal-linked autophagocytosis,; (c) Type III, lysosomal-independent,
necrosis-like apoptosis, characterized by swelling of intracellular organelles. It is
now thought in many cases of cell death that a cell’s commitment to death causes
an apoptotic response to be activated and proceed to the point of cellular execu-
tion (Type I classical apoptosis) or to a point where the stress becomes too great
or energy reserves (ATP levels) too low for continuation. Once either extreme is
reached, the cell has committed to death and shunts from apoptosis to necrosis for
the completion of the death process (secondary necrosis) [29, 99, 114, 115]. Leist
et al. [99] first reported on the ability of cells to switch from apoptotic to necrotic
cell death and back again. In that study, cellular apoptosis was initiated, energy was
depleted, and cell death shifted to necrosis. When energy substrates were added
back to the system, cell death characteristics reverted back to apoptotic, but only
to a point following which this reversal was no longer possible.

Transitional cell death has been demonstrated in a number of subsequent stud-
ies, including some in cryopreservation, and has provided a basis for the cell
death continuum concept emphasized here. Common stressors, such as nutrient
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deprivation, DNA damage, cytokine exposure, cytotoxic agents, oxygen depriva-
tion, ionic imbalance, etc., have been shown to result in the activation of both
apoptosis and necrosis in a multiplicity of cell systems. The determination of
apoptotic or necrotic activation is believed to be based on the relative degree of the
stress experienced by the cell. The transitional nature of the cell death pathways in
response to similar stressors creates a difficult environment to characterize. This
is especially true as it applies to situations where multiple stressors are involved,
such as cryopreservation and hypothermic preservation.

14.4 Molecular-Based Cryopreservation-Induced Cell Death

Upon review of the stresses associated with cryopreservation, it seems intuitive that
apoptotic processes would be involved. For example, Jurisicova et al. [116] reported
on observations of programmed cell death (PCD; apoptosis) of pre-implanted hu-
man embryos following cryopreservation. In that study, it was stated that “the PCD
was due to either natural incidence of lethal chromosomes in the human population
or the in vitro fertilization and culture conditions.” Borderie and Laroche [117]
next reported on the observation of discrepancy in human keratinocyte survival
(20–54%) evident by differences obtained through trypan blue and flow cytometry
analysis following –80◦C storage. It was further noted that there was a popula-
tion of apoptotic cells at 24 h post-thaw. In 1998, a first report directly linking
apoptosis to cryopreservation failure was put forth [9]. Analysis of the DNA frag-
mentation patterns (180–200 bp DNA fragment bands) demonstrated that apoptosis
occurred post-thaw. The electrophoretic-based DNA characteristics of apoptotic
(DNA banding or ladder) and necrotic (DNA smear) cell death were not completely
detectable until many hours to days post-thaw. This evidence further suggested a
significant temporal component to cell death following cryopreservation. Since
that report, there have been many studies focused on apoptotic involvement in
cryopreservation failure [8, 11, 12, 14, 18, 21, 118–125].

14.4.1 Apoptosis in Cryopreservation

Apoptosis following cryopreservation has been documented in a wide variety of
cellular systems, including cord blood cells, fibroblasts, hepatocytes, peripheral
blood, mononuclear cells, oocytes, ovarian tissue, renal cells, spermatozoa, vas-
cular tissue, etc. [10, 12, 16, 19, 21, 121, 124, 126]. Fowke et al. [81] and Baust
et al. [8] separately reported in 2000 on apoptosis following cryopreservation in
peripheral blood mononuclear cells (PBMCs) and renal cells respectively. In 2001,
Fu et al. [10] and Yagi et al. [11] reported on the involvement of apoptosis in hep-
atocytes following cryopreservation. Schuurhuis et al. [126], Lund et al. [127] and
Baust et al. [124] have further documented apoptosis in PBMCs following thawing.
Reports such as these continue to solidify the foundation of molecular-based cell
death following cryopreservation as a universal phenomenon influencing outcome.
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14.4.2 Cryopreservation-Induced Delayed-Onset Cell Death

A review of the literature on cell death associated with cryopreservation allows
one to conclude that molecular-based cell death (apoptosis) plays a critical role in
the outcome of most cellular systems. Two critical points underlying this statement
(and interpretation of the literature base) are (1) the temporal component of cell
death and (2) the assay system used for evaluation [128]. To these points, evaluation
of cell populations within a few hours post-thaw does not allow for the identifica-
tion of the full extent of apoptosis or necrosis. Owing to the time course of the cell
death machinery, this holds true regardless of the assay system utilized. Reports
have shown that it takes many hours to days for the molecular-based cell death as-
sociated with cryopreservation to manifest following thawing. It is all too common
that many investigators fail to recognize this temporal component when seeking to
identify, characterize, and understand molecular cell death following preservation.
In 2001, a report in the journal Cell Transplantation first documented timing of
cell death following cryopreservation, terming the phenomenon cryopreservation-
induced delayed-onset cell death [12]. That study found that necrosis peaked 6 h
post-thaw and apoptosis 12 h post-thaw. Determination of apoptotic and necrotic
populations in that study was based on early stage indicators, thereby identifying
cells indistinguishable from living populations based upon typical viability indi-
cators (i.e. trypan blue). Owing to the ordered, temporal progression of the cell
death cascades, a nadir in cell survival was not observed in this study until 24 h
post-thaw. One of the most significant practical findings of this study was that the
timing of assessment of cryopreservation outcome was critical in order to facilitate
accurate survival measures.

The identification of the temporal component of cryopreservation failure led to
a series of investigations designed to gain insight into the progression of molecu-
lar cell death. In 2002, Baust et al. [18] reported on a genomic response of cells
following cryopreservation contributing to the temporal component. In that study,
following thawing, there was a transcriptional upregulation of activity of key apop-
totic proteins 12–18 h post-thaw, along with caspase-3 proteolytic activity having
an extended plateau of activity (21–36 h) post-thaw. Concurrently, Vogel et al.
[129] reported on the time course of proteolytic activation of caspase-3 over 36 h
following cryopreservation in a renal model. Schmidt-Mende et al. [118] further
substantiated the observation of post-thaw protease activation in a bone marrow
cell model. In their study, a high level of intrinsic proteolytic activity was found fol-
lowing preservation leading to the cleavage of various apoptotic-signaling proteins.
Their data further illustrated that protease activity could be blocked by the inclusion
of a protease inhibitor in the freeze medium. These findings on the benefits of apop-
totic inhibitors were in agreement with several other previously published reports,
and further demonstrated that improved cryopreservation outcome was possible
through addressing cell stress levels during and following cryopreservation. More
recently, Paasch et al. [120] have reported on caspase involvement in human sper-
matozoa, in addition to Yagi et al. [11] in a porcine hepatocyte model. Expanding
on these reports of specific proteolytic alterations, Vogel et al. [130] reported on
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numerous alterations in the overall cellular proteome following cryopreservation
in a human fibroblast model.

Despite substantial numbers of reports detailing the effects of post-
cryopreservation apoptosis, there are, nonetheless, a few reports challenging this
concept in selected systems. In 2002, Riccio et al. [123] reported that cryopreser-
vation of PBMCs did not result in increased levels of apoptosis when observed 24 h
post-thaw. However, in 2005, Baust et al. [124] found that, following cryopreser-
vation, PBMC necrosis and apoptosis peaked at 4 h and 8 h post-thaw respectively,
with negligible levels of either noted at 24 h. The discrepancy between these two
studies serves as an example of the influence that the temporal component and cell
type specificity can have on data collection and, ultimately, on the interpretation
of results due to the complexity of a cell’s molecular response to cryopreservation.

14.4.3 Initiation of Cryopreservation-Induced
Molecular Death

It is now clear that much of the cell death following cryopreservation is linked
to the execution of molecular-based cell death cascades. However, to date, few
detailed investigations into the initiating stresses have been reported. As described
previously, the preservation process exposes cells to stressors, many of which
can initiate a molecular death response [1, 7, 19, 131]. These factors include
metabolic uncoupling, production of free radicals, alterations in cell membrane
structure and fluidity, disregulation of cellular ionic balances, release of calcium
from intracellular stores, osmotic fluxes, and cryoprotective agent toxicity. This
listing of stresses associated with cryopreservation is by no means complete, but
serves as a guide to the complexity of the stress response and multiplicity of
potential cellular initiation sites. In an effort to provide insight into the effect of the
various stressors associated with cryopreservation, studies have begun to focus on
potential initiation sites of apoptosis within a cell. These studies remain in the early
stages; nonetheless, they have begun to shed light on the role of various pathways
of molecular cell death, including the cell membrane, nucleus, and mitochondria
associated with low-temperature exposure.

14.4.4 Effects of Cryopreservation on Cell Function

Recent studies have shown that the delayed molecular effects following thawing
extend beyond that of all survival or death, impacting function as well. Overall
function of cellular systems following cryopreservation has been an issue often
overlooked in the past due to the focused immediate challenges presented by
working to improve survival. The literature contains numerous reports citing high
post-thaw cell viability and function. Further examination of these studies however,
reveals that in many cases there are significant compromises in function of many
cellular systems post-thaw (i.e. hepatocytes [132, 133], pancreatic islets [134],
cardiac cells [135], blood cells [136], and stem cells [137]). Abrahamsen et al.
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[14] used flow cytometry to assess sample quality levels (apoptosis and necrosis)
following cryopreservation as a means of establishing dosing parameters for can-
cer patients. This application was necessary and beneficial because they found that
the cryopreservation process significantly affected the level of CD34+-expressing
cells in PBMC samples. In 2002, de Boer et al. [13] confirmed the findings of
cryopreservation-based impairment of function in CD34+ cells which resulted in
a reduction in their effectiveness for use in stem cell graft procedures. Reports
detailing similar reduction/losses in post-thaw functionality in gametes have also
been described [138, 139]. Studies on the cryopreservation of spermatozoa have
now linked molecular-based stress responses and the loss of acrosomal and motility
functions. Other studies have now associated negative effects of cryopreservation
on the impairment of biochemical functionality in hepatocytes [17, 140] and car-
diomyocytes [135]. These studies have helped to further our understanding and
increase our recognition of the downstream effects that cryopreservation may have
on cellular function.

14.4.5 Control of Cryopreservation-Induced
Molecular Response

With the growing understanding of molecular events associated with cryopreser-
vation, investigations have begun to focus on their control in an effort to improve
preservation outcome. Targeted apoptotic control (TAC) [19] is now a central
theme in studies designed to improve post-thaw outcome. Among these efforts,
modifications in preservation solution design have proven most effective.

The new challenge facing the preservation sciences is the development of a
molecular-based logic in the design of preservation solution(s) necessary to support
a cell’s round-trip excursion through the hypothermic continuum, while maintain-
ing the basis of avoiding intracellular ice formation. The basic listing of cellular
stress factors presented earlier can serve as a template to guide the design of
improved preservation methods, assuming adequate structural preservation. Un-
derstanding and addressing these stress responses is critical because there are
well-noted differences in the sensitivity of various cell types to preservation pro-
cesses. Van Buskirk et al. [29] and Mathew et al. [141] reported on these variations
in several cell models, with the data suggesting a possible need for cell-matched
preservation solutions. The basis for differing cellular response to preservation was
linked to the role that caspase-3, an apoptotic executioner enzyme, played in the
post-cold response and the effect of its inhibition. These and other studies have pro-
vided a basis for the now emerging multi-solution hypothesis, which suggests that
distinct cell types manage stress response through differing molecular pathways.

14.4.6 Preservation Solution Design

The early attempts at intelligent design of a preservation medium were made by the
Belzer and Southard team [23, 24]. in the development of ViaSpan R© (the University
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of Wisconsin solution) to support the transport of organs (pancreas, kidney, and
liver) in anticipation of transplantation. ViaSpan R©, formulated for short-term hy-
pothermic storage, was the first solution designed to manage selected putative
stress factors and became the first intracellular-like preservation medium. In the
decade that followed, additional organ preservation solutions were commercially
developed (i.e. Celsior, HTK-Custodiol, HypoThermosol, and others).

14.4.7 Extracellular Preservation Media

The most significant shift in the approach to improving cryopreservation outcome
in recent years has been that of carrier media design. Most traditional cryop-
reservation media formulations consist of a basal cell culture medium with serum
protein and DMSO. While providing for physical protection, DMSO, and proteins
components, the basal solutions fail to support the molecular response of cells
to the various stresses during preservation. These traditional solutions fall short
for reasons that include, but are not limited to (a) failure to buffer changes in pH
appropriately, (b) failure to prevent or minimize cellular generation of free-radical
products, (c) energy deprivation, etc. Also, all culture-media-based solutions do
not provide a suitable ionic environment necessary for effective cell maintenance
during preservation (i.e. low Na, high K) [25, 142]. Accordingly, the compositions
of these traditional preservation media do not provide for adequate protection at a
cellular or molecular level and offer little benefit to post-thaw survival [19].

While these classic solutions provide physical preservation, they are often
severely limited in supporting cellular function. These limitations are seen when
assessing post-thaw survival and specific cell functions. Generally speaking, little
cell death is noted within 1 h post-thaw; however, over the next 24 h in culture,
a significant portion of the cell population succumbs to cryopreservation-induced
delayed-onset cell death (floating cells) that is unrelated to immediate physical
trauma (ice rupture). With a traditionally based optimized protocol, greater than
90% of the cells avoided ice-related damage, but delayed molecular events can
result in continued increased death (≥50% more) over time (Table 14.1) [12].
Cryopreservation in extracellular-like media not only reduces survival, but also
compromises cellular function, compromising both the genome and proteome.
For example, primary hepatocytes preserved in 10% DMSO contained in cul-
ture medium effectively lose the ability to maintain normal proteomic function.
In studies by Sosef et al. [140] and Sugimachi et al. [143] it was demonstrated
that surviving hepatocytes failed to recover complete protein synthetic capabilities
even with 14 days post-thaw.

14.4.8 Intracellular Preservation Media

The examples above reveal the dichotomy that exists in interpreting survival post-
thaw [144]. The cause of these response differentials is not related to cryoprotec-
tant concentration per se, but rather the carrier medium composition. In contrast
to traditional carrier media, today’s cryopreservation solutions are designed as
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TABLE 14.1. Comparison of 24-h post-thaw viabilities of selected cell systems following

cryopreservation in either extracellular or intracellular-like media with varying levels of

DMSO

Viability (%)

5% DMSO 10% DMSO

Tissue system Cell type Media CryoStor Media CryoStor

Kidney MDCK 28 71 43 70

RPTEC 20 55 35 50

Skin Human adult fibroblasts 29 68 20 25

Human neonate fibroblasts 47 88 59 81

Keratinocytes 50 70 40 55

A431 40 72 50 48

EpiDerm N/A N/A 28 55

Liver Rat hepatocytes N/A N/A 60 80

Human adult hepatocytes 12 40 22 23

Human neonate hepatocytes 6 52 17 52

HepG2/C3A 15 72 55 78

Prostate LNCaP 36 68 51 65

Eye BCE 30 63 15 18

Blood PBMC 24 44 N/A N/A

Blood vessels HUVEC 25 48 44 48

CASMC N/A N/A 42 61

CAEC 44 69 N/A N/A

Rat aorta 5 22 14 49

Muscle Skeletal muscle 31 56 28 54

CASMC N/A N/A 42 61

Reproductive CHO 52 90 75 90

Stem cells Dermal progenitor 48 75 N/A N/A

Myoblasts 31 56 28 54

intracellular-type carrier media (low Na+, high K+) [8, 25, 142]. These solutions
contain buffers with an extended dynamic range of thermal activity, supplemental
free-radical scavengers, energy substrates, etc. [19]. These cryopreservation solu-
tion formulations have depended on much of the knowledge gained in the field of
hypothermic storage solutions and provide more effective cryopreservation.

14.4.9 Ionic Composition

Ion disregulation is a critical negative cellular event occurring during preservation
and is responsible for triggering a host of cell stress responses. This is an important
aspect of solution design, as cellular ion pumps shut down during low-temperature
storage. Accordingly, many of today’s preservation solutions have shifted from
high Na+/low K+ (traditional culture media) to that of low to moderate Na+/high
K+ [142]. These solutions have been termed intracellular-type preservation solu-
tions, based upon ionic composition being more similar to that of the intracellular
environment [25, 142, 145]. Another important feature is that the concentrations
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are not merely designed to reflect the intracellular ionic concentrations under nor-
mothermic conditions, but also to provide the appropriate concentrations necessary
to maintain the proper ionic balance at low temperature.

14.4.10 pH Buffering

Another critical aspect of preservation solution design is the maintenance of proper
physiological pH levels during the preservation process. Traditional cell culture
media rely on phosphate and bicarbonate buffers to regulate pH. While very effec-
tive at normothermic temperatures, these systems lose their buffering capacity at
hypothermic temperatures. New approaches and the resultant solutions incorpo-
rate organic buffers, such as HEPES, to provide for effective buffering throughout
an extended range of hypothermic temperatures [146].

14.4.11 Osmotic Control

With the disregulation of ionic gradients, control of osmotic swelling of cells
during preservation becomes increasingly important. Accordingly, today’s more
effective hypothermic and cryopreservation solutions incorporate several osmotic
buffering components. Such agents include lactobionate, sucrose, mannitol, and
dextran. These components serve several functions independently, but act, as a
group, to control the extent of cellular swelling during the preservation process.

14.4.12 Energy Substrates

While the goal of preserving a biologic is to reduce cellular activity and thereby
extend biological time, the maintenance of available cellular energy levels during
and following storage remains important. Accordingly, modern preservation so-
lutions have also incorporated various energy substrates, such as adenosine and
glucose, to help maintain this reserve. The presence of these compounds during
preservation serves an important role as a readily available energy source upon
return of the cells to normothermic conditions. This provides the necessary energy
for a cell to utilize for the activation of cellular repair processes and the regu-
lation of stress responses following preservation. Without this component, cells
emerging from preservation often do not have adequate energy reserves to recover
and, therefore, activate cell death pathways either through apoptosis or secondary
necrosis.

14.4.13 Free-Radical Scavengers

Recent studies have detailed the role that free radicals play in inducing cell dam-
age during and following the preservation process. It has been long appreciated in
the area of organ preservation that the inclusion of the free-radical scavenger glu-
tathione in the solution during preservation significantly improves outcome [23–
25, 142]. While glutathione remains a mainstay, it is now recognized that it alone
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does not provide adequate protection against multiple categories of free-radical
damage. Newer preservation solutions now incorporate more potent scavengers,
such as vitamin E analogs, to reduce further the damaging effects of free radicals
and prevent the subsequent activation of apoptosis [145].

14.5 Effects of New Solution Design
on Cryopreservation Outcome

With the alteration in preservation solution design coupled with the control of
the molecular response of cells to low temperatures, successful improvements in
cell survival and function have now been reported in cellular systems, including
hepatocytes [140], cord blood [147], stem cells, PBMCs [124], fibroblasts [12],
keratinocytes [18], blood vessels [148], engineered tissue [59], etc. In the major-
ity of these studies, evaluation of the intracellular-like cryopreservation medium
CryoStorTMhas been conducted, with reports of significant improvement in cell
survival, function, and growth. In many cases, a doubling of cell number has been
shown at the low point in cell survival when compared with DMSO plus cell cul-
ture medium. Interestingly, in most of those studies, the improvement in viability
and sample quality was not noted immediately post-thaw, but hours later, once the
molecular-based events had fully manifested. For example, Figure 14.1 illustrates
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FIGURE 14.1. Post-thaw survival cap of normal human keratinocytes following cryopreser-

vation in keratinocytes cell culture media (KBM) of CryoStor supplemented with different

levels of DMSO. Cells were cryopreserved using a standard stepwise process to –196 ◦C,

thawed rapidly, and assayed 24 h subsequent to return to nomothermic temperatures for cell

survival using the metabolic probe, alamarBlue (adapted from Baust et al. [149]).
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the 24-h post-preservation survival of human dermal keratinocytes preserved in
KGM (keratinocytes growth medium), an extracellular-like solution, and DMSO-
free CryoStorTM, an intracellular-like solution [19]. To each basal solution, DMSO
was added to final concentrations ranging from 0 to 15%. Upon thawing, simi-
lar viability levels were obtained in most of the conditions; but, following 24 h
of post-storage culture, a much different picture emerged. In this example, a day
following thawing, the classic cryopreservation cap was apparent, as survival in-
creased with DMSO concentrations to an optimum level, followed by a decline in
survival at higher DMSO concentrations [149]. Studies such as this one allow sev-
eral observations to be drawn: first, in the extracellular-like medium, optimal sur-
vival is demonstrated using KBMTM+ 5% DMSO; second, a change in the carrier
medium from the extracellular-like medium formulation to the intracellular-like
CryoStorTM, with an equivalent level of DMSO, results in a significant increase in
survival; third, by utilizing an intracellular-like solution, keratinocyte cell survival
could be maintained at an elevated level even when DMSO concentrations are
decreased manifold. Additionally, studies have now shown that the improvement
in cell survival (such as in the above example) and function is due to a reduction
in the levels of both apoptosis and necrosis during post-thaw recovery [12, 18].
This patterned response has now been observed in many cell systems analyzed
and has begun to expose a limitation of the two-factor hypothesis, a point recently
acknowledged by Mazur and coworkers [3, 26, 60].

Today, the principal difference in the approaches to cryopreservation and the
resultant outcomes presented are dependent on carrier solution composition. Es-
sentially, through the integration of an intracellular-type solution with an acknowl-
edgment and understanding of the molecular response of a cell to low temperature,
one is able to improve cryopreservation outcome significantly [7, 124]. Critical
to fully understanding this success is the need for an in-depth knowledge of the
cell death pathways activated as a result of cryopreservation- induced oxidative
stress. As discussed, the processes and pathways associated with the induction
of apoptosis and necrosis are complex, and our current state of knowledge with
regard to the extent and activation sites of these molecular-based events continues
to grow. While a detailed understanding of these processes remains in its infancy,
the literature base describing this paradigm shift has expanded rapidly over the
last 5 years. These studies show that this shift towards the use of new-generation
cryopreservation solutions is significantly changing cryopreservation outcomes.

14.5.1 Application of Targeted Apoptotic Control

New solution design has provided for an improvement in cryopreservation out-
come. A logical next step in improving preservation outcome is TAC [19]. Involve-
ment of apoptosis in cryopreservation failure provides an avenue for investigating
the feasibility of TAC. In 2000, we reported on the attempt to control the acti-
vation of apoptosis following cryopreservation through direct caspase inhibition
[8]. TAC, in combination with intracellular-like preservation solutions, markedly
improved cell survival. In a later study it was shown that TAC resulted in the
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reduction of both post-thaw apoptosis and necrosis [12]. The data from that study
also provided a basis for the hypothesis describing transitional cell death contribut-
ing to cryopreservation failure. More recent reports have detailed the benefit of
TAC in improving hepatocyte cryopreservation [11], as well as other cell systems.
Robilotto et al. [150] have recently expanded this concept in a report describing
the benefits of calpain inhibitors during cryopreservation to improve cell survival,
adding yet another potential strategy for TAC.

14.6 Summary

Many applications in cell-based therapy, regenerative and reparative medicine,
biobanking, tissue engineering, drug discovery, biosensor packaging, and biode-
fense require normal, predictable, and timely return to functions of cellular systems
following preservation. This is often not the outcome when traditional preserva-
tion technologies are applied. Further, there exists a growing body of evidence
suggesting that elevated levels of cryoprotective agents impact and alter the cellu-
lar proteome, genome, and fragmentome.

Without a doubt, molecular-based study has again propelled cryopreservation
to the forefront of scientific discovery. As our knowledge expands, advance-
ments will continue to overcome the present-day limits of successful preserva-
tion. Today, the union between the optimized structural preservation strategies
and the cell-molecular-based approaches to preservation will ultimately yield true
improvements in post-preservation outcome. The first generation of cryopreser-
vation developments focused on the maintenance of structural integrity of cells
through the inclusion of penetrating cryoprotectants and the resultant manage-
ment of ice and chemo-osmotic perturbations. Second-generation strategies in-
tegrate with and improved upon preservation outcome through a combination of
first-generation principles with new concepts in preservation solution design that
mitigate the detrimental effects of preservation-induced oxidative stresses. This
approach directly modulates the post-thaw launch of apoptotic and necrotic cell
death cascades (delayed-onset cell death) [7, 131].

As such, given the current direction of cryopreservation science, it appears
that the future lies in the combination of next-generation solutions and specific
strategies, such as TAC or genetically activated survival programs [131] to improve
post-thaw survival and function for application in a diversity of settings, including
complex cell, tissue, organ, and even organismal cryopreservation.
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Glass-transition temperature, 94

Grain-boundary effects

alloy contents, 290

alloy effects on grain growth, 295

in Nb3Sn, 290

Gravity Probe B experiment, 167

Hampson, 8

Heat exchanger

recuperative counter-flow, 7

Helium dewar, 240, 242, 249, 253, 271

Helium dilution refrigerator, 174

Helium liquefier development

Collins, 16

Kapitza, 15

Onnes, 14

present day cycle, 174

High-pressure laminates, 72

inspection, 73

manufacture, 73

NEMA-grade G-10 and G-11, 72

compressive strength, 73

density, 73

elastic modulus, 73

shear strength, 73

thermal conductivity, 73

thermal contraction, 73

repair, 73

History of materials, 85

Hybrid JT and pulse tube cooler, 275

Hybrid JT and sorption cooler, 274

Hydrogen liquefaction, 152

liquefier cycles, 154

O-P hydrogen conversion, 152

Hydrogen liquefier development

Dewar, 14

NBS, 21

present day cycle, 154

USAF, 21

Hypothermic process 342

Ion disregulation in cryopreservation, 353

Infrared detector, 226

Inspection

of magnet coil insulation, 73

Insulation

foam and fiber, 125

evacuated, 123, 128

powder, 122

vacuum, 121

gas-purged, 137

microsphere, 124

multilayer, 126

attachment guidelines, 128

design guidelines, 128

opacified powder, 124

International Cryogenic Materials Conference,

52

composite papers, 56

geographic distribution of papers, 53, 56

structural-alloy papers, 55

topical distribution of papers, 54

total number of papers, 53

International Temperature Scales, 183

IPTS-48, 185

IPTS-68, 185

ITS-90, 184

PLTS-2000, 184

2005 redefinition, 184

International Toroidal Experimental Reactor,

80

A15 structure superconductor research, 285,

302, 304

austenitic steel research, 66

Intracellular preservation media, 352
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JT cryocoolers, 230, 233, 241, 272

JT cycle, 8

Kapitza, 15

Kirk ice machine, 11

Large Hadron Collider, 164

Linde, 8

Liquefaction

of air, 141

of helium, 14, 174

of hydrogen, 14, 152

of oxygen, 8, 147

of natural gas, 24, 154

Liquefied natural gas (LNG), 154

cycles, 156

equipment, 156

pre-purification of feed, 155

shipments, 24

Liquid helium in particle physics

bubble chamber, 164

Large Hadron Collider, 164

Long-life cryostats, 248

Brayton, 256

pulse tube, 254, 273

LNG

cycles, 156

equipment, 156

shipment, 24

Magnetic effect on thermometry, 216

McCabe Thiele method, 112

Microsphere insulation, 124

Modern liquefaction cycles

air separation, 147

helium, 174

hydrogen, 154

LNG, 151

Moon space flight, 229

Multifilamentary superconducting wires

Nb3Sn, 301

from bronze process, 301

high-current density, 303

from internal-tin process, 302

Multilayer insulation

attachment guidelines, 128

design guidelines, 128

evacuated, 138

Natural gas liquefaction, 154

feed pre-purification, 155

liquefaction cycles, 156

liquefaction equipment, 156

Nb3Sn, see Superconductors

NBS Cryogenic Data Center

documentation, 35

technical services, 35

Necrosis cell death, 347

Nickel alloys

elastic modulus, 62

fatigue crack-growth rates, 65

fracture toughness, 62

Incoloy 908 development, 80

tensile strength, 62

NIST Pure Fluids program, 45

Onnes, 14

Opacified-powder insulaton 124

O-P hydrogen conversion, 152

Osmotic control during cryopreservation,

354

Oxford Stirling coolers, 251, 252, 261, 265

Oxygen liquefier development

Cailletet, 8

Hampson, 8

Linde, 8

Pectet, 8

present day cycle, 147

Wrobleweski, 8

Pectet, 8

Perkin refrigerator, 4, 5

Phase diagrams

YBCO, 311, 314

pH buffering in cryopreservation, 354

Piezoelectric materials

barium titanate, 100

Polymers, 89

amorphous

loss factor, 91

dielectric properties, 91

elastic modulus, 89

epoxy

elastic modulus, 89

fatigue, 92

specific heat, 89

fracture strain, 89

glass-transition temperature, 94

plexiglass

elastic modulus, 89

polyamide-imide

elastic modulus, 89

polybutadiene, 93

polycarbonate

elastic modulus, 89

fatigue, 92
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Polymers (cont.)
polyether ether ketone

fatigue, 92

polyethylene, high density

elastic modulus, 89

dielectric loss, 91

fatigue, 92

polyethylene-imide

elastic modulus, 89

polyisobutylene, 93

polyoxymethylene

elastic modulus, 89

polypropylene, 93

polystyrol

elastic modulus, 89

dielectric loss, 91

polyvinyl chloride

elastic modulus, 89

Teflon

elastic modulus, 89

specific heat, 89

thermal conductivity, 93

thermal contraction, 94

Porous plug phase separator, 167

Powder insulation

evacuated, 123

nonevacuated, 122

Pre-impregnated (prepreg) composites, 73

compressive strength, 73

density, 73

elastic modulus, 73

inspection, 73

manufacture, 73

repair, 73

shear strength, 73

thermal conductivity, 73

thermal contraction, 73

Preservation media

extracellular, 352

intracellular, 352

Preservation solution design, 351

Pulse tube cryocoolers, 172, 260, 261, 262,

264, 265

Pyroelectric materials

barium titanate, 100

polyvinydilene, 100

polyvinyl chloride, 100

Radiation effects, 78

gas evolution from resin systems, 79

on resin systems, 78

swelling of resin systems, 79

testing, 79

Radiation shields for storage containers, 137,

139

Rare earth

specific heat, 172

Refrigerator

adiabatic demagnetization, 16, 176, 271

rotary-reciprocating, 236, 243

Regenerative cryocoolers at 4K, 170

Repair of magnet-coil insulation, 73

Resin systems

ceramic, 78

cyanate ester, 78

epoxy, 78

Resin-transfer molding, 73

compressive strength, 73

elastic properties, 73

density, 73

inspection, 73

manufacture, 73

repair, 73

shear strength, 73

thermal conductivity, 73

thermal contraction, 73

Rhombic-drive Stirling cooler, 242

Ricor cryocoolers, 266, 267

Rotary-magnet refrigerator, 244

Rotary-reciprocating refrigerator, 236, 243

Shear/compression test, 76

fatigue properties of composite insulation,

77

static properties of composite insulation,

77

Shear modulus, see Elastic properties

Shear strength

of composites, 73

Silicon carbide

electrical resistivity, 88

specific heat, 88

thermal conductivity, 88

Solid CO2 cryostat, 232

Solid H2 cryostat, 270, 271

Solid CH4-CO2 cryostat, 238

Solid CH4-NH3 cryostat, 237

Solid Ne-CO2 cryostat, 250

Solution design for cryopreservation,

355

Sorption coolers, 236, 247, 257, 272

Spallation neutron source, 165

Specific heat

of aluminum nitride, 88

of aluminum oxide, 88

of fiber-reinforced composites, 97
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of polymers, 89

of rare earth materials, 172

of silicon carbide, 88

of zirconium oxide, 88

Standard reference materials, 187

Stirling coolers, 12, 245, 251, 252, 260, 261,

262, 272, 273, 274

flexure, 246

long-life, 245, 255, 273

magnet driven, 246

Oxford, 251, 252, 261, 265

Storage containers

heat leak, 136

radiation shields, 137, 139

vapor cooling, 136

Stress-intensity factor, 60

Sub-Kelvin coolers, 275

Superconductors

addition of titanium, 304

BSCCO, 321

applications, 321

(Bi,Pb)2Sr2Ca2Cu3O10 (2223), 321

critical current, 327

magnetic field, effects of, 332

critical field, 327

density, 327

flux pinning, 332

microstructure, 332

oxide-powder-in-tube fabrication, 322,

332

alloying, 324

cracks and porosity effects, 329

heat treatment, 325, 326

mechanical deformation, 325, 328

powder, 324

silver sheath, 324

wire development, 322

history, 285, 309

Nb3Sn, 285

alloying, effects of, 288

critical current density, 287, 302

critical magnetic field, 289

critical temperature, 289, 292

flux-pinning effects, 297

grain-boundary composition, 292

multifilamentary wires, 301

bronze process, 301

internal-tin process, 302

YBCO, 79, 313, 332

buffer-layer architecture, 318

critical current, 319

deposition, 318

fabrication, 316

flux pinning, 332

grain distribution, 316

substrates, 316

trapped magnetic fields, 316

melt processed

fabrication, 314

phase diagram, 314

YBa2Cu3O6+x (123)

crystal structure, 310

phase diagram, 311, 314

upper critical magnetic field, 312

Superfluid He cryostat, 270, 271

Superfluid He use

in cryostats, 270, 271

in particle physics, 164

in space mission, 167

Technical paper presentation, 115

Tensile properties

of aluminum alloys, 62

of austenitic steels, 62, 67

carbon addition, effect of, 69

grain size, effect of, 68

nitrogen addition, effect of, 67

prediction of yield strength, 68

solid solution alloying, effect of,

69

of ferritic steels, 62

of fibers, 96

of nickel alloys, 62

of titanium alloys, 62

Thermal conductivity

of ceramics, 88

of composites, 73, 97

of silicon carbide, 88

Thermal contraction

of ceramics, 88

of composites, 73, 97

of fibers, 96

of glass, 88

Thermodynamic temperature, 181

Thermometer

accuracy, 215

selection, 209

types, 211

capacitance, 211

diode, 211

gas, 211

mechanical, 211

resistance, 211

thermocouple, 211

Thermometry, 179

magnetic effect, 216
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Thermometric reference points,

186

helium λ-transition, 193

solid-solid transition, 194

superconducting transition,

192

triple point, 188

Thermonuclear bomb, 21

Titanium alloys

elastic modulus, 62

fatigue crack-growth rates, 65

fracture toughness, 62

tensile strength, 62

Tonnage oxygen production, 24,

147

Transfer line analysis, 106

Transient heat transfer, 106

Schmidt method, 106

Transitional cell death, 347

Tungsten carbide

elastic modulus, 88

Turbo-Brayton refrigerator, 244, 267

Vacuum insulation, 121

Vacuum-pressure impregnation, see
Resin-transfer molding

Vapor cooling in storage containers, 116

Vuilleumir coolers, 235, 255, 273

Weld properties of austenitic steels, 69

Wroblewski, 8

X-ray detector, 228

YBCO, see Superconductors

Young’s modulus, see Elastic properties

Zirconium oxide

specific heat, 88




